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Abstract

Title: Tech-mining on Chinese Patents: Syntax and Terminology

This thesis aims to contribute to the field of research by automating the generation of lexical
variations for technical terms found in Chinese patent claims. It achieves this through two primary
contributions. Firstly, a character-level dependency parser specifically pre-trained on Chinese patent
claims is developed. This parser enables the analysis of the internal structure of the terms and thus
avoids the long-existing segmentation problem in Chinese. Secondly, a technical taxonomy is
constructed based on the titles of the International Patent Classification (IPC) system, providing
promising hypernym/hyponym substitutes for the production of variants of a base claim text.

Chapter 1 serves as an introduction, providing the necessary linguistic and technical background for
the research. In Chapter 2, the collection and preprocessing of the corpus used in the study are
detailed. Chapters 3 and 4 focus on annotating the Chinese character-level dependency treebank and
describe the training process used to bootstrap the parser. Chapter 5 presents the construction and
evaluation of the technical taxonomy, which utilizes the IPC system. Finally, in the end of Chapter 5,
the methodology for recognising and selecting lexical variations is demonstrated.

Keywords: dependency parsing, Chinese morphology, terminology, automatic term extraction,
lexical variation, term substitution, taxonomy, patent

Résumé en francais
Titre: Fouille technologique dans les brevets chinois : syntaxe et terminologie

Cette thése vise a contribuer au domaine de la recherche en automatisant la génération de variations
lexicales pour les termes techniques présents dans les demandes de brevet chinoises. Elle réalise cela
grace a deux contributions majeures. Tout d’abord, un analyseur de dépendance au niveau des
caracteres, spécifiquement pré-entrainé sur les demandes de brevet chinoises, est développé. Cet
analyseur permet d’analyser la structure interne des termes et évite ainsi le probléme de segmentation
qui existe depuis longtemps en chinois. Deuxiémement, une taxonomie technique est construite en se
basant sur les titres de la Classification internationale des brevets (IPC), fournissant des substituts
prometteurs d’hyperonymes/hyponymes pour la production de variantes d’un texte de demande de
brevet de base.

Le chapitre 1 sert d’introduction, en fournissant les connaissances linguistiques et techniques
nécessaires a la recherche. Le chapitre 2 détaille la collecte et la préparation du corpus utilisé dans
I’¢tude. Les chapitres 3 et 4 se concentrent sur I’annotation de I’arbre de dépendance au niveau des
caracteres chinois et décrivent le processus d’entrainement utilis¢é pour démarrer ’analyseur. Le
chapitre 5 présente la construction et 1’évaluation de la taxonomie technique, qui utilise le systéme de
la Classification internationale des brevets. Enfin, a la fin de chapitre 5, la méthodologie de
reconnaissance et de sélection des variations lexicales est démontrée.

Mots-clé: analyse de dépendance, morphologie chinoise, terminologie, extraction automatique
de termes, variation lexicale, substitution de termes, taxonomie, brevet
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Introduction

Patents represent the largest source of technical information in the world, comprising approximately
90% to 95% of global scientific and technological knowledge (Chen & al., 2006). How to effectively
harness such a vast information resource plays a crucial role in various aspects of research and
patent-related activities.

The use of patent information has become increasingly important in various fields, including
technology intelligence, innovation management, and scientific research. Patent information contains
valuable information about the latest technological developments, the competitive landscape, and
emerging trends. However, patent information is often difficult to access and analyze due to the vast
amount of data and the complexity of the documents.

In addition to the challenges in accessing and analyzing patent information, attorneys who draft new
patents face the additional challenge of ensuring that their patent applications are comprehensive and
accurately describe their clients’ inventions. This requires a deep understanding of the technical
language and concepts related to the invention, as well as the ability to identify and use appropriate
terminology to describe the invention in a clear and precise manner.

This study’s primary objective is to facilitate the access to the Chinese patent texts for both the patent
drafting and the automatic analysis of patents.

What is Tech-mining?

Tech-mining is short for “text mining of science & technology information resources.” First
introduced by Alan L. Porter in his book Tech Mining for Future-oriented Technology Analysis
(2009), the tech-mining is defined as following:

“Tech-mining is the application of text-mining tools to science and technology
information, informed by understanding of technological innovation processes.”

In the past, technology mining relied on conventional approaches such as patent analysis, literature
reviews, and expert consultations for gathering insights into technological advancements. These
methods were not only time-consuming but also had limited coverage. However, in the era of digital
transformation and the availability of extensive datasets, technology mining has undergone a
significant transformation.

Today, technology mining harnesses cutting-edge computational techniques, data mining algorithms,
Machine Learning, Natural Language Processing, and network analysis to extract valuable insights
from vast datasets. It draws information from diverse sources, including scientific publications,
patents, technical reports, conference proceedings, funding databases, innovation repositories, and
online platforms, enabling the comprehensive tracking and analysis of technology trends.

The applications of technology mining are multifaceted. It empowers organizations to identify
emerging technologies and evaluate their potential impacts on markets, industries, and strategic
business decisions. It facilitates technology scouting and open innovation initiatives by identifying

1
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external technologies suitable for integration or licensing. Moreover, technology mining plays a
pivotal role in shaping policy development and public decision-making processes, aiding in
technology roadmapping, research funding prioritization, and regulatory framework guidance.

Among various types of technical and scientific texts, patents stand out as one of the most valuable
resources. When technology mining focuses on patent analysis, it is commonly referred to as ‘patent
mining’. This specialized approach delves deep into patent datasets to uncover critical insights into
technological innovations and intellectual property landscapes.

Furthermore, technology mining serves as an indispensable tool in supporting research and
development (R&D) endeavours. It assists researchers in pinpointing pertinent literature, identifying
research gaps, and uncovering potential collaborative opportunities. Additionally, it streamlines
technology transfer and commercialization efforts by identifying licensing prospects and potential
industry collaborators.

In this thesis, our focus shifts from the conventional task of predicting technology trends in
tech-mining to a more oriented approach involving augmented inventing (Lee et Hsiang, 2019) and its
fundamental processes.

In this context, we consider augmented invention, which by definition involves humans utilizing Al to
comprehend vast amounts of data and interpret suggestions provided by the Al, as a specialized
application of tech-mining. Augmented invention may also be seen as an approach to bridge
technological gaps through human decision-making, utilizing existing technological datasets.

Motivation: Why tech-mining on Chinese patents?

In the context of the rapid advancement of science, technology, and global business strategies, patents
continue to hold a significant role even after more than five centuries since their systematic granting
began in 1450 in Venice. In the 21st century, often referred to as the information age, intellectual
property protection has become increasingly crucial. With the proliferation of inventions and the
emergence of new technologies in recent decades, the field of patents has gained unprecedented
importance. China, experiencing an economic and technological boom, has witnessed a remarkable
surge in patent applications across all technological domains since the turn of the century. As a result,
there is an urgent need within the Chinese industrial landscape to enhance the efficiency of patent
application and maintenance procedures.
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Figure - The Number of Patent Applications Over the Years in China, France, and the United
States of America

In the Figure above we can see a dramatic growth of the blue line that presents the number of granted
patents in China between 2000 and 2015".

Traditional methods of patent drafting, like all other legal textual work, often require considerable
manual force. In recent years, under the impact of Machine Learning, several attempts have been
made to take advantage of this high-potential business, from the Cloem.com? to the collaboration of
the World Intellectual Property Organization (WIPO)® with Google on the automatic translation of
patents. At the same time, in China, some companies have emerged in the field such as WenXian
Technology*, one of the pioneers of automatic patent composition, which seeks to accelerate patent
drafting work by employing Machine Learning.

In spite of this rise of interest and these few pioneers, the field of automatic processing of Chinese
patent texts remains generally underdiscovered. This is especially true for the theoretical modeling of
patent texts (which can serve as a base for text simplification, syntactic parsing, or the generation of
texts), whereas the research on machine translation and text mining has always been hot topic ever
since the popularization of the computer. From this lack of studies comes the interest of this thesis at
the crosslines of law, linguistics, Natural Language Processing, and Machine Learning.

! Data from the official site of WIPO

2 Cloem is a company based in Cannes, France, which applies natural language processing (NLP) technologies
to assist patent applicants in creating variants of patent claims, called "cloems". (https:/www.cloem.com/)

3 http://Www.wipo.int

4 http://www.wxcip.com/
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Objective and Plan of the Thesis

In this study, we are interested in terms of Chinese patents, especially in the claims. The analysis is
focused on their linguistic characteristics, especially morphological characteristics, their syntactic
functions and their variation (scope of the claims).

The objective is to describe the internal structure of Chinese technical terms with dependency syntax
annotation, and to explore the possibility of the term recognition and the lexical variation feeding the
special needs of claim scoping with the help of the construction of a new technical taxonomy.

The organization of the thesis is in five chapters.

We first start with the presentation of the linguistic and technological background of the study by
revisiting the morphological and terminological theories in Chinese and we discuss the notions used in
this study. At the end of Chapter 1, we will give the principle hypothesis and our methodology.

In Chapter 2, we introduce in detail how we collect and preprocess the patent application data.

Moving to Chapter 3, which is the central interest of this study, we annotate the first Chinese patent
treebank, and also the first treebank at character-level, which contains rich morphological information.
The parallelism between compound word structure and syntactic structure in Chinese is the theoretical
base of the annotation. The final results are published in both the Universal Dependency (UD) project
and the Surface-Syntactic Universal Dependency (SUD) project.

Chapter 4 and Chapter 5 are two explorations of the tech-mining on Chinese patents by using the
character-level dependency parser as a base. Chapter 4 introduces the automatic term extraction (ATE)
based on dependency relations instead of the conventional methods based on the POS tag pattern.
Chapter 5, which is based on the results of Chapter 4, presents the construction of a patent-related
taxonomy that can serve as a base of lexical variation.



Chapter 1 - Linguistic and technical background of the
research

In the first chapter of this thesis, we provide an overview of the research orientations and main
interests of scholars in the field of patent-mining.

Section 1.1 focuses on the patent as the corpus of analysis, including its general structure and scope in
intellectual property protection. We also discuss the previous research on Natural Language
Processing and tech-mining in the patent domain. In Section 1.2, we take a theoretical and linguistic
perspective to introduce the domains of study, specifically Chinese word formation theories, syntax,
and terminology. Section 1.3 defines the central notion of “terms” in our study and clarifies the
fundamental concepts that will be employed throughout the following sections. Building on this
background, Section 1.4 presents a list of hypotheses of linguistic and technical interest, along with
the difficulties encountered during the research process and our methodology.
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1.1 Patents as Cutting-Edge Technological Innovations

1.1.1 What Is a Patent?

In WIPO’s definition’, a patent is “an exclusive right granted for an invention, which is a product or a
process that provides, in general, a new way of doing something, or offers a new technical solution to
a problem. To get a patent, technical information about the invention must be disclosed to the public
in a patent application. In principle, the patent owner has the exclusive right to prevent or stop others
from commercially exploiting the patented invention. In other words, patent protection means that the
invention cannot be commercially made, used, distributed, imported or sold by others without the
patent owner’s consent.”

Although patents have scope only in the jurisdiction where they are granted, their definition is pretty
much the same internationally, which allows to demand protection for the same invention around the
world, if this is needed - and affordable - to the inventor.

The intellectual property law in China recognizes three distinct types of innovations: inventions,
utility models, and industrial designs.

According to Article 2 of the Patent Law of the People’s Republic of China (2020)°:

The term “invention” as used in this Law refers to inventions, utility models, and

designs.

An invention refers to a new technical solution proposed for a product, method, or
its improvement.

A utility model refers to a new technical solution proposed for the shape, structure,
or combination of a product that is suitable for practical use.

A design refers to a new design that is aesthetically appealing and suitable for
industrial application, encompassing the overall or partial shape, pattern, or their
combination, as well as the combination of color and shape or pattern.

In this study, our focus is solely on invention patents, and we do not consider utility model patents or

design patents.

Among all types of texts in the field of technology, patents protecting inventions play a particular role
because they legally delimit a privatized technological domain, but also because of their very
particular style of legal sub-language, in which the authors attempt to cover as much technological
“space” as possible in its scope.

5 https://www.wipo.int/patents/en/

¢ https://www.wipo.int/wipolex/en/legislation/details/21027
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Chapter 1 - Linguistic and technical background of the research

1.1.1.1 The General Structure and Components of a Patent
A patent must consist of three textual parts: the abstract, the description and the claims.
e Abstract

The abstract is a concise summary of the invention, highlighting its key aspects and potential benefits.
It should provide a clear overview of the invention’s technical features and its significance. It is
legally limited in size to around 150 words.

e Description

The description provides a detailed explanation of the invention, including its technical aspects, how it
works, and its practical implementation. It should be thorough enough for someone skilled in the
relevant field to understand and replicate the invention. The length of a patent application’s
description can vary widely based on the technology, the complexity of the invention, the jurisdiction,
the strategy of the patent attorney, and other factors. A patent’s description averages at around 20 to
30 pages, but some patents might be just a few pages long, while others could be several hundred
pages. Patents in fields like software or mechanical devices might generally be shorter, while patents
in fields like pharmaceuticals or complex electronics tend to be longer due to the intricate details and
data that need to be provided.

e (Claims

The claims section of a patent outlines the specific features and elements that define the scope of
protection granted to the invention. These claims serve as the basis for legal protection against
infringement and unauthorized use.

A patent claim is typically a single sentence, often exceeding 100 words, and can fall into two main
categories: product claims and method claims. Product claims describe the objects, arrangements,
compounds, or other tangible inventions, while method claims focus on manufacturing methods,
utilities, or other processes.

Patent claims play a pivotal role in defining the rights granted to the patent owner and determining the
scope of protection for the invention. They outline the specific features of the patented product or
process and serve as the reference point for future legal actions against potential infringement or
unauthorized use by a third party. Crafting well-drafted claims is essential, as they must strike a
balance between being broad enough to cover various use cases and specific enough to satisfy the
requirements of the patent office.

In a patent application, claims can be categorized as either independent or dependent. Independent
claims are self-standing and do not explicitly reference any prior claims, whereas dependent claims
incorporate and refer back to one or more previous claims.

The protection scope of an independent claim in a patent application is the broadest for a particular
invention. If a claim encompasses all the technical features of another claim of the same type and
further narrows down the technical solution of that other claim, it becomes a dependent claim.
Dependent claims, by introducing additional technical features or further limiting the technical

7
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features of the referenced claims, fall within the protection scope of the claims they refer to. The
additional technical features in dependent claims can either provide further limitations on the
technical features of the referenced claims or introduce entirely new technical elements. In a patent
application, there should be at least one independent claim. When there are two or more independent
claims, the one placed at the beginning is referred to as the first independent claim.

According to their nature, patent claims can be classified into two basic types: claims for things and
claims for activities, often referred to as product claims and method claims. The first basic type of
claims includes objects produced by human technology (products, equipment), while the second basic
type of claims includes activities that involve elements of time processes (methods, uses). Claims for
things typically cover items, substances, materials, tools, devices, and similar items. On the other
hand, claims for activities encompass manufacturing methods, usage methods, communication
methods, processing methods, and methods for using a product for specific purposes, among others.

In China, the application for a patent is governed by the Patent Law of the People’s Republic of China
and its implementing regulations. Another important document for patent drafting is the Patent
Examination Guidelines issued by the China National Intellectual Property Administration (CNIPA),
the Chinese patent office.

During the examination process of a patent application, the features and novelty of the invention
described in the application serve as a reference for the decision-making process of the patent office.
These features are considered to assess the uniqueness and inventiveness of the proposed invention,
and they play a crucial role in determining whether the application meets the requirements for
patentability.

Once a patent is granted, the claims in the patent document become the basis for defining the scope of
protection conferred by the patent. The description only serves to clarify the claims but does not
provide protection for ideas that are not “claimed”.

According to Article 64 of the Patent Law of the People’s Republic of China (2020):

“The protection scope of an invention or utility model patent is determined by the
content of its claims, while the description and drawings in the patent specification can
be used to interpret the content of the claims. ”

The claims specify the precise features and elements that are protected by the patent and establish the
boundaries within which the patent owner has exclusive rights. The claims serve as a legal tool that
helps clarify and define the extent of protection afforded to the patented invention.

To ensure the clarity and precision of the claims, they must be supported by the description and
drawings provided in the patent application. Every word in the claims must be carefully chosen to
accurately and comprehensively define the invention. The drafting of claims follows specific criteria
and guidelines dictated by the patent laws of the respective country or region. This process is
necessary to protect the inventor’s rights and provide a solid foundation for any legal actions taken
against potential infringement.



Chapter 1 - Linguistic and technical background of the research

1.1.1.2 Hypernymy in the Patent Drafting

Hypernymy, a linguistic phenomenon denoting a hierarchical relationship in which one term (the
hypernym) represents a broader category encompassing another term (the hyponym), holds significant
potential within the realm of patent drafting. Its strategic utilization can significantly contribute to
augmenting the quality, precision, and scope of patent documents, particularly in the context of broad
claim coverage and robustness for further prosecution.

Within the context of patent Case Law, where legal certainty is a cornerstone, the articulation of
technical features constituting a patent's claim for protection demands meticulous precision, devoid of
ambiguity. This adherence to precision leaves little room for interpretation. A patent application is
examined by a specialist, called the examiner, in the patent office. Their role is to check the
patentability of the patent application. In general, they try to reduce the scope of the application, and
the patent attorney wants to extend the scope to the maximum, in order to protect all imaginable and
future configurations.

Suppose we claim “a mouse with a screen”. Suppose a mouse is a hyponym of “computing device”
and “screen” is a hyponym of “display”. Then it is better to use in the description the more general
expressions or variants resulting in “a computing device with a screen”, “a mouse with a display” or
“a computing device with a display”, for later reactions against alleged collisions in the prior art, that
might be detected by the patent examiner in the patent office. In such a case, if support’ permits, it is
allowed to reshape the pending claims, in the example “a mouse with a display”. If claim variants

haven’t been anticipated, it is not allowed to add subject-matter after filing is done.

As another example, consider a scenario in which a patent application explicitly employs the term an
“armoured vehicle.” In such a case, attempting to later excise a feature, for example in a desired
claim, a “vehicle” can be questionable as the omission of the modifier “armoured” introduces lack of
support and inherent uncertainties. Similarly, the assertion of a claim for a “bulletproof vehicle” is
precluded, if the term “bulletproof” is absent from the original description.

LR INY3

As another example, consider the chain “tricycle”, “bicycle”, “vehicle” and “transportation system”.
Mastering the paths between words is critical to be able to generalize or specify a given entry
expression.

Thus a good practice for drafting is to anticipate as much as possible different combinations of words
(with some words levelling up, while others are levelled down; these are called “intermediate
generalizations”). This practice allows extracting the appropriate combinations of different abstraction
levels.

A patent application essentially serves as a repository of linguistic constructs, providing the
foundation for claim amendments through procedural mechanisms akin to a “copy and paste”
operation (e.g. Article 123 EPC®). Consequently, it is incumbent upon the applicant to diversify
textual perspectives and encompass a spectrum of linguistic formulations. This strategic approach
bolsters the application’s resilience during the examination phase, where comparisons with antecedent

" Support refers to the rest of the patent application where these more general terms have to be mentioned and
explained in the context of the invention.

8 European Patent Convention (https:/www.epo.org/en/legal/epc/2020/a123.html)
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references from the prior art prompt the applicant to innovate in linguistic expression, unveiling novel
combinations of verbiage.

Broad claim coverage, a fundamental goal in patent drafting, can be effectively achieved by
strategically incorporating hypernyms into the language of patent claims. Hypernyms, as expansive,
higher-order terms, possess the capacity to encapsulate multiple specific concepts or embodiments
within a single claim. This approach significantly amplifies the scope of protection conferred by the
patent claims without necessitating the exhaustive enumeration of every potential variation.

The drafting and generalization of patent claims involve determining the technical features that
constitute the technology solution for which patent protection is sought.

In conclusion, the astute application of hypernymy in patent drafting not only enhances precision and
clarity but also expands the protective ambit of patent claims. By embracing broader linguistic
categories, patent applicants can future-proof their intellectual property, aligning it with the dynamic
landscape of evolving technologies and legal interpretations. This strategic integration empowers
patent holders to fortify their positions, ensuring the longevity and adaptability of their patents in a
rapidly changing intellectual property landscape.

And considering the importance of the hyperonymy/hyponymy relations in patent drafting and
examination, we build the patent-related technical taxonomy in Chapter 5.

1.1.2 Patent Classification Systems

There are several patent classification systems that are used in different countries and regions. In this
section, we will focus on two significant classification schemas, namely the International Patent
Classification (IPC) and the Cooperative Patent Classification (CPC), providing a detailed
introduction to each of them.

The International Patent Classification (IPC) is a standardized hierarchical system that is employed by
more than 100 countries worldwide to ensure consistent classification of patent documents. Its
establishment dates back to 1971 under the Strasbourg Agreement, and it operates under the auspices
of the World Intellectual Property Organization (WIPO). Regular updates to the IPC are facilitated
through the collaboration of a committee comprising experts from participating countries and
observers from organizations such as the European Patent Office.

The IPC’s hierarchical structure’, consisting of eight sections, facilitates the systematic organization of
terminological expressions in fields characterized by innovation and enhances the understanding of
interrelationships among technological concepts within specific knowledge domains. The eight
sections of the IPC are A. Human necessities; B. Performing operations; transporting; C. Chemistry;
metallurgy; D. Textiles; paper; E. Fixed constructions; F. Mechanical engineering; lighting; heating;
weapons; blasting engines or pumps; G. Physics; H. Electricity. Each section further incorporates

de= f&ﬁpcpc no&showdeleted Ves&mdexes no&headings=ves&notes=yes&direction=o02n&initial=A &cwid=
none&tree=no&searchmode=smart
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classes, subclasses, groups, and subgroups, which are identified by alphanumeric codes (e.g., AO1,
A01B, A01B 1/00, A01B 1/22). Shown in Figure 1.1 and Figure 1.2.

B A HUMAN NECESSITIES
AGRICULTURE
[ o | | - AGRICULTURE; FORESTRY; ANIMAL HUSBANDRY; HUNTING; TRAPPING; FISHING
ﬂm A01B SOIL WORKING IN AGRICULTURE OR FORESTRY; PARTS, DETAILS, OR ACCESSORIES OF AGRICULTURAL

MACHINES OR IMPLEMENTS, IN GENERAL (making or covering furrows or holes for sowing, planting or manuring A01C 5/00;
machines for harvesting root crops A01D; mowers convertible to soil working apparatus or capable of soil working A01D 42/04;
mowers combined with soil working implements A01D 43/12; soil working for engineering purposes E01, E02, E21)

ﬂ A0iC PLANTING; SOWING; FERTILISING (parts, details or accessories of agricultural machines or implements, in general A01B 51/00-
A01B 75/00)

n A01D HARVESTING; MOWING

n - AO1F THRESHING (combines A01D 41/00); BALING OF STRAW, HAY OR THE LIKE; STATIONARY APPARATUS OR HAND

TOOLS FOR FORMING OR BINDING STRAW, HAY OR THE LIKE INTO BUNDLES; CUTTING OF STRAW, HAY OR THE
LIKE; STORING AGRICULTURAL OR HORTICULTURAL PRODUCE (arrangements for making or setting stacks in connection
with harvesting A01D 85/00)

B A01G HORTICULTURE; CULTIVATION OF VEGETABLES, FLOWERS, RICE, FRUIT, VINES, HOPS OR SEAWEED; FORESTRY;
WATERING (picking of fruits, vegetables, hops or the like A01D 46/00; propagating unicellular algae C12N 1/12)

B AOTH NEW PLANTS OR PROCESSES FOR OBTAINING THEM; PLANT REPRODUCTION BY TISSUE CULTURE
TECHNIQUES [5]

[ o | Ao1y MANUFACTURE OF DAIRY PRODUCTS (for chemical matters, see subclass A23C)

[ o | A01K ANIMAL HUSBANDRY; AVICULTURE; APICULTURE; PISCICULTURE; FISHING; REARING OR BREEDING ANIMALS,
NOT OTHERWISE PROVIDED FOR: NEW BREEDS OF ANIMALS

Figure 1.1 - The first classes and subclasses of IPC Section A
B A HUMAN NECESSITIES

AGRICULTURE

[ o | Bl Ao AGRICULTURE; FORESTRY; ANIMAL HUSBANDRY; HUNTING; TRAPPING; FISHING

n“ Bl AoiB SOIL WORKING IN AGRICULTURE OR FORESTRY; PARTS, DETAILS, OR ACCESSORIES OF AGRICULTURAL

MACHINES OR IMPLEMENTS, IN GENERAL (making or covering furrows or holes for sowing, planting or manuring A01C 5/00;
machines for harvesting root crops A01D; mowers convertible to soil working apparatus or capable of soil working A01D 42/04;
mowers combined with soil working implements A01D 43/12; soil working for engineering purposes EO1, E02, E21)

= A01B 1/00 Hand tools (edge trimmers for lawns A01G 3/06) [2006.01]
- A01B 1/02 « Spades; Shovels [2006.01]
A01B 1/04 « « with teeth [2006.01]
- A01B 1/06 + Hoes; Hand cultivators [2006.01]
A01B 1/08 « « with a single blade [2006.01]
A01B 1/10 « « with two or more blades [2006.01]
A01B 1/12 - « with blades provided with teeth [2006.01]
A01B 1/14 « « with teeth only [2006.01]
- A01B 1/16 « Tools for uprooting weeds [2006.01]
A01B 1/18 « « Tong-like tools [2006.01]
A01B 1/20 « Combinations of different kinds of hand tools [2006.01]
A01B 1/22 « Attaching the blades or the like to handles (handles for tools, or their attachment, in general B25G); Interchangeable or adjustable
blades [2006.01]
A01B 1/24 « for treating meadows or lawns [2006.01]

Figure 1.2 - The first groups and subgroups of IPC subclass A01B

These classifications are accompanied by descriptive titles expressed as noun phrases (e.g. AO1B 1/00
in Figure 1.2), participle phrases (e.g. AO1B 1/24 in Figure 1.2) and prepositional phrases (e.g. AO1B
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1/04 in Figure 1.2). The IPC version of 2016' includes approximately 70,000 classification entries
distributed among these subgroups.

Another more recent and widely applied classification schema is the Cooperative Patent Classification
(CPO)".

The Cooperative Patent Classification (CPC), hereinafter referred to as CPC, represents a
collaborative patent classification initiative involving both the European Patent Office (EPO) and the
United States Patent and Trademark Office. (USPTO). The CPC project was initiated on October 25,
2010, with David Kappos, Deputy Secretary of Commerce for Intellectual Property and Director of
the USPTO, and Benoit Battistelli, President of the European Patent Office, signing a joint statement.
The objective of this collaboration was to harmonize international classification systems and enhance
search efficiency. To achieve this, both USPTO and EPO agreed to promote a common classification
system based on the European Classification (ECLA).

The composition of the CPC classification system is as follows:

- Sections A to H, corresponding to the eight sections of the International Patent Classification
(IPC).

- The addition of Section Y, which covers emerging fields. For example, Y02 pertains to
technologies for mitigating climate change, Y04 focuses on smart grids, and it includes
cross-domain and cross-referencing art collections and digests derived from the USPC.

The China National Intellectual Property Administration (CNIPA) has commenced the simultaneous
classification of all newly filed Chinese invention patent applications under both the International
Patent Classification (IPC) and the Cooperative Patent Classification (CPC) systems since January 1,
2016.

Regrettably, an official translated version of the Cooperative Patent Classification (CPC) system has
not been made available by the CNIPA. Consequently, we are still reliant on the International Patent
Classification (IPC) in our study.

10" We work with this version because it is the only one available with an official translation into Chinese at the
moment.
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1.2 Domain of the Study

This section delves into previous research on syntactic analysis and terminological studies,
specifically those related to patents. By examining existing works in these areas, we aim to build upon
and contribute to the existing knowledge and understanding of Chinese language processing.

This study focuses on two key aspects of patent texts: their syntactic analysis and terminological
features. In Section 1.2.1, we provide the research context of syntactic analysis of general Chinese
texts, with a specific focus on dependency analysis. Section 1.2.2 lays the groundwork for
understanding modern terminology studies.

1.2.1 Review of Modern Chinese Morphology and Syntax

In this section, we will present different theories of word formation in Chinese which will guide the
annotation of the dependency relations between morphemes/characters that I will present in Section
3.1

Introduced only after 1907 by Zhang Shizhao, the distinction between characters and a larger
word-like units in Chinese is a comparatively unfamiliar and confusing concept even nowadays. With
neither natural delimiters nor inflection marks, two main indicators of wordhood in today’s languages
using Latin letters (Magistry et Sagot, 2012), Chinese script is a continuous chain of characters, only
separated by punctuation that is used similarly to European languages, but without anything indicating
intermediate units such as words or phrases. Although the notion of “word” is fuzzy in all languages,
with the absence of writing conventions on wordhood, the definition of words is particularly unclear
and unnatural to the common Chinese speaker. One experiment (Sproat et al, 1996) shows that the rate
of agreement on wordhood is only 76% among Chinese native speakers. Due to the fact that linguists
have no common agreement on the definition of words in modern Chinese, word segmentation has
always been a challenging task in Chinese Natural Language Processing.

In Chi et Lin (2019)’s article “Reconsidering the Parallelism of Chinese Compound Words Structure
and Syntactic Structure”, it is argued that the fundamental reason for this difficulty is that “the
formation of Chinese compound words mostly adopts syntactic means” - contrary to languages with
inflection where morphological indicators help to define wordhood.

Prominent linguists such as Lu Zhiwei (1957) and Lii Shuxiang and Zhu Dexi (1979) have suggested
that “the formation of disyllabic words is similar to phrases.” Lu Zhiwei (1957) emphasized that “one
type, in terms of the relationships between its components, can be common to both word formation
and sentence formation.” Later, Zhu Dexi (1982) explicitly stated, “the structure of compound words
is parallel to syntactic structure.” Some scholars even argue that “the similarity and consistency
between compound word structure and syntactic structure are widely accepted in academia.” This
viewpoint is also shared by scholars like Li Xingjian (1982), Wang Hongjun (1998), Ge Benyi (2001),
Dong Xiufang (2011), Shao Jingmin (2016), among others. We adopt this point of view in our
character-based syntactic analysis of Chinese to be presented in Section 3.1.
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In this section, firstly, we will present the types of Chinese phrases (Section 1.2.1.1). Then, we will
present the phenomenon of parallelism between Chinese morphology and syntax (Section 1.2.1.2).
And we will introduce some studies on the concept of wordhood or the distinction between words and
phrases in modern Chinese (Section 1.2.1.3).

After discussing Chinese wordhood, we will provide a brief introduction to dependency syntax
theories and the existing treebanks in Chinese (Section 1.2.1.4), and will present recent works on
segmentation and syntax parsing on patents (Section 1.2.1.5).

1.2.1.1 The Phrasal Structures in Modern Chinese

In the more recent work of Huang Borong and Liao Xudong (2007), Chinese phrases are categorized
based on their structure. We will describe their classes in greater detail. Among the various phrase
types in Chinese, five basic structures are the most commonly used and serve as the foundation for
sentence syntax analysis. These five basic types of phrases are classified as follows:

e Subject-predicate phrases (F 1851, zhit wei dudn yit): They consists of two components
with a declarative relationship, where the preceding component serves as the subject, and the
following component serves as the predicate. It corresponds to the syntactic relation “subj” of
the SUD'" treebank annotation schema.

(1) i il
ta shud
‘He PRON’ ‘say 'V’
‘He says’
() HLR T W
liang shi feng shou
‘grain N’ ‘abundant ADJ’ harvest V/N’

‘The food comes from an abundant harvest’

e Predicate-object phrases (%1%, dong bin duin yu): They consists of two components
with a governing relationship, where the preceding component, typically a verb representing
an action or behaviour, functions as the governing element, and the subsequent part serves as
the object. It corresponds to the syntactic relation “comp:obj” of SUD treebank annotation
schema.

(3) £ SR
gai béi zi
‘cover V’ ‘covers N’
‘Put the covers on’

e Attributive phrases (ff1E/H 1%, pian zhéng duin yi): They comprises two parts with a
modifier relationship, where the modifier comes first, and the word being modified, known as
the headword, follows. It corresponds to the syntactic relation “mod” of SUD treebank
annotation schema.

12

https://surfacesyntacticud.github.io/guidelines/u/
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o Adjective attributive phrases (& %21, ding zhong dudn yi)

4 7 5]
huai hua
‘bad_ADJ’ ‘speech N’

‘Negative comments’

o Adverbial attributive phrases (IK 1 %#21%, zhuang zhong dudn yu)

(5) 1218 i
man man shud
‘slowly ADV’  ‘speak V’
‘Speak slowly’

e Predicate-complement phrases (75 %M 1%, shu bii duin yii): They consists of two components
in a complementary relationship. The first part is the predicate or headword, which is
supplemented by the second part, the complement. It corresponds to the syntactic relation
“comp” of SUD treebank annotation schema.

© 5
shud wan
‘speak V’ ‘finished ADJ’
‘Done talking’

e Coordinative phrases (5 %11E, lidn hé dudn yi1): They consists of two or more components
with equal grammatical status. These components are connected by coordinating
relationships, which can include coordination, selection, etc. Sometimes, conjunctions like
“and (A1 hé, 7 bing)”, “or”, etc., are used to connect them. It corresponds to the syntactic
relation “conj” of SUD treebank annotation schema.

(7) R i £57
ni hé wo
‘you_PRON’ ‘and CCONJ”  ‘I/me PRON’
‘You and me’

(8) VN H: R
ji chéng bing fa zhan
‘inherit 'V’ ‘and CCONJ’  ‘develop V’
‘Inherit and develop’

In Chinese, sentences are formed through the nested arrangement of various phrase structures as
mentioned above. In Huang and Liao’s work (2007), there is an example sentence showing the nested
arrangement.
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) fitl BIH = A 57 50 [N
ta di di shi ge lao dong mo fan
‘he’ ‘brother’ ‘18’ ‘a’ ‘work* ’model*

H FFE R A B wn
) )

|

‘His brother is a model worker.’

Figure 1.3 - Example of Nested Sentence Structure (Huang et Liao, 2007)

In the example in Figure 1.3, the first layer of character combination are attributive structures (ta didi,
fth 2555 ; ldodong mofan, 57 4)) #57(5), the second layer is also an attributive structure (g laodong
mo6fan, > 55 ZHTE), the third layer is a verb-object structure (shi gé ldodongmofan, J& > 57 B4
J3), and the final fourth layer is a subject-predicate structure (ta didi shi gé laodongmofan, 56 26 &
A T BELTE).

In Indo-European languages, sentences and phrases are in contrast: a sentence must have a finite verb,
whereas a phrase must not be headed by a finite verb (E=(zlj1A], ding shi dong cf), except is it is a
verb phrase. A sentence must necessarily involve a subject-verb relationship, while a phrase must not
involve such a relationship (except in embedded subordinate clauses of course). (Lu Jianming, 2003)

Unlike Indo-European languages, Chinese lacks the distinction between finite and non-finite verbs
because of its absence of morphological changes.

In the field of Chinese linguistics, sentence construction assumes a deep complexity, marked by the
intricate nesting of a variety of phrase structures. These phrase structures, in turn, nest both single
words and more complex ones. This results in a hierarchical relationship among characters, words,
phrases, and sentences, forming a progressively layered structure.

Within the realm of Chinese linguistics, an intricate structure of grammatical units is recognized,
comprising four fundamental categories: sentences, phrases, words, and morphemes. These units form
the hierarchical framework upon which the Chinese language is built, allowing for the expression of
meaning and communication. As shown in Figure 1.4 below, at the lowest level of this hierarchy are
morphemes, which are the smallest units of meaning in the language. Morphemes can be assembled
into words, which represent more concrete and contextually significant units. Further up the hierarchy,
words can be combined to create more complex linguistic structures known as phrases. And finally,
both words and phrases can become sentences with a speech rhythm.
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morphemes words phrases

K —PWH —P A
A F

sentences

Figure 1.4 - The Granularity of Linguistic Units in Chinese (Lu Jianming, 2003)

In our study, the analysis of sentence structures only focused on two levels of granularity: the
indivisible units and divisible syntactic units. Intermediate levels, such as compounds, multi-word
expressions (MWE), and phrases, were not taken into consideration. As will be detailedly explained in
Chapter 3, we adapt in our annotation guidelines the mark “@m” to represent that a relation is a
word-internal relation, distinct from the normal syntactic relations in conventional UD/SUD
treebanks. Normal syntactic relations were assigned to words within complex terms. For a more
detailed explanation of the labelling process, please refer to Section 3.1.1.

1.2.1.2 The Parallelism Between Compound Word Structure and Syntactic Structure in
Chinese

The Modern Chinese Dictionary ({ILARIIE A/ #)(Xiandai hanyu cidian), fifth Edition, 2005)
defines “compounds” (& A1, fu hé ci) as:

“words composed of two or more word elements. Compounds can be divided into two
categories: words composed of two or more word roots are called compound words,
and those formed by adding affixes to word roots are called derived words.”

Through the history of Chinese morphological study, “compounds” (& %51d, f hé ci) have been
classified into different categories in various ways based on the internal morphological relationships.

Zhao Yuanren in 1948 initially classified compounds into six categories: “subject-verb” (F1H, zhu
wei), “parallel” (3£%1], bing li¢), “main-subordinate” (F M, zhit cong), “verb-object” ()] =ik,
dong cf bin yli), “verb-complement” (zj17] #h & 15, dong ci bit zt1 yi1), and “lexical compounds™ (F.1#]
M & A1, dan cf xing fu hé ci). In 1968, he further simplified this classification into five categories:
“subject-verb” (FE1H, zhi wei), “parallel” (341, bing li¢), “main-subordinate” (3= M, zhii cong),
“verb-object” (] 17] 5£ 1%, dong ci bin yi1) and “verb-complement” (5] 1] I /& i, dong ci bii z{ y).
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Lu Zhiwei in 1957 categorized compounds into nine structural types: “polyphonic root words” (% &
AR 1A, dud yin de gén ci), “parallel” (Ff37, bing 1i), “repetition” (EEZ, chdéng dié), “centrally
modified” ([A]/.CME1M, xidng XIn xill shi), “post-complement” (f& %}, hou bii), “verb-object” (3] 5%,
dong bin), “subject-verb” (Z£1H, zhi wei), “prepositional element” (Hi{E %47, qidn zhi chéng fen),
and “postpositional element” (J& [& %47, hou zhi chéng fén).

Zhou Zumo in 1959 classified compounds into six types: “attributive type” (ffii IE =, pian zhéng shi),
“coordinative type” (A 2\, lidn hé shi), “controlling type” (ZZELZX, zhi pei shi), “complementary
type” (%M FEZ, bl chong shi), “expressive type” (F B\, bido shu shi), and “repetitive type” (&
X, chong dié shi).

Ding Shengshu in 1961 categorized compounds into six types based on their word formation: “parallel
type” (3412, bing li¢ shi), “attributive type” (i (£ =X, pian zhéng shi), “verb-object type” () F =,
dong bin shi), “verb-complement type” (Zh#h =, dong bui shi), “subject-verb type” (F=1H =, zhti wei
shi), and “additional type” (B IN=X, fur jia shi).

Li Jinxi in 1962 established a “Compound Word Category Composition Table” and divided Chinese
compounds into three main classes: “integrated” (51K, hé ti), “parallel” (317, bing xing), and
“related” (fH)&, xiang zhtl). Integrated compounds are further subdivided into four subcategories:

N
v

“double sound” (M7, shuang shéng), “double rhym” (& #, dié¢ yun), “other", and “special nouns".

n"n o <

Parallel compounds are categorized into three subtypes: “synonymous", “opposite, and “repetition”.

Related compounds are divided into eight subcategories: ‘“noun-noun", ‘“verb-noun",
“adjective-noun", “verb-verb", “verb-adverb", “adjective-adverb", “adverb-adverb", and “with
affixes".

Consequently, the current academic consensus generally categorizes compounds into three main
classes: compound words, overlapping words and appending words". And compound words into five
basic structural patterns: “attributive” (fifi IEZ, pian zhéng shi), “coordinative” (Jt45 2, lidn hé shi),
“predicate-object” (3£, shu bin shi), “predicate-complement” (GR#p=, shu bu shi), and
“subject-predicate” (F=1HZ, zht weéi shi). Although the terminology used may vary, these five
categories are commonly accepted.

Here we mainly discuss the five basic types of compound words, which largely correspond to the five
basic phrase structures presented in Section 1.2.1.1.

The distinction between compounds (& & 17, fu hé ci) and phrases (#21%, duin yii) in the Chinese
language has been a long-standing challenge in the fields of lexicology and grammar. Scholars from
previous generations have expressed various views on this matter.

Wang Li (1980), for instance, once remarked that “there is no absolute boundary between words and
phrases.” Similarly, Lii Shuxiang (2001) explicitly stated that “due to the lack of developed
morphology in Chinese, many grammatical phenomena are gradual rather than abrupt, making it
easy to encounter various ‘intermediate states’ in grammatical analysis. The boundaries between
words and non-words (things smaller or larger than words), and the boundaries between word
classes, are difficult to delineate universally. This is an objective fact that cannot be eliminated and
should not be concealed.”

13 The two last can also be regarded as derived words.
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The fundamental reason for this difficulty is often believed to be that “the construction of Chinese
compounds mostly employs syntactic means.” (Chi et Lin, 2019)

As emphasized by distinguished linguists, including Zhang Shilu (1956), Lu Zhiwei (1957), Lii
Shuxiang (1979), Zhu Dexi (1979; 1982), Li Xingjian (1982), Wang Hongjun (1998), Ge Benyi
(2001), Dong Xiufang (2011), Shao Jingmin (2016), Lu Jianming (2016), and others, there is a
notable parallelism between the formation of compounds, phrases, and syntactic structures in the
Chinese language.

According to Dong Xiufang (2011), the parallelism between lexicology and syntax in Chinese has
deep historical roots. Givén (1971) introduced a famous viewpoint that today’s lexicology was
yesterday’s syntax. Selkirk (1982) argued that lexical structures share the same general formal
requirements as syntactic structures, derived from the same regular system. Baker (1985) introduced
the Mirror Principle to suggest that the derivation of word structure must reflect the derivation of
syntactic structure, and vice versa.

Tang Tingchi, from a generative grammar perspective, discussed the consistency between Chinese
lexicology and syntax on multiple occasions in his work (1991; 1992; 1994). He believed that the
syntactic structure and word structure in Chinese are highly similar in terms of hierarchical
organization and linear order, governed by the same principles and parameters.

The origin of the phenomena of parallelism between syntax and morphology can be found in the
bi-syllabilization of Chinese Words. The historical development of Chinese vocabulary confirms this
point: Many disyllabic words in Chinese have originated from frozen phrases. The transformation
from phrases to disyllabic words' is a major way of producing disyllabic words. These disyllabic
words often have their roots in phrases and have undergone a process of fusion, turning syntactic
structures into lexical structures (Dong Xiufang, 2011).

Dong (2011) introduced three types of lexicalization in Chinese evaluation:

1. from phrases

ma che
‘hourse’ ‘vehicle’
‘carriage’

2. from grammatical structures

It G
sud de
‘marker turning the verb into a ‘gain’

more nominal (noun-like) form’
‘income’

' The disyllabic words here is equal to the bigrams or the words composed of two characters in Chinese.
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3. from cross-layer structures'

Af I
ke yi
‘can’ ‘by’
‘can’

These three perspectives are vital to identifying the word-internal structure in Modern Chinese. The
theory of bi-syllabilization will be discussed in detail in Section 3.1.

Most bisyllabic terms are lexicalized from phrases. In Dong’s work (2011), following the
conventional categorization, Chinese phrases are classified into five basic structural patterns as
presented in Section 1.2.1.1: coordination, modifier-head, verb-object, subject-predicate, and
verb-complement. Her prolonged examination reveals that all five types of phrase structures can be
reduced to compound words. This historical process demonstrates the close relationship between
syntactic and lexical levels in the Chinese language.

Expanding beyond phrases, Huang Borong and Liao Xudong (2007) delve into a more detailed
analysis of the categorization of words (including both monomorphemic words and compounds),
elucidating how these linguistic entities contribute to the broader syntactic structure of Modern
Chinese. They propose several examples for each type of compound in Chinese (a detailed analysis of
technical terms in patent will be presented in Sections 3.1.1 and 3.3.2):

e Monomorphemic words (¥ 2{17], dan chin ci), i.e. words that contain only one morpheme.

o Consecutive words (341, lian midn ci): Two different syllables are concatenated
together to express a single meaning, and they cannot be separated; in other words,
the two characters form a morphemic word.

(1) LGl ik % S ES 2R
zhi zhii dud sud fa rong
‘spider’ ‘shiver’ ‘cotton rose’

o Reduplicated characters (& i, dié yin ci): Monomorphemic words formed by the
reduplication of non-morphemic characters, i.e. characters that can never appear as a
morpheme on their own.

@ o’ R’ o
xing  Xing lao lao
‘gorilla’ ‘grandma (mother's mother)’

15 The term "F5)JZ45#)” can be translated to “cross-layer structure” in English. It refers to a structure composed
of two elements that do not form a direct constituent pair but belong to different syntactic layers and are
adjacent in a linear sequence (Hao Jingcun & Liang Boshu, 1992). Some disyllabic words, primarily function
words, are derived from cross-layer structures.

!¢ These and the following examples are taken from Huang Borong and Liao Xudong (2007).
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o Transliterated loanwords

3) b3} L 71
qido ke 1i
‘chocolate’

e Compounds (75 %17, hé chéng ci): The words that contains more than one morpheme.

o Compound words (H &=, fu hé shi): Words composed of two different root!’
morphemes. The five basic types of compound words correspond to the five basic
phrase structures.

m  Coordinative type (JcA 7, lian hé xing; J-51=X, bing li¢ shi): Composed of

two morphemes with similar, related, or opposite meanings.

A. The meaning of the whole term is the combination of its two
component characters, which often have similar meanings.

4) ffr (=l
jia zhi
‘price N’ ‘value N’

‘price; value_N/V’

(5) ES i3S
méi hao
‘beautiful ADJ’ ‘good ADJ’
‘wonderful ADJ

© MK B33
shou huo
‘collect V’ ‘gain_V’
‘harvest V°

B. The meaning of the whole term is not equal to either of its
component characters.

@) " "
gl rou
‘borne N’ ‘flesh N’

‘Blood relation N’

® % 5
mai mai
‘buying_ V’ ‘selling V’

‘Bussiness N’

©) I xR

kai guan

'7 Meaningful morphemes that can be both inside compound words and as standalone words, with a variable
position within compound words.
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‘open_V’ ‘close V’
‘Switch N’

C. The meaning of the whole term inclines to one of its component
characters, which often have contradictory meanings.

(10) E3
gud jia
‘country N’ ‘home N’

‘Country, Nation’

(11) Ji &=
zhi liang
‘quality N’ ‘quantity N’
‘Quality’

(12) = i
wang ji
‘forget V’ ‘remember_V’
‘Forget V’

m Attributive type (f@iE%Y, pian zhéng xing): The preceding morpheme
restrictively modifies the following morpheme.

A. The head is a NOUN.

(13) H
zhdng guo
‘central ADJ”  ‘country N’
‘China_ N’

(14) 7K 5
bing xiang
‘ice N’ ‘box N’

‘Refrigerator N’

(15 K HL
fei ji
“fly V2 ‘Machine N’
‘Airplane N’

B. The head is an ADJ.

(16) S %
shén lan
‘deep ADJ’ ‘blue ADJ’

‘Deep blue_ ADJ/N’



Chapter 1 - Linguistic and technical background of the research

(17)

(18)

gln tang

‘boil V’ ‘hot ADJ’
‘Boiling hot ADJ

7 ]

tou ming
‘transparent ADJ’ ‘clear ADJ’
‘Transparent ADJ

C. The head is VERB.

(19)

(20)

@1

e ai
‘hot ADJ’ ‘love V’

‘Love, Passionate about V’

iR 2

chi dao

‘late ADJ’ ‘arrive_V’
‘Be late 1V’

G| B
shao X1
‘slightly ADV’

‘Stand at ease V’

There are also some terms where the modifier of the verbal or
adjective character is a nominal character. The modification can be
divided into four different cases: analogy, means, location and time.

a.

b.

Analogy: V like N.

(22) U a
huo héng

‘fire N” ‘red ADJ’
‘Red like fire ADJ

23 R Gl
shu cuan
‘rat N’ ‘flee V’

‘Scamper off like a rat_V’

24 B e
fén sui
‘powder N’ ‘broken_ADJ’

‘Smash, shatter_ADJ

By means of: Using N to V.

(25) % w
bi tan
‘pen_N’ ‘talk V’

‘Written conversation_V/N’
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(26) ik &
fa zhi
‘law_N’ ‘rule V’

‘Rule of law V”

27) H $ES
mu song
‘eye N’ ‘see off V’
‘Watching someone or something leave V’

Location: At/To/From N to V.

(28) &= 121
zud qing
‘left N’ ‘incline V’
‘Left leaning V’

29 E &
shang chuan
‘up ADV’ ‘transport_V’
‘Upload V’

(30) Z= %
kong xi
‘sky N’ ‘attack V’
‘Air raid V’

Time: At the time of N, V.

Gn & iz

ye you

‘night N’ ‘tour_V’

‘Noctivagation_N/to be noctivagant V°
(32 & B

chiin géng

‘spring N’ ‘plowing_V’

‘Spring plowing N/to plow in spring V’
(33 F ®

wi Xid

‘noon_N’ ‘nap_V’

‘Afternoon nap_N/have an afternoon nap_V’

m Predicate-complement type (fF7E%, b chong xing): The subsequent
morpheme provides supplementary information to the preceding morpheme.

(34

24

A. VERB + Complements (resultitive and directional)

& &

ti gao

‘hold V’ ‘high ADJ’
‘raise V°
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(35 Ik IS
yan chang
‘extend_V’ ‘long ADJ’
‘extend 1V’

B. NOUN + Classifier/ Units of Things (Z54) #.0)'®

36) A N
rén kou
‘person N’ classifier'

‘population N’

(37) (G5
gao jian
‘manuscript N’ classifier
‘manuscript N’

m  Predicate-object type (%=, dong bin xing; X2, zhi péi shi): The first
morpheme represents an action or behavior, while the second morpheme
represents the entity or object associated with that action or behavior. These
cases could be annotated as collocations (Mel’cuk 1998), and thus as separate
words. We prefer to annotate them as a morphological phenomenon because
they cannot be separated by other words without losing their meaning and
thus modifiers are placed outside of these words. (see Section 3.1)

(38) = S
st ling
‘take charge of V’ ‘command N’

‘commander N’

39 * =N
zhu yi
‘pour_V’ ‘conscience N’
‘pay attention_V’

40 A 53
you xian
‘have V’ ‘limit N’
‘limited ADJ

(41 VS |4
shi ye
‘lose V’ ‘work N’

‘unemployed ADJ; unemploy V*

'8 Should be regarded as being of attributive type according to Zhou Jian (2016).

19 Classifiers, also known as measure words in Chinese, are an integral part of the language, used in conjunction
with numerals to specify the quantity of nouns. Unlike English, where "a piece of" or "a cup of" can often be
omitted, in Chinese, classifiers are obligatory when quantifying nouns. The principle behind the use of
classifiers is closely tied to the noun being referred to, with the choice of classifier depending on the
characteristics of that noun, such as its shape, category, or other physical attributes.
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m  Subject-predicate type (EIFM,

zhi wei xing): The latter morpheme

predicates the thing or object described by the former morpheme.

H1

di

‘earth N’
‘earthquake N/V’

(42)

H

yue
‘moon_ N’
‘moon_N’

&

nian

‘age N’
‘young ADJ

H

zi

‘self PRON’
‘automatic_ ADJ

(43)

(44)

(45)

%
zhén
‘tremble V’

o
liang
‘bright ADJ’

B
qing
‘light ADJ’

zf)
dong
‘move V’

o Overlapping type (B & 3\): Words composed of repeated identical root morphemes.
We can use one of the repeated morphemes instead of its overlapping form, which
makes them distinct from the reduplicated monosyllabic words.

(46) =+ B
gt g
‘brother N’

(47) i &l
gang gang
‘just ADV’

%:
ge
‘brother N’

Wil
gang
‘just ADV’

o Appending type (FffIN1Z0): Words composed of root morphemes and affixes®.

m  Prefixing type (Fii//NZX, gidn jia shi): Prefix + Root

48) Ui
lao hu
old ADJ tiger N
‘Tiger N’

49) [ fige
a yi
‘Aunt N’

(50) & +.
di wu
‘th’

# Z
lao xiang
old hometown
‘sb from the same hometown N’
[ 1A
a bo
‘Uncle N’
o .
di yi
‘First’

20 Affixes are morphemes with a fixed position and an abstract meaning within compound words.
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m  Suffixing type (/5 J1ZX, hou jia shi): Root + Suffix

Gl 7 T
dao Zi ping  zi
‘Knife N’ ‘Bottle N’
(52) 7N K s K
mu tou ku tou
‘Wood N° ‘Sufferings N°
(53) f# (3 B (3
ying  xing chuang zao xing
‘Rigid ADJ ‘Creativity N’
54 % 1t H3l 1t
1ii hua zi dong hua
‘Greening V° ‘Automation V>
(55) 1 T 5 T H T
zai yu yong  yu yong  yu
‘Consistin_V° ‘Be brave enough to V* ‘Use for 1V’

Furthermore, apart from the five basic structures of compound words introduced by Huang et Liao
(2007), in Zhou Jian’s “On Vocabulary” (2016), two additional compound word structures are
introduced: the “successive type” and the “associative type”.

e Successive Type (%EZ(, di xu shi): Words in the successive type are all verbs. The two
direct constituents that make up such words both govern or relate to some object or action.
Unlike the attributive type, neither of the two direct constituents specifies the object of
governance. The successive type also differs from the predicate-complement type, as neither
of its direct constituents provides supplementary information about the governing action.

(56)  Wr & ie; %
ting xin cha feng
‘hear V’ ‘believe V’ ‘examine V’ ‘seal V’
‘Hear and believe V’ ‘Sequestration N/V’

It might be tempting to analyze these constructions as serial verbs. However, their meaning is
not as transparent as serial verb constructions, and we will analyze them as serial verbs but
with the morphological relation marker “@m”.

e Idiomatic Type (F{3\, yi hé shi)*: In compound words of the associative type, the two
direct constituents are not combined in the usual sense of association as commonly
understood. The internal relations of these words are not transparent for the speaker of
contemporary Mandarin and can only be explained etymologically.

2l Some ideographic compounds, when studied by experts, can shed light on their historical development and
evolution. For example, the word “Ji&E (gdnmao)”, meaning “cold” or “common cold”, is one such term. An
article titled “The Origin of the Term ‘f&%E (Common Cold)’ from Qing Dynasty Official Terminology” was
published on a Sina blog on October 14, 2008. This article provides a detailed examination of the reasons and
historical context for the transition of “/&E” from a term related to illness to a colloquial expression with a

different connotation. (Zhou Jian, 2016)

27



Tech-mining on Chinese Patents: Syntax and Terminology

(57) M R i El
shou wéi yun dou
‘put away N’ ‘tail N’ ‘iron_V’ ‘measuring instrument for food N’
‘Wind up V° ‘Iron N’

The parallelism between compound words, phrases, and syntactic structures in Modern Chinese
unveils the systematic nature of the language’s construction. This linguistic phenomenon not only
highlights the intricacies of the language but also provides linguists with a comprehensive framework
for understanding the grammatical rules that govern its use.

Compound words Phrases Relation
Coordinative type Coordinative phrases Coordinative heads
(A7, lian hé xing; H-517X, bing (BEA4EIE, lian hé dudn yii)

li¢ shi)

Attributive type Attributive phrases Modifier-Head
(fW1EY, pian zhéng xing) (W 1EHE1E, pian zhéng duin yii)

Predicate-complement type Predicative phrases Head-Complement

(*MFEH, b chong xing) (" AMEIE, zhong b dudn yu)
i, bit chong xing

Verb-object type Verb-object phrases Head-Object
(Bl 5415, dong bin duin yii)
(355, dong bin xing; ZHX, zhi

pei shi)
Subject-predicate type Subject-predicate phrases Subject-Head
(F 184, zhtt wei xing) (F1BHEIE, zhtt wei dudn yi)

Table 1.1 - The five fundamental structures of compounds and phrases that share the same
relationship in Chinese

In Table 1.1 above, we have summarized and compared the five fundamental structures of compounds
and phrases that share the same relationship in Chinese. In Section 3.1, we will introduce their
correspondence with the SUD (Surface-Syntactic Universal Dependencies) annotation schema,
providing examples from our patent claim treebank to illustrate these relationships.

Some phrase types are more conducive to word formation than others, with “attributive” phrases
accounting for over half of the proportion, while “predicate-complement” and “subject-predicate”
phrases making up a very small proportion.

From the statistics of disyllabic words with different structural patterns in modern Chinese, it’s
evident that the proportion of disyllabic words constructed from the five main structural patterns
varies significantly. According to Zhou Jian’s statistics on the 1983 edition of the “Modern Chinese
Dictionary” ({FL {715 17| #L)), the proportions are as follows:

- Attributive (f IE7X): 50.72%

28



Chapter 1 - Linguistic and technical background of the research

- Coordinative (FF%1170): 25.7%

- Predicate-Object (F1 ER): 15.6%

- Subject-Predicate (15 =): 1.17%

- Predicate-Complement Gk #hX): 0.93%

Similarly, Bian Chenglin’s statistics on the 1990 edition of the “Modern Chinese Dictionary” (1%
PLiE IR L) yielded these proportions:

- Attributive (fii (E30): 52.75%

- Predicate-Object (31 = 3): 20.18%

- Coordinative (F£5110): 19.31%

- Predicate-Complement Gk #h2X): 2.62%
- Subject-Predicate (E15=): 1.39%

These statistics demonstrate a significant imbalance in the numbers of different types of disyllabic
words. This imbalance to some extent reflects the varying degrees of difficulty in lexicalizing
different types of phrases; some phrase types are more challenging to convert into words than others.

1.2.1.3 Wordhood in Chinese

Bloomfield (1933) pointed out that the differences in interrogative forms among different languages
are greater than syntactic differences. The grammatical characteristics of compound words also vary
depending on the language, so the boundary between compound words and phrases is not an easily
definable issue.

One significant reason for the difficulty in delineating this boundary is that most disyllabic words
have evolved from phrases. Some disyllabic words may still bear the imprint of phrases, whether deep
or shallow, and they are still in the process of transitioning from phrases to words, not yet fully
solidified. Therefore, it is challenging to separate them entirely from phrases. Wang Hongjun (1994)
proposed that in Chinese, one should start with the combination of characters within a word group,
first identify the rules of free combinations between characters, and then use a process of elimination
to determine words. According to Dong (2011), in cases where it is more difficult to directly define
words, this is a more feasible approach.

Despite differing opinions among scholars regarding whether compound words and phrases are
parallel, efforts to identify the differences between the two and their manifestations have continued
unabated.

From a linguistic perspective, the Lexical Integrity Hypothesis (LIH) is a famous theory in
word-phrase distinction (Jackendoff, 1972; Selkirk, 1984; Huang, 1984), which states that no
phrase-level rule should be applicable to a word whose internal structures are no longer accessible®.

A methodology first introduced by Kratochvil and developed by Duanmu and N’Guyen based more
on syntactic definitions and proposed a set of widely applied linguistic criteria to decide what is a

22 However, as a general rule, the LIH can be challenged by resultative (V-R) and verb-object (V-O) structures
(Huang, 1984), such as in example (5) below.
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word, including (1) Conjunction Reduction, (2) Freedom of Parts, (3) Semantic Composition, (4)
Exocentric Structure, (5) Adverbial Modification, (6) XP Substitution, (7) Productivity Criterion, (8)
Syllable Count and (9) Insertion. (Kratochvil, 1966; Huang, 1984; Dai, 1992; Duanmu, 1998;
Packard, 2000; Nguyen, 2006; Magistry, 2013)

In China, Liu Shuxin (1990) summarized the differences between these two as five aspects: (1)
whether there is an internal phonetic pause, (2) whether the meaning is simple, (3) whether the
component relationship is additive or combinatorial, (4) whether the direct components can be
independent, and (5) the structural stability. Hu Yushu (1995) summarized it into three aspects: (1)
semantic fusion, (2) fixed sound form, and (3) whether it is the smallest independent unit in terms of
grammar. Huang Yue Yuan (1996) summarized a list of criteria to distinguish compound words and
phrases, from (1) phonetic, (2) semantic and (3) grammatical perspectives separately. Cao Wei (2004)
summarized it into four points: (1) whether the structure is complete and standardized, (2) whether
there is a sense of entirety in meaning, (3) whether it is expandable, and (4) syllable length limitations.
Cheng Xiangqing (2008) believes that there can also be four criteria in Classical Chinese: (1)
structure, (2) word meaning, (3) frequency, and (4) rhetoric. Shao Jingmin (2016) summarizes it into
three points: (1) words have semantic integrity, (2) there are no internal pauses in terms of
pronunciation, and (3) there is no grammatical expansion.

Feng (2004a) proposed five criteria for distinguishing linguistic units in Chinese, which are (1) has
meaning; (2) is the smallest unit; (3) can be used independently; (4) the number of morphemes
included in the unit; and (5) the number of words included in the unit. He also summarized several
non-grammatical factors of word segmentation, including four semantic approaches, two prosodic
approaches, and three non-linguistic principles. Among these, the domain-oriented principle is
particularly important in Chinese Word Segmentation (CWS), which is a crucial step in conventional
Natural Language Processing (NLP) tasks for Chinese.

In “Modern Chinese” (Huang et Liao, 2007), “phrases” are defined as linguistic units that are
composed of words in a hierarchical manner, layer by layer, while “words” are “the smallest units in
language that can function independently with both sound and meaning”. The “expansion method” or
“insertion method” are proposed to distinguish between words and phrases, in which we try to insert a
character into a word to see if there is a change in the meaning. This is an important criterion
mentioned in a series of morphology works on Modern Chinese.

As in the following four examples,

(1) 7k 5
bing xiang
‘ice’ ‘box’
‘refrigerator’
7K £5] N
bing de xiangzi
‘ice’ ‘possessive particle’ ‘box’
‘a box of ice’

@) % it
gdi jin
‘to change; to improve’ ‘to advance; to make progress’

‘improve; improvement’
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(' = ik
gdi deé jin
‘to change; to improve’ ‘can; may’ ‘to advance; to make progress’

‘capable of being improved’

3) * LS
z nii
‘son(s)’ ‘daughter(s)’
‘children’
=8 i L8
zi hé nii
‘son(s)’ ‘and’ ‘daughter(s)’

‘sons and daughters’

4) % S
mai mai
‘to buy’ ‘to sell’
‘buying and selling’
X DS X B
you mai you mai
‘both’ ‘to buy’ ‘both’ ‘to sell’
‘both buying and selling’
(5) ¥ i
x1 Z3a0
‘to wash’ ‘bath’
‘take a bath’
e T % %
x1 le ge 740
‘to wash’ ‘aspect marker’ ‘a’ ‘bath’
‘took a bath’

The nominal word ‘7K4H (bing xiang, refrigerator)’ is not identical to ‘VKiJ%H - (bing de xiangzi, a
box of ice)’ with the insertion of the character “HYJ (DE, possessive particle)” in example (1). And it
also comes true for the other three examples with the insertion of “5 (dé, can; may)”, “F1 (hé, and)”,
“X..X...(you ... you ..., both)”. One exception is the separable verbs (%1, 1i hé ci), which is a
specific type of verb in Chinese that allows insertion, such as in example (5). However, the authors do
not give an explanation of how to distinguish separable verbs in this work.

The theory of word formation in Modern Chinese pertains to the process of bi-syllabization of
Chinese words. In his chronological research on bi-syllabication in the Chinese lexicon, Dong (2011)
offers an evaluation of various structure types of words, along with a discussion on how they differ
from phrases with similar structures for each type. These tests include permutation, category

2 When “ 7T appears immediately after a verb, like in this example, it indicates the completion of an action,
essentially functioning as a perfective aspect marker.
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conversion, accent position, insertion, and the non-specificity of nouns, among others. A detailed
presentation of Dong’s study will be provided in Section 3.1.2, accompanied by examples of the six
principal word internal structures in Chinese morphology.

Dong (2016) believes that “Chinese compound words and syntactic structures exhibit obvious
isomorphism”, but she does not support the integration of lexicology into syntax because “the
generality and universality of lexicon cannot compare with syntax, lexicon only has weaker generality
and regularity, while syntax has strong generality and regularity.”

According to Zhou Jian’s statistics (2014) on the “Modern Chinese Dictionary” ({ELDIE 17] #1L)) |
complex words can be divided into two categories: syntactic words and morphological words.
Syntactic words make up approximately 96.57% of the total, while morphological words account for
only about 3.43%. This data suggests that syntactic words seem to have an overwhelming advantage
in the dictionary.

However, Zhou did not provide a specific explanation for the term “morphological words”. Based on
the context, “morphological words” likely refer to words that are “difficult or impossible to explain
using syntactic structural patterns”. These words may have been extracted from ancient texts, purely
based on phonetic considerations, difficult to interpret literally, or constructed using function words
with unclear meanings. They do not fit into the categories of phrase structures such as coordination,
modification, complementation, assertion, combination, overlap, or continuation, as mentioned by the
author. Examples of such “morphological words” could include terms like “557&” (rud guan, weak
crown, ‘reaching adulthood’), “FZ{H (pi fu, skin teacher, ‘making associations based on a superficial
and partial understanding’), “J"32” (1ii lud, donkey mule, ‘hinny (the offspring of a male horse (a
stallion) and a female donkey (a jenny))’), “E553%” (ma Iuo, horse mule, ‘the inverse of the hinny’),
“#E [[]” (1éi tong, thunrder same ‘identical’), “ X4 (tian nit, sky ox, ‘longhorn beetle’), and so on.

These tests offer a means to examine wordhood from a syntactic perspective, considering the relation
between morphemes, or characters, as specific links (“morph” or “in-word”) in the syntactic analysis
and an integral part of the syntactic parsing process. Notably, recent neural parsers on the character
level are also built from this point of view (Zhongguo Li, 2011; Li et al., 2018; Yan et al., 2019; Hang
Yan et al., 2020).

Apart from linguistic studies, one of the most widely applied standards for Chinese word
segmentation is the Segmentation Guidelines for the Penn Chinese Treebank (3.0) (Xia, 2000a). These
guidelines are based on wordhood tests summarized by Dai (1992), which include the following
criteria while rejecting the productivity test and the frequency test*:

e Bound morpheme: a bound morpheme should be attached to its neighbouring morpheme to
form a word when possible.

e Productivity: if a rule that combines the expression X-Y does not apply generally (i.e., it is
not productive), then X-Y is likely to be a word.
Frequency of co-occurrence: if the expression X-Y occurs very often, it is likely to be a word.
Complex internal structure: strings with complex internal structures should be segmented
when possible.

e Compositionality: if the meaning of X-Y is not compositional, it is likely to be a word.

2 Assuming the string that we are trying to segment is X-Y, where X and Y are two morphemes.
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e Insertion: if another morpheme can be inserted between X and Y, then X-Y is unlikely to be a
word.

e XP-substitution: if a morpheme cannot be replaced by a phrase of the same type, then it is
likely to be part of a word.

The notion of “word” proposed in these guidelines is based on a minimal syntactic unit, and this
segmentation standard has been adopted in later developments such as the UD Chinese HK treebank
(Leung et al., 2016).

In practice, as highlighted by Duanmu (1998), determining phrasal rules can be challenging, and
various test criteria may yield conflicting outcomes. This discrepancy between theoretical standards
and practical requirements has led researchers to tailor the concept of “words” to suit the specific
needs of Natural Language Processing. As asserted by Sproat and Shih (2002), this potential
mismatch may not pose a serious problem in computational linguistics, where the definition of words
can be flexible and contingent upon the specific usage and processing of words in computer
applications.

Chinese is a unique language in many ways, including its writing system, grammar, and syntax. One
of the most significant challenges in Chinese Natural Language Processing (NLP) is word
segmentation, the process of identifying word boundaries in written text. The issue of word
segmentation has long been a complicated problem for the Chinese language, resembling a
chicken-and-egg situation. The concept of words in Latin languages, separated by natural boundary
marks like spaces, has never gained wide acceptance in Chinese. Due to the absence of natural
delimiters or inflectional marks, the two primary indicators of wordhood (Magistry et al., 2012), the
distinction between characters and larger word-like units in Chinese has been an unfamiliar and
confusing notion since it was introduced in 1907 by Zhang Shizhao. This results in a low rate of
agreement on wordhood, only 76%, among Chinese native speakers (Sproat et al., 1997).

As a practical attempt, the “Contemporary Chinese Language Word Segmentation Specification for
Information Processing” (Liu et al., 1994) aims to establish the standard for Chinese word
segmentation. Released in 1994, it is the first and only official guideline for Chinese word
segmentation. The specification defines the segmentation unit as “the basic unit used for Chinese
information processing with a specific semantic or grammatical function” and includes a referent
vocabulary list with 40,000 terms. It categorizes all Chinese terms into 13 types and provides detailed
segmentation rules for each type. However, this work heavily relies on lexical categories and bases its
standards on examples instead of applicable tests.

size words characters
tokens types tokens types
Academia Sinica (AS) 516 KB 5449 698 141 340 8368 050 6117
City University of Hong | 154 KB 1455629 69 085 2403 355 4923
Kong (CITYU)
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Peking University (PKU) | 177 KB 1109 947 55303 1 826 448 4 698
Microsoft Research 41 KB 2368 391 88 119 4050 469 5167
(MSR)

Table - 1.2 The Size of Each Bakeoff Corpus

Besides the Contemporary Chinese Language Word Segmentation Specification for Information
Processing, another valuable resource is the conference “International Chinese Word Segmentation
Bakeoffs”, held five times from 2003 to 2010. These “bakeoffs” provide four annotated evaluation
corpora®, each following different segmentation standards. Below is the table containing the size of
each Bakeoff corpora (Table 1.2). Similar to the “Contemporary Chinese Language Word
Segmentation Specification for Information Processing”, the standards offered by the competition are
based on four independently manually annotated corpora, without any official guidelines that provide
general tests.

From a statistical and unsupervised perspective, Magistry (2013) provides a comprehensive overview
of various segmentation guidelines in Chinese to explore the notion of wordhood. Magistry defines a
word as "minimal autonomous sequences of characters to which we can attribute at least one
wordclass” and aims to develop an entropy-based word segmenter.

In computational linguistics, other researchers (Wu, 2003; Gao et al., 2005) define Chinese words
from a different viewpoint. They propose a categorization of Chinese words into five types: lexicon
words, morphologically derived words, factoids, named entities, and new words. These types of words
have distinct computational properties and are processed differently in their system. Among these
types, morphologically derived words are often the most ambiguous and are further subdivided into
three ambiguity types: (1) Reduplication and Merging/Splitting, (2) Affixation, and (3) Directional
and Resultative Compounds.

The idea of customizable segmentation presented by these researchers serves as a practical-oriented
definition and is in line with the statement made by Sproat and Shih (2002). Building on this work,
Yixuan Li and Kim Gerdes (2019) analyze the Chinese word segmentation (CWS) on patent claims at
a multi-level granularity by adopting the classification of segmentation ambiguity. They segment the
Chinese patent claim corpus based on six factors: (1) Type of compounding; (2) Word length; (3)
Frequency; (4) Mutual information; (5) Resultative verbs; and (6) Insertion of “45 (dé, ‘to be able to’)
A~ (bu, ‘not’)” into verbal terms.

Despite this challenge, all existing treebanks and syntactic annotation schemes for Mandarin Chinese
adopt word segmentation as the first annotation step. However, their segmentation criteria differ
significantly without a clear unified standard. As a result, dependency parsers trained on these
treebanks yield inconsistent results, particularly on corpora containing a large number of
domain-specific new terms like patent texts (Li et al., 2019).
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In this context, we have decided to explore the idea of developing a character-based annotation
schema for Chinese. The treebank annotated with extra inter-characters relations can serve as
resources to train a joint segmenter-parser that combines two steps into one. Moreover, we (Li et al.,
2019) have also shown that character-level annotation, even a rough one, helps to improve the
dependency parsing result on Chinese text of different genres. The annotation of such a treebank is
presented in detail in Chapter 3.

1.2.1.4 Dependency Syntax Analysis and Existing Chinese Treebanks

Dependency syntactic analysis constitutes a significant branch of syntactic analysis, characterized by
its focus on the relationships between words in a sentence, expressed through directed links known as
dependencies. In the realm of Chinese linguistic studies, dependency syntax has not been extensively
explored, but lead to the development of several Chinese treebanks. These treebanks serve as
annotated resources that play a crucial role in the training and evaluation of Natural Language
Processing (NLP) systems, including parsers and machine translators. Dependency syntax has
achieved mainstream status in the field of NLP, serving as a foundational component for various
language-related tasks.

The foundational principles of Dependency syntax, as we comprehend it today, were pioneered by the
French linguist L. Tesniere in his seminal work “Eléments de syntaxe structurale” (1959). This theory
has significantly shaped the landscape of linguistic research and has particularly influenced
computational linguistics, although dependency parsing did not become mainstream before the years
2000.

In the context of China, the exploration of dependency grammar commenced in the 1980s. Key
proponents of this theory include Feng Zhiwei (2010) and Liu Haitao (2018), who have notably
contributed to the domain of Machine Translation. Owing to the growing demand for Natural
Language Processing and Artificial Intelligence, both nationally and globally, dependency syntax has
garnered increasing attention in recent years and has established itself as a dominant paradigm within
the realm of NLP.

Syntactic analysis, being the foundational pillar of Natural Language Processing, has remained a
central focus of linguistic inquiry. Despite the distinctive morphological traits of the Chinese
language, the methodologies applied in Chinese NLP bear resemblance to those used in Western
languages like English and French. This similarity, however, results in comparatively lower
performance scores for Chinese across a range of syntactic analysis tasks, in comparison to other
well-resourced languages. This discrepancy is exemplified by the CoNLL shared tasks conducted
between 2007 and 2017, as noted by Zeman et al. (2017).

Concurrently, an empirical study (Qiu & al. 2015) highlights the intricacies of the patent domain.
Comparing medical, oral, Weibo, and patent texts, the patent domain exhibits the lowest parsing
accuracy. This observation underscores the linguistic complexities inherent in the patent genre. This
challenges syntactic analysis not only inter-linguistically but also intra-linguistically within the
Chinese language itself. The unique structural traits of patent texts, coupled with the inherent
characteristics of the Chinese language, necessitate a comprehensive and meticulous examination.

In light of these observations, it becomes evident that dependency syntactic analysis is an essential
endeavour, particularly when applied to intricate and domain-specific textual contexts such as patents.

35



Tech-mining on Chinese Patents: Syntax and Terminology

Its utilization holds the promise of enhancing our understanding of the intricate syntactic structures in
Chinese patent documents, contributing to more effective Natural Language Processing and enabling
improved automated linguistic analysis within this complex domain.

Several scholarly works have delved into the adaptation of syntactic dependency parsing techniques
for English patent documents. These endeavours have unveiled a multitude of challenges posed by
patent language phenomena, which significantly complicate the parsing process. Notably, some of
these complications encompass (Burga & al. 2013):

- Long Sentences: English patent texts are often characterized by lengthy and convoluted
sentence structures. These extensive sentences pose a challenge to syntactic dependency
parsers, which may struggle to accurately identify the relationships between various
components.

- Complex Syntactic Structures: The intricate nature of patent documents frequently gives rise
to intricate syntactic structures. These complexities can confound parsing algorithms,
potentially leading to errors in capturing the intended linguistic relationships.

- Peculiar Multi-Word Expressions and Terminology: Patent language is replete with
domain-specific multi-word expressions and technical terminology. These linguistic entities
are often unconventional and resist straightforward parsing due to their unique compositional
and semantic characteristics.

- Different PoS Distribution of Characteristic Tokens: Patent language exhibits distinct
part-of-speech (PoS) distribution patterns compared to general language corpora. This
variance in PoS distribution can undermine the effectiveness of parsing algorithms that rely
on typical linguistic patterns.

These identified challenges correspond closely to the issues revealed in our preliminary experiments
on syntactic patent analysis. The results of our investigations align with prior research, underscoring
the inherent difficulties posed by the aforementioned linguistic phenomena in the patent context.

Furthermore, in the context of the Chinese language, the process of word segmentation presents a
significant hurdle. This issue becomes particularly pronounced when dealing with unknown or
domain-specific terms. Presently, there exists no Chinese segmenter specifically tailored to patent
texts, exacerbating the difficulty. The accuracy and performance of existing linguistic tools can be
severely compromised when confronted with terminology unfamiliar to tools trained on more general
linguistic corpora.

In light of these challenges, it becomes apparent that the syntactic analysis of patent documents, both
in English and Chinese, requires specialized techniques that can accommodate the intricate language
patterns and unique terminological landscape. Addressing these challenges holds the potential to
enhance the accuracy and efficacy of syntactic analysis, enabling more robust and insightful linguistic
insights within the patent domain.

36



Chapter 1 - Linguistic and technical background of the research

In the realm of existing syntactic treebanks for Chinese, since the 1990s, there has been significant
development with the creation of numerous treebanks (as listed below) that vary in terms of maturity,
influence, and scale. These treebanks primarily focus on phrase structure trees, with the Penn Chinese
Treebank standing out as a prominent representative.

- The Sinica Chinese Sentence Treebank, developed by (Chen et al., 2003), is a valuable
resource for the study of Chinese syntax and language structure. Its development began in
1986 under the supervision of the Academia Sinica Lexicon project (CKIP) and was derived
from the Academia Sinica Balanced Corpus (Sinica Corpus), a modern Chinese balanced
corpus.

This treebank follows the principles of Information-based Case Grammar (ICG) as its
foundational framework for structural representation. The process involves the automatic
parsing of sentences using computer algorithms to generate structure trees. Subsequently,
human experts manually review, correct, and verify the results to ensure accuracy.

The Chinese Sentence Treebank has evolved and currently stands at version 3.0, comprising
six files, 61,087 Chinese tree diagrams, and a total of 361,834 words.

- The Chinese Treebank (CTB) project, which focuses on constituent syntactic annotation, has
a rich history. It was initiated in 1998 at the Institute for Research in Cognitive Science
(IRCS) of the University of Pennsylvania, later continued at the University of Colorado, and
eventually relocated to Brandeis University.

The primary objective of the Chinese Treebank project is to compile a substantial corpus of
Chinese text that is not only part-of-speech tagged but also fully bracketed for syntactic
analysis. The initial release, Chinese Treebank 1.0, encompassed 100,000 words with
syntactic annotations sourced from the Xinhua News Agency newswire.

Chinese Treebank 8.0, released in 2013, represents a significant expansion, including newly
annotated data extracted from various sources like newswire articles, magazine texts, and
government documents. This release comprises 3,007 text files, encompassing 71,369
sentences, 1,620,561 words, and 2,589,848 characters, which may include Chinese characters
(hanzi) and foreign characters.

- The Peking University Treebank, initiated in 1993, utilizes the Head-Driven Phrase Structure
Grammar (HPSG) approach. It encompasses 55,611 sentences, 882,326 words, and 1,281,169
characters. This extensive corpus covers a wide range of language usage domains, including
literature, academia, news, and applied texts.

- The Tsinghua Chinese Treebank (TCT) is another crucial resource. It extracts a corpus of one
million Chinese characters from a balanced corpus of two million characters, spanning
literature, academia, news, and applications. These texts undergo automatic sentence
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segmentation and syntactic analysis, followed by manual proofreading, resulting in a corpus
with complete syntactic structure trees.

Stanford Dependencies (SD) for Chinese is a linguistic framework that was initiated in 2005
by Huihsen Tseng and Pi-Chuan Chang. This framework is specifically tailored for the
analysis of Mandarin Chinese sentences. It is part of the broader Stanford Dependencies
project, which originated with the development of a linguistically sound,
surface-syntax-oriented dependency representation for English.

In the realm of Mandarin Chinese, Stanford Dependencies for Chinese, often referred to as
Stanford Chinese, has gained widespread recognition and use. It adopts its part-of-speech
(POS) tagset directly from the Chinese Treebank (CTB), which is currently maintained at
Brandeis University and was formerly known as the Penn Chinese Treebank (Penn Chinese).

It is worth noting that the success and acceptance of Stanford Dependencies in Chinese led to
collaborative efforts to propose Universal Dependencies in 2013, aiming to create a similar
dependency representation suitable for a wide range of languages.

The Harbin Institute of Technology’s Chinese Dependency Treebank, known as HIT-CDT, is a
valuable resource for linguistic analysis and research. Published in 2013, this treebank
primarily focuses on syntactic relationships while incorporating supplementary semantic
information.

This treebank, known as Chinese Dependency Treebank 1.0, contains nearly 50,000 Chinese
sentences, equivalent to over 900,000 words. These sentences were randomly selected from
People's Daily newswire stories published between 1992 and 1996, and each sentence is
annotated with syntactic dependency structures.

The PKU Chinese Dependency Treebank (PKU-CDT) was created by the Institute of
Computational Linguistics at Peking University in 2015. This treebank employs dependency
grammar as its core annotation framework and utilizes a multi-view annotation system. It
encompasses a wide range of text types, including news, medical, patent, and more, with a
total of 1.4 million words.

Universal Dependencies (UD), originally developed in 2005 as a tool for the Stanford parser,
started as a backend to aid in Recognizing Textual Entailment systems. However, since its
inception in 2013, it has grown into a significant annotation project. UD is a framework
designed for the consistent annotation of grammar elements, such as parts of speech,
morphological features, and syntactic dependencies, across various human languages.

The Universal Dependencies (UD) project has transformed into an open, community-driven
initiative, boasting a community of over 500 contributors. Together, they are actively engaged
in developing treebanks for over 200 languages, spanning a vast linguistic landscape. UD’s
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overarching goal is to promote the development of multilingual parsers, facilitate
cross-lingual learning, and advance parsing research, all while considering language typology
as a guiding perspective. UD’s annotation scheme draws its inspiration from various sources,
including universal Stanford dependencies, Google’s universal part-of-speech tags, and the
Interset interlingua for morphosyntactic tagsets. This approach aligns with the project’s
fundamental philosophy, which seeks to establish a universal framework of categories and
guidelines. These standardized elements ensure consistent annotation practices across diverse
languages, with the flexibility to incorporate language-specific extensions when deemed
necessary. UD’s remarkable success can be attributed to its ability to strike a delicate balance
between these multiple objectives.

At the moment, There are 6 Mandarin treebanks available on the universaldependencies.org
site:

e PUD: This is a part of the Parallel Universal Dependencies (PUD) treebanks created
for the [CoNLL 2017 shared task on Multilingual Parsing from Raw Text to
Universal Dependencies](http://universaldependencies.org/conll17/).

e HK: A Traditional Chinese treebank of film subtitles and of legislative proceedings of
Hong Kong, parallel with the Cantonese-HK treebank.

e CFL: The Chinese-CFL UD treebank is manually annotated by Keying Li with minor
manual revisions by Herman Leung and John Lee at City University of Hong Kong,
based on essays written by learners of Mandarin Chinese as a foreign language. The
data is in Simplified Chinese.

e GSD: Traditional Chinese Universal Dependencies Treebank annotated and converted
by Google.

e GSDSimp: Simplified Chinese Universal Dependencies dataset converted from the
GSD (traditional) dataset with manual corrections.

e PatentChar®®: A treebank of Chinese patent application texts collected from the
Chinese patent office's website CNIPA. The sentences are randomly selected from the
patent claims of the IPC section "G” from November 2017 to September 2018.

- In addition to UD, Chinese is also included in the surface-syntactic Universal Dependencies
(SUD) project”’, which provides a complementary set of syntactic annotations that focus on
surface-level syntax rather than deep syntax.

SUD, a dependency-based annotation scheme, relies on surface-syntactic distributional
criteria for its annotation choices while aiming to maintain compatibility with the UD
annotation scheme. It serves as an alternative, rather than a competitor to UD, designed to
convey the same informational content. SUD and UD enjoy a high degree of two-way
convertibility, allowing conversions between the two without significant information loss. The
correspondences between them are typically regular and predictable. Notably, SUD

26 This is our treebank built based on this thesis.
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annotations are more concise than UD, replacing a subset of 17 UD relations with three major
relations: subj, comp, and mod, with occasional use of udep. Unlike UD, SUD doesn't
systematically label content words as heads. Instead, it designates adpositions, subordinating
conjunctions, auxiliaries, and copulas as heads based on their role in determining the
distribution of the associated syntactic units, leading to certain syntactic relationship
directions being reversed between SUD and UD, such as aux, cop, case, and mark relations.

The SUD project currently includes three Chinese treebanks: Chinese-CFL, Chinese-GSD,
Chinese-PUD, Chinese-HK, and Chinese-PatentChar. Each of these treebanks was annotated
following the SUD guidelines, which define a set of syntactic categories and dependency
relations that are specifically designed for surface-level syntax.

In Chapter 3, we will modify the SUD annotation schema to suit our character-level treebank,
allowing us to take advantage of its distributional criteria. This adaptation will help us
illustrate the similarity of structures at both morphological and syntactic levels in Chinese.

1.2.1.5 Segmentation and Syntactic Parsing of Chinese Patents

In the research titled “Chinese Word Segmentation Techniques for Patent Documents” (Zhang Gui

Ping et al., 2010), an analysis of distinctive characteristics pertaining to terms within patent

documents is presented. These characteristics encompass the following facets:

L.

Diverse Domains and Technical Vocabulary: Patent documents span a wide array of domains
and inherently encompass an extensive collection of technical terms. This repository of
technical terms continuously evolves in tandem with technological advancements.

Structured Language Style: The linguistic structure of patent documents adheres rigorously to
established regulations. Sentences are characterized by formalization, and the selection of
terms conforms to standardized norms. Notably, a cluster of terms frequently recurs within the
texts.

Proliferation of Affixes: Technical terms within patents frequently manifest affixes,
accentuating the prevalence of morphological variations.

Contextually Bound Named Entities: The occurrence of named entities is relatively sparse,
often bounded by contextual constraints.

Nesting Phenomena: Technical terminologies exhibit a notable tendency toward employing
nesting structures, adding layers of complexity to their composition.

Optimal Length: Words within patent documents typically span a character length ranging
between two and six characters.

Their work utilizes explicit and implicit segmentation markers from the literature as rules for text

segmentation and processing. The approach involves employing suffix arrays and the longest common
prefix to extract repeated substrings and word frequencies. Additionally, a credibility formula is

applied to filter the optional word set, resulting in the extraction of contextual information from the

segmented text. Based on this contextual information, a coarse segmentation is conducted, followed
by maximum probability word segmentation. Finally, the study employs prefix and suffix rules for
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further processing. And got 96.41% and 94.48% as F-scores for close and open test sets, better than
other conventional segmenters.

Following their research, Zhai Dongsheng and Ma Wenshan (2011), further investigations were
conducted into the word segmentation algorithm for Chinese patent texts. Subsequently, a
comprehensive analysis of numerous patent claims revealed that these claims could be broadly
categorized into three primary types: feature claims, composition claims, and method claims.

The study involved the utilization of dictionaries, including general dictionaries and domain-specific
dictionaries, to establish a segmentation word list for classifying feature words in patent claims.
Through this approach, F-scores were achieved at an impressive rate of 95.48%.

In a related study, by Zhang Jie, Zhang Haichao, and Zhai Dongsheng (2014), the authors introduced a
term extraction method, which resulted in F-scores of 92%.

Indeed, there is a limited body of work focused on Chinese patent dependency parsing. One notable
study is “Research on Semantic and Syntactic Analysis of Patent Literature”, conducted in 2016. This
research delved into the realms of syntactic and semantic analysis within patent texts.

In their analysis, the researchers employed dependency parsing tools such as MSTParser and
MaltParser. They applied Fine-grained Semantic Code (FSC) to their parsing efforts, achieving a LAS
(Labeled Attachment Score) of 76.03%.

1.2.2 Review of Terminology Studies

In this section, after introducing the Origin and Development of Terminology Studies (Section
1.2.2.1), we present a brief history of Terminology Studies in Chinese (Section 1.2.2.2). And section
1.2.2.3 presents a list of Chinese terminology works.

1.2.2.1 The Origin and Development

The establishment of modern terminology as an independent discipline, distinct from lexicology, can
be traced back to the 1930s when the Austrian scientist Eugen Wiister (1898—1977) pioneered its
development. Wiister, widely regarded as the father of modern terminology, laid the groundwork for
the German-Austrian school by publishing a series of articles on the General Theory of Terminology,
which have been revisited and modified over the years by Wiister himself, other terminologists, and
European terminology organizations. He emphasized the significance of concepts in the study of
terminology and made substantial contributions to the standardization of terminology under ISO
(Wister 1931; Trojar, 2017).

In contrast to the German-Austrian school, which sought to distance itself from a purely linguistic
perspective, the Russian school and Czech school believed that linguistic theories could serve as a
starting point for the study of terminology. These schools considered linguistic principles and
frameworks as valuable resources in their exploration of terminological studies. Lastly, the
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Canadian-Quebec school emerged as another noteworthy branch in the field, critically building upon
Wiister’s work and incorporating their own insights and perspectives (Feng, 2001).

In recent years, a myriad of innovative approaches have emerged in the field of terminology. These
approaches consider the communicative, social, diachronic, and sociocognitive dimensions of
terminology, in addition to its linguistic aspects. One such approach, known as textual terminology as
presented by Bourigault and Slodzian (1999), aligns well with a lexical-semantic perspective. In
textual terminology, the analysis begins with the text itself, and terms are viewed as "constructed”
entities resulting from the terminographer's analysis, which takes into account factors such as the
term's position in a corpus, validation by experts, and the specific objectives of the terminological
description.

It is worth noting that while both lexicology and terminology share an interest in words, terminology
is distinguished by its grounding in practical applications, whereas lexicology is a linguistic discipline
focused on the study of vocabulary within a language (Marie-Claude L'Homme, 2004).

The practical nature of terminology necessitates its utilization across various domains, requiring
knowledge and expertise for effective implementation. As a language for special purposes (LSP),
terminology is intricately tied to specific fields, playing a crucial role in facilitating the
communication of complex concepts and tasks in scientific research and engineering. In contrast to
everyday communication, even slight deviations in meaning can lead to significant discrepancies in
outcomes. Therefore, utmost precision is demanded in the selection of terms to ensure their accuracy.

China, along with other countries and regions globally, acknowledges the importance of standardizing
its terminology. Liu and Huang (2003) have compiled a list of several characteristics that technical
terms in the field of science and technology should possess. They argue that these terms should
accurately convey the nature and specific attributes of scientific concepts by carefully selecting the
constituent characters. Furthermore, they should strive to avoid ambiguity arising from synonymy,
where a single concept may be translated into multiple Chinese terms, such as "overland flow” being
rendered as “Yf [ /Kt (pd mian shui 1it1)”, “Yf & it (pd mian man lia)”, “fifi 7K 3 (1o mian shui
li)”, “Hm R (di mian jing lit)”, “ZR /Ky (bido mian shui 1it)”, and so on. Additionally, the
terms should steer clear of polysemy, where different English terms, such as "mass” and "quality,” are
both expressed as “Jii & (zhi liang)” in Chinese. As individual terms form an integral part of the
scientific and technological system, they should also align harmoniously with the surrounding
symbolic framework. Compatibility between disciplines and different languages also serves as an
important criterion for selection, facilitating the development of interdisciplinary permeation,
communication, and international cooperation in the era of information. Furthermore, considerations
such as conciseness and customary usage should also be taken into account for pragmatic ease. The
determination of a standard for terminology is precisely the decision-making process that involves
weighing the various criteria mentioned above.

Zheng (2010) introduced three main methodologies in theoretical terminology studies:

1. the systems approach, which views concepts as interconnected systems with interacting
components, aiming to reveal their wholeness, identify relationships, and create a unified
theory, with macro-systems (e.g. chemistry) that encompass millions of terms, and
micro-systems (e.g. organic compounds) that consist of smaller subsystems;
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2. the semiotic approach, where characteristics of terms represent the primary and core issues in
the study, examined from three perspectives, semantics, syntax*®, and pragmatics;

3. and the linguistic approach, in which the analysis of the formal structure and semantic
structure of individual terms, or from a specific terminology system or collection of terms, in
order to reveal their shared characteristics and various aspects of the interplay between form
and content.

In our research, we primarily focused on the linguistic approach when dealing with the formal
structure of individual terms during the treebank annotation process. However, in Section 5, where we
constructed taxonomies, we can also view this as an application of the systems approach.

1.2.2.2 A Very Short History of Terminology in China

In China, although certain linguistic thoughts related to terminology existed in ancient times, such as
the Han Dynasty's "Erya,” which can be regarded as an ancient terminology dictionary, modern
terminology research had a relatively late start in our country. Subsequently, works like Ge Hong’s
“Baopuzi™®’, Zu Chongzhi’s “Zhui Shu™’, Nadao Yuan’s “Shui Jing Zhu”', Shen Kuo’s “Mengxi
Bitan™?, Xu Guangqi’s “Nongzheng Quanshu™, Song Yingxing’s “Tiangong Kaiwu™*, and Li
Shizhen’s “Bencao Gangmu™*® made notable contributions. However, it was not until the 1980s that
projects focused on the translation and introduction of foreign works, such as Liu Gang’s
“Introduction to Terminology”, Zhang Yide’s “Applied Terminology”, and Zou Shuming’s “Modern

Terminology and Dictionary Compilation”. (Zheng, 2010)

And Feng’s Introduction to Modern Terminology (1997) is widely recognized as the first
comprehensive work solely dedicated to modern terminology. In this influential work, he
systematically examines the fundamental theories and principles of terminology study, providing a
thorough analysis of the types and structures of Chinese terminology and introducing two
groundbreaking new theories: the Potential Ambiguity Theory and the Economical Law in Term
Formation. Additionally, he explores the theories of terminology compilation, issues related to
terminology storage and exchange, and the emerging field of computational terminology. He also
takes the lead in the development of the first Chinese technical term database - GLOT-C?®, which

8 Syntactically, core terms should have the ability to generate new terms, particularly through derivation, such
as compound terms.

P PR EA)
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36 hitps://www.zgbk.com/ecph/words?SiteID=1&ID=91786& Type=bkzvb&SubID=44691
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contains all terms of data processing in 1SO-2382°7 since 1975. In the database, each term entry
contains its English translation, its Chinese synonyms, its structural information and its type of
ambiguity.

In Feng’s works (Feng, 1989a; Feng, 2004a; Feng, 2004b), a detailed examination of single terms and
compound terms is provided. Feng highlights that the majority of Chinese technical terms are
compounds consisting of at least two words. These compounds typically exhibit a more rigorous
structure and convey a relatively straightforward meaning.

In his works (Feng, 1989 b; Feng, 1989 c; Feng, 1995), Feng explores the compound structure and the
potential ambiguity of Chinese technical terms. He approaches the analysis of terms from three
distinct perspectives: the PT-structure (phrase-type structure)®®, which views compound terms as a
collection of words or phrases of different types; the SF-structure (syntactic-functional structure)®,
which describes compound terms based on the syntactic relations between their constituent parts; and
the LS-structure (logical-semantic structure), which focuses on the semantic roles of each component.
Feng's research specifically addresses the issue of potentially ambiguous structures that arise due to
the incompatibility of these three structure types.

For this study, the PT-structure and SF-structure are most relevant to our objective, as they can serve
as a base for the annotation of the internal structure of Chinese technical terms. The former is about
the delivery of Part-of-Speech (POS)*, and the latter is about the labelling of dependency relations in
treebanks. In Section 3.3 below, we will also apply his theories as a reference for the Chinese patent
treebank annotation.

As previously mentioned, the parallelism between the internal structures of Chinese compound words
and syntactic structures is also observed in Chinese technical terms. This means that the composition
and arrangement of words within compound terms align with the syntactic rules and structures of the
Chinese language. In his work (Feng, 1989c), Feng cites the discussion by renowned Chinese linguist
Zhu Dexi on the characteristics of the Chinese language. Zhu Dexi states, “If we describe the structure
of various phrases in sufficient detail, then the structure of sentences is essentially described as well.
After all, sentences are nothing more than independent phrases. (my translation)” This is a remarkable
view of syntax, saying that the construction of a sentence follows the same principles as the ones that
can be observed inside phrases: A sentence is nothing but a phrase that can be uttered independently;
a view that shows influences of Generative Grammar of its time. We agree to the extent that a good
description of phrases such as terms is certainly a cornerstone of the syntax of any language.

The influence of Generative thinking in Feng’s work can also be seen in the PT (phrase-type)
structures that he considers: V + V and VP + VP are two combinations that he calls
“Predicative-Complement”. The distinction between V and VP seems ad-hoc and irrelevant to us from

37 https://www.chinesestandard.net/Default.aspx?StdID=GB%2{T+5271

38 Corresponding to constituent syntax.
¥ Corresponding to dependency syntax.

40 Also known as word class or grammatical category, the part-of-speechis a category of words that have similar
grammatical properties. There are 14 lexical classes in his work, which are Adjective (A), Adverb (AD) , Noun
(N), Verb (V), Quantitative Adjective (QA), directional or locative words (FN), Noun Adjective (NA),
Noun-Verb (NV), Adjective Verb (AV), Noun-Quantitative Adjective(NQA), Preposition (PR), Noun-Verb
Phrase (NVP), Adjective Phrase (AP) and Prepositional Phrase (PP).
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a perspective of today’s syntax, in particular for an isolating language*' such as Chinese. We will
discuss some problems of this analysis below when discussing different types of ambiguities.

All technical terms in GLOT-C are classified into seven different types of SF-structure: (1)
Subject-Predicate  (SP), (2) Predicate-Object (PO), (3) Predicate-Complement (PC), (4)
Adjective-Head (AH), (5) Adverb-Head (DH)*, (6) Repititive-Verbs (RV), and (7) Repititive-Nouns
(RN)*. By combining (4) and (5) into Modifier-Head and (6) and (7) into Conjunction, we get the
exact same number of types in the conventional analysis of Chinese phrases presented in Section
1.2.1.1. Examples are shown in Table 1.3.

SF-structure Example Possible PT-structures

SP Pl =237 N+V, N+VP, NP+VP, NP+NVP, N+NV, N+NVP, NQA+NV,
jiqi xué xi NVP+NV, C+V, C+NV, NP+NV, NP+NVP
machine learning
‘Machine learning’

PO Yl RF V+N, VANQA, AV+N, AV+NP, NV+N, VP+N, NVP+N,
bian zhi chéng xu V+NP, NV+NP, NV+NVP
Preparation program
‘Preparation of the program’

PC B H V+V, VP+VP
du cha
read out/leave
‘Readout’

AH Hom JLEEN V+N, V+NQA, AV+N, AV+NP, NV+N, VP+N, NVP+N,
shu ju méi ti V+NP, NV+NP, NV+NVP, QA+NV, NA+NV, A+NV,
data media VP+NV, AP+NV, QA+NP, AV+NVP, VQA+NV, VP+NVP,
‘Data media’ V+VP, NP+NV, NP+NVP

DH EiER I=F5)| N+V, N+VP, NP+VP, C+V, C+NV, QA+NV, NA+NV, A+NV,
zai qi dong VP+NV, AP+NV, QA+NP, AV+NVP, VQA+NV, VP+NVP,
again start up V+VP, VP+VP
‘Reboot’

RV B =2 V+V, VP+VP
du xié
read write
‘Fill out or in’

RN TRk B N+N, NP+NP
zi mu shu zi
letters numbers
‘Alphanumerics’

Table 1.3 - Examples of the Different Types of SF-structures and Their Possible PT-structures

4l An isolating language is characterized by its one-to-one ratio of morphemes to words and a complete absence
of inflectional morphology.

2 This category also includes the structure of auxiliary verbs and verbs.

4 This category also includes the structure of conjuncted quantifiers (e.g. “Mfi/Z\ B (tonne/kilometer)”, “EL//]y
Y (kilowatt/hour)”).
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From this perspective, he assert that “the syntactic and semantic analysis of Chinese term structures,
which are characterized by word-group patterns, serves as a breakthrough for the automatic parsing
of Chinese sentences and forms a fundamental aspect of Chinese information processing. Essentially,
this represents a study of restricted grammar limited to Chinese technical terms, providing a concise
linguistic model for computational linguistics in Chinese.” (Feng 1988, my translation).

The other notable characteristic of Chinese grammar, as discussed by Zhu Dexi (1985), is the absence
of a one-to-one correspondence between word categories and syntactic components, which is referred
to in this paper as the PT-SF non-correspondence.

The potential ambiguity emerges when there are several interpretations of SF-strcture for a given
PT-structure. One example given by the author is “/3#|7-fF (fen g& zi fl1, ‘split character’)”, while
the PT-strcture is “V N”, the SF-strcture can be both “PO” and “AH”, which signifies “segmenting

characters” and “characters as segmentation markers” separately.

(1) E# ECEPN + FFF
zhi jie charu zi chéng xu
direct(ly) insert(ion) subroutines

a. ‘direct insertion of subroutines’
b. ‘directly insert into the subroutines’

(2) B3l B AL
zi dong shu ju chu i
automatic(ally) data processing

a. ‘automated dataprocessing’
b. ‘perform the data processing automatically’

There are two types of ambiguity (Feng, 1989 b). In the first case, namely "true ambiguity structure",
the ambiguity would bring in changes in the semantic interpretation, such as in example (1). In
contrast, the second type of ambiguity would not introduce changes in meaning, such as in example
(2), and is called “quasi-ambiguity structure”. In Western linguistic terminology, we talk about
“spurious” or “structural” ambiguity. Note also that the two examples provided by Feng are not really
technical terms in our point of view, because they are completely compositional and do not designate
any typical item of a technical field.

In a theoretical sense, the distinction between compounds and phrases in terminology remains
unresolved. Feng emphasizes the significance of automatic segmentation in term extraction and other
related tasks, like automatic knowledge mining and extraction, particularly given the rapid
advancement of technology and the increasing number of technical terms. Yet, the tools at his disposal
were the phrase structure grammars of his time.

In his opinion, it is evident that phrases require segmentation, while compounds do not. However, we
believe that this distinction is not actually operational, and in this study, we would like to explore the
possibility of annotating compounds with syntactic relations. Further discussion is presented in
Section 3.3.
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Furthermore, Feng’s approach leaves unresolved issues concerning complex multi-word phrases
composed of three or more words.

For the length of technical terms, in another study “A Preliminary Investigation of the Number of
Characters in Chinese Scientific and Technical Terms and Related Issues”, conducted by Liang
Jixiang (1991), the number of characters in technical terms from the “Physics Terminology” ({#) ¥
414 ) ) and “Electronics Terminology” ({ ¥ 7744 1/ ) ) lists was counted. The findings reveal that
a significant portion of the terms in both lists consists of four characters, followed by terms with three
or five characters.

Unfortunately, the study does not provide specific information regarding the number of words.
However, considering that the majority of Chinese words are bisyllabic or trisyllabic, we roughly
estimate that complex technical terms composed of three or more words account for approximately
10% of these two domains.

1.2.2.3 Resources for Chinese Technical Terms

In the previous section, we introduced the GLOT-C, which was the first database for Chinese
technical terms. It addresses the challenges related to the structure and semantic ambiguity of
technical terms through a comprehensive examination of potential ambiguity.

In this section, we discuss various recent developments in lexicons, dictionaries, thesauri, ontologies,
and knowledge bases that encompass Chinese technical terms. While these resources contain valuable
information, none of them are openly accessible even for research purposes, although some propose
free online access. Furthermore, unlike the GLOT-C, none of these resources focus on the
morphological and syntactic analysis of terms.

e Chinese Thesaurus{7X i 5= @ ia] 3¢ )# 45

The Chinese Thesaurus is a large-scale compilation of subject terms jointly compiled by the
Chinese Academy of Sciences' Institute of Scientific and Technical Information (-1 [E5 E.1&
A 4CHT) and the National Library of China (At 5 ] 431#), which commenced in the 1970s.
It encompasses a total of 108,568 entries.

In 2009, the Institute of Scientific and Technical Information (7' [EF} 7 AR(E EAFSLHT)
embarked on the recompilation of the Chinese Thesaurus, which was divided into separate
volumes for Engineering and Technology, Natural Sciences, Life Sciences, and Social
Sciences. The Engineering and Technology volume was completed in September 2014,
comprising 13 volumes and encompassing 196,000 concepts and 360,000 vocabulary entries.
The Natural Sciences volume covers disciplines such as mathematics, physics, chemistry,
astronomy, and earth sciences, while the Life Sciences volume includes biological sciences,
agricultural sciences, and medicine.

4 https://ct.istic.ac.cn/site/organize/word

* https://www.zgbk.com/ecph/words?SiteID=1&ID=78324& Type=bkzyb&SubID=46544
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Chinese Classified Thesaurus (CCT){ 1 [E 472 5 @l i7] 2 )*

The “Chinese Classified Thesaurus” is the largest integrated subject classification and
indexing tool in China, published in 1994. It is based on the Chinese Library Classification
(CLC, {#¥E)) system and covers 22 major categories, including philosophy, social
sciences, natural sciences, and engineering and technology. The thesaurus includes 51,873
categories according to the CLC system, 120,818 preferred subject terms, 46,434
non-preferred subject terms (entry terms pointing to preferred terms), and 66,373 subject
concept phrases (entry phrases corresponding to CLC categories) (Zhang, 2004)

It was developed by the Committee of the Chinese Library Classification ({1 Bl {E) g £ 22)
and built upon the foundation of the Chinese Thesaurus ({VXi% 373 )), aiming to
achieve integrated subject classification and indexing, simplify indexing work, and enhance
retrieval efficiency. The web version of the thesaurus was officially launched in 2010.

WIPO Pearl ¥

WIPO Pearl gives access to scientific and technical terms in ten languages (Arabic, Chinese,
English, French, German, Japanese, Korean, Portuguese, Russian, and Spanish), extracted
from patent documents. These terms have been meticulously curated by a team of skilled
WIPO language experts and terminologists.

One of the key features of WIPO Pearl is the establishment of distinct concept maps that
illustrate the relationships and connections between the terms. In cases where an equivalent
term is not available in the target language, WIPO Pearl incorporates machine translation
capabilities provided by WIPO. Additionally, users can utilize the platform to search for terms
and their equivalents across languages within the entire PATENTSCOPE corpus, in which 43
million local or international patent documents are accessible.

The Standardized Terminology Database }{ 71 AR 1% 58 ¢ 8

The Standardized Terminology Database is a knowledge resource database established based
on the approval and publication of disciplinary terms by the National Committee for the
Standardization of Scientific and Technical Terminology (£[E R FH R4 ] #H EL RIS
over the past 30 years. It consists of over 400,000 entries and covers various fields such as
basic sciences, engineering and technology, agricultural sciences, medicine, humanities and
social sciences, and military sciences. The database's data structure includes discipline,
Chinese name, English name, Taiwanese name, abbreviation, full name, alternative names,
former names, colloquial names, names in other languages, and definitions.

“ https://www.zgbk.com/ecph/words?SitelD=1&ID=78324& Type=bkzyb&SubID=46544

47 https://www.wipo.int/reference/en/wipopearl/
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Termonline.cn AiE7EZ +

Termonline.cn, launched in 2016, is a terminology knowledge service platform managed by
the National Committee for the Standardization of Scientific and Technical Terminology. It
features a collection of over 450,000 standardized terms, covering more than 100 disciplines
in various fields, including basic sciences, engineering and technology, agricultural sciences,
medicine, humanities and social sciences, and military sciences. The platform provides free
functions such as terminology retrieval, terminology sharing, terminology correction,
terminology collection, and terminology solicitation (Du, 2021).

Hownet %1 33!

Hownet is a language knowledge base for Chinese, which is characterized by its application
of “sememe” as indivisible semantic units of concepts. In Hownet, tens of thousands of
Chinese and English words are annotated with 2,000 sememes. (Dong, 2003)

OpenKG.CN H ST KeEn A B % 52

OpenKG is an open knowledge graph project launched by the Language and Knowledge
Computing Professional Committee of the Chinese Information Processing Society of China.
It comprises 122 graph sets and 54 tool sets, aiming to provide a platform for sharing and
utilizing knowledge in an open and collaborative manner. Two projects of special interest for
tech-mining are the SciKG by Tsinghua University and the ai-patent by Patsnap.

o SciKG* is a knowledge graph project of scientific publication in the computer
science domain, containing entities of concepts, definitions of concepts, authors and
articles, and relations between them.

o ai-patent™ is a knowledge base of patent information, which consists of each patent,
its information on abstract, application date, application number, assignee, claim,
CPC, etc.

4 https://www.termonline.cn/index

50

https://openhownet.thunlp.org/

51 https://github.com/thunlp/OpenHowNet

52

http://openkg.cn/

33 http://openkg.cn/dataset/scikg

54

http://openkg.cn/dataset/ai-patent
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1.3 Defining Notions

Prior to delving into the specific issues addressed in this study, it is essential to establish a clear
understanding of the definitions and applications of certain significant concepts that revolve around
the central idea of this work, namely, the “term” or “technical term”, and the surrounding concepts
that may introduce ambiguity.

In this study, we refrain from employing the notion “word” in the context of Chinese, due to its
inherent ambiguity when compared to characters, and phrases, which may introduce uncertainty
within the study’s scope (see Section 1.3.1), and also considering the technical nature of the patent
corpus. Instead, we employ the notion of “term”.

As the central topic of terminology studies, many terminologists have given definitions of “term” in
their works.

- FEugen Wister's 1931 paper, "Terminologie als angewandte Sprachwissenschaft”
(Terminology as Applied Linguistics), is considered to be a seminal work in the field of
terminology, see Section 1.2.2.1. In this paper, Wiister proposed a general theory of
terminology that is still influential today. Wiister views “terms” as labels assigned to
concepts, and concepts as mental constructs arising from the perception of real-world objects
and phenomena. Ideally, there should be a one-to-one correspondence between terms and
concepts within a specific domain. However, this ideal is often unattainable due to the
richness and diversity of concepts and terminology.

- Sager’s Perspective (1990): Sager distinguishes between “terms” and “words”. Terms are
characterized by special reference within a discipline, while words have general reference.
This differentiation highlights the role of "terminology” as distinct from “vocabulary”.

- Kageura and Umino’s Perspective (1996): According to Kageura and Umino, terms are
linguistic units that characterize specialized domains. They are lexical units whose meaning is
considered in relation to a specific domain of expertise.

- Cabré’s Perspective (1998): Cabré emphasizes that terms, like words, are distinctive and
meaningful signs used in specialized language discourse. They have both a systematic side
(formal, semantic, and functional) and a pragmatic side, serving as units in specialized
communication.

- ISO Definition (2011)*: The International Organization for Standardization (ISO)
10241-1:2011 defines a “term” as a verbal designation of a general concept in a specific
subject field. This designation may contain symbols and variants.

To draw a conclusion, the characteristic mentioned by all three definitions is that terms express a
concept and are related to specific fields or domains, or, as the Wiktionary puts it a technical term is
“a word that has a specific meaning within a specific field of expertise.”*

35 https://www.iso.org/obp/ui/#iso:std:is0:10241:-1:ed-1:v1:en
%6 https://en.wiktionary.org/wiki/technical_term
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Apart from the conventional terminology studies from a semantic theoretical perspective, most
definitions” of “term” come from a statistical perspective in the Natural Language Processing studies,
especially the Automatic Term Extraction (ATE) task.

In the context of term extraction, there are two crucial factors referring to the qualities of terms to
consider: unithood and termhood, that Nakagawa (2001) calls “two essential aspects of the nature of
terms”.

Unithood pertains to the strength and stability of syntagmatic combinations and collocations,
particularly in the case of multi-word terms like noun phrases that refer to a single conceptual unit. It
measures how likely it is for the words in a phrase to appear together as a fixed combination, rather
than as independent words. Unithood can be assessed by a collocation analysis, which involves
examining how frequently words co-occur in a specific order. Tools and statistical methods like
mutual information or t-score (Manning and Schutze, 1999) can help quantify the strength of these
collocations. English examples of high unithood include “Climate Change”, “Heart Attack”, and
“Deep Learning”. Each of these terms are composed of words that frequently appear together and
form a concept that is distinct from the individual meanings.

On the other hand, fermhood focuses on the degree of association between a linguistic unit and
domain-specific concepts. Termhood is often calculated based on term frequency and frequency bias,
and higher termhood values indicate the term’s greater ability to distinguish different domains. Formal
descriptions of these concepts are provided by Kageura and Umino (1996). English examples of high
termhood include “Neural Network™ in Computer Science, “Jurisprudence” in Law, and “Mitosis” in
Cell Biology. These terms are heavily associated with studies in their respective fields and have a high
termhood in domain-specific contexts, as opposed to its general meaning or usage.

To sum up, unithood deals with the stability of syntactic units, while termhood measures a lexical
unit’s relevance to domain-specific concepts. Term extraction involves the identification of both
unithood and termhood, with unithood being relevant to complex terms and termhood being
applicable to both simple and complex terms.

In the context of patent claims, it’s crucial to recognize that, apart from standardized phrases such as
“HRFAEFE T (qi té zhéng zai yu, “characterized by”) and AR %K (quan li yao gia, ‘claim’), the
majority of the content is comprised of specialized technical terminology, in the sense that these terms
do not appear frequently in general texts or have a different meaning there. Note that the hierachical
structure of the patent classification could define a “termhood” relative to the IPC classification: A
term could be specific to only a subclass (such as GO6A) as opposed to another subclass (GO6B) or be
used in the whole section G, as opposed to H. We leave this to future work. The primary focus here is
on identifying the targeted terms of lexical substitution with their hypernyms within patent texts. In
this specific context, evaluating the termhood of these technical phrases only has to distinguish terms
that are of technical nature, relating to the technical domain, from those that are specific to patent
domain, i.e. they appear in many different paten domains. However, the concept of unithood remains a
pivotal factor for assessment.
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1.3.1 Unithood in the context of patents

For the purposes of this study, the notion of “term” is used to denote a lexical unit identified in the
patent corpus and also a target for lexical subistitution later. This terminology deviates somehow from
the conventional interpretation of domain-specific and fixed technical concepts. Essentially, these are
viewed as potential terms that are subject to extraction and substitution by their hypernyms. In this
subsection, we are going to conclude the criterion of such a term, by comparing with other important
notions in the tasks, such as “word”, “noun phrase” and “multi-word expressions”, therefore, by
determining the unit boundaries based on the intrinsic strength between components of a term.

In this work, we are primarily interested in the technical nominal lexical units, including single nouns
and noun phrases of specific technical domains. This term can vary from a smallest syntactic units
(the usual definition we give to “word”) to a sequence of words.

In the Chinese language, when conveying complex technical concepts, terms typically deviate from
the most common disyllabic structure found in general words. Instead, they tend to consist of three to
five characters, as noted by Liang Jixiang (1991).

Additionally, Tsou and colleagues (2020) contend that technical terms exhibit distinctive
characteristics due to their incorporation of elements from Classical Chinese. The autonomous nature
of these classical characters contributes to the stability and fixed nature of terms, setting them apart
from simple character sequences.

On the other hand, it’s also essential to note that not all “terms” are synonymous with multi-word
expressions (MWEs).

Savary (2008) succinctly outlined three key criteria for defining multi-word expressions: 1. They
consist of two or more graphical words; 2. They exhibit varying degrees of non-compositionality in
terms of morphology, syntax, distribution, or semantics; 3. They maintain unique and consistent
references. However, a term can be composed of one single word. And one hypothesis suggests that,
due to their deliberate construction, technical terms tend to be more compositional and possess
transparent internal structures compared to multi-word expressions, which are typically less
consciously constructed and may exhibit less clear internal relationships.

Furthermore, in alignment with the practical objectives of patent attorneys in drafting, we do not
strictly adhere to an indivisible criterion for the notion of “terms”. The specific criteria utilized for
segmentation depending on the term’s internal structure type are comprehensively discussed in
Sections 3.1.1 and 4.3.2.

1.3.2 Termhood: distinguishing patent-domain specific terms from technical
domain specific terms

In order to distinguish “terms” from general words and phrases, especially noun phrases, we examine
a list of desirable and undesirable term-like expressions in the patent claims.
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Desirable Expressions

Undesirable Expressions

L I 25 %% Respiratory Training Device’

H ECFLALEFIFR] <Complex Emulsifying Thickening
Agent’

TR BE ‘Upper Shell Body’

% DR ‘Second Rotating Bolt’

JE 4L 84S Pressure Sensor’

HELER YL Filling System’

1#%0 *Slot Wheel’

FFAIE ‘Feature’

BUHIZER “Claim’

3% ‘Upper End’

AP T. T2 ‘Production and Processing
Technology’

&I “Weight Ratio’

A AR/ DL R AP “The Following Steps’
PITR i Said Temperature’

Table 1.4 - Examples of Desirable and Undesirable Term-like Expressions

By contrasting the desirable and undesirable term-like expressions presented in Table 1.4, it becomes
apparent that the desirable terms are closely linked to specific techniques and system components in

an individual patent. In contrast, other term-like expressions are commonly encountered across
various patents, such as “fFfiE ‘Feature’” and “FUFI|ZE3R Claim’”, which are nearly ubiquitous in

most patents.

In the timeframe of this thesis, we do not attempt to provide a detailed analysis of the extent to which

the desired terms can be identified by their frequency across IPC classes. We will simply make use of

the reference numerals, and make the bold assumption that the list of numbered terms equals the

desried term-like expressions.

The following table gives an idea what reference numerals are and how they appear in the patent

application.

Chinese

English

CN114028779A

B 1, YINERER ;20 BV A2 ;3. BEAR ;4.
BRI ZRAE ;5. SALRE ;60 WAL ;7. MR s
;8. ZALE ;9. WHE 510, DU 11, R
12, SR fZEl e 13, A [R5 ; 14 filfi F A )
5 15, AWER 16, #8558 ;17 RIARFEAL; 18
CESERE 19, FHIERE 20, 5B SRR
21, EREE 22, BN 23, BB 24, B4
BRbe 25 TEERIR 26, PESGEIE 27, HEAGE
18328, 55— M AEE; 29, SEZR BRI ; 30,
SRANERAT 31, FHBUHLIA ;3101 152€;3102,
FH7)%€;3103, 22500123104, ik;32, 55—
PRTATE A, 33, 85 = LI E; 34, IR ;35
. FEMEEE 36, WRIEFT 37, SCHEHR ;38 K )
FEJE 39, FETEAE 40, HEBR 41, 905 42,
EREE 43 TREIFE 44 WE L2 45, 22
ENF 46, PR ILIIZRER 47, AL 48, /K
SEENLRE 49, BB ; 50, TEENFE ;51
AR ;52 AR ; 53, 2201854, FEARE;
22\ AR 56, 55— S AE 57, F 8K
Eo

In the figure: 1. a training bed; 2. a falling-preventing
guardrail; 3. placing the plate; 4. a breath training box; 5.
an atomization box; 6. a sputum suction pump; 7. a
breathing tube; 8. an atomizing tube; 9. an extraction tube;
10. a four-way pipe; 11. a suction nozzle; 12. displaying a
control screen; 13. detecting the disc; 14. a collision
detection plate; 15. steel balls; 16. a rotating gear; 17. a
servo motor; 18. a horizontal ventilation pipe; 19. a first
training tube; 20. a second training tube; 21. a connecting
pipe; 22. an electric sliding table; 23. a slider; 24. a magnet
block; 25. cleaning a ring; 26. an exhaust passage; 27. an
air intake passage; 28. a first one-way valve; 29. a light
receiving plate; 30. an ultraviolet lamp; 31. an impedance
mechanism; 3101. a piston; 3102. a resistance plug; 3103.
an air chamber; 3104. a bump; 32. a second one-way valve;
33. a third one-way valve; 34. an adjusting cylinder; 35. an
electromagnet; 36. a hydraulic lever; 37. a support plate;
38. a pressure sensor; 39. a rectangular groove; 40. a push
block; 41. a spring; 42. a connecting member; 43. a
restraining bar; 44. a double-layer cushion pad; 45.
mounting a rod; 46. a respiratory muscle training mask; 47.
positioning paste; 48. a horizontal positioning groove; 49. a
moving block; 50. a vertical positioning groove; 51. a
sliding plate; 52. a connecting rod; 53. a cavity; 54. an
inflation module; 55. an air extraction module; 56. a first
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air duct; 57. a second air duct.

CN107411005A

B4, JEvEr; S, PRENL; 6, HETHL; 7,
EARZEAL; 8, K TEFRZEHL; 9, ik RGE; 11,
Rl 12, L pEEE 13, HEVE 14, ZKIRE
15, BEERAEE 111, BRI 21, 2R RS ;22
CIRGESR G ;23 KRR G 24, TEEER S ;211
FREERE; 212, — 2RI PERR 213, gk e
;222 KR AR ;223 ELZEIRYENL; 224, HLZES,
B—2221, 2R 52222, ZRVRAE 5231,
=Rk ERR 232, AR EETE 233, #EEME
234, HBHE ;2321 ARAHHE; 2322, fiEPREEE ;
2323, Z&VRE 52324, I HIKAE 2325, #vak
PRAE 241, ULy as 242, HELERE 243, &
ZESE 244, PRIEFEKAE 5245, BRIE K
246, FEE 247, HEE 51, HLFE 52,
hEiEdE; 54, KRS, 55, PEfil R4 ; 541, it
KA 542, KA 543, WK ;544 koK
71, R 72, BRZEAR T3, I B 75, 1L TE
5,76, 5Kk JIHLK 77, IRANEETE 78, 7 BIAR ;
79, 48 ; 710, AR,

In figure : 4th, service sink; 5th, bottle washing machin;
6th, dryer; 7th, vertical price labeling; 8th, horizontal price
labeling ; 9th, induction system; 11st, cell body; 12nd, filter
; 13rd, discharge nozzle; 14th, steam pipe; 15th, agitating
device; 111st, charging aperture; 21st, feed system; 22nd,
concentration systems; 23rd, collection system ; 24th,
bulking system;211st, transfer tank;212nd, grade one
filter;213rd, secondary filter; 222nd, evaporator;223rd,
vacuum decker;224th, vacuum tracheae one;2221st, steam
pipe one;2222nd, steam pipe two ;23 1st, three-level Filter;
232nd, collection device;233rd, feed pipe; 234th,
discharge nozzle;2321st, finished pot;2322nd, agitating
device;2323rd, steam Pipe two;2324th, cooling water pipe
;2325th, heat treatment pipe; 241st, level Four filter;
242nd, filling tank ; 243rd, vacuum tracheae two; 244th, it
is incubated water inlet pipe;245th, it is incubated outlet
pipe ; 246th, honey tube is entered ; 247th, honey tube is
gone out; 51st, cabinet; 52nd, rotating disk; 54th, supply
water System; 55th, control system; 541st, water inlet pipe
;542nd, outlet pipe; 543rd, sparge pipe; 544th, spray pipe;
71st, substrate ; 72nd, label Volume ; 73rd, adhesive tape
roller; 75th, transition roller; 76th, tension mechanism;
77th, drive device; 78th, separating plate ; 79th, baffle plate
; 710th, plate is smoothed.

CN105143092B (Description)

B T e RRSE — al s & 5| 2 fnss —af
hE#e g 5| i 3IA K 25| Z A1 R E
, Horr, DUERE AT R E S — s
Al hERE 2, 3, fEREDN S IR2, 394 M)
JESJE R, WiE TR e R 4-15, K
AR 415 IR B A 54 R 41K 16
FAMYIAE S5 VRO, RERS N R N
IR (G- TE B R R 4-6 R0 1305 L —
FEYEAE AR TR 73 SR AR 2 Bl oy
(51 B TR RORE 36 7-12F014- 150915 00—
FE)o 4B 52 167F B 1 Tor o LU A %
HEEAE S| 12, 309U &~ b SEt 26 Yk gl Se 4%
FR16, 43R 16150 & T 51 e 4% 1) FH X
B 153 AR R 15, %R R %R R4
HENEE— 12, TE48 53 1675 = il 17(RP

, TR B FRAR T 18 A i e O ) _E 33 A
BRI 20, R4 RS AR ES — n e
HAEEAN) —H8 0175 dh, FEX A 9k 7 =X
o, 5 — A fEAE AT E RS A, X
KNAR P R B0 &, %55 — F RS A0 e s /2
HE 38 5 2% T /N F90°, fEIE I B A0S Hhis
W —fliar fm, ME164kE 3 N 555 —
Pl 4—FENL T 55 3008 Fufar il 17"
BRERR SN, RSE, ks 5 MRt 44
SREINL T35 — a2 LAY = Flik 6N, B A IX
AR, BRI R 16ENL TS Gt i 1817
B — RS EE T ES | S ft. TERXAE
a7, e — MR 1SR i3k

Fig. 1, which is shown, includes the towing capstan 1 of
the invention of the first rotatable pull cylinder 3 of
rotatable pull cylinder 2 and second Schematic diagram,
wherein, the first and second rotatable pull cylinders 2,3
are set in axially in parallel mode.In each pull cylinder 2,3
Around axial periphery, there is provided multiple sheaves
or belt wheel 4-15, wherein, each having and cable or rope
16 in sheave 4-15 Complementary groove.lIt should be
noted that sheave should be interpreted that single disk (as
the situation of sheave 4-6 and 13 in Fig. 1) Or the disk of
a part or whole part part as object (as the situation of
sheave 7-12 and 14-15 in Fig. 1).Rope 16 are shown as
implementing repeatedly winding rope 16, rope 16 in axial
side by side relationship on the groove of pull cylinder 2,3
in Fig. 1 End leave sheave 15 on second 3 axially opposing
with sheave 4, the end enters in first 2 on the sheave 4.
When rope 16 enters first 2 in high load side 17 (that is, the
side for pulling in or reducing the load in discussing), the
rope A part 17 around the first rotatable sheave 4 of first is
bent.In this embodiment, the first rotatable sheave 4 is led
To be used as positioning disk, because according to
specific setting, rotation/bending of first sheave is usually
equal to or less than 90 °. By it is desired curve through the
first sheave 4 after, rope 16 goes successively to be located
at as the first sheave 4 height of second 3 In the second
sheave 5 on load side 17', then, threeth sheave 6 that is
located at first tin 2 on adjacent with the first sheave 4 is
proceeded to It is interior. This arrangement is repeated,
until rope 16 leaves towing capstan on last sheave 15 on
the 18' of underload side. In this embodiment, last sheave
15 is (axial direction) end sheave on second 3.
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A (i ] o A

CN105143092B (Claims)

L —FMEg | L AE(), Tl ZEs | A H T4 5
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B 1R7 1) 12 5K 70 i DA K BE I 12 25 i A7 22 1 O 1K
7K 77,
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AN B 22 N REERE 1R (2. 3), X1 1
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AT,
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S R, DUYE DA RE ) 5 2 £
ANME (2, 3)BIRE S (4-15) 28 G2 AT R 40 KW
16),

i,

ZANFT R RS 5 (4-15) 604

[E] E A HE (7-12. 14-15), XL [E @ R A FA X T
EAT T EAITE 2. 3)EE E R ; LA KL
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FE 5 (4-6 )9 R 57 B% Ve i N AE ik 48 5 00 /&
B Anf SCHE M A% e AR AT,

HAEELE T,

ATl B HEFE Fli 46 (4-6) FR Y 35 /D — AN g i

1. a kind of towing capstan (1), the towing capstan is used
for twisted hanging elongate articles (16), the elongate
articles, which have, to be connected To the high-tension
end of load and it can be attached to the low-tension end of
storage device,

The towing capstan (1) includes:

Two or more revolvable cylinders (2,3), these cylinders are
disposed adjacent to, and these rotation axis is substantially
It is upper parallel,

Each cylinder (2,3) has multiple parallel circumferential
sheaves (4-15) with groove, the sheave (4-15) relative to
Axially offset each other, to allow the sheave (4-15) in a
helical pattern around the two cylinders (2,3) to wind the
elongated thing Product (16),

Wherein,

Multiple sheaves (4-15) include:

Fixed sheave (7-12,14-15), these fixed sheaves are fixed
relative to the cylinder (2,3) below them; And

Sheave (4-6) can be rotated, these can rotate sheave be
relative to the cylinder (2,3) below them it is revolvable,
The major part that can rotate sheave (4-6) of at least one
in the cylinder (2,3) is arranged in the capstan winch High
load capacity support-side on it is adjacent to each other,
Characterized in that,

The rotary speed of at least one that can be rotated in
sheave (4-6) can be dropped by least one brake apparatus
(20) It is low,

Wherein, at least one described brake apparatus (20)
brakes this by applying pressure towards the bottom side

that can rotate sheave A little sheaves, the pressure
significantly reduces the rotary speed of these sheaves.

JEREE T 2D — Al B [ (20) A,

Horr, pind 20— Al 3 24 (5 (20)8 1 7 1)
PIT 3 BE 2 2 8 0 JES Dt o s 7 e il Bl T 2
ﬁ%;@&ﬁ%ﬂﬂ%ﬁﬁ%@%%%%ﬁ

Table 1.5 - Examples of Indexing of Components in Patent Description and Claims (Refrence
Numeral Lists)

In highly specialized text such as patents, identifying terms that are suitable for extraction and
substitution to assist and inspire patent drafting can be a challenging task without expert manual
examination. In the absence of expert annotations, an alternative approach is to utilize the indexing of
components found within the description section of certain patents, the so-called “reference
numerals”. This component indexing commonly referes to representations of component symbols in
the accompanying drawings and manifests within the “description of the drawings” section or in the
“embodiment” section of the patent description, with the corresponding numbers appearing in the
drawing itself. In some patents the list of numbered terms are listed in an independent section called
“Reference Numeral List” The first two examples in Table 1.5 demonstrate component indexing in the
while the third example showcases indexing in the “embodiment”

9

"description of the drawings,’
section. The first type of indexing is a more concise format. Additionally, indexations can also appear
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in patent claims, as illustrated by the fourth example in Table 1.5 (the third and fourth examples are
from the same patent). Note that in that latter case, the reference numerals appear in parenthesis.

Figure 1.5 - Drawing from patent CN105143092B shown in Table 1.5
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Further details on the use of refrence numeral lists in the term recognition and the lexical variation is
presented in Section 4.3.2 and 5.3.2.
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1.4 Hypothesis, Difficulties and Methodology

In this research, as described in the introduction, our primary focus lies in examining terms used
within Chinese patents, particularly in the claims section. Our analysis centres on understanding their
linguistic attributes, their roles in sentence structures, and their variability, specifically in the context
of claim scope.

Our primary objective is to provide an in-depth analysis of the internal structure of Chinese technical
terms through dependency syntax annotation. Additionally, we aim to investigate the potential for
lexical variation to cater to the specialized requirements of claim scoping by developing a novel
technical taxonomy.

As already described in Introduction, the study is divided into two main segments: the first part entails
syntactic analysis (Chapter 3), while the second part involves recognizing terms based on the
character-level parser and constructing technical taxonomies relevant to patents for facilitating the
recognition and the substitution of technical terms by their hypernyms (Chapter 4 and Chapter 5).

The whole pipeline is as in the following Figure 1.5.

Corpus: CNIPA patents J
(Chapter 5)
Y IPC titles
Preprocessing (Chapter 2) J

Y \i

Character-level Process ‘

annotation (Chapter 3)
J IPC based m

Character-level patent treebank

Training dependency
parser (Chapter 4)

\ Y

Term Extraction
(Chapter 4)

Y

Lexical variation J

Figure 1.6 - The Entire Processing Pipeline of this Study
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The challenges we face in this research include the limited availability of Chinese resources such as
treebanks, models, wordnets, and terminology databases. Additionally, there is a lack of coherent
Universal Dependencies (UD) or Surface-Syntactic Universal Dependencies (SUD) treebank
guidelines specific to Chinese. The Chinese annotation guidelines developed for the UD Mandarin
HK treebank (Leung et al. 2016), discussed in Section 1.2.1, only apply to this specific treebank,
which moreover annotates translations of spoken Cantonese, a very different genre from patent texts.
In collaboration with Wu Qishen (PhD student from the laboratory MoDyCo), we are currently
developing an annotation guideline based on the work of this thesis that aims to enable coherent
surface syntactic (SUD) annotation of Mandarin Chinese, to be published soon on the SUD website’.
Also note that commonly used NLP tools like SpaCy do not provide native support for noun chunk
extraction in Chinese.

Moreover, as our research involves very specific tasks, we encounter a scarcity of existing
benchmarks to measure our progress. In response to these challenges, we have developed our own
evaluation methods tailored to the unique nature of our research objectives.

Throughout this thesis, given consideration of the difficulties above, we delve into several critical
aspects and address key questions related to Chinese technical terms and their syntactic structures.
The principal inquiries we explore are as follows:

- Can we coherently describe the internal structure of Chinese technical terms using standard
syntactic links?

- Do Chinese character-based parsers (which consider the internal structure of terms) yield
better results of syntactic parsing than word-based approaches?

- Does syntax aid in terminology recognition, especially for new terms?
- How can we evaluate a taxonomy?

These interests and inquiries serve as the central focal points of this thesis. The overarching goal is to
offer comprehensive insights and analyses regarding the composition and identification of Chinese
technical terms. Additionally, we seek to explore the role of syntax in terminology recognition and
conduct evaluations and comparisons related to taxonomies, including their distance and other
semantic relations.
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Chapter 2 - Collection and Preprocessing of Patent
Texts

This chapter is dedicated to the preprocessing of the corpus, commencing with the procurement of the
initial published patent data and culminating in the systematic arrangement of the unprocessed texts in
a structured manner, demarcating distinct sections such as the abstract, description, and claim portions
of each patent. In Section 2.1, the discourse delves into the intricacies of patent collection, followed
by the elucidation of the fundamental structure of Chinese patent applications in Section 2.2. The
subsequent Section 2.3 intricately explores the process of XML parsing along with the application of
various cleansing techniques to the parsed files. Section 2.4 comprehensively outlines the procedure
of patent categorization across the eight IPC domains. Lastly, Section 2.5 provides an analysis of
certain linguistic attributes inherent in Chinese patent texts, particularly those pertaining to claim
sentences.
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2.1 Collecting patent application data from CNIPA

In the context of extensive data mining endeavours, there arises the imperative to amass a substantial
corpus of patent texts in the Chinese language. To fulfil this requisition, an acquisition was undertaken
encompassing all patent application data spanning a span of four years. This data was sourced from
the official repository of the China National Intellectual Property Administration (CNIPA; Chinese:
ESE-SN AR IS RN commonly known as the Chinese Patent Office. The CNIPA, functioning as the
patent office of the People's Republic of China (PRC), is vested with the responsibility of overseeing
patent-related affairs and coordinating international engagements within the realm of intellectual

property.

The data collection process encompassed the procurement of all downloadable application files
corresponding to published Chinese patents within the timeframe spanning November 2017 to March
2021. These files are made accessible through the official CNIPA platform and are subjected to
updates every three to four days. With each update, a collection of ZIP files is disseminated, each
housing a multitude of patent directories. The structural arrangement of these directories follows a
hierarchical framework, as depicted below.

Consequently, the outcome of our efforts yielded an aggregated accumulation of XML patent files
amounting to an excess of 300 gigabytes. This compilation is demarcated by a yearly distribution,
encompassing the entirety of patent applications across the span of 12 months for the years 2018,
2019, and 2020. However, for the years 2017%° and 2021%, the availability is relatively constrained,
encompassing only 2 and 3 months' worth of data respectively.

Number of month

2017 2
2018 12
2019 12
2020 12
2021 3
TOTAL 41

Table 2.1 - The Collection of Published Patent Applications from 2017 to 2021

8 CNIPA (China National Intellectual Property Administration), the former SIPO (State Intellectual Property
Office), changed its name on September 3, 2018.

% The data only remains 6 months on the site, the application files of November 2017 are the most ancient when
we started the collection.

5 We have downloaded all applications in 2021 but some zip files are damaged and can not be used for analysis.
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The fundamental structure of the file is visually depicted in Figure 2.1 below. Within each month, a
notable pattern emerges wherein four or five updates occur, and correspondingly, each update is
characterized by a collection of zipped documents. These zipped documents individually encapsulate
one patent per document.

Corpus/CN-TXTS-ABSS-10-A_ 1 E R B & F1] HE1 2A bR e b A S0 SRS AR/

— 20210101/

— 20210105/

—1/

— CN102019000269709CN00001121750670AFULZH20210105CNO0X/
— CN102019000297067CN00001121668090AFULZH20210105CN008/
2/

— CN102019000605858CN00001121731470AFULZH20210105CN0OOI/

— CN102019000605860CN00001121706130AFULZH20210105CN002/

—— 20210108/
—— 20210112/

3321 directories, 0 files

Figure 2.1 - The Structure of CNIPA Monthly Updated Documents
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2.2 The general structure of a patent application

In the distributed bulk format, a standard patent application consists of a single XML file
accompanied by several JPG files. These JPG files encompass diverse elements such as mathematical
and chemical formulas, tables, flowcharts, component diagrams, deployment diagrams, and more. As
an illustrative instance, consider the patent with the code 'CN102020000987007', which is provided
below. Within its directory, this specific patent includes a singular XML file and a total of 23 JPG
files.

COE/CN—TXTS—ABSS— 10-A_HPER AL F B E AR bR b2 SR EE/20210105/
5/
L— CN102020000987007CN00001121831480AFULZH20210105CNOOM/
—202010987007.JPG
—— BDA0002689599170000061.JPG
—— BDA0002689599170000062.JPG
—— BDA0002689599170000063.JPG
—— BDA0002689599170000071.JPG
—— BDA0002689599170000081.JPG
—— BDA0002689599170000082.JPG
—— BDA0002689599170000083.JPG
—— BDA0002689599170000084.JPG
—— BDA0002689599170000085.JPG
—— BDA0002689599170000086.JPG
—— CN102020000987007CN00001121831480AFULZH20210105CNOOM. XML
—— HDA0002689599180000011.JPG
—— HDA0002689599180000012.JPG
—— HDA0002689599180000013.JPG
—— HDA0002689599180000021.JPG
—— HDA0002689599180000022.JPG
—— HDA0002689599180000023.JPG
—— HDA0002689599180000024.JPG
—— HDA0002689599180000025.JPG
—— HDA0002689599180000031.JPG
—— HDA0002689599180000041.JPG
—— HDA0002689599180000051.JPG
—— HDA0002689599180000052.JPG
L HDA0002689599180000061.JPG

0 directories, 25 files

Figure 2.2 - The Content inside the ZIP File

The subsequent Figure 2.3 presents the textual arrangement of a patent. Positioned below the <?xml>
tag and <!DOCTYPE> tag, the entirety of the patent application resides within the
business:PatentDocumentAndRelated tag, which encompasses five subordinate tags:
business:BibliographicData, business:Abstract, business:Description, business:Drawings, and
business:Claims.
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v<business:AgentDetails>
<business:CustomerNumber>51286</business:CustomerNumber>
v<business:Agent sequence="1" lang="zh" dataFormat="original" sourceDB="national office" repType="agent" processingType='original" creator="03">
v<business:Agency>
v<base:AddressBook lang="zh">
<base:OrganizationName>REBRR/LMIRF=RIBE S FFHZBEIK) 51286</base:OrganizationName>
</base:AddressBook>
</business:Agency>
v<base:AddressBook lang="zh">
<base:Name>1HE¥E</base :Name>
</base:AddressBook>
</business:Agent>
</business:AgentDetails>
</business:Parties>
</business:BibliographicData>
v<business:Abstract dataFormat="original" lang="zh" sourceDB="national office" processingType="original" creator="03">

<base:Paragraphs num="0001">ARAAFT —MitBFBEMSERIABNAL. ARMBOMBFBENSE, ERRMBRENHRPOER, LSSES 75 £3 fil; 7. B &E3IRZ)
ES SHBRR 4 RER, HilT: 5 B ENIARSSEE; ENARSS EATA {75 AARALE R RRFOF M HESE
B AiRs BRER, BIH R, # & il REET TRIZ: 18, APARRIRAIES.

</base:Paragraphs>
v<business:AbstractFigure>
v<base:Figure num="0001">
<base:Image he="405.17" wi="661" file="202010987007.JPG" imgContent="undefined" imgFormat="JPEG"/>
</base:Figure>
</business:AbstractFigure>
</business:Abstract>
v<business:Description lang="zh" dataFormat="original® sourceDB="national office" creator="03">
<business:InventionTitle id="titlel">—FtBRIBEMSERIRFRL</business: InventionTitle>
<base:Paragraphs id="p0001" num="0001">}R¥MiF</base:Paragraphs>
<base:Paragraphs id=" " num="0002">ARFIRFBIRFIGEL, BRESR—FLBRBEMSERIRFIRLK. </base:Paragraphs>
<base:Paragraphs id=" " num="0003">#M|¥R</base:Paragraphs>
<base:Paragraphs id="p0004" num="0004">REAATELMEE, YEFEHBSHRBN-RBELEN, FINBETHE HBRIARESHN. AAKBINCHARPEMOMBHENES, SRO5EEE
RGN R EOFHT——I30. ZEFEEESHEER. TEREETSOR. B, MERANLR, bHNTHBRBIRIGAL., PEEHBNAHSCN206075293 vRE—MS I ZHBADIRZINRE, ¥

RERAZABNABTHD. SHRBT _HBNS A TIE T HBNEIRG, STRERR, BRERTHD, FTREAXPE, BXRERERESRTREHNSE, BREK, FTASZNBEA. HEEFHEL

HSCN 110427793 ARH T —MBTREFINKBRNSHERRARSE, ZR 4 EMFBOMUE. PEEFRBEAHSCN 109740395 AN T —MNREZ S SHZRIQABL S " HRBENSE
REALK, BT . {BFHRIRBALNME TRIBEMRMEIB. </base:Paragraphs> .
<base:Paragraphs id="p0005" num="0005">@Elt, B37E (IRORERT, {EGIRBIA ETHENER, #MRSAF AR EEBISEAR. </base:Paragraphs>

<base:Paragraphs id="p0006" num="0006">4&BA A </base:Paragraphs>

<base:Paragraphs id="p0007" num="0007">ARMEMAWFEARGDEAR: HTRAMBRBRBEMEAURBEDEE, FRBRHET —MBRVEMSERIRJAR. </base:Paragraphs>
<base:Paragraphs id="p0008" num="0008">}3XM ERBK, FARARARARARNT: £—FHE, —MHEBRBENSE, SFENTHR: </base:Paragraphs>

<base:Paragraphs id="p0009" num="0009">%$31: MIEREENHRFESRNEFER, BEFERESR BEE HUBESBE= ; </base:Paragraphs>

Figure 2.3 - Example of a Part of the Content One XLM File of Chinese Patent

<?xml version="1.0" encoding="utf-8” standalone="no"?>

<IDOCTYPE business:PatentDocumentAndRelated SYSTEM "/DTDS/ExternalStandards/ipphdb-entities.dtd"[]>

<business:PatentDocumentAndRelated xmlIns:base="http://www.sipo.gov.cn/XMLSchema/base”
xmlns:business="http://www.sipo.gov.cn/XMLSchema/business” xmlns:m="http://www.w3.org/1998/Math/MathML”
xmlns:tbl="http://oasis-open.org/specs/soextblx” xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance”
xsi:schemalocation="http://www.sipo.gov.cn/XMLSchema/business
/DTDS/PatentDocument/Elements/OtherElements.xsd” xsd Version="V2.2.1”
file="CN102020000987007CN00001121831480AFULZH20210105CNOOM.XML” dateProduced="20210101"
status="C” lang="zh” country="CN” docNumber="112183148" kind="A"” datePublication="20210105">

<business:BibliographicData>

</business:BibliographicData>

—_n

<business:Abstract dataFormat="original” lang="zh" sourceDB="national office” processingType="original”
creator="03">

</business:Abstract>

—n

<business:Description lang="zh" dataFormat="original” sourceDB="national office” creator="03">

</business:Description>

_n

<business:Claims lang="zh” dataFormat="original” sourceDB="national office” creator="03">

</business:Claims>

</business:PatentDocumentAndRelated>

64

Table 2.4 - The XML Structure of the CNIPA Dataset



Chapter 2 - Collection and Preprocessing of Patent Texts

Within the “business:BibliographicData” section, there is a compilation of metadata and publication
references pertinent to the patent. The remaining four subordinate tags correspondingly represent the
four constituents comprising the patent application document: the abstract, description, drawings, and
claims.

The Table 2.4 gives the detailed structure under the top tag <business:Patent DocumentAndRelated>,
there are four principle parts:

- <business:BibliographicData> containing the meta-data features of the current patent
application including WIPOST3Code, DocNumber, Kind, Date, PublicAvailabilityDate,
ClassificationIPCR, InventionTitle, ApplicantDetails, InventorDetails and AgentDetails.

- <business:Abstract> that contains the abstract of each patent.

- <business:Description> that contains the description of each patent, in which each paragraph
is an individual <base:Paragraphs> item.

- <business:Drawings> that contains the description of attached figures in the application file,
each figure is a </base:Figure> item.

- <business:Claims> is the claims of the current patent, which is the most important part of a
patent and also is an essential part of the tech mining in our work. Like in the Table 2.2, each
claim is a <base:ClaimText> item.
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2.3 From XML files to less space-consuming raw texts in a unified
format

The initial patent applications are stored in an XML format characterized by redundancies and
intricate structures, often containing extraneous information. Recognizing the limitations of computer
storage capacity and the necessity for streamlined subsequent processing, we will undertake a
conversion to a format that is less resource-intensive. This transformation will involve the extraction
of pertinent information, which will be organized in a format that is both machine-readable and
comprehensible to humans. This restructured format is depicted in Figure 2.5 for reference.

We used the Python package xml.etree. ElementTree with which we extract the following information
among all this information contained in the XML files:

1. title InventionTitle

2. date ClassificationPCR
3. IPCclass Date

4. abstract Abstract

5. description Description

6. claims Claims

In this way, all patent XML files are converted to plain text with a unified format. Take the example
of a patent application CN102020000987007.xml in Section 2.2, the goal is CN102020000987007.txt
whose structure is shown in Table 2.2 (with English translation).

Chinese English translation®
Title —Fhit RS A Dbatch barcode positioning method and
N7 KON R G recognition system
Date 20210105 20210105
IPC class
GO6K _7/14: GO6N_3/04: GO6K _7/14: GO6N_3/04: GOON 3/08
GO6N 3/08
Abstract ARINTF T — b R 508 T E AL The present invention discloses a batch barcode positioning

FIERAGN ARG, AKRKBAFHLE | method and recognition system. The batch barcode positioning
S TENT 51, ELERAEEES) | method of the present invention continuously acquires images in
Y&, 454228 HFRER | slow motion scenes and combines with multi-motion target
BRI S S SR MG B ;| tracking method to achieve accurate positioning of batch
AR AR 5 S R il R G barcodes; the batch barcode recognition system of the present
IR BRGSO R S B AR invention uses a low-pixel camera module to acquire multiple
ZYHELE 2 kN R K, JFE | consecutive low-pixel images containing target barcodes and
i e 2w e s AL = quickly transmits them to a positioning server through a wireless

%1 Automatically translated by https:/www.deepl.com/.
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FENLAR S5 45 s LIRSS 2l ARG
HEG, SBITAR AL R Y
W TERLTT 1R SR I R AL I
PR P e e 44 L AR R G
ELNEIRIE ESLE NPT INES
R EUGHIBRES SR, HE PR R
e 1 55 PRl 1 T HE B SRR O FR S A2
FRALTE ; fic i 2 T e 4 58 B g A i
A T 5 WE % £ JEE PR 5 Pl B 5
e fEhs, P ARG TR M.

communication module; the positioning server uses the low-pixel
images and runs The positioning server uses the low-pixel image
and runs the positioning method of the batch barcode of the
present invention to obtain the relevant coordinate position and
the rotation angle required for decoding; the recognition system
also obtains the high-pixel image at the same time, and then
quickly obtains the relevant coordinate position of the batch
barcode in the high-pixel image through the mapping relationship
between the high and low-pixel images; finally, the decoding of
the batch barcode is quickly completed based on the high-pixel
image and the rotation angle required for decoding, and the user
experience is greatly improved.

Description d: d:
Tt AR 5 1 SR A Batch Barcode Positioning Method and Recognition System
2 Technical Field
ARk
...... Background Technology
HRER
...... Content of the Invention
RN
...... [llustrated with drawings
b Pl 58 B
...... Specific embodiments
HRsfi 5=
...... Example 1
S Example 2
St 12
Claims c: c:
1. —FhHtESAYEAL 715, HAFE | 1. a batch barcode positioning method, characterised by

FET, e TR

comprising the steps of

Table 2.5 - One example of the results of the data processing

Three primary categories of errors have been identified in the transformed texts: Unpaired opening

symbols such as "{ > or "(", as illustrated in examples in Figure 2.6 (a); The presence of ", , ” at the
conclusion of sentences, as depicted in instances in Figure 2.6 (b); Superfluous spaces within
established phrases or formulas, showcased in samples in Figure 2.6 (c).

MVAS EUG AR R R A BV FIwAR B — 20, 410 575 5, X — 2 g5 — 4R

EE {d,

Select any two images, v and w, from a set of V images to form a pair. With respect to the
keypoint p, derive a set of distance values {d based on this image pair.

Figure 2.6 (a) - Examples of Unpaired Opening Symbols
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PRSP 4 VD, .

Evaluation module, facilitating users to provide feedback, .
BARPERCFIZER 1 Al RS, FRFIEAE T, &

3. The battery pack according to claim 1, characterized by, .

FITR 2 ) 0. 5 BASTR GFR A0 T BB T A IR,

The category-specific lexicon model includes the following function update steps, .

Figure 2.6 (b) - Examples of Pounctuations

(ERRS5 SRS TT DL B BB MAPP S 10 L (o PIB RO B, IF HLBIRS Bt 743
R HEA, MG HEAPIIZEBLA N Tb- B

At the server terminal, real-time reception of information sent from Warehouse Customer B
through the APP client is possible. Based on this information, allocation to Warehouse A is
performed, with the remaining space in Warchouse A denoted as Tb- B1.

D= (x1,x2,...,xn)

I 185990 ~120

The duration is between 90 and 120.

IRYERAZ2=aX + bY +C2TH S IR LZ A F AR |

Calculate the electrical activation rate of the second heating wire, Z2, using the formula Z2 =
aX+bY + C2.

6 ARAERUFIEER 2 BTk i — MR AL AZ LB REE K B, FRHIEAE T
A water-level-responsive intelligent drainage device according to claim 2, characterized by:

Figure 2.6 (c) - Examples of Superfluous Spaces

ATRNR-U_UEXAERTIR S —Fa R s r i) 85RARYRIIPDCCH, FriRPDCCH Fi Airid
eNB R HAH FIFJRA-RNTLHA TN .

The NR-U UE only monitors the PDCCH within the time window_(RAR) indicated by the
first indication, and the PDCCH is scrambled by the gNB using the same RA-RNTI.

FITl e — R /K3 TRAR MAC CEH,

The first indication is carried within the RAR MAC CE.
YEEFRC 15-2543

Vitamin C 15-25 parts

AT 3= P A Arduino Mega 2560475 &5 ;
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The main control module is an Arduino Mega 2560 controller.

Figure 2.6 (d) - Examples of Abbreviations

The final class of errors presents a more intricate challenge, as distinguishing between instances that
warrant the inclusion of spaces (as demonstrated in Fig 2.6 (d)) is occasionally difficult to achieve
through automated procedures. To address this complexity and aim for optimal rectification, we
employed regular expressions to enforce adherence to specific matching rules.

Additionally, we applied the following normalization rules:
- Eliminating spaces at the ends of equal, plus, and minus signs.
- Ensuring “~” is devoid of spaces at both ends if the adjacent characters are numeric®.

- Similar to the above, spaces are omitted at both ends of the hyphen character if the adjacent
characters on either side are numeric or alphabetic characters.

The objective of compiling a collection of specific Chinese patent expressions in Section 2.5,
particularly those prevalent in patent claims, is to streamline word segmentation during the creation of
the treebank discussed in the subsequent chapter, as well as to facilitate subsequent syntactic analyses.
This standardized approach aims to ensure uniform separation and annotation practices for these
specific character sequences across various segmenters and parsers. This harmonized methodology
allows for direct performance comparison among different segmenters and parsers.

Year Size Number
2017 2.6G 137,092
2018 13G 678,181
2019 29G 1,151,398
2020 21G 859,640
2021 4.9G 237,338
TOTAI 71G 3,063,649

Table 2.4 - The Sizes and Numbers of the Collected Datasets over Months

Table 2.4 presents the final results of the collection of the patent corpus after extraction. In the end, we
got 3,063,649 patent applications in total, transformed in raw text, 71G in size

62 The errors falling within the this category stem from intricacies encountered during the XML parsing process.
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2.4 Classification into IPC domains

As elucidated in Section 1.1, the International Patent Classification (IPC), introduced through the
Strasbourg Agreement of 1971, institutes a hierarchical framework of symbols that transcends
linguistic barriers, enabling the systematic categorization of patents and utility models according to
their respective technological domains. Annually, on January 1, a fresh iteration of the IPC comes into
effect (in this study, we employ version 2006.01.01, as it is the sole officially translated version
available for download from the website of the China Intellectual Property Office at the beginning of
the study, despite its datedness).

Various editions of the IPC adhere to a consistent classification structure, underpinned by the
subdivision of eight distinct domains. These eight technical domains within the IPC (ranging from
Section A to Section H) are delineated below, along with their corresponding titles:

HUMAN NECESSITIES

PERFORMING OPERATIONS; TRANSPORTING

CHEMISTRY; METALLURGY

TEXTILES; PAPER

FIXED CONSTRUCTIONS

MECHANICAL ENGINEERING; LIGHTING; HEATING; WEAPONS; BLASTING
PHYSICS

ELECTRICITY

TomMEOUN® >

Each of these domains (or sections) is composed of a number of classes, subclasses, groups and
subgroups organized in a hierarchical structure.

Below there is one example of the classification hierarchy of “GO6N_3/021":

o Section G => PHYSICS
o Class 06 => COMPUTING; CALCULATING; COUNTING
] Subclass N => COMPUTING ARRANGEMENTS BASED ON SPECIFIC
COMPUTATIONAL MODELS
° Group 3/00 => Computing arrangements based on biological models
o Subgroup 021 => using neural network models

Considering the fact that a great number of patents belong to more than one IPC classes, such as in the
example below (Table 2.7), we simply chose the most frequent® IPC class for each of them.

8 If two or more IPC domains have the same highest count, the first one is chosen.
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Title IPC classes Domain | Final
count decision
CN102020000987007 GO06K 7/14 G:3 G
GO6N_3/04
GO6N 3/08
CN102016000027125 CI12N_1/04 A:l C
A23B_7/155 C:2
CI12R 1/84
CN102017000515545 B62M_6/90 B:2 B
B62J 99/00 F:2
FO3D 9/11
FO3D 9/32

Table 2.7 - Example of Classification of Patent Applications

IPC domain number
A HUMAN NECESSITIES 817,452
B PERFORMING OPERATIONS; TRANSPORTING 1,836,694
C CHEMISTRY; METALLURGY 1,471,134
D TEXTILES; PAPER 189,144
E FIXED CONSTRUCTIONS 345,459
F MECHANICAL ENGINEERING; LIGHTING; HEATING; 723,481

WEAPONS; BLASTING

PHYSICS 1,864,221

ELECTRICITY 1,457,240

Table 2.8 - The Number of Patents of Each IPC Domain

After the process of classification, the final results on the number of patents by IPC section is shown
in Table 2.8. The subsequent Figures 2.9 (a-e) depict the count of patent applications within each IPC
section categorized by year.
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80000 -

60000 -

40000 ~

20000 -

Figure 2.9 (a) - 2017

80000 ~

60000 +

40000

20000 ~

Figure 2.9 (b) - 2018

700000 4

600000 1

500000 4

400000 A

300000 1

200000 4

100000 4

0-

Figure 2.9 (c) - 2019
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600000 A

500000 A

400000 A

300000 A

200000 A

100000 A

0-

Figure 2.9 (d) - 2020

80000 A

60000 A

40000 A

20000 A

Figure 2.9 (e) - 2021

An evident observation emerges, highlighting that Section D - TEXTILES; PAPER and Section E -
FIXED CONSTRUCTIONS comprise notably fewer applications annually in the corpus. Another
notable inference is the significant growth in the count of applications within Section G - PHYSICS,
particularly since 2019, possibly attributed to the advancement in Artificial Intelligence.
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2.5 The Writing Style and Linguistic Specificities of Chinese Patents

The requirements for drafting Chinese patent applications are extensively stipulated in the Chinese
Patent Law and its implementing regulations.

Another significant document related to the preparation of patent applications is the “Patent
Examination Guidelines (2021) ({&F|8 & f5F5))” published by CNIPA (the National Intellectual
Property Administration of the People's Republic of China). Within these regulations, specific
standards are set for the abstract, description, and claims sections of the patent application.

For the abstract:

“The abstract text portion should include the title of the invention and the relevant
technical field, providing a clear reflection of the technical problem to be solved, the key
points of the technical solution to the problem, and the main purposes of the invention.
In cases where the invention title is not provided or the key points of the technical
solution are not adequately reflected, the applicant should be notified to make
corrections. If commercial promotional language is used, the applicant can be notified
to remove it, or the examiner may remove it,; in cases where the examiner removes it, the
applicant should be notified.

The abstract text portion should not use a title, and the textual content (including
punctuation) should not exceed 300 words. If the abstract exceeds 300 words, the
applicant can be notified to condense it, or the examiner may condense it; in cases
where the examiner condenses it, the applicant should be notified.”

For the description:

“Article 26, paragraph 3 of the Patent Law, along with Article 17 of the Implementing
Regulations of the Patent Law, provide regulations concerning the substantive content
and writing style of the specification.

The first line of the first page of the specification should contain the invention's title,
which must be consistent with the title in the request form and should be centered both
horizontally and vertically. The term “Invention Title” or “Title” should not be prefixed
to the invention title. There should be a blank line between the invention title and the
main body of the specification.

The format of the specification should include the following sections, each preceded by a
clear title:

- Technical Field

- Background Art
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- Summary of the Invention
- Brief Description of the Drawings
- Detailed Description of the Invention

The specification text may include chemical formulas, mathematical equations, or tables,
but should not include figures. If the specification text includes a description of the
drawings, there should be corresponding drawings included. If there are drawings in the
specification, the specification text should provide a detailed explanation of the
drawings.”

And for the Claims:

“The claims shall be based on the description, clearly and concisely defining the scope
of protection sought for the claimed invention or utility model. The claims shall set forth
the technical features of the invention or utility model, which can be constituent
elements of the technical solution of the invention or utility model or the
interrelationships between these elements.

Article 26, Paragraph 4 of the Patent Law and Articles 19 to 22 of the Implementing
Regulations of the Patent Law provide provisions on the content and drafting of the
claims.

In one set of claims, there should be at least one independent claim, and it can also
include dependent claims.

If there are multiple claims in the claims, they shall be numbered in consecutive Arabic
numerals, and the numbering shall not be preceded by words such as ‘“claim” or
“ltem.” Chemical or mathematical formulas can be included in the claims, and tables
can also be used when necessary, but illustrations are not allowed.

The claims shall be numbered consecutively in Arabic numerals.

In patent claims, terms with uncertain meanings, such as ‘thick’, ‘thin’, ‘strong’,
‘weak’, ‘high temperature’, ‘high pressure’, ‘a wide range’, etc., should not be used
unless such terms have a recognized precise meaning in a specific technical field, such
as ‘high frequency’ in amplifiers. For terms without recognized meanings, if possible,
more accurate wording from the specification should be selected to replace the
aforementioned uncertain terms.

» G o wc 9 G

Expressions like “‘for example”, “preferably”, “especially”, “if necessary”, etc., should
not appear in the claims. Such expressions can result in different scopes of protection
within a single claim, leading to unclear protection. When an upper-level concept
appears in a claim followed by a subordinate concept introduced by the above
expressions, the applicant should be required to modify the claim. They may be allowed
to retain one of them in that claim or limit them separately in two different claims.

In general, terms like ‘about’, ‘approximately’, ‘similar to’, ‘or the like’, and similar
expressions should not be used in claims, as they often lead to unclear claim scope.
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However, if such terms appear in a claim, the examiner should assess whether their use
leads to lack of clarity based on the specific circumstances. If not, they may be allowed.

Except for parentheses used for figure numbering or chemical and mathematical
formulas, the use of parentheses in claims should be minimized to avoid unclear claim
language, for example, ‘(concrete) molded brick’. Nevertheless, parentheses with
generally acceptable meanings are permissible, such as ‘(methyl) acrylate’,
‘(comprising 10% to 60% by weight) of A.””

Below is an example of a patent claim sentence in Chinese (with English translation):

Example:
(CN102218144A)

“FRIGBUNER 1678 18T — T ET IR RO 515, HRHIEE T, BTl #iik B shiksk et
B BRI NERE, = MR M SRE R — R Z i,

Translation:

“The method according to any one of claims 16 to 18, wherein the disease is selected from one or
more of atherosclerosis, obesity due to vascular injury, hyperglycemia, and chronic inflammation.”

Figure 2.7 - The Example from Patent CN102218144A with its English Translation by Google

As elucidated below, the patent text, functioning as a textual representation at the forefront of
emerging technologies, employs a substantial volume of specialized terminology that is either
uncommon or unfamiliar to automated segmenters, posing considerable challenges for automated
processing. This is particularly pronounced in languages that adhere to a “scriptua continua”, lacking
word-separating spaces, as exemplified by Chinese. Moreover, characterized by an intricately dense
structure aimed at minimizing ambiguity, patent texts adopt a writing style that may appear unfamiliar,
replete with distinctive “legalese” expressions like substituting “said” for the definite determiner
“the”. Some of these expressions have been transposed to Chinese patents to mirror the style of
Western patents. Furthermore, the patent texts exhibit intricate logical connections and notably
lengthy sentences, as each claim is obligated to maintain the form of a singular sentence. Collectively,
these attributes render patents remarkably intricate to analyze — a challenge applicable both to human
readers and existing parsing technologies.

One specificity of claim sentences is the complexity of the syntactic structure. Below is a presentation
of the syntactic analysis of the example patent text taken from parts of a claim sentence in Chinese:
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- We —_—

SO~ - LAD -
ATT— _-SBY _ATT- -8BV~ | RAD WP P
¥ ir v ¥ L¥ LE L] vl v A1 r ¥ AR}
i B ikt Filii B ic] R . 5 L f g HAE
v n v n a v wp n v v u a wp n c b n

Figure 2.8 - The Claim Sentence Parsed by the LTP Dependency Parser

This long sentence was passed to the LTP parser® of the Harbin Institute of Technology. The
comparatively poor quality of parsing is notable in the result, where even common fixed expressions
like BUF]ZER (quan 1i yao qil, right request, ‘claim’) have been divided into two parts. Problems
also come from out-of-vocabulary (OOV) terminology such as #shfkifFEfE{L  (dongmai
zhouyangyinghua, “atherosclerosis”), which degrades the accuracy of the segmentation. The correct
segmentation including the preceding verb “i%H (xuin zi, ‘choose from’) / zhfik iFE AH kL
(dongmai zhduyangyinghua, ‘atherosclerosis’) ” becomes “i& / Hzlfk / sbFE / 1L (xuin/ zi
dongmai/ zhou yang/ yinghua, “chosse/ automatic artery/ sclerosis”)”®; the dependency analysis is
not only built on these wrong tokens (in red retangle) but even has difficulties with the analysis of
expressions such as “H ATk Y (zhong sud shu de, “as described in”)” annotated as one term, which
are frequent in patent claims.

On the technical side, the lack of annotated training corpora limits the straightforward application of
Natural Language Processing tools as well as the adaptation of Machine Learning methods. The
Cloem.com® project has gained some experience in solving these difficulties for English: Interception
and rule-based decomposition of long sentences; completion of elliptical claim articles; replacement
of certain reserved terms of patent texts in order to facilitate the training process without large
annotated out-of-domain corpora.

conveying characteristics delineating composition detailing methods

Wi AE T, HURAE; O o S, | HE AW U FEARY; &84 | N i Fidf;, i F T8 LT

IR FFAEN; F51E %47 W LT LE; LR HE;, L24

EEH; 2, WA, 2N, U, anF 51k A5

R EEE AE, B, HEA W | ik JTiER RN, i #l& T
P

64 hitps://www.ltp-cloud.com/demo/
% The granularity of segmentation is another problem that is dependent on the following tasks.

66

https://en.wikipedia.org/wiki/Cloem?oldformat=true
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BN FITULRR; LR 2H A, HedT Rk,
A5 s A5y R e gy &4 57 LA
TRy, LN 7 By A AT
TR T B BR N

is characterized by; is composed of; include; the following process; the
comprise; contain; possess; following method; steps;
consist of; are constitute;

Table 2.10 - Keywords of the Three Categories of Specific Expressions

Despite the often intricate syntactic structures and lengths observed in patent claims, the inherent
claim structures themselves display a certain degree of simplicity, allowing for their categorization
into discernible patterns. Researchers such as Zhai Dongsheng et al. (2011) arrived at a summarization
of common claim-specific expressions. They organized these expressions into three distinct
categories: those conveying characteristics, those delineating composition, and those detailing
methods (Table 2.10).

To examine the other distinctive attributes of Chinese patent claim sentences, we conducted a
quantitative analysis on a subset of a group of claim sentences chosen randomly from each IPC
domain. For each randomly selected application document, we retained its initial claim and, if present,
an additional claim. The claim sentences, chosen for practical reasons, fall within the range of 10 to
100 characters for analysis.

Number Length Modifier “DE”
A 1002 39.42 1.07
B 1004 43.30 1.24
C 1001 38.87 1.10
D 252 46.67 1.32
E 501 42.43 1.22
F 1011 43.35 1.38
1019 42.33 1.41
1001 42.60 1.35
14.01¢
UD_Chinese-HK 1004 0.32
9.83 %

7 For characters.

8 For segmented words.
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Table 2.11 - The sentence number, the average length of claim sentences by character (except
UD_Chinese-HK Treebank®), and the average number of the modifier mark “DE™” of each

sentence.

In this work, we summarize the frequent structures in claims, the results as examples are shown

below.

(M

@

3)

“)

®)

1Ll RS, FURFIELE T, CEUDINNRN: 8508 GOEE AN IO
1.Y1 zhong kang shuai lao hufi pin, qi tézhéng zaiyt,  you yixia zhongliang shu de ziifén zhichéng:

1. A type of anti-aging skincare product, characterized by  being made up of components in the following
weight proportions:

1P AL BT B I O G- 2 715, HEAEAE T, e T ER
Y1 zhong danshui sha 1i zhongzhi 1i ti baocun yu huifu fangfa, qi tezhéng zaiyu, baokuo

ruxia buzhou:

A method for ex situ preservation and recovery of germplasm of freshwater sand pear, characterized by including
the following steps:

. : S AAEL, tRE s, R, T, A M iR,
HEHIEE, i650 67073 _L.iEISO 160, f47150-170, 4EAEFEA 25-30510U, 44 ED,

Y1 zhong rénshén muzhii yuhé fei hézhilido, an zhong fén jisuan, baokuo yumi, doubt, yufén ji dud zhong
wéishéngsu, qi tézhéng shi, yumi 650-670 ge, doubui 150-160 ge, yufén 150-170 ge, wéishéngsu A 25-30 wan 1U,
weéishéngsu D.

A premixed feed for pregnant sows, calculated in weight portions, comprising corn, soybean meal, fish meal, and
various vitamins. The features are as follows: corn 650-670 grams, soybean meal 150-160 grams, fish meal
150-170 grams, vitamin A 250,000-300,000 IU, and vitamin D.

2ARGEARER BTl RO AP R A HEAEET, LU EEGEAIH IRk

Geénju quanli yaoqiu y1 suo shu de kang shuai lao hufu pin, qi tézhéng zaiyl, you xia liang wu fénshu de ztifen
zhichéng:

2. The anti-aging skincare product according to claim 1,  characterized by being composed of components in
the following weight proportions:

SARIEBRNE R Tk ) ZE AN AT AP AR Y 1T 247 715, HRFEAE T

% A Traditional Chinese treebank of film subtitles and of legislative proceedings of Hong Kong, parallel with

the Cantonese-HK treebank. (https://universaldependencies.org/treebanks/zh _hk/index.html)

" This will be explained in Section 3.1.1.

79


https://universaldependencies.org/treebanks/zh_hk/index.html

Tech-mining on Chinese Patents: Syntax and Terminology

3. Génju quanli yaoqit y1 suo shu de fan qié¢ hongsu wei wan fén de gongyi shéngchan fangfa, qi tezhéng zaiyu:

3. The method of producing tomato lycopene microcapsules as described in claim 1, characterized by:

As shown in the examples provided above, we have identified five frequent structures in patent
claims. Each distinct structure is indicated by a unique colour code. The identified structures, along
with their corresponding frequencies within the corpus of the randomly selected sentences described
above, are detailed in Table 2.12. These particular structures will be revisited and subject to syntactic
analysis in Section 3.3.1 as part of the manual annotation procedure.

Original Chinese English Translation Number

HARFEAE T HRFIE characterized by 1,978
LA T A ... product/method 788

(RO comprising 1,265

(DR including ... steps 139

M. ik B AR being composed of ... 60

FRPEBRZ R IRy ... 7= 4L/ )55 | product/method according to claim 1/as 871

described in claim 1

Table 2.12 - The claim-specific structures with translation and their total frequency in the
sample.

Another distinctive characteristic of claim sentences is the notably higher frequency of technical
terminology usage in comparison to general corpora, such as news articles. Moreover, within a single
patent, technical terms are recurrently employed, as exemplified below.

CN102019000230488

L —FhEE T LAR £ — REO RSk, FORFAETE T G e s n R e e (1) SEM5(2) Ak AR G) A LA (5) s i it
PEPE(1), A0 (2) G-l SRR () NI A A (R EEGEIE(8) s AT o 12(2) 1A K 11 (6), Tl 7K H(6) 54
NI (8) 1 388 ; BTl Al Sk JLAS(3) BT (7, Ak i HIL(7) 5 (ARG 1B ()34 3 ; i i Sk LA (3) O Il i
B —MELFA K (4) s P LA Sk (4) e TR IE R 3)FR i, b B Sk (4) WOt v EL A B, A BRI 8L A 1
I_{ﬂﬂi(s)o

1.A drill bit with integrated hole punching and chamfering features, characterized by: comprising sequentially connected
docking seat (1), balancing platform (2), drill bit body (3), and blade (5); internal cooling fluid channels (8) are provided
within the docking seat (1), balancing platform (2), and drill bit body (3); a water outlet (6) is situated on the balancing
platform (2), and the water outlet (6) is connected to the cooling fluid channel (8); cooling holes (7) are arranged on the
drill bit body (3), and the cooling holes (7) are connected to the cooling fluid channel (8); a chamfering head (4) is located
on the side of the drill bit body (3); the chamfering head (4) protrudes from the surface of the drill bit body (3), and the
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cross-section of the chamfering head (4) is that of a right-angled trapezoid, with the acute angle of the right-angled
trapezoid directed towards the blade (5).

2ARFERCRIZL R TR A AT FLE A — (RA RS, HORFIELE T Al e (1) ¥R SMRLL, b5 (2) L
— AN PR E G AL, PR SRR (1) G- T 5 (2) i i MRS,

2. According to claim 1, an integrated hole punching and chamfering drill bit is disclosed, wherein an external thread is
featured on the docking seat (1), a fixed hole with internal threads is situated on the balancing platform (2), and the
threaded connection between the docking seat (1) and the balancing platform (2) is established.

SARFERCRZE R 1R A B TR F — (RAD RS, HURAEAE T - s X/ (1) A2 i 5 () N A BT BTi@ Ry 4
, IR EELFE AR (3) N A AR A 22 5 ik i 28 HE R A — A i HIE IR (8),

3.In accordance with claim 1, the integrated hole punching and chamfering drill bit as described, characterized by the
presence of vertically connected hollow structures within both the docking seat (1) and the balancing platform (2), and the
incorporation of a cylindrical hollow structure within the drill bit base (3); these interconnected hollow structures
collectively establish a cooling liquid passage (8).

AR ZE R i RS2 £ T FLABIfE — (RS Sk, HURAIELE T Al S 5 (2) PN B A5 4 I 22 (2) il o ) DU T
R IR 20 H i 3 iEam T (81), Pk 4 K 3 (81)— i G-/ HNGEAIE (8) 4/, T3 — Vil M) Pl 5 22 1
ALK B(7)s

4. In accordance with claim 1, the drill bit with integrated hole punching and chamfering features, characterized by:
within the balancing platform (2), a number of cooling fluid sub-channels (81) are established, gradually tilting
downward from the central axis of the horizontal platform (2) towards the periphery; one end of the cooling fluid
sub-channels (81) is connected to the cooling fluid channel (8), while the other end leads to an outlet (7) on the surface of
the balancing platform.

SRR SR PR R AT L 4 — (RAY R, HURHIEAE T R B SRR Q) A AR, R e — N5 213k
(5)ERLAYER A (31), ATk ZL(SRABR A 314k, i iR 22(32) BT 2B 0 B FIZLKL(S), Sl LI(5) K1,

5.In accordance with claim 1, the drill bit with integrated hole punching and chamfering features, characterized by: the
drill bit base (3) is cylindrical and equipped with a notch (31) that matches the blade (5) at its bottom; the blade (5) is
inserted into the notch (31), and fastened securely through the insertion of a screw (32) that passes through both the notch
(31) and the blade (5).

6 ARIEAUF R 1 W T PLER 0 — ORI RS, FURAIESE T Aot tHZK 01 (5) A SRl Sk AR — 8] s b Bl S FE A (3)
PR B A EEREIE, P iR E HE RE E  n HIEOR I E(8) 5 UK (7).

6.In accordance with claim 1, the drill bit with integrated hole punching and chamfering features, characterized by: the
outlet (5) surrounds the drill bit base in a circle; the drill bit base (3) is internally equipped with several connecting
passages, which establish communication between the cooling fluid channel (8) and the outlet (7).

Figure 2.13 - The Claims of Patent CN102019000230488

In a word, the characteristics of patent claim sentences encompass the use of straightforward sentence
structures that are repetitively employed, the construction of lengthy sentences with intricate
grammatical arrangements, the incorporation of a diverse and frequently updated repertoire of
specialized vocabulary, the utilization of extended and fixed word groups with abundant modifying
components, reflecting the robust combinatory nature intrinsic to technical attributes. Additionally,
these sentences stipulate the need for precision in hierarchical relationships, both in terms of
superordinate and subordinate concepts, while also acknowledging the recurring usage of specific
terms within the same document. Consequently, this complex linguistic landscape has led to the
emergence of a requirement for character-level dependency analysis.
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In this chapter, the emphasis is on analyzing the syntax of Chinese patent claim texts.

In the prevailing Chinese morphological theory, which is widely accepted and expounded by scholars
such as Feng (1997), Zhang (2003), and Dong (2011), compounds in Chinese are categorized into two
main groups: derivative words and compound words. The latter group comprises five subtypes,
including modifier-head, coordinative, predicate-object, predicate-complement, and subject-predicate
structures. Notably, He et al. (2012) and Chi et al. (2019) have highlighted a parallelism between the
structure of compound words and syntactic structures in Chinese. This parallelism forms the basis for
exploring the development of a new dependency schema that harmonizes character-level relationships
with existing word-level relations.

To achieve this objective, it is imperative to incorporate these new inter-character relations into a
dependency tree that aligns with established distributional criteria. Consequently, we have chosen to
build upon the Surface-Syntactic Universal Dependencies (SUD), a variant of the Universal
Dependencies (UD) framework presented by Gerdes et al. in 2018. SUD offers an alternative schema
to UD, emphasizing surface-syntactic features while preserving a dependency structure rooted in word
distribution that places importance on functional heads. Our approach involves applying syntactic
tests designed to identify the head and internal structure of compound terms based on distributional
patterns.

This chapter unfolds as follows: Section 3.1 introduces an innovative character-level annotation
schema tailored specifically for Chinese patent claims. Section 3.2 delves into the creation and
automated pre-annotation processing of Character-level Chinese Patent Treebanks. Section 3.3 offers
insight into manual corrections conducted in alignment with the character-level annotation schema. In
Section 3.4, we provide an overview of the annotated treebank, including pertinent statistics, and
elucidate the methodology employed for enhancing the parser through bootstrapping and converting
the character-level SUD treebank into a conventional UD word-level treebank.
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3.1 A New Character-level Annotation Schema of Morphosyntactic
Relations in Chinese

In this section, we propose a novel character-level annotation schema for the Chinese treebank. We
begin by introducing both existing distributional and non-distributional tests used for parts of speech
and each term‘s internal relation. Subsequently, we define new term internal labels specifically
designed for the Surface Syntactic Universal Dependencies (SUD) framework. We then illustrate each
type of technical term with concrete examples and adapt the tests to these real-world instances
(detailed in Section 3.1.1).

To provide a comprehensive view, we present all the newly created labels alongside the existing SUD
syntactic labels within a hierarchical structure, elucidated in Section 3.1.2.

Finally, we offer a complete decision tree that serves as term-internal annotation guidelines, aiding in
the consistent application of our proposed schema, as outlined in Section 3.1.3.

3.1.1 Possible Distributional and Semantic Tests for Chinese Character
Part-of-Speech and inter-characters Relations

3.1.1.1 Tests for Part-of-Speech of the Characters

The issue surrounding the basis of Part-of-Speech (POS) tagging, namely whether it should rely on
semantic meaning or syntactic distribution, has long been a prominent topic of inquiry in linguistic
research (Xia, 2000b). This matter holds particular significance when dealing with the Chinese
language, where the majority of characters exhibit multiple potential parts-of-speech tags (Figure 3.1
(a)) and lack the natural delimiters or inflectional markers commonly present in languages employing
the Latin script (Figure 3.1 (b)) (Magistry et al., 2012). Consequently, the distinction between different
part-of-speech tags in Chinese is primarily indicated by their distributional positions, with semantic
considerations taking a secondary role. Thus, our approach to POS tagging, both at the word-level and
character-level annotation, prioritizes distributional position over semantic factors.

Subject/Object Predicate Modifier Adverbial
EWl/KE " iE € i R #E
% 5 i B ®o
NOUN VERB ADJECTIVE ADVERB

Figure 3.1 (b) - The Correspondence between Grammatical Functions and Lexical Classes in
Indo-European languages (Lu Jianming, 2003)
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Subject/Object Predicate Modifier Adverbial
¥/ KiE &

% 7 % i B

NOUN VERB ADJECTIVE ADVERB

Figure 3.1 (b) - The Correspondence between Grammatical Functions and Lexical Classes in

Chinese (Lu Jianming, 2003)

In their 2007 work on the modern Chinese language, Huang Borong and Liao Xudong provided a

comprehensive overview of term formation classes that we have presented in Section 1.2.1. In their
work, they also outline the three most frequently used criteria for determining a term’s POS:

1.

Form Change: This criterion examines whether a word undergoes changes in form, such as
inflectional markers in European languages.

Meaning: This approach takes into account the semantic meaning of a word when classifying
it. However, it’s worth noting that this method can be ambiguous and challenging to quantify,
as semantic meanings can evolve over time.

Grammatical Function in a sentence: This criterion focuses on a word's role and function
within a sentence. According to Huang and Liao, this criterion is particularly applicable to
Chinese.

They also pointed out that a term’s grammatical function can be attributed to two principal factors:

L.

Syntactic component: A term’s ability to function as a specific syntactic component within a
sentence.

Combination with other terms: A term’s capacity to combine with other terms to form
compounds.

A substantial portion of our tests is founded on these two factors.

In this work, the annotation of parts of speech is divided into two parts: UPOS (Universal
Part-of-Speech) for single characters and ExtPos’' (External Part-of-Speech’) as features for
multi-character units connected with a “@m?” relation. The ExtPos is put on the head character of the
charcter cluster connected by “@m” relations, and can be used as the POS when the syntactic analysis

" The ExtPos feature was introduced to facilitate the annotation of idioms, titles, and other multi-word units
which behave like a certain part of speech, even though none of their constituents necessarily carry that part of

speech. (from SUD guidelines: https://surfacesyntacticud.github.io/guidelines/u/extpos/)
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is moved to the word level, as it is done for the UD version of our treebank, see Gerdes et al. 2019 for

details.

Both Huang and Liao (2007) and Feng (1989) have presented a set of criteria for each lexical category,
with particular emphasis on four primary open-class categories: nouns, verbs, adjectives, and adverbs.

In our summary, the part-of-speech can be tested by the following rules:

Noun

Verb

Adjective

Nouns are the bedrock of any language, representing entities, objects, or concepts. In
Chinese, nouns can function as both subjects and objects in sentences;

Additionally, noun stacking or repetition is generally avoided;

They can be modified by quantity phrases but are typically not accompanied by
adverbs like “/~” (not);

Nouns can be further modified by demonstratives such as “IXffi” (this kind), “iX >
(this), or “—/> (one);

It's important to note that Chinese nouns do not take the aspect markers “ T, “75”, or
“j\\i”'

Verbs serve as the action words in Chinese sentences and are commonly used as
predicates;

Many verbs can be followed by dynamic auxiliary markers such as “75”, “ 7T, and
“j\‘i”;

Some verbs, especially those describing continuous actions, can be reduplicated, but
this is not a universal rule;

They often take objects and can be modified by adverbs, including the negating
adverb “/~” (not);

However, certain verbs, particularly those expressing psychological states or volition,
may resist modification by adverbs denoting degree, like “1R” (very);

Chinese verbs do not take demonstratives like “iXF4” (this kind), “iX/” (this), or
“—/~” (one) as modifiers;

Most verbs can occur in V - “/~ (bu, not)” - V (Verb or not Verb), such as “fZ A1z

(chi bu chi, eat or not eat)”.

Adjectives are words that describe qualities or attributes of nouns; They can function
as predicates, noun modifiers, or even verb complements;
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Most Chinese adjectives directly modify nouns and often require reduplication or the
addition of “#f1” (de) to form adverbial phrases, “4HI"8 (qing qing de chang,

‘softly sing’)”;

Adjectives do not take objects, although some adjectives can also function as verbs in
specific contexts, and in those cases, they can be modified by degree adverbs like
“ﬁ ’9 (hén, ‘Very,);

Some adjectives that denote inherent qualities can be reduplicated, but they should not
be modified by “1R” (hén, ‘very’).

Adverbs are words that provide additional information about actions, adjectives, or
other adverbs; In Chinese, adverbs primarily serve as modifiers for verbs or verb
phrases and can convey details about manner, time, or frequency;

Importantly, adverbs do not modify nouns in the same way adjectives do.

Throughout the annotation process, one commonly employed technique for determining the POS of a
character involves testing its compatibility with a functional character specifically designated for a

certain part-of-speech (further details are provided in Table 3.1). By examining the combinatorial

possibilities, we can gain valuable insights into the appropriate POS categorization.

POS functional quantity modified by | modified by” duplication
characters tests phrases and “/” (not) “1&” (not)
demonstratives
NOUN After modifier Yes (74 No b4 No b4 No b4
particle ) DE
VERB Before aspect No b4 Yes [4 Some Some
markers | (le)/
# (zhe) / 1T (guo) (continuous | (psychological
actions) states or
volition)
ADJ Before  modifier No b4 Yes (4 Yes (4 Some
particle A DE
(can’t be
After modifier modified by”
particle 1% DE “AR™)
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ADV Before modifier No b4 No b4 No b4 No b4
particle i DE

Table 3.1 - Tests for Part-of-Speech”

These rules can be applied not only to multi-character units but also to single characters.

For character and word meanings and grammatical functions, given that certain original usages have
ceased to be applicable in modern Chinese, and notwithstanding formal assessments, we turn to the
following two sources:

- Han Dian (${#): https://www.zdic.net/

"Han Dian (P #, zdic.net)” is a free online Chinese character and word search website,
founded in 2004. The mission of Han Dian is to introduce Chinese culture, history, and
language. It aims to provide explanations and services for those interested in Chinese language
learning and research. Additionally, Han Dian explores the norms and standards of Chinese
language and writing usage.

Han Dian's database includes 93,898 Chinese characters, 361,998 words, phrases, and
expressions, as well as explanations for 32,868 idiomatic expressions. The collection of
classical texts in Han Dian comprises a total of 1,055 classical literary works spanning 38,529
chapters and 203 classical essays. Furthermore, the platform features 268,886 classical poems
and collects 135,804 notable Chinese calligraphers' works in Chinese calligraphy.

BE EE | wE | | BT | S

l ] @ ] @ I 1 |

&3
zhoue wX'o (B (zHEB B
BE2E|17

Low | [omowm, [ 20
/ / EAR U+9AAd KR4 55112211154323334
Tzz] [e=m [ e | s

cbci | cgbi nmseo Xcxg 77132

4t

=

2 If none of these POS tests can be applied, the term will be annotated as X.
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B& zhou ¢
(=)
(1) (2. MB, RE. AX:D35)
(2) @#AX [horse trots]
®, RS, — (XD
EREE, — (AL KI5)
TRELS, — (BEF-BR) . EEH, 7
FIRMAA(ER). — (ALic-#hfl)
BRI, HIRIRIR, — (IF-VH- 104D
(3) XN BREA(FRIAYIR D)
(4) {ED35t [whip a horse on]
BERDED, EEBTILE. — (FEAUE)
(5) X4n:RS(RS55H)
(6) 5235355t [gallop]
BREEM Z %R, — CEFD
I
X |

BB zhou <)

(F2)
(1) IR, JEIR [fast;prompt]
RATRERHAT B, — (EE -BAT/\F)
MNALE, BRNAEH, — (BF) Z+&E
BRRR, —R- HK (RRR)
Bz, —F EREM (MERHET)

(2) X40:3M8 (g% 32), B (R RR), B4 (IR ), Bt (BROR AT i ), B8 (R R 5% ), B (RIS ) TR AT
(R IRYT)

on
B2 zhou ¢
(&)
(1) 2844 [suddenly;sudden]
MBERE, NHEE, BARRZ?— (KES)
(2) 32 40:33 I (SR4RHE T ), 3R E (SRAR L H), R SRS ST B, R R (R [ RARER)
(3) BIR [frequent;frequently]
EFRR, — (&fF-EA°TE)
(4) S on-T5 R (P2 R ), B ik B 5% ) RO (RO TR

Figure 3.2 - The Definition of the Character “J% (zhou)” in Han Dian

- Online Xin Hua Dictionary (1£ 4% #7 /£ 41): https:/zd. hwxnet.com/


https://zd.hwxnet.com/
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As part of hwxnet (M) (https:/www.hwxnet.com/), it does not provide detailed
information about its founders and contributors.

Online Xin Hua Dictionary (£ £k #7147~ H1) has an extensive collection, encompassing over
20,000 simplified and traditional Chinese characters. It serves as a valuable resource for
Chinese language learners, offering information such as pinyin pronunciation, radical
categorization, stroke count, character meanings, synonyms, antonyms, homophones, English
translations, word definitions, part-of-speech variations, Kangxi Dictionary explanations,
Shuowen Jiezi interpretations, character etymology, and commonly used word combinations.
This resource supports character lookup through pinyin input and handwriting recognition.

ELTETH > RPNBEERER

wir: BB 9 BAF. BAF
Hz BE: 5 mizE: +UE  22E +E
- }K %5 R mizE: HOE 22E +tE
Ei: 77—— | | ——=F~J 1))/

€i: NMSEO MAasSiE: 77132 @U+9AA4 [@]7%86/98: CBCICGBI

SEF: IMRME ME QQ=E i BEMIE ERNIL B
BIE(7453R)

VMR AR

© B B zhou ¢
(&hia)
(1) (2. MB,RE., AX:D3)
(2) AAEX
B ORSth, — (E30
EREE, — (Bi-KI3)
SREBGS, — (BEIBR) . FED,

FIRTI4(ER). {FLic-BheLd

BRI, BERIRLR. — G5/ VHE-04)
(3) RAN:BBR(KIMAIZ D)
(4) £S5

BEREDEREERTE L, — (AL
(5) RN BB (KD F)

(6) iZiEFM
BREEMZRER, — (EF)

TR

© B B8 zhou ¢
(EEE)

(1) BR, JE IR
RETRERT 8. — (EE-BLH/\F)
BN AL BRAEH, — (BFY Z+E
BRI, —R K (RRR)
BIZ, B R (MEBZEhEIT)

(2) R8N BRME (RR IS ) BRR (B )B4 (RE ), Bt (PR A ) TR CRIRTH 5K ), R (RN L ) TRBA CRIE AT

Figure 3.3 - The Definition of the Character “% (zhou)” in Online Xin Hua Dictionary
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In Figures 3.2 and 3.3, we can see an example featuring the character “J% (zhou ‘(horse) run’)” in Han
Dian (zdic.net) and Online Xin Hua Dictionary. Originally, this character meant” “horse trots” or”
“gallop.” However, in modern Chinese, it has retained its meaning of “fast” as an adjective or”
“suddenly” as an adverb.

In the term “#&7 4% (bu zhou, 'steps N')”, which is a highly frequent term in our patent corpus, “%%
(zhou)” is in coordination with “# (bu, ‘step’)”, which was also a verbal character” in classical
Chinese. In this context, the relationship between them should be “conj@m."

However, when we only consider the distributional tests, the term appears to be a combination of a
NOUN and an ADV. Giving consideration to the fact that nouns are normally not accompanied by
adverbs, the relationship changes to “flat@m.” This discrepancy highlights the complexity of
character usage evolution in modern Chinese and the challenges in categorizing and annotating such
terms based solely on distributional tests.

The preference in our approach leans more towards distributional tests than etymological semantics.
We only resort to etymological meaning when distributional tests cannot provide a clear classification.

Open class words Closed class words Other
ADI ADP PUNCT
ADV AUX SYM
INTI CCONJ X
NOUN DET
PROPN NUM
VERB PART
PRON
SCONJ

Table 3.2 - List of UD POS tags.

Within our annotation schema, we encompass all 17 parts-of-speech (UPOS) tags’ derived from the
Universal Dependencies (UD) framework (Nivre et al., 2016), as depicted in Table 3.2. However,
owing to the distinct writing style prevalent in patent texts, it is worth noting that the INTJ
(interjection) tag does not appear in the final treebank.

3 The verbal characters are chracters that fonction on their own as un verb.
™ For the POS other than NOUN, ADJ, VERB and ADV, we follow the definition of the Universal Dependences
and examples other existing treebanks.
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3.1.1.2 Tests for Inter-characters Relations

In this section, we explore the relationship between the term internal dependency relations and
syntactic relations in the modern Chinese lexicon. Building upon the framework presented in Section
1.2.1, which identifies six classes” of character-level dependency relations, we establish connections
between word-level structures and sentence-level structures annotated as dependency relations in
treebanks like UD and SUD projects.

For each class, we provide a definition and establish its correspondence with syntactic relations in
SUD by giving examples from our patent claim corpus.

As mentioned in Section 3.1.1 above, the assignment of classes takes into consideration three factors:

- the boundary between character-level relations and conventional syntactic relations for the
assignment of “@m”;

- the internal structure of the term and its corresponding SUD label (dependency relation type
and head position);

- and the lexical classes of both the entire term (ExtPos) and its constituent component
characters (UPOS).

Additionally, we propose criteria and tests to determine whether a term belongs to a particular class,
which are further detailed in the decision tree outlined in Section 3.3.

Our methodology involves the utilization of an automatic POS tagging system, as outlined below in
Section 3.2, which then subjects to manual correction using the POS tests in Section 3.1.1.1 and the
Part-of-Speech Tagging Guidelines for the Penn Chinese Treebank (3.0) (Xia, 2000b) for word-level
annotation and the Xinhua Dictionary for character-level annotation. It is worth highlighting that the
process of selecting POS tags and word-internal relation labels for characters occurs concurrently, with
the relationship type exerting a substantial influence on the POS assignment. This intricate interplay
between relation types and POS choices is extensively discussed in the subsequent section.

As mentioned in Section 1.2.1.2, based on statistics provided by Zhou Jian in the 1983 edition and
Bian Chenglin in the 1990 edition of the “Modern Chinese Dictionary” ({1 i 1d] #)), disyllabic
terms in Chinese can be categorized into five basic types. Notably, over 50% of these terms fall into
the attributive type, followed by the coordinative type, which accounts for over 20%. In the third
position is the predicate-object type, with percentages of 15.6% and 19.31% in the respective editions.
Conversely, the subject-predicate and predicate-complement types together comprise less than 5% of
disyllabic terms.

In terms of quantity statistics, it's worth noting that the attributive type and coordinative type types are
the most prevalent, and our annotation process will prioritize these two types.

7 Coordinative type (A2, lidn hé xing; F£41Z, bing li¢ shi), Attributive type (fii1E%, pian zhéng xing),
Predicate-complement type (#h75%, bli chong xing), Verb-object type (215, dong bin xing; XA, zhi péi
shi) and Subject-predicate type (F=15%, zhli wei xing).
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3.1.1.2.1 Coordination compounds

Coordination compound terms are created from two or more morphemes, which are typically
synonyms, antonyms, or semantically related. The meaning of the compound term can either be a
combination of its morphemes, leaning towards one of its characters, or entirely independent of the
meanings of its components.

Our tests rely on analyzing the part-of-speech composition of the component characters within
coordination compound terms. In terms of lexical class, a coordination compound term can comprise
two nominal characters, two verbal characters, or two adjective characters. Examples of each subclass
are provided below:

1) Two nominal characters: N1 + N2

These lexicalized terms differ from phrases in that they allow for the rearrangement of their
component characters and do not necessitate the conjunction “F1 (hé, ‘and’)” between them.
In the following examples from Feng (2004b) and our patent corpus, we contrast the
coordinative phrase (1)-(2) and compound (3)-(5):

(1  F % 7
Zi mu shu zi
‘character N ‘mother N’ ‘digit N’ ‘character N’
‘alphabet N’ ‘digit N’
‘alphabet and digit’

2 A i) t
shii ru shii cht
‘transport V’  ‘enter V’ ‘transport V’  ‘getout V’
‘input_N/V’ ‘output_N/V’
‘input and output’

3) & JSN
xin X1
‘letter N’ ‘news_N’

‘Information N’

4 M Zall
quan li
‘power N’ ‘profit N’
‘Right N’
5) i) Z
shi ke
‘hour N’ ‘quarter (hour) N’

‘Moment_N; Always ADV’
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2)

Among the examples above, “/ E. (xin x1, ‘information’)” and “t{Fl| (quan i, ‘right’)” are
two examples of this particular subclass, also appearing in the patent treebank. While in “/3 5.
(xin x1)”, the two characters are synonymous, and the compound's meaning is a synthesis of
these two characters, in the case of “f{ /| (quan 1i)”, the meaning is more inclined towards

“B (quan)”.

It's important to note that the external part-of-speech (ExtPos) is not necessarily a noun. In
terms like “F %] (shi ke&)”, its ExtPos may be both a noun and an adverb.

In the patent claims, although there are a great number of terms that have this internal
structure, as in example (3)-(5), it is very difficult to detect this subclass by any distributional
tests.

The identification of this type of coordination compound term relies heavily on semantics,
where the two component characters are often either synonyms or antonyms. However, when
considering the combination of the component characters' part-of-speech, there can be
confusion with the NOUN-NOUN type attributive compound terms, which will be discussed
in the next subsection.

According to Dong (2011), the process of lexicalization involves the fusion of two parallel
abstract semantic elements or two concrete nouns, transforming them into words through
metaphor or generalization. In this process, each component loses its individual meaning.

One proposed test involves expanding the term using the conjunction “Fi1 (hé, ‘and’)”. We
first identify disyllabic synonyms for the two-component characters and create a coordinative
structure with “F1 (hé, ‘and’)”, as demonstrated in the following example:

B H = B 7] i A/
quan li quan li hé i yi
‘right’ ‘power’ ‘and’  ‘profit’

“fL (quan)” in “BLF] (quan 1i)” can be regarded as the abbreviation of the term “f{ /7 (quén
1i)”, and as the same “FI| (1i)” in “#{F] (quan 1i)” can be regarded as abbreviation of the term
“FIZE (1i yi)”.

Two verbal characters: V1 + V2

Similar to the first category, there is a wealth of examples of this type within the technical
domain.

6)  H% 1
jie shou
‘receive’ ‘receive’
‘Receive 1V
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(7) it B
Ji suan
‘count’ ‘calculate’

‘Calculate V*

8 & 1
cao Zuo
‘manipulate’  ‘do’
‘Operation N’

Within this subclass, there are instances such as #2Ii (jie shou) and 1% (ji suan), which are
composed of a sequence of two verbs and function as verbs themselves. In contrast, #£1F (cao
zuo0), which combines a pair of verbs, is typically employed as a noun.

Dong (2011) suggests that the combination of two transitive verbs is more prone to forming
compound words.

Furthermore, there are specific examples, such as 27 4% (bu zhou), as discussed earlier, where
the parts-of-speech of the component characters are no longer evident. In such cases, we had
to consult dictionaries to uncover their original meanings.

(8) 2 %
bu zhou
‘walk V’ ‘(horse) run_V~’
'steps N'

There are some distribution tests for this subclass. Having a disyllabic term that is composed
of two characters: ¢l and c2, the term can be transformed into the following structures:

- Test 1: “cl MM (ér) c2 Z (zhi)’®”
- Test 2: “J& (xian, “first’) c1 J& (hou, ‘then’) ¢2”

We include the successive type (EZEZNE A51A], di xu shi fuhéci)” (Zhou, 2016) in this
subclass (Test 2).

In contrast, the verbal coordinative phrases are mostly composed of more than two characters
and can be transformed into the following structures:

- “cl J#/3f H. (bing / bing qi&, ‘and’) ¢2”

- “—34 (y1bian, ‘simultaneously’) ¢1 —iZ (y1 bian, ‘simultaneously’) c2”

7 Can be translated as “While c1, (then) c2”.
1t is different from words with predicate-object structure, parallel structure, and words with complementary

structure. The two actions represented by their two morphemes, whether issued by the same subject or by
different subjects, all occur one after another.
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3) Two adjective characters: Al + A2

There are few examples of this kind in technical domains.

) “ ithy
wan qu
‘bent’ ‘curved’

‘Bent, curved ADJ

(10) #& o
an quan
‘safe’ ‘complete’
‘Safe ADJ

(1) B v
shii mi
‘sparse’ ‘dense’
‘Density N’

Similar to subclasses (1) and (2), compared to that of their characters, the external POS of the
compound can be the same as (e.g. Z5 i (wan qil) is an adjective) or different to (e.g. 24
(an quén) and i (shii mi) is a noun) the POS of its component characters.

Some possible distributional tests would be the transformation into the following structures:
“clclc2c2”
“cl M-~ (ér bu, ‘instead of”) ¢2”
“X (you, ‘also”) ¢l X (you, ‘also’) c2”

The first and second examples passed the first test: 225 it gl (wan wan qi qi, ‘twisty’), &%
424> (an an quan quan, ‘safe’). The third example Hi% (shii mi, ‘sparse dense’, ‘density’)
passed the third test as it can be transformed into “Bi fi /~%; (shii ér bu mi, ‘sparse but not
dense’)”.

Another distributional test for all three subclasses of coordinative compound terms would be the
substitution test like below:

A B — C A and C B

Cd )| — B3 Cd B3 )|
géng dong bian  géng bian  dong
‘replace’ ‘move’ ‘change’ ‘replace’ ‘change’ ‘move’
A B — A C and A B

fir & — fir T [ T

wei zhi wei yu zhi yu
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‘position’ ‘place’ ‘position’ ‘at’ ‘place’ ‘at’

All coordination structures are considered as “conj@m” relations in SUD with edge direction
left-to-right. While the constituent characters must share the same UPOS, the ExtPos of the whole can
vary in spite of the lexical class of its constituent characters.

3.1.1.2.2 Arributive compounds

Commonly, attributive compound terms or modifier-head compound terms may consist of two or three
characters.

In the first case the term “AB”, where “A” (or the modifier character) modifies “B” (the head
character, which can be a noun, an adjective or a verb).

There are also three subclasses depending on the part-of-speech of the centre character of the terms:
(1) The centre character is a NOUN.
“HLJF (dian yuan)”, “H#.5¢C (dan yuan)” and “#E%E (zou xian)” have a noun as the centre character.

However, the modifier can be also a noun (as in the first term), an adjective (as in the second term)
or a verb (as in the third term).

(12) H IR
dian yuan
‘electricity N’ ‘origin N’

‘Power source N’

(13) JC
dan yuan
‘single ADJ’ ‘component N’
‘Unit N’
(14) & (57
z0u xian
‘walk V’ ‘wire N’

‘Routing N/V’

(2) The centre character is an ADJ.

As for modifier compounds with adjective head characters, the only example that we annotated in
our patent treebank is £ % (zui zhong).

(15) # 28
zui zhong
‘most ADV’ ‘last ADJ’

‘Eventual(ly) ADJ/ADV’
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(3) The centre character is a VERB.

While 1% (chu kong) is an example with a verbal head character with a verbal as a modifier, Tl 1%
(yu she) is an example with a verbal head character with an adverbial character as a modifier, noun

characters can also serve as modifiers of verbal characters as shortened forms of oblique structures
such as “V as N, “V with N”, “V towards N”, etc., like in & (ya gin).

(16)

(17)

(18)

fil

chu
‘touch Vv’

e

kong

‘control 'V’

‘Controlled by touch_ADJ

T
yu
‘in advance_ ADV’

‘Presuppose V’

&
ya
‘pressure N’

‘Pressure sensing ADJ

%
she
‘setup V’

IS
~3)
;{7

5

Q¢

n
sensing_ 'V’

-

And in the second case the term “ABC”, where “AB” together modify “C” (head character). In
contrast to the diverse ExtPos patterns observed in bisyllabic modifier compound terms, the majority
of trisyllabic modifier compound terms are classified as nouns. In many studies, the head character in
these terms is often regarded as a suffix due to its productivity. We label them as single terms because

the last head character cannot be used independently, signifying their status as independent characters.

(19)

(20)

E 7 57

xin hao xian
‘message N’ ‘sign N’

‘signal N’ ‘wire N’
‘Signal wire N’

il A Uit

shii ru duan
‘transport V’  ‘enter V’

‘input N’ ‘side N’

‘Input side N’

Compound terms in this group are annotated with “mod@m” label with edge direction right-to-left.
The syntactic head (head character) of a modifier compound is always the last character, and the
ExtPos of the whole term is always the same as the UPOS of its head character.
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For attributive compound terms, the test set includes the check on if there exists:

1. Possible expansion with “HJ/H1” (de)”®, e.g. “FEJi (dian yuan, ‘power source’)” can be extended
into “HL S HYJF L (dian qi de yuan téu, “source of the electricity”)”, where “Hi (dian, ‘electricity’)”
stands for “Hi“S, (dian qi, ‘electricity’, which is itself a modifier-head compound with Hi (dian,
‘electricity’) as its head)”, “Jil (yudn, ‘source’)” stands for “Jfizk (yuén tou, ‘source’, which is itself a
modifier-head compound with Ji (yuan) as its head)”. And when the insertion does not need
expansion with “fJ/H1” (de), we consider that it should be a syntactic-level relation.

21 = ) w2k
dian  qi de yudn  tou
‘electricity N’ ‘of” ‘source N’

“The source of the electricity’

2. The paradigm of the head character, such as the productive character “/i% (gin)” that can combine
with “Jt (guang, ‘light’)” and “7= (shéng, ‘sound’)”.

(22) ot &
guang gan
‘light N’ ‘sensing_V’

‘Light sensitive. ADJ

23) & &
shéng gin
‘sound N’ ‘sensing 'V’

‘Sound sensitive ADJ

3. Possible expansion into a corresponding phrase for those with a verbal head character, e.g. ““Jf i
(ya gin)” is expended into “/ 778977 Uk (yong ya li de fang shi gén)”.

24) H &7 1 Ji 3 J%
yong yali de fang shi gan
‘use’ ‘pressure’ ‘of” ‘method’ ‘sense’

‘Sense with pressure’

One specific type of attributive compound term consists of a noun head character in its first position
and a classifier (e.g. “3Cf4 (wén jian)”) or a second noun character indicating the category or form of
the first noun (e.g. “fHR (mo6 kuai)”). The external POS of compounds of this type is always NOUN.
This type can be easily identified by the presence of a classifier as the second character.

25 X 1
wén jian
‘article N’ ‘item_N’; classifier

‘Document N’

8 {/H1/45 DE are noun modifier particle, adjective modifier particle and verb modifier particle in Chinese.
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6) I B
mo kuai
‘model N’ ‘block N’; classifier
‘Module N’

3.1.1.2.3 Subject-predicate compounds

In subject-predicate compounds, similar to modifier compounds, the head is also the last character,
which is a verb (e.g. “7K# (shui yan)”, “4' %] (zhén dui)”) or an adjective’, and the first character is a
noun and serves as the subject of the head. Different from modifier compounds, the external POS of
the term does not always correspond to the POS of the head character.

27) K i
shui yan
‘water N’ ‘submerge V’

‘Submerged by water V’

(28) &+ X}
zhen dui
‘needle N’ ‘point_V”’

‘Be directed against V’
Subject-predicate structures are annotated as “subj@m” with edge direction right-to-left.

Together with predicate-object compounds and predicate-complement compounds, the test for these
three last classes is that at least one character of the compound can have one of the aspect markers “ |
(le) /% (zhe) /1L (guo)” without a change of meaning, which means that this character is a verbal
character. And subject-predicate compounds distinguish themselves from the other two by the fact that
they have only one verbal character that is in the second position and its first character can be
modified by the noun modifier particle “ADJ Y (de)” without a change of meaning, which means that
it is a noun character. In the example of “/K¥# (shui yan)”, it is possible to say “#7%5 (yan zhe,
‘submerged’)” and “ADJ #J7K (4DJ de shui, ‘ADJ water’)”.

3.1.1.2.4 Predicate-object compounds

Contrary to the subject-predicate structure, the predicate-object compounds have their first character as
head and its second character as the direct object of the verbal head (e.g. “%% & (jié guo)”, “i#/5 (tong
xin)”, “4%J& (chuéan gin)”), which is usually a noun character.

Predicate-object structures are considered equal to “comp:obj@m” relation with a left-to-right edge.

29) 4 ES
jié guo
‘bear V’ “fruits N’

" No example from the patent treebank.
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‘Results N’
(30) f&
tong xin

‘go through V’ ‘letter N’
‘Communicate V”

G fk &
chuan gan
‘transfer V' ‘sense N’
‘Sensing 1V’

In contrast to subject-predicate compounds, predicate-object and predicate-complement compounds
have a verbal head character in the first position. Though both of them are annotated as “comp”, the
predicate-object compounds have a noun character on the second position, while the second character
of predicate-complement compounds is never a noun.

3.1.1.2.5 Predicate-complement compounds

A predicate-complement compound of this type is always verbal and has a comp-like relation marked
as different sub-relations in SUD, such as “comp:obl” (for oblique arguments of verbs, adjectives,
adverbs, nouns or pronouns, e.g. “3 F (lai zi, ‘come from’)”), “comp:dir” (for directional arguments
of verbs, e.g. “BZ A (jie ru, ‘gain access t0’)”), “comp:res” (for resultative arguments of verbs, e.g. “%ii
i (shii chii, ‘output’)”’) and “comp:aux” (for the argument of auxiliaries, e.g. “F[72¥ (k& bian,
‘variable’)”, and corresponds to the “aux” relationship as defined by UD).

(32) kK H
lai zi
‘come V’ ‘from_PREP’
‘Come from_V*

(33) ¥ A
jie ru
‘connect V' ‘enter V’

‘Gain access to_V°

(34) a8
shi chii
‘transport V' ‘getout V’
‘Output N/V°

(35 A E'3
ke bian

‘can AUX’ ‘change V’
“Variable ADJ
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In predicate-complement compound terms, the first character is a verbal head character.

In this first version of annotation, all subtypes of predicate-complement relations are simply annotated
as “comp@m”, except the “comp:obl@m” relation in which the second character is an adposition.

3.1.1.2.6 Non-compound Terms with Unclear Internal Structures

Besides the compound terms in modern Chinese, there are other types of words that contain more than
one word but whose internal structures have no direct correspondence to modern Chinese syntactic
relations, such as polysyllabic simple words, transliterated words and onomatopoeia. We borrowed the
label “flat™® from SUD/UD schema and created the corresponding character-level relation “flat@m”
for them.

- The first usage of “flat@m” is for unclear internal structures often involving the lexicalization
of cross-layer structures®'. And these terms are mostly function terms. The internal structure of
compounds generated through this process is quite concealed and challenging to analyze in a
synchronic context.

(36) 2 I
zhi jian
‘of PREP’ ‘gap N’
‘Between ADV”

37 =2 Aif
zhi gian
‘of PREP’ ‘before N’
‘Before_ ADV’

- The second application pertains to loanwords, encompassing both transliterated terms and
borrowed terms from Japanese that also incorporate Chinese characters.

38) UL X
yi tai
‘Ether N’

3y #H B x
wei 1 fen
‘Microaccumulation N’

% The flat relation in UD is used to combine the elements of an expression where none of the immediate
components can be identified as the sole head using standard substitution tests.

81 The so-called "cross-layer structure” refers to a structure composed of two elements that do not constitute a
direct pair but belong to different syntactic units and are adjacent in linear order (Hao Jingcun, Liang Boshi,
1992)
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Note that the subclass “@m” is specially designed for relations between Chinese characters. As a
result, transliterated words using Chinese characters are labelled as “flat@m”, but foreign words are
always labelled as “flat”.

It is worth noting that the flat@m category holds a distinctive position within the character-level
relation framework. This category not only encompasses multi-character simple words like
transliterated words, onomatopoeia, and reduplicated words but also includes words that do not fit into
other predefined categories. This particularly applies to words containing structures that may come
from the ancient Chinese, which can make it hard to notice the original structure from a modern point
of view.

Another remark is that our annotation schema does not contain the confusing label “compound”
anymore. In the original UD schema, the “compound” relation contains noun-noun compounds and
2 (13

verb and verb-object compounds, whose boundaries with ‘“nmod”, “scomp”, “xcomp” and word
segmentation are not very clear.

3.1.1.2.7 Terms Composed of More Than Two Characters

In contemporary Chinese, terms can have varying numbers of characters. Chinese terms can be
monosyllabic, composed of a single character (unigrams), or polysyllabic, consisting of multiple
characters (polygrams).

In a comprehensive study conducted by Su Xinchun (2001), an extensive investigation was undertaken
to analyze the frequency distribution of modern Chinese words based on their respective number of
characters. The research aimed to provide valuable insights into the usage patterns and prevalence of
different word lengths in the Chinese language. The findings of this study, including the frequency
data, are presented in Table 3.3.

It becomes apparent that it is rare to find a term composed of four or more characters in the patent
corpus. Particularly in the specific technical domain of patents, the noteworthy technical terms
predominantly appear in the form of bigrams or trigrams.

total | monosyllabic | bisyllabic | trisyllabic | quadrisyllabic
entries and so on
CELARDLE B R AUA | 77,482 7,611 46,729 11,213 11,929
#)
Modern Chinese Frequency 10% 60% 15% 15%
Dictionary of Commonly
Used Words
(AR TE 1] B ) 56,147 10,540 35,056 5,703 4,766
Modern Chinese Dictionary
19% 62% 10% 9%

Table 3.3 - Statistics of Character Count of Chinese Words (Su Xinchun, 2001)
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Up until this point, all the tests described have focused on disyllabic terms in Chinese. However, in
this section, we will delve into the explanation of how to handle trisyllabic terms. These longer terms
require a distinct approach to ensure accurate annotation and understanding within the context of the
patent corpus.

According to Zhou (2016), three-character combinations may have three structural patterns that are
explained with examples below: 1+1+1, 2+1 or 1+2. According to the 1996 edition of the Modern
Chinese Dictionary ({F{%7iE 17 #1)), there are only 7 three-character combinations with a 1+1+1
pattern, accounting for approximately 0.14% of the total number of three-character combinations.
Thus, we do not give consideration to this case. Three-character combinations with a 2+1 pattern
amount to 2,997, constituting approximately 62.08% of the total, while those with a 1+2 pattern reach
1,824, making up roughly 37.78% of the total. Both the 2+1 and 1+2 patterns of three-character
combinations exhibit some similar structural relationships. In both cases, the predominant structure
involves a modifier-head relationship.

One typical structure of trisyllabic terms in Chinese patents is the combination of a disyllabic term and
a highly productive character at the beginning or the end, corresponding to the 2+1 and 142 terms.
Some researchers also categorize these two types as derived terms.

- 2+1 pattern

“fLHiAL (chuan shil j1)” is a typical example of the 2+1 pattern, with the hyperproductive character
“PL (j1, ‘machine’)” in the end. With the same character “#L (j7)”, we have many examples from the
corpus, such as “& AL (fa dian j1)”, “f5 EHL (su zhtl j1)”, etc. This last character is mostly a nominal
character.

40) & i L

chuan shi ]
‘transfer V' ‘transport V’

‘transmission_N’ ‘machine N’
‘Transmitter N’

41 kK L HL
fa dian j
‘generate_ V’  ‘electricity N’

‘generate electricity 'V’ ‘machine N’
‘Electricity generator N’

42) 13 S Bl
su zhu M
‘lodge V’ ‘master N’
‘host N’ ‘machine N’

‘Host computer N’
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99 ceHd

Other frequently used characters are “#¥ (qi, ‘machine N”)”, “[X (qi, ‘block; area N”)”, “Vii (duan,
side N)”, etc.

On exception is “FJ {1t (k& shi hua)”. While it corresponds to the 2+1 pattern of trisyllabic terms, it
is not a modifier-head relationship, but a predicate-complement structure with “{/t; (hua)” as head. In
this specific case, the character “{/t; (hua)” is a special suffix mark that transforms an adjective into a
verb.

43) Al AU, e
ké shi hua
‘capable AUX’ ‘see_V’
‘visual ADJ’ suffix

“Visualize V°

- 142 pattern

For the 142 pattern, there are more variations, such as ADV+V (e.g. “ALR {7 (wei bdo cun)”), ADJ+N
(e.g. “HAZE (hu xin x1)”), AUX+V (e.g. “FI{fit# (k& cha jie)”) and V+V (e.g. “FFIiE (dai yan
zheng)”).

44 R (S 17
wei bao cin
‘keep V’ ‘safe 'V’
‘not ADV’ ‘safe 'V’

‘Unsafed ADJ

45 A = B
hu xin X1
‘letter N’ ‘message N’
‘mutual ADJ’ ‘information_ N’

‘Mutual information N’

(46) W i P
ke cha jie
‘plug V° ‘attach 'V’
‘capable AUX’ ‘plug V’

‘Plugable ADJ

@47 fF A ik
dai yan zhéng
‘exam_V’ ‘confirm_V’
‘wait VvV’ ‘validate V’

‘Awaiting verification_ ADJ

One problematic example is “H & (zi shi ying)”, in which “H (zi)” is a pronoun. We annotate it as
“subj@m”.
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48 H P W
zZi shi ying
‘self PRON’ ‘adapt 'V’

‘Adaptive ADJ

The annotation process for trisyllabic terms consists of three main steps.
1. Firstly, the productive “affix” character within the term is identified;

2. Next, the inter-character relation of the remaining bigram is annotated using tests specific to
inter-character relations above;

3. Finally, the relation between the “affix” character and the head character of the remaining
bigram is annotated. In the patent corpus, this relation is typically mod@m, with occasional
exceptions where it may be comp@m. The determination of the head character depends on the
position of the “affix” character.

Furthermore, the treebank includes several terms consisting of more than three characters,
necessitating distinct annotation procedures.

(50) * 2 i A Jin
zhu jiao huan X1n pian
‘mian_ADJ’ ‘exchange V’ ‘chip N’

‘Main switching chip N’

49 ZE N G X
fei xian  shi qi
‘no ADV’ ‘demonstrate; display V’ ‘block; area N’

‘Non-display area N’

Much like trisyllabic terms, these terms are regarded as indivisible due to the fact that their initial
character in the first example or their concluding character in the second example can not be used
independently.

The challenge of automated segmentation is primarily attributed to these multi-syllabic terms, which
will be addressed in Section 3.2.2.
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3.1.2 Hierarchizing the Morphological and Syntactic Relation Labels for
Character-level Treebanks

The annotation of syntactic relations of the Chinese Patent Treebank is based on the surface-syntactic
universal dependencies (SUD) schema proposed by (Gerdes et al., 2018). And on top of it, we add our
own character-level annotation tags by analogy with SUD’s surface-syntactic relations.

We categorize these tags into three granularity levels based on the transparency of their internal
structure, ranging from high to low transparency: 1. The regular syntactic level (including all SUD
syntactic relations tags); 2. The computational lexical level (including all tags with “@m” except
“flat@m”); and 3. Finally, the syntactic level of relations between Chinese characters that do not exist
internally or are not analogous to syntactic structures (using flat@m).

=> LEVEL 1: syntactic relations

Tags Syntactic Relations

appos® An appositional modifier of a noun is a nominal immediately following
the first noun that serves to define, modify, name, or describe that noun.

conj® A conjunct is a relation between two elements connected by a
coordinating conjunction, such as and, or, etc.

comp® The comp relation is used for arguments of verbs, nouns, adjectives,
adverbs, auxiliaries, adpositions and conjunctions.

comp:obj The comp:obj relation is used for direct object complements, including
direct complements of an adposition or a subordinating conjunction.

comp:obl The comp:obl relation is used for oblique arguments of verbs, adjectives,
adverbs, nouns or pronouns, regardless of their form.

comp:cleft The comp:cleft relation is used in cleft sentences for the dependency from
the head of the sentence to the head of the complement clause.

comp:pred The comp:pred relation is used for predicative arguments of verbs.

The comp:aux relation is used for the argument of auxiliaries, and

8 https://universaldependencies.org/u/dep/appos.html

83

https://universaldependencies.org/u/dep/conj.html

8 https://surfacesyntacti ithub.i idelin relations/com
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comp:aux corresponds to the aux relationship as defined by UD.
The comp.svc relation is used for the serial verbs construction.

comp:svc o o
The comp:dir relation is used for the directional arguments of verbs.

comp:dir o .
The comp:res relation is used for the resultative arguments of verbs.

comp:res

subj® The subj relation is used for all subjects, regardless of their form
(nominal or verbal). This relationship encompasses both the nsubj and
csubj relationships as defined by UD, as the following examples show.

mod*® The mod relation is used for modifiers of verbs, nouns, adjectives,
adverbs, auxiliaries, adpositions and conjunctions.

flat®’ The flat relation is used for non-Chinese expressions, such as “DIN ISO
4590-86” “Bloking/Reacting Buffer”

parataxis® The parataxis relation (from Greek for “place side by side™) is a relation
between a word (often the main predicate of a sentence) and other
elements, such as a sentential parenthetical or a clause after a “:” or a *“;”,
placed side by side without any explicit coordination, subordination, or
argument relation with the head word.

punct® The punct relation is used for any piece of punctuation in a clause, if
punctuation is being retained in the typed dependencies.

=> LEVEL 2: morphological relations

86

https://surfacesyntacticud.github.io/guidelines/u/relations/mod/
8 https://universaldependencies.org/u/dep/flat.html

% This approach can be used to analyse two elements that are placed side by side with no explicit marker of
coordination, subordination, or argument relation with the head word

(https://universaldependencies.org/u/dep/parataxis.html)
% https://universaldependencies.org/u/dep/punct.html

107


https://universaldependencies.org/u/dep/punct.html
https://universaldependencies.org/u/dep/parataxis.html
https://universaldependencies.org/u/dep/flat.html
https://surfacesyntacticud.github.io/guidelines/u/relations/mod/
https://surfacesyntacticud.github.io/guidelines/u/relations/subj/

Tech-mining on Chinese Patents: Syntax and Terminology

Tags Morphological relations

conj@m Coordinative type (Bt &7, lidn hé xing; H-51=X, bing li¢ shi): Composed
of two morphemes with similar, related, or opposite meanings.

comp:obj@m Verb-object type (8] 3E!, dong bin xing; < EI X, zhi péi shi): The first
morpheme represents an action or behaviour, while the second morpheme
represents the entity or object associated with that action or behaviour.

comp:aux@m Auxiliary-verb type (B3, zhu bin xing): The first morpheme is an
auxiliary and the second morpheme is a verb.

Predicate-complement type (#M7E%, bu chong xing): The subsequent
comp@m morpheme provides supplementary information to the preceding
morpheme.

*comp:obl@m A sub"cype of predicate-complement type: The subsequent morpheme is an
adposition.
A subtype of predicate-complement type: The subsequent morpheme is

*comp:res@m the resultative complement of the preceding morpheme.

subj@m Subject-predicate type (F1H%Y, zhtt wei xing): The latter morpheme
predicates the thing or object described by the former morpheme.

mod@m Attributive type (f1E%, pian zhéng xing): The preceding morpheme
restrictively modifies the following morpheme.

=> LEVEL 3: flat@m

flat@m When the internal relationship of the term is ambiguous and cannot be
classified into any of the previously mentioned types. It includes examples
like transliterated terms, onomatopoeia, reduplicated terms, and functional
terms that have been lexicalized for a long time without any discernible
syntactic structures.

This type stands as the only category that cannot be divided and
unequivocally qualifies as “words” in this study.
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3.1.3 The Final Decision Tree

In Section 3.1.1, we have already discussed certain tests along with relevant examples. The objective
of this section is to consolidate the complete set of tests into an annotation decision tree by examining
actual examples from our patent treebank corpus.

In the context of a term comprising two characters “c1c2”, the task at hand involves the determination
of the character-level relation between “cl1” and “c2”. This section aims to elucidate the
decision-making process by employing a range of distributional and semantic tests, thus enabling a
comprehensive analysis of the syntactic and semantic properties associated with these characters.

Note that it is crucial to consider the impact of the bi-syllabication phenomenon in Chinese, as also
demonstrated in the tests below. When confining the test to individual characters alone, its
applicability becomes limited, encompassing only a small subset of terms exhibiting “@m” relations.
Acknowledging this constraint, we recognize the necessity to broaden the scope of the tests to include
bigrams that contain the character in question and share the same semantic meaning.

“mod@m”

The first set of tests (A1-A3) is dedicated to modifier relations within a term in both semantic (A1)
and distributional (A2 and A3) aspects. We expect the mod relations to go from the second to the first
character, and we can thus formulate the test as follow:

Al: Is the whole term “c1c¢2” a kind of or a method of the second character “c2”?

This test is especially dedicated to terms with a nominal head character. The four specific cases with a
verbal head character are listed below:

Al (a)
Expressing Comparison Relation:

“02 V” llke “Cl N” 90

% cl N—Fftic2 V
xiang ¢l _Nyiyangdec2 V

- 7K} (shui ping, water flat): Horizontal - ‘flat like the water’®'

% This type of word-forming structure is more literal in nature and less observed in technical and scientific
corpus, like patent.

! This and most of the following examples have been encountered in our patent treebank.
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Al (b)
Expressing Relation with Dependency:

“c2 V” with the use of ”c1 N”

LI/HIN 2k V
yi/yong N 141 V

- ZE1% (bi tan, pen talk): Written discussion - ‘discuss with the use of pen’ *

Al (c)
Expressing Spatial Relation:

“c2 V” from/to “cl N”

TE/E/ M N &bV

zai/xiang/cong N chu V
- 4% (shang chuan, up transport): Upload - ‘transfer to an upper position’
- %K (xia zai, down load): Download - ‘transfer to a lower position’
Al (d)
Expressing Temporal Relation:

“c2 V” during “cl N”

1EN KBV
zai N shi V

- /F#E (wt shui, noon sleep): Siesta - ‘sleep at noon’

A2: Possible expansion of the term with “fJ/Hi1/#F (de)” (separately, noun modifier particle,
adjective modifier particle and verb modifier particle in Chinese**) with bi-syllabication®?

%2 No example from the patent claim treebank.

% No example from the patent claim treebank.

% See the tests for parts-of-speech in Section 3.1.1.1.

% Compared to the “expansion method” or “insertion method” proposed by Huang et Liao (2007) mentioned in
Section 1.2.1.3, the expansion here requires the bi-syllabication of single characters, namely the transformation
of monosyllabic terms into correspondent disyllabic terms of the same meaning. This difference also distincts
inseparable terms from phrases.

110



Chapter 3 - Syntactic Analysis of Chinese Patent Claims on Character-level

A3: Existence of a paradigm of the head character.

Example: The character [f (mian, face) appears in a wide range of terms: “J [ (jié
mian, ‘interface’)”, “TiA (y& mian, ‘page’)”, “S2M (zhudo mian, ‘desktop’)” all
having the character “[fi (mian, face)” as head preceded by a modifier.

The next test in this set is devoted to a special case of “mod@m” relation - the structure of a NOUN
character and a classifier’® character. These mod@m relations go from left to right, which is untypical
for Chinese modifications.

A4: Whether the term “c1c2” can be reformed into the structure “— (v1, ‘one’) c2 c1” (while
changing the number of the term from plural to singular)?

Examples:
259 (che liang, “vehicles”) = —# 4 (y1 liang ch&, “one car”)
1E2¢ (hua duo, “flowers”) = —Z</E (y1 dud hua, “one flower”)

While the original term is a collective noun, the reformed expression signifies a single object.

“conj@m”
The initial set of three tests (B1-B3) is specifically designed to discern conj@m relations.

B1 and B2 constitute distributional tests, with B1 focusing on adjectives and B2 on verbs. These tests
aim to determine whether a character-level structure can be considered a conjunction by placing the
two characters within a syntactic-level conjunction structure.

In contrast, B3 entails more semantic criteria that rely heavily on the meaning of a character. This test
explores the existence of replication of the meaning and part-of-speech of characters’” and the
possibility of the replacement of the whole term by one of the characters to ascertain their potential for
conj@m relations.

B1: Can the characters “c1” and “c2” in a term be used in the following structures?

“cl T A~ (ér bu, ‘instead of”) ¢2”

“N (you, ‘also’) ¢l X (you. ‘also’) c2”

- Duplication: “cl ¢l c2 ¢2”

% The Chinese classifier, also called “measure word” (&7, liangci), is used before a noun when the noun is
qualified by a numeral or demonstrative, e.g. “/ (g&)” in “—> A (y1 gé rén, ‘one person’)”.

%7 The parts-of-speech of characters in a term with a conj@m is always identical.
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B2: Can the characters “c1” and “c2” in a term be used in the following structures expressing
time sequence?

- <O (xian, ‘first’) ¢l J5 (hou, ‘then’) c2”
“cl T (ér, ‘and’) c2 & (zhi, ‘that’)”

B3: Can the characters “cl” and “c2” in a term be used in the conjunct construction (with
bi-syllabication)?

“cl F1 (hé. ‘and’) ¢2”

Among all tests, Test B3 is the one that poses the most problems, due to the unclear criterion
of bi-syllabication relating to the independence of the single characters. In Section 3.3.2.1,
there are some examples of analysing the problematic terms of this issue.

B4: Can the characters “c1” and “c2” be combined with one same third character “c3”?
Example: “3RH2 (huo qu, ‘obtain’ ‘pick’): gain

= “IR15 (huo dé, ‘obtain’ ‘get’)” + “HUf (qu dé, “‘pick’ ‘get’)”

“comp@m” and “subj@m”

The final and most intricate set of tests focuses on the “comp@m” and “subj@m” relations. These two
types share a common characteristic, which is the presence of a verbal head character and a dependent
character serving as the subject or complement® of the verb. However, the distinction lies in the order
of the characters. In “comp@m”, the second character is always the verbal head, while in “subj@m”,
it is always the first character. Another common characteristic of these two types is that the ExtPos of
the whole term is always VERB.

An exception to this pattern is the “comp:aux@m” relation, where an auxiliary character serves as the
head instead of a verbal character. This specific case is addressed in Test C1.

Another challenge arises when differentiating “comp@m” from the “conj@m” relation within a term
composed of two verbal characters, as both their first and second characters are verbal. Test C5 is
specifically designed to tackle this issue as a complement to the test set B1-B3, with the aim of
helping to identify a “conj@m” structure.

% Can be a nominal character, an adjective of adverb character or also a verbal character according to different
subtypes of the relation comp@m.
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Cl: Does the term contain one in the closed list of auxiliary characters in the Chinese
language?
“m[(LL) (k& yi)”: Can, may
Example: “ 745> (k& bian): variable - ‘can verify’
“HE(f%) (néng gou)”: Can, able to
Example: “HE3))” (néng dong): dynamic - ‘can move’
“M.(1%) (ying gai)”: Should
Example: “/V/#3” (ying dé): deserving - ‘should gain’

If the answer is yes, the term should be annotated with a “comp:aux@m” relation.

The subsequent tests C2-C5 form a sequential set that aims to distinguish relations containing at least

one verbal character: “subj@m”, “comp:obj@m”, “comp:obl@m”, “comp:res@m”, and certain
ambiguous cases of “conj@m”.

C2: To check which character is verbal in a term, we combine each of its characters in the term
“c1c2” with the following aspect markers:

- “7T (le)”: Aspect marker indicating a completed or changed action/state.
“F (zhe)”: Aspect marker indicating an ongoing or continuous action/state.

“if (guo)”: Aspect marker indicating a past experience or action.

While in a subj@m structure, it should only be able to be combined with the second character,
and for a verbal conj@m structure it should be able to be combined with both of the
characters, for a comp:obj@m structure only the first character theoretically, for all other
subtypes of comp@m the result of the second character is uncertain.

An additional test completing C2 is C3, checking if the other character is nominal.

C3: Does the other character have a “H (de, possessive marker) + char” structure?

If the answer is true, then the other character is a NOUN, and the choice of the label can be
limited to “subj@m” and “comp:obj@m”, depending on the position of the character.

At this point, our focus shifts to the remaining relations: “comp:obj@m”, “comp:obl@m”,
“comp:res@m”, “comp:dir@m”, and verbal “conj@m”. Among these, “comp:obl@m” and
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“comp:res@m” share a common characteristic. In both cases, the first character serves as the verbal
head, as examined in Test C2. However, the second character in each relation falls into a specific
category with a closed list in Chinese. For “comp:obl@m”, it corresponds to a preposition character,
while for “comp:res@m”, it represents a directional complement character.

C4: Does the second character “c2” belong to one of the following lists?

Adposition Character Resultitive Complement Character
H (zi) - from | (shang) - up, above, on, go up
T (yh) - in, at T (xia) - down, below, go down
7E (zai) - in, at i (jin) - enter, go in, advance
4 (dang) - during H} (chii) - go out, exit, leave
[A] (xiang) - towards, to [7] (hui) - return, go back
M (cong) - from i (guo) - pass, cross, go over
LA (yi) - with iEZ (qi) - rise, get up, start

Table 3.4 - The List of Adposition Characters and Resultitive Complement Characters in
Modern Chinese

To address the rest of our relation types, we apply another test C5.

C5: By asking the question “(SUBJ) ¢l¢2 (OBJ) "2 (Is SUBJ cl¢2 (OBI)?), the answer

can be expanded in which form?

- Answer 1: “(SUBJ) cl 15/4 ¢2” (SUBJ ¢l (not) ¢2) - suggests the presence of a
“comp:res@m” relation between “c1” and “c2”.

Example: “i#id” (tong guo): pass through - ‘pass’
Example: “i531%” (shén tou): penetrate through - ‘penetrate’

- Answer 2: “(SUBJ) cl T/75/5E ¢2” (SUBJ cl aspect marker ¢2) - indicates a
“comp:obj@m” relation between “c1” and “c2”.
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Example: “HUE” (qu zhi): take value - ‘a value taken’ ‘take a value’

Example: “2%44” (qian ming): sign name - ‘sign’

- Answer 3: “(SUBJ) ¢l OBJ ¢2 T/#/3d” (SUBJ ¢l OBJ ¢2 aspect marker) -
implies a verbal “conj@m” relation between “c1” and “c2”.

Example: “i% %0 (qing jiao): ask teach - ‘consult (sb)’ ‘ask (sb) to teach’

- Answer 4: “(SUBJ) ¢l [/3&/it BI) ¢2 [/75/iL” (SUBJ ¢l aspect marker, ¢2
aspect marker) - also implies a verbal “conj@m” relation between “c1” and “c2”.

Example: “T1%” (ji suan): count calculate - ‘count’ ‘calculate’

AL: Is the whole term “c1c2" a kind of or a method of the second character “c2"? ===={b A1 (e) Expressing Comparison Relatlon: c2_\" ke GI_N" (R G1N — 148 c2.V)

{

A2: Possible expansion of the term with “#)/4/7§ (de)” with bi-syllabication (separately, noun modifier AL (b): Expressing Relation with Dependency: “c2_\V" with the use of "¢1_N" (SUFIN%V)
partice, adjective modifier particle and verb modifier particle in Chinese)? ¢ .

A3: Existence of a paradigm of the head character. A1 (c): Expressing Spatial Relation: “c2_V" from/to “c1_N" (72/i)/ IN1AV)

“Ad: Whether the term c1c2 can be reformed into the structure * (y7, ‘one) c2 c1'? AL (d): Expressing Temporal Relation: ‘c2_V" during "c1N" (fENi1V)

\

B1: Can the characters “c1” and “c2” in a term be sed in the following structures?

of) c2
(you, also) 2

B2: Can the characters "c1" and *c2" in a term be used in the following structures expressing time | + % (xian, ‘first) c1 /5 (hou, ‘then’) c2’

B3: Can the characters “c1” and “c2" in a term be used in the reduplication structure (with |+ "L 7 (hé, ‘and) c2 J

bi-syllabication)?

I

NO

C1: Aterm with a “comp:aux@m" relation must contain one in the closed list of auxliary characters in | vES
the Chinese language.

|

Nr

C2: To check which character is verbal in a term, we combine each of its characters in the term “c1c2"

[ C3: Does the other character have a *1) (de, possessive marker) + char” structure? Secont

I
None of them

YES. ! C4 (a): Does the second character “c2" belong to one of the adposition characters in Chinese?

‘ 4 (b): Does the second character c2" belong to one o the direcional complement characters n
inese’

No

'

C5: By asking the question "(SUBJ) c1c2 (OBJ) 77" (Is SUBJ clc2 (OBJ)?), the answer can be
expanded in which form? *

v
Answer 1:*(SUBJ) CLF/B 62 remeeemeceeeeneanen
e Answer 2: “(SUBJ) c1 T/l c2
Answer 3: "SUBJ c1 OBJ 2 T/4/
Answer 4: *(SUBJ) c1 7 /#/3t, SUBJ c2 T/l
v v v v v

TN Vs N y — | Ve N , N Vs P ~
( mod@m conj@m ) comp:obl@m ) ( comp:obj@m )--- (ma@m ) e »( comp:res@m ( subj@m ) ( comp:aux@m
= _/ = _/ A / AN / A _J o / A _/ o _/

Figure 3.4 - The Complete Annotation Decision Tree
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3.2 Construction and Automatic Pre-annotation Processing of the
Character-level Chinese Patent Treebank

In this section, we will outline our approach to gathering and automatically preprocessing patent claim
sentences, encompassing tasks such as automated tokenization, tagging, and dependency parsing.
Additionally, within this section, we will highlight certain challenging outcomes that we aim to
address through the implementation of character-level annotation.

We built the Chinese Patent Treebank by randomly selecting sentences from patent claims® submitted
to the Chinese patent office between November 2017 and September 2018. The first 200 sentences are
all from Section G - Physics of the International Patent Classification. Section G is the most
accessible to us as it also contains computer science and less formula than for example the sections on
chemistry, pharmacy, or materials.

Each of the sentences has been sentence-segmented narrowly in order to obtain short syntactic units

(T3t AT

1% by splitting on *, ”, *;” and *“:” in addition to the newline character.

Splitting also at columns and new lines can result in syntactically incomplete sentences such as the
sentence 3.5 (a) “characterized by” below. Yet, most of the sentence units of our treebank are
syntactically complete where the main verb contains its dependents.

Then, the shortened sentences are segmented into single characters as in Figure 3.5 (a-c). After the
sentence segmentation, the average length of the patent claim is 42.54 characters per sentence.

H % 1 S
qi t¢  zhéng  zai yu
‘It is characterized by :’

Figure 3.5 (a)
Pt P = 1K N e m "/ R il ;
suo shu ké ti nei rong na you zhi léng ji

‘The housing contains refrigerant,’

Figure 3.5 (b)

% All patents are collected from the official site of CNIPA (China National Intellectual Property Administration,
former SIPO): http://patdatal.cnipa.gov.cn/

100 A Chinese patent claim sentence contains between 50 and 70 characters on average, which is extremely long
compared to general texts (while the average number of characters of the Chinese Grammar Wiki treebanks
(https://arboratorgrew.elizia.net/?#/projects:~:text=chinese_grammar_wiki_morphSUD) is between 10 and 18
per sentence), and even harder to parse.
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Pit y il R il A i i o
sud shu zhi Iéng ji wéi gut you

‘The refrigerant is silicone 0il.’

Figure 3.5 (¢)

In the context of this study, the initial set of 100 claim sentences underwent meticulous manual
annotation, while a subsequent set of 100 sentences underwent a preliminary automated
pre-annotation process, subsequently followed by a manual correction procedure.

These second 100 sentences in the character-level treebank underwent a multi-step automated
annotation process. Primarily, it subjects to automatic annotation encompassing (1) word
segmentation, (2) Part-of-Speech (POS) tagging, and (3) dependency parsing. These annotations were
conducted based on a collaborative consensus established by three state-of-the-art language
processing pipelines: SpaCy'”', Stanza'®, and Trankit'®. In the case of word segmentation, the
outcomes are indicated using the “@m” designation within the relation labels.

In parallel to the methodology employed for character-level annotation, the automatic POS tagging at
the word level was also determined through consensus among the aforementioned language
processing pipelines. Unlike the character-level approach, where labels are assigned individually, the
word-level annotation retains a singular label corresponding to the part-of-speech assigned to each
individual character. This part-of-speech information is archived as external POS (“ExtPos”) linked to
character combinations.

The various tests and results with Chinese dependency parsing on words and characters will be
presented in Section 4.2.

101

https://spacy.io/

192 https://stanfordnlp.github.io/stanza/
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https:/trankit.readthedocs.io/en/latest/
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3.3 Manual Annotation and Correction of the Pre-Annotated Chinese
Treebanks

In this section, based on the annotation schema proposed in previous sections, we start with the
manual annotation of the Chinese patent treebank. In Section 3.3.1, we analyse the general sentence
structures in Chinese patent claims and present the annotation of certain frequent structures. Section
3.3.2 selects a group of problematic cases during the annotation, in which the direct application of our
decision tree is difficult. These cases are subclassified into four subgroups: content terms with unclear
internal structure, function words with unclear internal structure, expressions with unclear word
boundaries, and unclear syntactic level structure.

All figures of dependency trees (with an index) can be found online in the Arborator annotation
project: https://arboratorgrew.elizia.net/?#/projects/CNPatent/zh patentchar-sud-test.

3.3.1 Frequent Syntax Structures Specific to Chinese Patent Claims

In the patent claims section, sentences are constructed not so much in accordance with modern
Chinese grammar rules as they are a combination of specific sentence patterns. Please refer to Table
2.12 in Section 2.5 for further details.

It’s important to note that this study does not extensively delve into Chinese syntax analysis but rather
focuses on analyzing the linguistic characteristics and structures within patent documents.

Original Chinese English Translation Number
1 FORFARAE T/ FL AR characterized by 42

qi tézhéng zaiyl/qi tezhéng shi
2 WIR— R IRST Step one/Step 1/Step S1 12
3 () FH() (,) among themy(,) 14
4 AR/ A BRI 22 =R x T s Y xxx According to/As described in claim x, xxx 22
5 —Fhxxx, HFxxx A type of xxx, used for xxx 2
6 —Ffxxx, ATalxxx A type of xxx, the described xxx 6
7 —Fhxxx, EHExxx A type of xxx, including xxx 13
8 i xxx 2H B% composed of xxx 0
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Table 3.5 - The Frequent Structures in Chinese Patent Claims'*

We conducted a statistical analysis of several common complex sentence patterns, which share certain
characteristics. These patterns shown in Table 3.5. include the description of specific steps, such as
“IR— (Step one)” or “FYE1 (Step 1), as well as phrases that indicate relationships, such as “H: 9

(among them)” or “MRIE/ANALF]E Rx Pk AJxxx (According to/As described in claim x, xxx)”
These syntactic forms appear frequently in patent documents and possess unique structural features

that warrant further the quality of parsing consistency.

There are also complicated combinations like “A type of xxx, used for xxx, characterized by,
including xxx, among them.”

1 [=Bh BEFRER), MR EA 74, AR T, (AR PEH o, INBCR T, SRR T )
/u\ﬁ%‘jn]y >x I:F]
1. [y1 zhong shang lido xi tong ], [ yong vu han jié shéng chan xian ], qi t¢ zhéng zai ya , [ bao
kuo kong zhi dan yuan . zhua qu dan yuan . han ji€ dan yuan ji gén ying dan yuédn ], qi zhong

1. [A material loading system] [for a welding production line], characterized by [comprising a
control unit, a gripping unit, a welding unit, and a sensing unit], wherein,

reat

——
— pareiaxls

__comp o

mag / moaEm mod €niem \(ovo(bl compioe cc'\ Zm ,{_w / mu )\ o anncb /
Y e e Y e L a] {
£ 5 B iE
N n woux veRB  vem
:

H F " i1
vER

Ape vERH VERE  VERE  VERR ADE

punct

— — — —
1 .i punct T
—_ P,
CDN‘DCDI mad mod
// —— e
@ ) o
/ mu 3\ s mmnch pu ‘R grgam /@I modibm / anjmm modite
{ : b ™~ v b [
. - I.
NCT  PRON

v Ty 4 Ll ¢ A7
i B o 8 i . n o8 b

NGUN VERE  ADF  PUNCT VERE VERE VERS VERE DI LN PUNCT VERH VERH DI NOUN FUNCT

194 Tn the subset of 100 sentences selected from all domians.
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Figure 3.6 - Example of a Complicated Combination of Frequent Syntactic Patterns in Chinese
Patents

Between phrases starting with “—# (y1 zhdng, ‘a’)”, “H T (yong yu, ‘for’)”, and “t4E (bao kuo,
‘comprising’)”, we simply annotate them as a “parataxis” relation.

In “HAFAETET (qi t& zhéng zai yh, ‘characterized by’)”, between “7E (zai)” and “T (yu)”, we
annotate “comp:obl”; and between “HRFAEFE T itself and the following syntactic unit, especially
the very frequent combination of “JLRFAETE T/IAFE/E (qi tézheng zaiyu/qi tézhéng shi, ‘I7 is
characterized by’), (xxx) ‘@34 (bao kuo, ‘includeing’) xxx”, we annotate “comp:obj”.

zh_patentchar-sud-test 89

Figure 3.7 (a)

zh_patentchar-sud-test 118

Figure 3.7 (b)

Additionally, the “& 3R — /2 38 1/474%S1” is annotated as “appos”.
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VERB VERB NUM PUNCT NOUN NOUN NOUN NOUN NOUN NOUN VERB VERB NOUN NOUN NOUN NOUN PUNCT

zh_patentchar-sud-test 77

Figure 3.8 (a)

zh_patentchar-sud-test 196

Figure 3.8 (b)

3.3.2 Practical Choices for Challenging Examples

In this section, we delve into a comprehensive examination of the practical choices made during the
annotation process of our patent treebank corpus, specifically focusing on the assignment of labels to
challenging examples. These examples encompass a diverse range of linguistic elements, including
content and function words, characterized by inherent ambiguity in their internal character relations.
Additionally, we encounter words that present considerable difficulty in determining whether they
should be assigned a word-internal relation or a conventional syntactic relation. Furthermore, we
encounter intricate syntactic structures that pose significant challenges in the annotation process. By
addressing these concrete decisions, we aim to shed light on the intricacies involved in annotating
such complex linguistic phenomena within the domain of patent texts.

There are three sources for the etymology of the individual terms:

- Federico Masini. The formation of the modern Chinese lexicon and its evolution toward a
national language: the period from 1840 to 1898. (1993).'

- Dong Xiufang. Lexicalization: the origin and evolution of Chinese disyllabic words. (2011).'%

- Zhou Jian. On Lexicology. 1st edition (2016).'"

105 Ih 6 g, (IR DUERTE BT AR« + L 40 DB S SR A 9E). (1993).
100 55 75 55 . (Rl A POE PG R AT AR R ). (2011).
07 JEFECRVC IR DY . pESSENRE, B (2016).
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As discussed in Section 3.1.1.1, we strike a balance between etymology and distributional criteria. For
many terms with unclear internal structures that were lexicalized a long time ago or are loanwords
from other languages, even though their structure is accessible, due to their high degree of
lexicalization, we have chosen to annotate them as “flat@m”.

3.3.2.1 Content terms with @m

In this section we will present 9 cases where our decision tree does not easily provide a syntactic
structure. In these cases, we look into the etymology of the term and try to find paradigms that help us
to establish the structure.

A. BUF] (quén I, ‘right’)

root

punct

comp:obj

@m @m
2. i} = [ Bl = K 1 Ffi b 9 E )
PUNCT NOUN NOUN NOUN NOUN VERB VERB NUM PART VERB PART VERB VERB
Translit=2, Translit=gén Translit=ju Translit=quan Translit=li Translit=yao Translit=qiu Translit=1 Translit=su® Translit=shu Translit=de Translit=xi Translit=tong
Gloss=2. Gloss=root Gloss=according to Gloss=right Gloss=profit Gloss=want Gloss=beg Gloss= Gloss=Place Gloss=Describe Gloss=of Gloss=system Gloss=Unified

zh patentchar-sud-test 73
Figure 3.9 (a)

According to Masini (1993), the structure of the term “#{#I| (quéan 1i)” is coordinative. In our
annotation schema, the word “FF] (quan 1i, ‘right’)” is frequently encountered in the context
of “PUF|ZER (quan 1i yao qifi, ‘claim’)”, and we considered it to be an inter-character
conjunction relation (conj@m) although it does not fulfil any of the established tests for
conj@m according to our decision tree. This is particularly true as there are no evident
syntactic criteria applicable to this specific case. Nonetheless, the closest criterion that aligns
with this scenario is Test A3, which centres around the semantic criterion. It is noteworthy
that “#{F| (quéan 1i, ‘right’)” can be expanded into “4{ /J (quan i, ‘power’)” and “F|£& (1i yi,
‘interest’)”. This potential expansion aligns with the semantic composition criterion outlined
in “Wordhood in Chinese” by San Duanmu (1998).

Overall, our analysis overlaps with the examples that Masini provides for coordinative terms,
although he remains rather informal and it is not clear how to systematically extent his
analysis beyond the given examples.

B. R¥E (gén ju, ‘according to’) and #54% (shu ju, ‘data’)'*

1% The term FR#E (gén ju, ‘according to’) is classified as a function term, and its inclusion in this
discussion is crucial due to the insightful comparison with the content term Z## (shu ju, ‘data’),
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root

punct

@m
2. 1R & X Bl = K 1 Ff by 89 B %
NOUN NOUN NOUN NOUN VERB VERB NUM PART VERB PART NOUN NOUN
Translit=gén Translit=ju Translit=quén Translit=l Translit=yao ~ Translit=qiu  Translit=1 Translit=sud Translit=shu Translit=de Translit=fang Translit=fa
Gloss=root Gloss=according to Gloss=right Gloss=profit  Gloss=want Gloss=beg Gloss=1 Glos Gloss=of Gloss=direction  Gloss=Law

zh_patentchar-sud-test 139

Figure 3.9 (¢)

root

punct

parataxis

1. - i # & & i) Vel & , H 5 fiE < F
PUNCT NUM NOUN NOUN NOUN VERB VERB NOUN NOUN PUNCT PRON ADJ NOUN VERB ADP
Translit=zt T Translit=j Translit=chi Tran: Translit=fang Translit=f Trar Translit=qi Translit Tra T T

s=1 oss=one Sloss=ki Gloss=numbe ss=accordingto  Gloss=Place bss=reason loss=directiol oss=Lav loss= ss=That ss=spe Gloss=Signs Gloss=exist

zh_patentchar-sud-test 9
Figure 3.9 (d)
There is a paradigm for the character “#& (ju, ‘evidence. NOUN; occupy VERB’)”:
- HEHR (pido ju, ‘bill’)
- 4R (dan ju, ‘documents’)
- {E#E (zhéng ju, ‘evidence’)

When considering the inclusion of the term “Jt## (shu ju, ‘data’)” in the list, the
decision-making process is relatively straightforward. However, the case of “fR#E (gén ju,
‘according to’)” presents a more intricate situation, as it can be interpreted in two distinct
ways: "the root evidence” and "the root occupies"”. In light of this ambiguity, we have made
the deliberate choice to opt for the former interpretation in order to ensure a more generalized
and inclusive list, thereby minimizing the proliferation of independent cases. Finally, we
decided to assign “mod@m” label to this term.

C. J7i£ (fang 4, ‘method’)

which shares the character #i# (ju). By juxtaposing these terms, we can effectively address the
challenges associated with character-level labeling in a more comprehensive manner.
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root

punct

mod

mod comp:obj
# I = N
1. - £ # & IS B’ ol 7 S bzl &
PUNCT NUM NOUN NOUN NOUN ADV VERB VERB VERB PART NOUN NOUN
Translit=1 Translit=yi Translit=zhong Translit=sh Translit=ju Translit=kuai Translit=zhao Translit=chuang Translit=jian Translit=de Translit=fang Translit=fa

Gloss=1 Gloss=one Gloss=kind Gloss=number Gloss=according to Gloss=quick Gloss=According to Gloss=Make up Gloss=establist Gloss=of Gloss=direction Gloss=Law

zh_patentchar-sud-test 174
Figure 3.9 (e)

Similar to the aforementioned case of “#FI| (quan li, ‘right’)”, another prominent term in
Chinese patents, namely J7i% (fang f4, "method"), can also be decomposed into “J5 = (fang
shi, ‘way’)” and “/r7£ (ban i, ‘means’)”. Consequently, this specific word is assigned the
label conj@m in our annotation schema. Also, according to Masini (1993), this term is the
return of an originally Chinese term from Japanese. And during the Tang Dynasty, this term
already had its current meaning. This designation aligns with the observed semantic
decomposition criterion, wherein the compound term can be disassembled into constituent
parts that signify distinct concepts.

D. %#iE (t& zhéng, ‘feature, characteristic’)

comp:obj

PUNCT

zh_patentchar-sud-test 73

Figure 3.9 ()

The term “/FiE (t¢ zhéng, ‘feature, characteristic’)” often appears in the common expression
“HRFEFE T (qi tezheng zaiyu, ‘It is characterized by’)” within Chinese patents. However, it
poses an interesting challenge due to its potential for multiple interpretations. Specifically, it
can be understood as a composition of the constituents “/4F 5% (t¢ didn, ‘trait’)” and *“fiFik
(zhéng ji, ‘signs’)”, or as the adjective “4F 7| Y (t€bié de, ‘special’)” modifying “fiE i (zhéng
j1, ‘signs’)”. Given the presence of a paradigmatic list centred around the character “%¥ (t¢,
‘special’)”, we have taken into account its constituent elements:

- “NFsL (te didn, ‘feature, characteristic’)”, where “si (didn)” carries the meaning of
"point” in a literal sense.

- “NFME (te xing, ‘feature, characteristic’)”, where “/4: (xing)” signifies "nature” in its
literal sense.

Drawing from this common structural pattern, we have made the discerning choice to assign
the relation mod@m to the term “/F4iE: (t& zheng, ‘feature, characteristic’)”.
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NLE (wei zhi, ‘location’)

root

comp:obj

zh_patentchar-sud-test 135
Figure 3.9 (g)

The term “fi\Z [& (wéi zhi, ‘location’)” presents a challenge when it comes to assigning a label
due to the dual nature of its constituent characters. The first character “fi/. (wéi, ‘position’)”,
when used independently, typically functions as a noun in modern Chinese (e.g. 11 T Mz,
dingle gé¢ wei, ‘booked a seat’). However, in classical Chinese and the commonly used
expression “fif T (wéi yu, ‘located’)”, it operates as a verb. On the other hand, the character
“{& (zhi, ‘put, place’)” is not commonly used independently in modern Chinese but does have
the structure “f& T (zhi y, ‘placed’)”. Considering these complexities, we have made the
deliberate decision to assign the label conj@m to the term “{i/ & (wei zhi, ‘location’)”.

15 &, (xin X1, ‘information’)

PUNCT

zh patentchar-sud-test 92

Figure 3.9 (h)

The term “{5 5. (xin xi, ‘information’)” poses a challenge in label assignment due to the
composition of its constituent characters. It is formed by combining “/& (xin, ‘letter, message;
trust’)” and “E. (x1, ‘breath; interest; message’)”. The difficulty lies in the fact that the
character “/. (x1)” when used independently consistently signifies "interest” (e.g., “831TI1E
T (yin hang jia xi le, ‘The bank raised interest rates’)”). It requires a combination of other
characters to express other concrete meanings. For instance, “I S, (tan xi, ‘sigh’)” conveys
the meaning of ‘breath’, while “/5 . (xin xi, ‘information’)” conveys the sense of ‘message’.
This example illustrates the challenge of applying syntactic tests to determine inter-character
relations in Chinese words. “E. (x1)” exemplifies why it can be difficult to rely solely on
syntactic criteria. Conversely, the character “/F (xin)” is relatively independent and can also
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be bi-syllabized to express the same meaning. For instance, “/5 {4 (xin jian)” refers to a
‘letter’, “{§ . (xin x1)” denotes ‘message’, and “{5{T: (xin rén)” signifies ‘trust’.

In line with Test A3, we can explore potential replacements for the term “/3.E. (xin xI,
‘information’)” by considering “#&1{& (yin xin, ‘news’)” and “J4E. (xido x1, ‘information,
news, message’)”. Upon examination, it becomes apparent that while the latter, 4 E. (xido
X1), can substitute the original term “5.E. (xin x1)” in certain contexts with a slight shift in
meaning, the former, “#% 15 (yin xin)”, is unable to serve as a suitable replacement in this

specific case.

LR T — 215 B
ta fa le yT tido xin x1
‘He sent a piece of information.’

R T —FRIHE.
ta fa le y1 tido xido x1
‘He sent a message.’

KT —REME.
ta fa le yT tido yin xin
‘He sent news.’

In the end, we decided to assign “conj@m” to the term “{5 & (xin xi, ‘information’)”.

G. 1% (xin hao, ‘signal’)

]
compn
] F * i3 #

zh patentchar-sud-test 87
Figure 3.9 (i)
According to Masini (1993), this term is a loanword borrowed from Japanese.

The term “{5 % (xin hao, ‘signal’)” can be annotated in two possible ways: “/F <-mod@m-
75 and “{§ -conj@m-> 5. In the first annotation, “/ (xin, ‘message’)” is treated as a

modifier of “7% (hao, ‘signal’)”. Conversely, the second annotation considers both characters
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to hold an equal position, functioning in conjunction with each other. After careful
consideration, the final choice favours the second annotation, wherein the two characters are
treated as conj@m.

This decision is influenced by the presence of a paradigm of “75 (hao, ‘signal’)” within the
language. Examples such as “Mf% (an hao, ‘cypher’)” and “id’5 (ji hao, ‘note’)”
demonstrate the existence of a common structure involving “75 (hao, ‘signal’)”.

2% (wing 1uo, ‘network’)

zh patentchar-sud-test 140

Figure 3.9 (j)

The term “W%% (wing luod, ‘network’)” holds significant usage in everyday language,
representing a relatively modern concept. The character “[# (wang)” independently carries
the meaning of ‘net’ and is commonly understood as such. However, the character “%4% (luo,
‘network-like thing’)” is less frequently used in isolation. Notably, “#% (lud)” appears in two
other compound words: “4%% (jing luo, referring to ‘meridians’ in the context of Chinese
medicine)” and “fk#%% (mai luo, denoting ‘arteries and veins; thread of thought’)”.
Additionally, the term “%4%¥- (lao zi)” exemplifies a common structure of bi-syllabization,
where the suffix “¥- (zi)” is appended to the non-lexical character (Huang et Liao, 2012) “%4%
(120)'°”. This construction results in a specific term that signifies a particular type of Chinese
knotting, deviating from its literal interpretation as a ‘network-like thing’.

Indeed, when considering the word-internal relation within “[W %% (wing luo, ‘network’)”,
categorizing it as conj@m is supported by these linguistic observations, particularly from a
semantic perspective. However, it is crucial to recognize and address the inherent ambiguity
that arises when applying semantic criteria. The meanings of terms are dynamic and subject to
change over time, and a single term can encompass various senses and even adopt different
parts-of-speech, particularly in the case of single characters. In the context of “[# (wang,
‘net’)”, it predominantly maintains a stable meaning and serves as a noun in modern Chinese
usage. Conversely, the second character “%4% (Iud)” carries the meaning of "network-like
thing” as a noun, despite its limited occurrence in modern Chinese usage. Interestingly, “#%
(lud)” can also function independently as a verb, signifying actions such as "wind, bind,” or
"hold something in place with a net” in classical Chinese.

B (can kao, ‘refer to, reference’)

19 And with the changement of the pronunciation.
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NOUN VERB VERB

zh patentchar-sud-test 17
Figure 3.9 (k)

The term “Z°5 (can kio, ‘refer to; reference’)” is composed of “Z (can, ‘join; consider;
examine, inspect’)” and “#% (kdo, ‘examine’)”. It possesses a similar problem with the
previous examples “%% (wang luo, ‘network’)” and “/Z E. (xin x1, ‘information’)”, which
means that it has a duplication of sense of its characters, but is hard to apply to the syntactic
tests.

This is also seen as a “conj@m” relation in our annotation schema.

3.3.2.2 Function words constructed with @m

Following the analysis of the internal relations within content terms in our patent corpus, we now shift
our focus to the function terms that present challenges in delivering character-level labels.

Unlike content terms, where the constituent characters typically possess concrete meanings and
ambiguity arises from the uncertainty surrounding the exact meaning of each character when
combined, annotating function terms poses distinct difficulties. The complexity of annotating function
terms is further compounded by the fact that the difficulty lies in their functional nature rather than the
specific meanings of individual characters. Function terms, as their name suggests, serve a
grammatical or functional role in the language and often lack concrete semantic interpretations.

The challenge in annotating function characters stems from the intricate interplay between their
syntactic and grammatical functions, making it challenging to assign character-level labels. These
characters may exhibit variations in usage, grammatical roles, and syntactic patterns that do not neatly
align with the criteria applied to content characters.

Moreover, function characters are often context-dependent and rely heavily on the surrounding
linguistic context for their interpretation and understanding. According to Dong (2011), the function
terms are often the results of the lexicalization of syntactic structures or cross-layer structures. Their
meaning and usage can vary across different syntactic constructions and discourse contexts, further
complicating the annotation process.

We annotate the internal structure of these function terms as flat@m (example C-H), except for
several exceptions (example A and B).
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The first exception is the “FT (sud)” structure, in which “fr (sud)” is a special mark used before a
verb, and represents the object receiving the action. As a very productive character, there exists a large
paradigm of “Ff (sud) + V” in modern Chinese. For this type, we annotate them as “comp@m”

relation with “FIT (sud)” as the head.

A T Bu
suo shu
PART ‘discribe_V’

‘Described ADJ

root

subj
punct

comp:obj

mod
@m
Ffi B TA b jui R b Tul ;-3 BN A % 3 ES Py
PART VERB PROPN VERB VERB PART VERB PROPN VERB VERB NOUN NOUN ADI NOUN NOUN NOUN PUNCT
Translity T i it Transii

ansiit ranslit it=to

zh_patentchar-sud-test 95

Figure 3.10 (a)

It X ¥
suo dui ying

PART ‘discribe_V’
‘Described ADJ

root

punct

compiobj

comp:obj

compiobj

@m

Py s
H f domain_list ] ] ;4 M L1 i bS] ¥ ;8] domain & 1 ® H
zh patentchar-sud-test 166
Figure 3.10 (b)
AT 1% K £
suo dui ying

PART ‘discribe V’
‘Described ADJ
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compiobj

compires

comp:obj @m

PUNCT DET VERB VERB ADJ NOUN PART VERB VERB

zh_patentchar-sud-test 88

Figure 3.10 (c)

The second exception is “Z (di)”, which is a special mark that transforms the number into an ordinal
number. We annotate them as “comp@m” in relation to “%f (di)” as the head.

B. —
di y1
PART ‘one NUM’

‘First NUM?

mod root
mod punct
@m @m @m subj @m
o _ =
Ffr b L] = K 2] 1

PART VERB PART NUM VERB NOUN VERB VERB PUNCT
Translit=su6 Translit=shu Translit=di Translit=yi Translit=dao Translit=ti Translit=bao Translit=kuo Translit=:
Gloss=Place Gloss=Describe Gloss=First Gloss=one Gloss=guide Gloss=body Gloss=Bag Gloss=include Gloss=:

zh_patentchar-sud-test 4

Figure 3.10 (d)

There are also examples that we annotate as “flat@m”:

C. J i
qi zhong
‘Among (them) ADP’

punct

comp:obj

™ # £ Bt ity ;8] £ bl

VERB ADP NOUN NOUN NOUN NOUN PART NOUN NOUN

PUNCT

zh_patentchar-sud-test 131
Figure 3.10 (e)
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D. 2 [f]
zht jian
“Between_ADP”

zh_patentchar-sud-test 101

Figure 3.10 (f)

E. %A J&
ran hou
“Then_ADV”

punct

parataxis

comp:obj

PUNCT NOUN PUNCT NOUN NOUN DET

oss=But Sloss=back loss= Gloss=root Sloss=according Gloss=Should ss=Towar Gloss=

zh_patentchar-sud-test 57

Figure 3.10 (g)

F. UL K
yi j
“Adnd_CCONJ”

compiobj

Y v Yy v Y
Y )3 B & 4 #* ® <3 B b3 24 #® & B ES L] Fit A & # 7 f& B

cconr ccow puser VERB VERS ccom VERB VERB PaRT VERs Noux Noux Noux NoUN Noux Noux PART VERS PART NouN NoUN NouN Noux

zh patentchar-sud-test 74

Figure 3.10 (h)
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G. 3 #
huo zhé
“Or CCONJ”

zh patentchar-sud-test 117

Figure 3.10 (i)

3.3.2.3 Choices involving the assignment of (@m

In addition to annotating the internal structure of terms, there are instances where assigning “@m” is
not straightforward. This hesitation arises primarily in two categories: Resultative/Directional
complements and the “V + J-(y)” structure, making it unclear whether these examples should be
considered as internal relations or conventional syntactic relations.

A. Resultative/Directional complements

The first problematic structure is the resultative and directional complements, which is composed by a
head verbal term (unigram or bigram) and a complement indicating the result or direction of the verb.
The annotation can be regarded as a whole term or split then into two terms.

Here are a few examples:

- Resultative
(n ok E
xi jing
‘wash V’ ‘clean_ ADJ’
2 ¥k T 2
x1 gan jing
‘wash_V’ ‘dry ADJ’ ‘clean_ ADJ’
(3 I i I i
qing xi gan jing
‘cleanup V' ‘wash V’ ‘dry ADJ’ ‘clean_ ADJ’
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4 Ik lin 5E
qing x1 wan
‘cleanup V' ‘wash V’ “finish_V’

- Directional

(5 t
shi chii
‘transport V’  ‘getout V’

“‘Output N/V°

6) t *
shii cht qu
‘output_V’ ‘go V’

Table 3. lists a group of the directional complement characters, which can further combine with the
two character at right “>& (14i)” and “Z% (qu)™'"°.

In observation, we can see that the resultative/directional complement structures may be in the form of
1+1, 142, 242 or 2+1.

We adopt the Syllable Count principle from “Wordhood in Chinese” by San Duanmu (1998) for these
compliments. Only when the struction is in the form of 1+1, we annotate it as an internal relation, else
for 1+2, 2+2 and 2+1, it would be a syntactic relation between the two segments.

Directional Complement Character

|+ (shang) - up, above, on, go up K (14i) - come, arrive
T (xia) - down, below, go down % (qu) - go, leave

i (jin) - enter, go in, advance
H} (chil) - go out, exit, leave
[#] (hui) - return, go back

T (guo) - pass, cross, go over

itL (qi) - rise, get up, start

Table 3.6 - The combination of the Directional Complement Characters

10 The character “i2 (qi)” can only combine with “3& (14i)” and not “Z% (qu)”.
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B. “V + F(yu)” structure

When examining the five examples below, we observe a structure that combines a verb with the
preposition “F(yu).” The verb itself can be either a single character (unigram) or two characters
(bigram).

(7) e T
ji yu
‘base V’ “on_PREP”

‘Based on_V/PREP’

® I T
jie yu
‘between V' ‘between PREP’
‘Lie between V/PREP’

) L T
wei yu
‘locate 'V’ ‘at PREP’

‘Be located at 1V’

(10 H +
yong yu
‘use V° ‘for PREP’
‘Use for V°
() & E T
fang zhi yu
‘put V’ ‘position V’  ‘at PREP’

‘Be placed at V’

Samelly as the resultative/directional complement structures, we apply the Syllable Count principle to
this structure, which means when the verb is a unigram we annotate it as “@m”, and when the verb is
bigram, we annotate it as a conventional syntactic relation..

3.3.2.4 Problematic syntactic structures

Up to here we have looked into cases where the word-internal structure is difficult to establish. In this
remaining subsection we will discuss cases where the intra-word structure is challenging.

A. Serial Verb Constructions
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The very first case is about the serial verb. In the UD schema, it is annotated as “compound:svc”. The
relation is used for serial verb constructions, in which several verbs are combined to describe the same
action.

Martin Haspelmath gives a general definition of serial verb construction in his work (2016):

“Briefly, I define a serial verb construction as a monoclausal construction
consisting of multiple independent verbs with no element linking them and with no
predicate—argument relation between the verbs.”

When characterized as serial verb constructions, the relation will be labelled as “comp:svc”, as we
reduce the usage of the “compound” label in our schema. However, defining what constitutes a serial
verb construction in Chinese can pose challenges, particularly when dealing with patent writing styles.
In patents, many sentences are combined into a single lengthy sentence to meet the requirement that
every claim must be a single sentence. This can result in potential confusion between “comp:svc”
structures and “conj” or “parataxis” relations, especially when the relation is between two predicates
and the second one does not have an independent subject'"".

In this version of the treebank, apart from the semantical aspect, we distinguish serial verb
constructions from “conj” structures by examining the presence (or direct insertion) of a conjunction
(e.g., “IFf (bing, ‘and’)”, “Ifi (ér, ‘and; yet’)”, etc.). Similarly, we differentiate them from “parataxis”
by checking for the presence of punctuation, typically a comma.

- Examples of serial verb construction (“comp:svc”)

[ v
Fft ® it 7 # 7T A kil + 7 e = £ k< i bl # A + £

PART VERB. VERB VERB AD) NOUN VERE VERB NOUN NOUN NOUN VERB VERB AP PART VERB VERB VERB NOUN NOUN PUNCT

zh patentchar-sud-test 50

Figure 3.11 (b)

' In the Chinese patent claims, the omission of subjects is a very common phen¢menon.
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CompISVe

compiobj

comp:obj
\ compiobl  comp:obj m @m
A F i T P
VERB ADP VERB NOUN
ansiityor Transit Tanslit=xing T ansit
Glossuse  Gloss=At Gloss=0K loss=Ve Gloss=Book

zh_patentchar-sud-test 63

Figure 3.11 (c)

NA

PUNCT veRs VERB ADY VERB NouN NoUN VERB VERB VERB. NoUN Noox  ccom vERB NouN ADI ADI NouN PakT VERB VERB oy

zh_patentchar-sud-test 81

root

comp:obj
mod
@m @m @m subj @m
7 k2] i = k) # o
VERB VERB VERB VERB VERB VERB VERB NOUN NOUN VERB VERB VERB PUNCT
fitsshi Transh T ansiit Transit Transit Transi Transit ! it Transh
mak Slos: i Glos (oss=Ana foss=ok | Gl I Gloss=nsid loss=po I

zh_patentchar-sud-test 173

Figure 3.11 (e)

- Examples of coordination (“conj”)

punct

compiobj

comp:obl
punct

comp:obj /

E3 L

PUNCT VERB VERB NOUN. NOUN NOUN

T

zh patentchar-sud-test 75

Figure 3.11 (f)
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root

punct

comp:obj

compres

B E3 L3 ;5] m 7 2] = & 2 = Pl 2] =

VERB NOUN NOUN NOUN NOUN NOUN

3 s
VERB VERB VERD NoUN NoUN PaRT NoUN

zh_patentchar-sud-test 158

Figure 3.11 (g)

- Examples of parataxis (“parataxis”)

zh_patentchar-sud-test 75

zh patentchar-sud-test 84

Figure 3.11 (i)

The “comp:svc” is sometimes also confusing to “comp:obj”. The difference between them is having
“no predicate-argument relation” or not by definition. One typical example of this category is the

structure of “#t47 (jin xing, ‘do, proceed V’) + VERB”.

- Examples of the verbal object (“comp:obj”)

punct

comp:obj

zh_patentchar-sud-test 78

Figure 3.11 (j)
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punct

comp:obj

comp:obj

v v Yy ]
[id i 18 g 5} ] (2 P # 5 & i# 7 1 - 2] 2 5 #

VERB VERB ADV VERB PART NOUN VERB VERB VERB. NOUN NOUN VERB VERB. NOUN NOUN NOUN VERB. VERB. VERB PUNCT

zh patentchar-sud-test 173

comp:obj

comp:obj

N Y

zh_patentchar-sud-test 63

Figure 3.1 (1)

B. VERB + “3 (lai) / LA (yi)” + VERB

In this structure, two verbes is connected by a character “> (14i)” or “LA (yi)”, indicating ‘in order
to’. In our schema we annotate this relation as “comp:obl”.

T
\_
: e I
— . = N
(Z \ v Ny NN m ) m Yy g‘
" E # i & 3 #® ] L3 " o] i k3 L4 kS =2 & B * L - 1# i -4

zh_patentchar-sud-test 50

Figure 3.11 (m)

conj
ctomp:obj
@m @m comp:obj @m
N /= & /82
i 7 & 1E I (Ed =
VERB VERB VERB ADJ ADP VERB VERB
Translit=jin Translit=xing Translit=xiu Translit=zheng Translit=yi Translit=shi Translit=dé
| Gloss=Enter Gloss=0K Gloss=build Gloss=just Gloss=by Gloss=make Gloss=have to
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zh_patentchar-sud-test 14

Figure 3.11 (n)

root

comp:obj
mod

mod

@m @m @m comp:obj comp:res
7 "R 6 i
fi2 #r Fft b o iE fic B X % IX & B
VERB VERB PART VERB VERB VERB VERB VERB NOUN NOUN ADP VERB VERB
Translit=jié ranslit=xi Translit=sud Translit=shi Translit=yan Translit=zhéng Translit=pei ranslit=zhi Translit=wén Translit=jian Translit=yi ranslit=shéng Translit=chéng

Gloss=untie Gloss=Analyze Gloss=Place Gloss=Describe Gloss=Check Gloss=certificate Gloss=match Gloss=Set Gloss=arts Gloss=Part Gloss=by Gloss=born Gloss=become

zh_patentchar-sud-test 22

Figure 3.11 (0)

Sentence 26 has a similar structure to sentence 22 above: “Ifii Z42% (ér shéng chéng)”, in which “[fi
(ér)” is a conjunction, and in this case the relation between the verbs is “con;j”.

zh_patentchar-sud-test 26

Figure 3.11 (p)

C. “$E/ /4% Structure

From a linguistic perspective, “f% (bd)”, “#% (bei)”, and “’[f (jiang)” are three very important
syntactic structure particles in Chinese, and they play special roles in sentences:

“# (bd)”: It represents the receiver of the action in an active sense. The usage of “#2 (bd)”
involves placing the object before the verb, emphasizing that the doer of the action has done
something to the object. For example, in “FX0 11525 T (WO bd shii da wan le, ‘I finished
reading the book”)”, “15 (shil, ‘book’)” is the object, “F (wd, ‘I’)” is the doer of the action,
and "> emphasizes that "I’ completed the action of reading the “{5 (shil, ‘book’)”.
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Translit=ba ranslit=za

Gloss:

i

PART

Bundle

comp:obj
comp:obj comp:res mod comp o}
fpiobi _@m m ﬂ mod m
=1 e 3 3 £l = L) 7T B B £
VERB NOUN VERB VERB VERB NOUN ADJ \

NOUN NOUN NOUN NOUN PUNCT

Translit=hé ranslit=zud Translit=yong ranslit=dao ranslit=ké Translit=dan Translit=xing ranslit:

oss=load Gloss=do Gloss=use Gloss=arrive sloss=shell Gloss=one Gloss=Mold Gloss

zh_patentchar-sud-test 193
Figure 3.11 (q)

In the example above, “f" (bd)” has two arguments in the form of subtrees: “faj % (hé zai,
‘loads’)” and “fER] &I 77 ¥ 50 B8 | (zuo yong dao ké dan yudn moé xing shang, ‘acting
on shell cell models’)”.

“IF (jiang)”: Similar to "2, it is also used to represent the receiver of the action in an active
sense. This word is typically used to introduce the object in a sentence, placing the object
before the verb and emphasizing that the doer of the action has done something to the object.
For example, in “Fe:F 3252 T (wo jiang shii di wan le, ‘I finished reading the book’)”, “1%
(shii, ‘book’)” is the object, “F& (wd, ‘I’)” is the doer of the action, and [} (jiang)”
emphasizes that “F (w0, ‘I’)” completed the action of reading the “+5 (shii, ‘book’)”. "%
(jiang) and "+ (bd) are both used to emphasize the doer of the action in an active sense, but
“f% (jiang)” is more commonly used to indicate the future tense or ongoing actions, while “ftt
(ba)” is used more frequently to indicate the past, present, and future tenses.

NUM NOUN NOUN PUNCT

zh_patentchar-sud-test 182

Figure 3.11 (r)

Like the example of “# (bd)”, “*F (jiang)” also has two arguments: “VR%EIHE (yuan shu ju,
‘source data’)” and “SER [FlZF B % — £if% (shi shi téong bu dao di y1 jing xiang,
‘real-time synchronization to the first mirror’)”.

“#% (beéi)” is used to emphasize the recipient of a passive action, unlike “#% (bd)” and “[f
(jiang)”. “#% (beéi)” is used to emphasize that the object is the receiver of the action, not the
doer. For example, in the sentence “Fi#{Fki:5¢ T (shii beéi wo du wén le, ‘The book is
read/finished by me’)”, “15 (shii, ‘book’)” is the object, “Ft (wo, ‘I)” is the doer of the
action, but “#% (beéi)” emphasizes that “15 (shii, ‘book’)” is the one being read by “F (wo,
‘I’)”, highlighting the passive nature of the action.
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comp:obj

mod
comp:sve @m @m @m comp:obj ﬂ subj
Yy v v N ' v N

* #) B i & ® 1 # 2 L }E L

VERB VERB VERB DET ) NOUN NOU! NOUN NOUN PART NOUN NOUN VERB VERB
Translit=Iai it=pan Translit=duan Translit=na ranslit=an Translit=moé Tral ai ranslit=jian Translit=mac Translit=an Translit=xia
e Glos: me dge Gloss=Braak ere Gloss=according to Gloss=mold Glo e Gloss=key Gloss=cap Gloss=according to Gloss=Down

zh_patentchar-sud-test 87
Figure 3.11 (s)
comp:obj

comp:obj

'omp:obj @m
) E| Eft b A B ¢ & T % i% H A
PUNCT ADP PART VERB NOUN NOUN NOUN NOUN NOUN PART VERB NOUN NOUN
Translit ranslit=dang Translit=sud Translit=shis Translit=ye Translit=wi Translit=shis Translit=ju Translit=xiang Translit=bei T an Translit=zhong Translit=shi
Gloss= Gloss=when Gloss=Place  Gloss=Describe  Gloss=Industry Gloss=Work ~ Gloss=numbei Gloss=according tc Gloss=item Gloss=quilt

niddle Gloss=hour

zh patentchar-sud-test 130

Figure 3.11 (t)

In the Chinese patent treebank, all of these three characters are annotated as a particle (“PART”) head

with two arguments: an object (labelled as “comp:obj”) and an action (also “comp:obj”) for “H (b#)”
and ““[f (jiang)”; while for “#¥% (béi)” is a subject (“subj”) and an action (“‘comp:ob;j”).

D. “é/a\ (gél)”

Another annotation challenge arises with the term “%45 (géi)”, making it difficult to determine whether
it functions as a verb or a preposition. In the patent treebank, there are four instances of “%5 (g&i)”,
where the character “Z5 (g&i)” is part of the structures “/&X 12545 (fa song g&, ‘send to’)” or “iX[A]%%
(fan hui géi, ‘reply to’)”.

In this context, we have categorized “%4% (gé&i)” as an adposition (“ADP”).

compob]

comproby

o
/ﬂ
i 3 S 4 [ ) % &

zh patentchar-sud-test 75

Figure 3.11 (u)
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comp:obj comp:obj
comp:obl mod

@m m

Y
# ) B B % Bt " b ;
VERB VERB PART VERB NOUN PUNCT
Translit=jin Translit=xing slit= Translit=
Gloss=Enter Gloss=0K Gloss=return Gloss=times Gl Plac Gloss:

zh patentchar-sud-test 90

Figure 3.11 (v)

root

punct

comp:obj

compiobj

mod
@m subj
Yy v
i & TA B i 3 A Ed # F X g £ 3 @ Fit # = 1%

PART VERB PROPN PART PART VERB NOUN NOUN VERB VERB NOUN NOUN VERB VERB ADP PART VERB NOUN NOUN NOUN PUNCT

zh_patentchar-sud-test 92

Figure 3.11 (w)

oot

zh_patentchar-sud-test 93

Figure 3.11 (x)

E. The structure “(24) ... i

The structure “(24(dang)) ... i (shi)” in English can be translated as ‘when’ or ‘during’. It is used to
indicate a specific point in time or a period during which an action or event takes place. In this
structure, “*4 (dang)” can be omitted, like in the second example (sentence 88).
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zh_patentchar-sud-test 88

Figure 3.11 (y)

zh_patentchar-sud-test 62

Figure 3.11 (z)

In this scenario, the combination of “*4 (dang)” and “HJ (shi)” can function as a subordinating
conjunction in English. We label “*4 (dang)” as an adposition (“ADP”) and “Hif (shi)” as a
subordinating conjunction (“SCONJ”). The relationship between them is “mod” with “H (shi)” as the

head.

F. The structure “(TE/ALF) ...

The structure “(f£ (zai)) ... ' (zhdng)” in Chinese is used to indicate the location or position of an
action or event. It is similar to expressing "in/on/at” or specifying the place where something is
happening in English. Just like in the “(24) ... i structure above, in this structure “7E (zai)” is also
omittable(the second example: sentence 196), or replaceable by the term such as “f\.F (wéi yu,
‘located at’)” (the third example: sentence 5).

mod

comp:obj

mod @m @m @m comp:obj
o~
< Ui £ a5 % ] A B iz & ,
ADP NOUN VERB NOUN NOUN VERB NOUN NOUN NOUN NOUN PUNCT
inslit=zai Translit=zha Translit=kong Translit=q Translit=jian Translit=ying Translit=yong Translit=dian Translit=1u Translit=zhong Translit=,
yss=exist Gloss=Rack Gloss=control Gloss=Device Gloss=Part Gloss=answer Gloss=use Gloss=electricity Gloss=road Gloss=middle Gloss=

zh_patentchar-sud-test 43

Figure 3.11 (aa)
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parataxis

comp:obl

iE <3 F

Ny
i # 3 = s3 5 i # P p I P Lo &

PUNCT PRON D1 NOUN VERB ADP PUNCT PART

NOUN NOUN NOUN VERB VERB PUNCT

zh_patentchar-sud-test 196

Figure 3.11 (bb)

root

mod subj
mod punct
@m @m @m @ comp:obj
£ - g =] Y ) fir

PART NUM VERB NOUN NOUN NOUN PUNCT

zh_patentchar-sud-test 5

Figure 3.11 (cc)

In this structure, we annotate “*' (zhong)” as a noun and the previous unit as a modifier (“mod”) of
H1 (zhong), in which “7E (zai)” in the first example is an adposition, while “/i. T- (wei y1, ‘located
at’)” in the third example is a predicate.
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3.4 The first treebank on Chinese patent claims at character-level

As the final result of the annotation, a first character-level treebank on Chinese patent claims
composed of 200 sentences is released on GitHub as a part of the SUD project on the following
address: https://github.com/surfacesyntacticud/mSUD_Chinese-PatentChar/tree/main.

The SUD treebank contains 200 sentences and 8,175 tokens. The number of each type of label at both
character-level and word-level is presented in Tables 3.7.

Label Number
mod@m 1,373
conj@m 1,048
comp@m 616
comp:obj@m 69
comp:res@m 41
flat@m 22
comp:aux@m 9
subj@m 8

Table 3.7 (a) - The Number of Character-level Labels in the Annotated Treebank

mod 2,190
comp:obj 987
punct 560
conj 139
parataxis 138
comp:res 39
comp:svc 21
comp:pred 6
det 6
comp:aux 4
comp:dir 1

Table 3.7 (b) - The Number of Word-level Labels in the Annotated Treebank
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In order to examine the applicability of the annotation guideline, we calculate the inter-annotator score
of 10 sentences with help of Wu Qishen, a PhD student from laboratory MoDyCo''?. The
inter-annotator score is shown in Table 3.7 below.

UAS 97.88%
LUS 96.54%
LAS 95.63%

Table 3.8 - The Inter-annotator Score

The treebank is also converted into conventional UD format with Grew-match'".

1. We first combine each “@m” relation and merge the characters into one token;

2. Then the ExtPos is used as UPOS for the terms that have been combined;

3. For every syntactic relation label in SUD, we find its correspondence in UD, with a script
deciding automatically when there are multiple correspondences.

There is a correspondence between the labels used in SUD and the labels used in UD. Below is a table

of comparison of these two formats'.

12 https://modyco.fr/welcome/
"3 https://match.grew.fr/

4 https:/surfacesyntacticud.github.io/conversions/
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U

nsubj

subj
csubj
aux comp:aux
cop comp:pred
xcomp
case
mark comp:obj
obj
ccomp
ccomp
obl comp:obl
iobj
nmod udep
obl, acl
advcl
advmod mod
amod
nummod
fixed encoded in node features (see here)
det

det
nummod

Table 3.12 - The Correspondence between UD (left column) and SUD (right column) Labels ''*

This first version contains 100 sentences and 2160 tokens. The first version of the converted treebank
is published at https:/github.com/UniversalDependencies/UD_Chinese-PatentChar. And there is a
new version containing 200 sentences that will be released soon.

The converted UD treebank uses 15 UPOS tags out of 17 possible: ADJ, ADP, ADV, AUX, CCONJ,
DET, NOUN, NUM, PART, PRON, PROPN, PUNCT, SCONJ, VERB, X.

And it used 21 relation types out of 37 possible: acl, advcl, advmod, amod, appos, case, cc, ccomp,
conj, csubj, dep, goeswith, mark, nmod, nsubj, nummod, obj, obl, parataxis, punct, root.
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Chapter 4 - Joint Segmentation/ Dependency Parsing of
Chinese Patent Claims

The world of dependency parsing and word segmentation has advanced considerably since my first
attempts to parse Chinese patents during my Master’s thesis in 2018. At the time we showed that both
the traditional word segmentation and dependency parsing do not have acceptable results on patent
claim texts.

Ever since the inception of the initial SIGHAN Bakeoff shared task on Chinese word segmentation
back in 2003, numerous Chinese word segmentation standards have emerged over time. It wasn't until
Bakeoff-4 in 2008, as documented by Jin and Chen, that the landscape saw the presence of seven
distinct word segmentation conventions (Li & al., 2022).

Meng and al. (2019) argue that “segmenting a chunk of text into words is usually the first step of
processing Chinese text, but its necessity has rarely been explored.” And they find that char-based
models consistently outperform word-based models in four end-to-end NLP benchmark tasks.

In this section, we revisit the concept of “words” from a posterior standpoint. By training the
dependency parser on a corpus at the character-level, we are able to automatically derive "words”
through the assignment of the “@m” label. We present our work on developing a joint
segmenter-parser based on our character-level treebanks annotated in Chapter 3.

In Section 4.1, we focus on the previous works on syntax parsing in Chinese, especially on the joint
segmentation-parsing method (or the syntax parsing on character-level).

Then, in Section 4.2 we fine-tune a Bert-based dependency parser on our patent claim treebank. By
combining all the “@m” relations, the dependency parser also serves as a word segmenter. Based on
the evaluation scores on both syntactic and morphological levels, we manually analyse the errors
during parsing at the end of the second section.

Section 4.3 explores the usefulness the dependency parsing for term extraction. After a brief
presentation of the automatic term extraction (ATE), we present our method of the extraction of
candidate terms. We also compare the results with other methods, such as the POS pattern extraction.
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4.1 Automatic Syntax Analysis in Chinese

Language is a complex and dynamic system that serves as a medium for human communication. It
consists of not only individual words and their meanings but also intricate rules governing their
arrangement and relationships. Syntactic analysis, a fundamental branch of linguistics and natural
language processing (NLP), plays a crucial role in deciphering the structural aspects of language. In
this section, we delve into the world of syntactic analysis, exploring its importance, methods, and
practical applications.

At its core, syntactic analysis aims to uncover the grammatical structure of sentences, shedding light
on how words are combined to convey meaning. It focuses on identifying syntactic units within
sentences, such as nouns, verbs, adjectives, and their interconnections. Moreover, syntactic analysis
examines the hierarchical relationships between these units, paving the way for a more profound
comprehension of language.

Syntactic analysis serves as a foundational tool for content-based text analysis. By identifying the
structure of a sentence, it helps NLP systems understand the roles of various elements and their
contributions to the overall meaning. This, in turn, enhances the accuracy of applications such as
machine translation, sentiment analysis, and information extraction. Linguists use syntactic analysis to
investigate the grammatical rules that govern languages. This research contributes to our
understanding of the universality of certain syntactic structures and the uniqueness of others in
specific languages or language families.

Syntactic analysis employs two primary approaches: rule-based methods and statistical methods.

- Rule-Based Methods: Rule-based approaches involve manually constructing grammatical
rules to analyze sentences. While effective for simple sentences, they may fall short when
dealing with the complexities of real-world text. Grammar rule coverage can be limited, and
these methods are often less portable across different systems.

- Statistical Methods: Statistical models for syntactic analysis have gained prominence with the
availability of large-scale treebanks (such as the Penn Treebank, the Tsinghua Treebank, and
the Academia Sinica Treebank in Taiwan mentioned in Section 1.2.1.4) and advances in
machine learning. These models assign scores to candidate syntactic structures and select the
most likely structure as the result. They have achieved remarkable success in various NLP
tasks.

Two predominant grammatical frameworks have garnered substantial attention in linguistic research.
Context-free grammar (CFG), also recognized as constituent parsing or phrase-structure parsing,
employs hierarchical phrase-structural trees to organize syntactic information at the sentence level.
This approach has been researched intensively since very early (Chomsky, 1956).

On the other hand, dependency grammar represents another widely embraced framework for syntactic
parsing. It establishes direct connections between words through dependency links, accompanied by
labels denoting their syntactic relationships. Due to its compactness and straightforward annotation
process, dependency parsing has garnered greater prominence compared to constituent parsing.

In the realm of constituent parsing, mainstream methods encompass chart-based (Zhou & al., 2018;
Zan & al., 2020) and transition-based models (Watanabe et Sumita, 2015; Wang & al. 2018). Notably,
contemporary neural models have achieved state-of-the-art performance in both of these approaches.
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Parsing scores for Chinese tend to be lower in comparison to European languages. In Zhang
Meishan’s study (2020), a range of state-of-the-art models were compared for both English and
Chinese, employing both constituent grammar (Figure 4.1) and dependency grammar (Figure 4.2).
The results showed that while phrase-level F1 scores for constituent parsers on the Penn Treebank
(PTB) dataset typically ranged between 90% and 95%, the corresponding scores on the Chinese
Treebank (CTB, see Section 1.2.1.4) dataset were between 85% and 90%. Additionally, similar
differences were observed in terms of UAS (Unlabeled Attachment Score) for dependency parsers.

Model Main Features | PTB CTB
Chart-based, Statistical Models
Collins (1997) [9] head-lexicalization 88.2 N/A
Charniak (2000) [10] max-entropy 89.5 80.8
McClosky et al. (2006) [11] self-training 92.3 N/A
Petrov and Klein (2007) [12] PCFG 90.1 83.3
Hall et al. (2014) [13] CRF 89.9 N/A
Transition-based, Statistical Models
Sagae and Lavie (2005) [14] greedy 86.0 N/A
Zhu et al. (2013) [15] global learning, beam 91.3 85.6
Chart-based, Neural Models
Socher et al. (2013) [16] recursive NN 90.4 N/A
Durrett and Klein (2015) [17] CNN 91.1 N/A
Stern et al. (2017) [18] LSTM, span 91.8 N/A
Kitaev and Klein (2018) [19] (a) self-attentive 93.5 N/A
Kitaev and Klein (2018) [19] (b) +ELMo 95.1 N/A
Transition-based, Neural Models
Wang et al. (2015) [20] neural+discrete 90.7 86.6
Watanabe and Sumita (2015) [21] global learning, beam 90.7 N/A
Dyer et al. (2016) [22] language modelling 924 827
Cross and Huang (2016) [23] dynamic oracle 91.3 N/A
Liu and Zhang (2017) [24] in-order 91.8 86.1
Fried and Klein (2018) [25] policy gradient 92.6 86.0
Kitaev and Klein (2019) [26] policy gradient 954 86.0
Other Methods (report neural models only)
Shen et al. (2018) [27] distance to tree 91.8 86.5
Teng and Zhang (2018) [28] local classification 92.7 873
Vilares et al. (2019) [29] sequence labeling 91.1 85.6
Zhou and Zhao (2019) [30] HPSG grammar 96.3 92.2
Mrini et al. (2019) [31] HPSG, improved attention | 96.3 N/A

Table 4.1 -

(Zhang, 2020)
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Model ‘ Main Features |PTB CTB
Graph-based, Statistical Models
McDonald et al. (2005) [57] 1-order 90.9 83.0
McDonald and Pereira (2006) [63] 2-order 91.5 85.2
Koo et al. (2008) [64] word clusters 93.2 N/A
Chen et al. (2009) [65] auto subtrees 93.2 86.7
Bohnet (2010) [66] feature hashing 92.9 N/A
Koo and Collins (2010) [67] 3-order 93.0 86.0
Ma and Zhao (2012) [68] 4-order 93.4 87.4
Transition-based, Statistical Models
Nivre (2008) [69] (a) arc-standard 89.7 82.7
Nivre (2008) [69] (b) arc-eager 89.9 80.3
Zhang and Clark (2008) [70] global learning, beam |91.4 §4.3
Zhang and Nivre (2011) [71] rich non-local features |92.9 86.0
Goldberg and Nivre (2012) [42] dynamic oracle 91.0 84.7
Graph-based, Neural Models
Pei et al. (2015) [72] feed-forward 93.3 N/A
Zhang et al. (2016) [73] CNN 93.4 871.7
Wang and Chang (2016) [74] 2-layer LSTM 94.1 87.6
Kiperwasser and Goldberg (2016) [75] 2-layer LSTM 93.1 86.6
Dozat and Manning (2016) [76] 3-layer LSTM, biaffine |95.7 88.9
Lietal. (2019) [77] (a) self-attentive 959 922
Lietal. (2019) [77] (b) +ELMO 96.6 90.3
Li et al. (2019) [77] (c) +BERT 96.7 92.2
Jietal. (2019) [78] GNN 96.0 N/A
Transition-based, Neural Models
Chen and Manning (2014) [79] feed-forward 91.8 83.9
Dyer et al. (2015) [80] stack-LSTM 93.1 87.2
Zhou et al. (2015) [81] global learning, beam |93.3 N/A
Andor et al. (2016) [82] global learning, beam |94.6 N/A
Kiperwasser and Goldberg (2016) [75] 2-layer LSTM 939 87.6
Ballesteros et al. (2017) [83] char, stack-LSTM 93.6 87.6
Ma et al. (2018) [84] 3-layer LSTM 959 90.6
Other Methods (report neural models only)
Kiperwasser and Goldberg (2016) [85] easy-first 93.0 87.1
Lietal. (2018) [61] sequence-to-sequence |92.1 86.2
Strzyz et al. (2019) [86] sequence labeling 93.7 N/A
Zhou and Zhao (2019) [30] HPSG grammar 97.2 91.2
Mrini et al. (2019) [31] HPSG, improved attention|97.3 N/A

Table 4.2 - (Zhang, 2020)

Additionally, Peng & al. (2022) compare different state-of-the-art dependency parsers for a wide
range of UD languages and note that “LAS takes more training data on Chinese than on other
languages to reach comparable scores. Japanese and French, on the contrary, have above-average
performance in LAS.”

The Chinese have not only a lower parsing score, but also a slower learning speed.
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Figure 4.3 - (Peng et al., 2022)

As they showed in the last graph of Figure 4.3 on the right, the order of the languages by their
percentage of function words is from 45% for Chinese (zh) to 57% for French (fr). The results
demonstrate a general tendency of faster learning in languages with more function words, or put
differently: The UAS and LAS scores give equal weight to relations between any words, even if the
words are very frequent It comes thus as no surprise that a language with more lexical words, which
are by definition rarer, will be harder to parse.

Another reason for the low score of Chinese parsing may be the word segmentation step. Meng and al.
(2019) show that “char-based models consistently outperform word-based models” in four end-to-end
NLP benchmark tasks. This can be explained by the fact that word-based models are more vulnerable
to data sparsity and the presence of out-of-vocabulary (OOV) words, and thus more prone to
overfitting. This puts into question the whole procedure of word segmentation as a prior to Chinese
NLP tasks.

A research by Huang (2006) compared the separate effects of data sparsity and the presence of
out-of-vocabulary (OOV) word on segmentation results, and demonstrated that the segmentation
errors caused by OOV are in general five times more important than word ambiguity on all four
Bakeoft corpora.

Since Zhao (2009) proposed the first method for character-level dependencies parsing on the Chinese
Penn Treebank, a series of research involving the character-based annotation (Li & Zhou 2012;
Hatori & al. 2012; Zhang & al. 2014; Li & al. 2018) have already shown the usefulness of the
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word-internal structures in Chinese syntactic parsing by obtaining limited but real improvements by
means of adding character-level information to the parsing process (character POS, head character
position and word internal dependency relation).

Zhao (2009) and Zhang & al. (2013) have annotated a large-scale word list of the Penn Treebank
(PTB) and the Chinese constituent Treebank (CTB) on the morphological level. Each word had its
own phrase structure tree. Other character-based constituent parsing attempts that we know of are
generally based on these two annotated corpora.

Our work (Li & al. 2019) was the first to show that a character-based dependency treebank can be
used to train a parser that gives state-of-the-art results on UD treebanks for both word segmentation
and parsing on the word level. This first work was limited by the fact that the character-level
dependency annotation was added to the existing word-level dependency annotation by means of
automatic projection of a dependency-annotated dictionary and general rules, without human
verification of the complete resulting structures.

All under-word level structures in Chinese have an internal relation belonging to one of the four
following extended morphological syntactic relations in SUD, which largely correspond to its original
SUD syntactic relation types:

1. m:mod label given to head-modifier relations

2. m:conj label given to coordinative relations

3. m:arg label given to subject-predicate and predicate-complement relations in which the
complement is usually the result of the predicate

4. m:flat label given to unheaded word constructions and to unknown kinds of relations, usually
transliterated directly from foreign languages

We finally annotated the 500 most frequent words in the Chinese SUD corpus, among which we count
in total 71 left-headed words, 221 right-headed words and 198 coordinative words. For internal
relations, we annotated 222 m:mod, 198 m:conj, 64 m:arg, and 16 m:flat relations. The degree of
inter-annotator agreement over 100 words reached 88%. For the remaining words of our corpus, we
provide an automatic character-based analysis by annotating them with the default left-right relation.

The final results for the parser are 81.72% for the UAS and 72.99% for the LAS.

In subsequent work, Yan & al. (2020) introduce a graph-based model that leverages Bert for the
integration of Chinese word segmentation and dependency parsing. Li & al. (2022) manually
annotated an SJTU Chinese Character Dependency Treebank (SCDT) based on the Chinese Penn
Treebank (CTB-7.0) and combined constituent and dependency structure in Chinese character-level
parsing using a joint span structure.

As discussed in Section 1.2.1.3, characters in Chinese correspond more or less to morphemes. In other
languages, too, the word border is often arbitrary and syntax-like relations can exist inside of words
between morphemes.
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In field of linguistics, most corpora are annotated on the morpheme level, commonly with a
transcription, a POS and, most importantly with a gloss, often following the Leipzig glossing rules.
One reason for this is that the wordhood in the analysis of undocumented or under-resourced
languages is a harder question than the establishment of morphemes, and words are often established
based on global frequency-based analysis, once the morpheme-based annotation is done. The analysis
of Beja is one example of this phenomenon (Kahane et al., 2021).

Recently, we have observed a rise in interest in combining morphological and syntactic analyses, see
for example UDMorph''®, a project that intends to provide a UD style annotation for morphological
information within treebanks. There are also character-level annotations for other languages, such as
Ruzsics et al. (2021), etc.
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4.2 Word Segmentation by Parsing with “@m”

In this section, we delve into the initial application of dependency parsing as a word segmenter. This
is achieved by merging the relations introduced at both the third and second levels, as outlined in
Section 3.1.2.

In Section 4.2.1, we provide insights into the fine-tuning process of the Bert-based parser using our
treebank, annotated using the methodology presented in Chapter 3. The subsequent Section 4.2.2
delves into the evaluation results concerning the quality of dependency parsing and its role as a word
segmenter. Finally, in Section 4.2.3, we engage in a discussion of the results, complete with error
analysis and suggestions for potential improvements.

4.2.1 Fine-tuning the Bert-based Parser

To perform syntactic dependency analysis, we fine-tune the parser proposed by Guiller (2020)'". In
the beginning, I used this parser on a GPU-equipped server''®. Then, my work was facilitated by the
parser’s integration into the Aborator’s interface'”” and thus easily available for any linguist without
technical training.

f / i/ & CNPate

-

General Settings Train Settings Parse Settings Pipeline Summary

i training sentences : 100
@ Train and Parse Train on all iles Parse all files 9

parsing sentences : 100

(O Train Only G-claims1- estimated time = 5mn
2_ch_muposextpos.100.last_pinyin_gloss claimsi-
O Parse Only Custom Training user 2_ch.shinmanoko_train_ExtPos_pinyin_gloss C,

Current task : TRAINING
epoch 6 ; LAS=0.018 (best: epoch 6 ;
Parsing will go under the name ‘parser LAS=0.017948717948717947)
100

Custom Parsing user

keep existing heads

La

S O [~] =, < - 4 Search Q Columns  ~

Figure 4.4 - The Interface for Training the Parser

7 https://github.com/kirianguiller/BertForDeprel/tree/master

"8 T had access to the server of the University Paris-Nord, financed by the Labex EFL.

19 https://arboratorgrew.elizia.net/
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Guiller (2020) employs the architecture introduced by Dozat and Manning (2016), wherein the initial
Bi-LSTM layers are replaced with a BERT model. “The output of the final layer of the BERT
transformer is connected to the input of a Multi-Layer Perceptron (MLP), designed to reduce the
dimension of each contextualized vector in the sequence before applying the bi-affine transformation.”
This architecture can also be found in subsequent works such as (Kondratyuk and Straka 2019; Oh et
al. 2020; Muller et al. 2020).

The standard assessment of a dependency parser encompasses three dimensions:

e Unlabelled Attached Score (UAS): We use this term to refer to the score of unlabeled
attachment. This score evaluates the parser’s performance in finding the correct governors of
tokens.

e Labelled Unattached Score (LUS)'*: We use this term to refer to the score of labelled
unattached dependency. This score assesses the parser’s performance in finding the correct
syntactic relations between a token and its governor (regardless of the governor itself).

e Labelled Attached Score (LAS): We use this term to refer to the score of labelled attachment.
This score evaluates the parser’s performance in finding both the correct syntactic functions
and the correct attachments between tokens and their governors.

In this study, we are also interested in the accuracy of the assignment of “@m” and the POS tagging.

e Word Segmentation Score (WSS): We use this term to refer to the score of the assignment of
“@m”. The score presents the accuracy of word segmentation by dependency parsing, while
other word segmenters use a simple accuracy of inter-character splitting. It is calculated by
the number of the correct assignments of “@m” and “head” at the same time devised by the
total number of labels in the sentence. The score in Table 4.4 is the average of scores of all
sentences. Note that in our annotation all dependents of “@m” dependents are also “@m”
dependents, or put differently, subwords can not have full-words as dependents;

e POS Tagging Score (PTS): This term is used to refer to the accuracy of the assignment of
parts-of-speech for each character. It is calculated by the number of the correct POS tagging
devising the length of the sentence.

Although my character-based patent treebank is quite small (200 sentences, 8,175 characters), it
remains interesting to see how good a patent parser can become by training on this data.

As resources beyond the BERT model, we only have one other Chinese treebank which is annotated
on the character level: Project chinese grammar wiki_morphSUD which consists of thousands of
sentences of Chinese learning corpus. This is a very different domain from patents, but we can expect
some common relations to be present in both treebanks.

120 The LUS in this context does not take into account the variations resulting from the assignment of “@m”. For
example, if a relation “conj” is annotated as “conj@m?”, it will be counted as correct lable.
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We employed the initial 100 sentences from Section 3.3 as our test dataset, while the subsequent 100

sentences were utilized as the training dataset.

We conducted a comparison of the results achieved with and without a pre-trained model using
treebanks on a Chinese learning corpus that had been manually annotated at the character-level™'.

Without pre-trained model With pre-trained model
UAS 69.41% 76.79%
LUS 82.73% 85.90%
LAS 64.76% 72.10%
WSS 86.51% 89.05%
PTS 89.30% 90.46%

Table 4.3 - The Parsing Results with and without the Pre-trained Model

- In the absence of the pre-trained model, the training process came to an automatic halt at the
166th epoch, achieving the highest LAS (Labeled Attached Score) of 0.81 on the training
dataset. Table 4.3 displays the evaluation outcomes of the test data across various dimensions.

- When utilizing a pre-trained model, the training process automatically stopped at the 60th
epoch, with the highest LAS (Labeled Attached Score) on the training dataset reaching 0.85.
Table 4.3 presents the evaluation results of the test data across each dimension.

It is evident that the outcomes with and without a pre-trained model exhibit remarkable similarity,
with the primary distinction lying in the learning speed, as depicted in Figure 4.3.

In the results, we observe that the parser displays a greater proficiency in recognizing relation tags
compared to heads, as evidenced by a higher LUS score for both models. Moreover, with LAS scores
ranging from 65% to 72%, the scores for word segmentation and POS tagging approach the 90%
mark.

However, it’s worth noting that these scores are relatively lower than conventional results, likely due
to the limited size of the training dataset, consisting of only 100 sentences and 4,380 tokens. As
demonstrated by Peng et al. (2022), Chinese parsers typically require a more substantial training
dataset (more than 500 sentences) to achieve comparable accuracy levels to languages such as
English, French, and Japanese.

12! https://arboratorgrew.elizia.net/#/projects/chinese_grammar_wiki_morphSUD
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4.2.2 Error Analysis

In this section, we aim to provide an explanation for the results presented in the preceding section,
considering both quantitative and qualitative aspects. Our initial focus lies on examining errors related
to word segmentation, particularly concerning the assignment of “@m”. Subsequently, we will shift
our attention to analyzing errors associated with the dependency parsing process itself.

As stated before, the test gold treebank that we use consists of the first 100 sentences manually
annotated in Section 3.3.

To determine whether the length of sentences affects word segmentation results, we computed the
correlation between the Word Segmentation Score (WSS) and sentence length (measured by the
number of characters). For the training without the pre-trained model, the Pearson correlation score
was -0.07901659 (Figure 4.5 (a)), and for the training with the pre-trained model, it was -0.01038436
(Figure 4.5 (b)). These results indicate that there is no significant influence of the sentence length on
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0.95 A -‘
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0.80
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20 40

Figure 4.5 (a) - The Length of the Sentence and its WSS (without pre-trained modal)
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0.85 -
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0.75 4
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Figure 4.5 (b) - The Length of the Sentence and its WSS (with modal)

the word segmentation quality.

40 60 80 100 120
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Additionally, we investigated the correlation between the WSS and Part-of-Speech Tagging Score
(PTS) to assess whether word segmentation is influenced by POS tagging. The correlation score was
0.03876942 (Figure 4.6 (a)) in the case of training without the pre-trained model, and 0.19258711
(Figure 4.6 (b)) in the case of training with the pre-trained model, suggesting that there is no
correlation of POS tagging quality and word segmentation quality in the experiment.

0.70 4

0.6 0.7 0.8 0.9 1.0

Figure 4.6 (a) - WSS and PTS (without modal)

1.00 A

0.95 1

0.90 4

04 05 06 07 08 09 1.0

Figure 4.6 (b) - WSS and PTS (with modal)

122

We also compared our dependency-based word segmenter with two standard tools: Jieba'** and

NLPIR/ICTCLAS segmenter'®.

- Jieba'™ is a widely used Chinese word segmentation tool renowned for its efficiency and
accuracy. Its algorithm relies on a prefix dictionary structure, enabling rapid word graph
scanning. One of its key features is the construction of a Directed Acyclic Graph (DAG)
encompassing all potential word combinations. To determine the most probable word

122 pitps://github.com/fxsiv/iieba

123 https://github.com/tsroten/pynlpir

124 The word “jieba” in Chinese means “to stutter”.
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segmentation, Jieba employs dynamic programming techniques, considering word frequencies
to optimize the results. Additionally, for handling unknown words, Jieba utilizes a Hidden
Markov Model (HMM) combined with the Viterbi algorithm, enhancing its ability to
accurately segment text, even in challenging scenarios where word boundaries are less clear.

PyNLPIR is a Python wrapper around the NLPIR/ICTCLAS Chinese segmentation
software'”. Developed by the Institute of Computing Technology, ICTCLAS is a Chinese
lexical analysis system, using an approach based on multi-layer HMM. ICTCLAS comprises
three key components: word segmentation, Part-Of-Speech tagging, and unknown word
recognition. Notably, its word segmentation precision has been measured at an impressive
97.58%, as per the latest official evaluation conducted within the national 973 project'*).
Additionally, when it comes to the recognition of unknown words through role tagging,
ICTCLAS boasts an impressive recall rate of over 90%.

Segmenter Accuracy
Parsed 91.71%
Parsed with the pre-trained model 92.50%
Jieba 92.64%
PyNLPIR (ICTCLAS) 88.88%

Table 4.5 - Accuracy of Different Segmentations Compared to the Manually Annotated Test

Gold Treebank

Among all four systems, our parser with the pre-trained model and the Jieba segmenter perform the
best. We delve into the errors present in the segmented text by Jieba. These errors can be categorized
into three systematic discrepancies.

The first pertains to the segmentation of the serial numbers, which is segmented by Jieba but
remains unsegmented in the gold treebank.

Gold Segmentation Jieba’s Segmentation

1/ —/F B DB jas/, AT/ IR ) M s/ e FE/ 1/ —F/ R MBS, [FTd/ IR D ME s el FE/

Table 4.6 (a) - Segmentation Discrepancies Related to Serial Numbers

125 http://sewm.pku.edu.cn/QA/reference/ICTCLAS/Freel CTCLAS/English.html

126 The National Basic Research Programme (973 Programme) is an on-going (from 1997) keystone research
programme supported by the Ministry of Science and Technology of China, aimed to develop basic research,
innovation and technologies in line with national targets for economic and social development. Its strategic
objectives are to stimulate original innovations and address scientific issues important for national
socio-economic growth.
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The second type of error pertains to determinants like

3

—F (y1 zhong, ‘a kind/ a type’)’,

which is a frequent expression in patent claims and has occurred 14 times in the segmented

test text.

Gold Segmentation

Jieba’s Segmentation

— /R M s

1/kind/pressure/sensor

— /M

a/pressure/sensor

T/ BB /L 2 1A A
The /base/ includes/multiple/embedded slots/;

I/ FE 8 L5 25 Al
The /base/ includes/multi/ple/embedded slots/;

Table 4.6 (b) - Segmentation Discrepancies Related to Determinants

The last and most important type of errors come from the process of polysyllabic terms.

Gold Segmentation

Jieba’s Segmentation

FRATE/FITR A5 B i/ B RS BRIU T R R R
HI/UA,

According to/the/data/replication/log/ get/the/
source-data/node/version/,

TR A/ /45 A/ 2 i/ B RS/ R I FT I A A5 AT /15 a5
A/RRAR/,

According to/the/data/replication/log/ get/the/
source-/data/node/version/,

— ST R B AN e FTRA B
IR,

A/kind/based/on/card point/ mathematical/
graphic/cognitive/thinking/visualization/ system/,

— TR RE T R R T A A AT
R4/,

A/kind/based/on/card /point/ mathematical/
graphic/cognitive/thinking/visualization/ system/,

— [/ ) R/ DU ) 58 R A
One/kind/vector/four arithmetic/operation/device/,

— /i) e/ U ) B B  E
One/kind/vector/four /arithmetic/operation/device/,

BRI/, JRRAR/ XA AR e S/ 5T /AR

Step /1/, /build /geological/model/ based on /block/
data/;

IR/, RRARR/ LT ORI AT P S R I S A
&l

Step /2/, /based on / production / data / for / history /
data / history / fitting /;

BRI, KRR/ X P B AIE SN/ T

Step /1/, /build /geological/model/ based on /block
data/;

WRRI2/, KRR/ A= BORHEAT/ 7] SR g s S

Step /2/, /based on / production data / for / history data
/ history fitting /;

Table 4.6 (c) - Segmentation Discrepancies Related to Polysyllabic Terms (Jieba)

To eclucidate the relatively lower accuracy of the ICTCLAS segmenter, while there are no

discrepancies on the serial numbers and the determinants, the difference on polysyllabic terms also
exists, which is especially problematic on the segmentation of trisylaabic terms (e.g. second to fourth

examples in Table 4.6 (d)). In addition, another important difference is that the very frequent term “fff
iR (sud shu, ‘said’)” is always segmented (Table 4.6 (¢)).
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Gold Segmentation ICTCLAS’s Segmentation

TE M2/ B S E i TE A2 R S R H

in /gate/devices/applications/circuit/in/, In /gate/control/device/appli/cation/electrical/circuit/,
— P, LR T, — /R RE I, TR R T,

A/kind of/stylus/,/its/characteristics/in/in/, A/kind of/touch/control/pen/,/its/characteristic/lies in/,
— /R — /IR

1/barrel/; One/barrel/shaped/part/;

— /KRB R/, [ BAT AR T AL — /AR, [ BAT BRI

a /processing/circuit/, /having/a/ communication/ A/process/circuit/,/have/a/communication/sub/electric
subcircuit/. al/circuit/.

Table 4.6 (d) - Segmentation Discrepancies Related to Polysyllabic Terms (ICTCLAS)

Gold Segmentation ICTCLAS’s Segmentation
AT/ 56—/ el i/ - Fr/al /55— SR el i/ -
Said/first/conductor/includes/: The/said/first/conductor/includes/:

Table 4.6 (e) - Segmentation Discrepancies Related to the Term “f7if”

Finally, we show some examples of errors in our segmenter in Table 4.6 (f) for the parser-segmenter
with the pretrained model, and in Table 4.6 (g) the parser-segmenter without the pretrained model.

Gold Segmentation parser-segmenter’s Category of errors
Segmentation

—Z% one piece —/4% one/ piece Determinants

—¥%  one kind —/fft  one /kind Determinants

S H/ERSY  conductive/part SHE/4r  conductive part/min Polysyllabic Terms

mALL  area ratio iw/F/LE  area/area/ratio Polysyllabic Terms

(8] @/ JF  space/open [8]/WE T space/separate Polysyllabic Terms

b2 stylus fit}%2/%  touch control/pen Polysyllabic Terms

—/ABIRES  a barrel —HAB/R/AER  a barrel/shape/part Polysyllabic Terms & Determinants

AN/IE] not/ same AA[F]  not same Negative modifier “1~ (bu)”

Table 4.6 (f) - Segmentation Discrepancies of the parser-segmenter with the pretrained model

We can observe in the Table 4.6 (f), that the most of segmentation errors by the parser-segmenter with
the pretrained model can be categorized into discrepancies related to determinants and discrepancies
related to polysyllabic terms, which are the same of Jieba. Except these typical errors, the Table 4.6
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(g) lists some more specific errors made by the parser-segmenter without the pretrained model,
involving disyllabic terms, the possessive marker “fJ (de)”, the determinants and even ponctuation.

Gold Segmentation

parser-segmenter’s
Segmentation

Category of errors

L5 gather

/% converge/gather

Disyllabic Terms

FAE  symptoms

FME  symptoms/symptoms

Disyllabic Terms

User/number/,/select/get

User/number,select/get

HBL/E)  appear/ed H/BLH)  app/eared Mix
IRIF—IRIBENR RS R IRIBENR RS Mix

1/item/first/category/reference/ a first/category/reference/information/

information/

AP/, ERUAE P e, GBS Ponctuation

Table 4.6 (g) - Segmentation Discrepancies of the parser-segmenter without the pretrained
model

Moving on to the syntactic analysis, to see what influences most the performance of the parser we
conducted correlations between the Labeled Attachment Score (LAS), sentence length (measured in
characters), Word Segmentation Score (WSS), and Part-of-Speech Tagging Score (PTS). Here are the
results:

1. LAS vs. Sentence Length:

- Without the pre-trained model (Figure 4.7 (a)): Correlation score of -0.29089937
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Figure 4.7 (a) - LAS and length (without modal)

- With the pre-trained model (Figure 4.7 (b)): Correlation score of -0.43473626
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Figure 4.7 (b) - LAS and length (with modal)

In both cases, we observed only a weak correlation between LAS and sentence length. This
result suggests that the length of the parsed sentence is not a vital factor in the quality of
dependency parsing on the patent claims, but still, it has a certain influence on the dependency
parsing quality, especially in the case of training with the pre-trained model.

One difficulty of parsing long sentences is that longer sentences may contain a longer
dependency distance, which is widely accepted as a factor that may increase the syntactic
complexity. The influence of the dependency distance will be discussed later in the section.

2. LAS vs. WSS:

- Without the pre-trained model (Figure 4.8 (a)): Correlation score of 0.70104524
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Figure 4.8 (a) - LAS and WSS (without modal)

- With the pre-trained model (Figure 4.8 (b)): Correlation score of 0.42898856
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Figure 4.8 (b) - LAS and WSS (with modal)

Among all, the correlation between LAS and WSS is the strongest one. This indicates that the
accuracy of syntactic-level dependency parsing is significantly influenced by the quality of
word segmentation, and this is especially true in the case of training without the pre-trained
model.

LAS vs. PTS:

- Without the pre-trained model (Figure 4.9 (a)): Correlation score of 0.07825408

1.0 1

0.9 A

0.8 A

0.7

0.6

0.5 A1

0.4 1

0.3 A

0.2 1
0.70 0.75 0.80 0.85 0.90 0.95 1.00

Figure 4.9 (a) - LAS and PTS (without modal)

- With the pre-trained model (Figure 4.9 (b)): Correlation score of 0.35256026
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Figure 4.9 (b) - LAS and PTS (with modal)

Compared to the segmentation, there is minimal correlation between the quality of
dependency parsing and that of the POS tagging.

In summary, while a weak correlation exists between LAS and sentence length, the most substantial
correlation is between LAS and WSS, highlighting the crucial role of accurate word segmentation in
achieving high-quality dependency parsing. On the other hand, there is minimal correlation between
LAS and PTS, suggesting that the quality of POS tagging has a limited impact on dependency parsing
accuracy.

Another important factor that may affect the performance of the parser is the level of syntactic
complexity, which is usually represented by the dependency distance that is already mentioned above.
(Gibson, 2000; Gildea and Temperley, 2010; Grodner and Gibson, 2005; Liu 2007, 2008; Liu et al.,
2017; Oya, 2013)

The dependency distance (DD) is a metric that quantifies the linear distance between two words
connected by a dependency relationship within the same sentence. Wang and Liu (2017) have
highlighted that several factors can influence DD, including language type, sentence length, chunking
(Lu et al., 2016), the chosen annotation scheme, genre, and grammatical structure.

Liu and al. (2017) calculate the mean dependency distance (MDD)'?” of a sentence or a text by the
flowing formulas:

MDD(the sentence) = ﬁZ?:l |DD; |, (1)

MDD(the text) = ﬁz?ﬂ |DD; |, (2)

Figure 4.10 - (Liu et al., 2017)

127 The mean dependency distance (MDD) is also called average dependency distances (ADD). (Oya, 2021)
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The mean dependency distance (MDD) of the patent claim treebank composed of all 200 sentences is
3.942563381098799. Compared to the MDD of the HIT Chinese treebank of 1.89 (Liu et al., 2009),
the distance between the dependent and the head is longer in patent corpus.

To see the effect of MDD on the parser’s performance, we also calculate the correlation of
dependency distance and the correctness of head and deprel prediction:

- The correlation of correct prediction of the head position and dependency distance is:
-0.15736031 of the case without the pretrained model and -0.12642214 of the case with the
pretrained model.

- The correlation of correct prediction of the deprel and dependency distance is: -0.05250661 of
the case without the pretrained model and -0.01924076 of the case with the pretrained model.

The effect of the dependency distance and the parsing accuracy is not obvious in this case.

In addition to the general accuracy of the dependency parsing, we are also interested in the accuracy
of each individual relation. In Table 4.7 below, we list the accuracy of parsing of each dependency
relation label with pretrained model and the quantity of each deprel label used in the gold treebank.
The accuracy is calculated by deviding the number of correctly annotated labels by the total number
of that label.

Deprel Accuracy Quantity
punct 1.0 304
comp:obl 0.9066666666666666 75
mod@m 0.8620689655172413 667
mod 0.8577476714648603 1,181
comp@m 0.8531468531468531 286
cc 0.84 50
root 0.82 100
conj@m 0.813614262560778 617
parataxis 0.8024691358024691 81
comp:obj 0.7700729927007299 548
subj 0.7380952380952381 126
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conj 0.4696969696969697 66
comp:res 0.4444444444444444 18
appos 0.4 5
comp:pred 0.3333333333333333 3
comp:res@m 0.22580645161290322 31
flat@m 0.14285714285714285 14
comp:svc 0.07692307692307693 13
comp:obl@m 0.0 6
comp:aux 0.0 4
comp:aux@m 0.0 9
comp:obj@m 0.0 70
subj@m 0.0 7
det 0.0 5

Table 4.7 - The Parsing Accuracy of Each Type of Relations in The Patent Treebank
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confusion matrix
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Figure 4.10 - Confusion Matrix for the Predicted Deprel Labels
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4.3 Dependency Parser-based Term Recognition for Chinese Patents

Elevating our focus beyond individual word recognition, we now explore the concept of terms, which
can encompass multiple words.

In this section, we delve into the second application of the dependency parser, which involves using it
as a term recognizer on the patent corpus. This is accomplished by amalgamating the “mod” relations
introduced at the first level of annotation in Section 3.1.2. As discussed in Section 4.3.2, we consider
that term-internal relations should all be tagged as “mod” relations. All other relations remain outside
of the term on the actual syntactic level.

The work is an unpublished collaboration with Liu Lufei from the Qatent team.

After providing a concise overview of the term recognition methods in Section 4.3.1, Section 4.3.2
outlines our approach to extracting technical terms from patent claims, focusing specifically on
dependency syntax parsing as opposed to the conventional ATE (Automatic Term Extraction) based
on parts-of-speech. Additionally, we will perform a comparative analysis of our results vis-a-vis other
existing techniques, such as the POS pattern extraction, which will be detailed in Section 4.3.3.

4.3.1 A Brief Presentation of Term Recognition

Only a few ATE tasks are applied on or for patent texts. Zeng Zhen, Lii Xueqiang and Li Zhuo (2016)
present a method that begins by utilizing part-of-speech rule templates to obtain a set of candidate
single-word and multi-word terms. It then calculates lexical density weight parameters to extract
single-word terms. Finally, it combines balanced corpora to automatically generate a filtering
dictionary. The method involves using this filtering dictionary and the term factors of each word
composing the long term to select the final long terms. In a study titled “Research on Chinese Patent
Candidate Term Selection Based on Dependency Syntax Analysis” by Yu Yan, Chen Lei, Jiang Jinde,
and Zhao Naidu (2019), a method for selecting Chinese patent candidate terms based on dependency
syntax analysis is proposed.

The Automatic Term Extraction (ATE) systems usually employ a two-step procedure: (1) extracting a
list of candidate terms, and (2) determining which candidate terms are correct using supervised or
unsupervised techniques. (Tran et al., 2023)

In summary, term extraction research is mainly focused on improving candidate term ranking
algorithms (step 2), with relatively little attention given to candidate term selection studies (step 1). In
particular, it is difficult to establish general pattern-matching rules for candidate term selection
methods. This results in the formulation of idiosyncratic pattern-matching rules for different datasets,
making it difficult to compare results across datasets and genres. (Yu et al. 2019)

Here we are primarily interested in the first step of the construction of the term candidate list.

Yu et al. (2019) classified candidate term selection methods into three categories: n-gram filtering,
noun phrase chunking, and POS tag pattern matching.
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N-gram filtering

Numerous studies (Hu et al., 2013; Liu et al., 2014; Ding et al., 2015) have investigated
N-gram filtering as an integral aspect of automated term extraction. N-gram filtering
fundamentally entails the meticulous removal of semantically insignificant elements, such as
stop words, particles, or interjections, from a text fragment. Following this initial filtering
phase, the text fragment undergoes scrutiny to identify continuous n-word sequences, where
‘n’ signifies the number of words in each sequence. These sequences are then subjected to
specific rules and criteria for the purpose of selecting pertinent multi-word phrases. This
selection process may prioritize high-frequency words to ensure the chosen phrases are both
informative and representative of the text's content.

The method is well-regarded for its simplicity. Meantime, a primary concern is the potential
persistence of non-terminological word sequences even after filtering, which, if not managed
effectively, can introduce noise and adversely affect the precision of term extraction, posing a
substantial obstacle in the pursuit of accurate and meaningful text analysis.

Noun phrase chunking

Noun phrase chunking is a crucial approach in the process of term extraction (Frantzi et al.,
2000), primarily because terms are typically represented as noun phrases within text
sequences that have been subjected to part-of-speech tagging. The task at hand involves the
identification of noun phrases following specific syntactic patterns, with one common pattern
being the "ADJ + N” structure.

This method, characterized by its simplicity and efficiency, has found widespread use in the
realm of term extraction, particularly in English language contexts.

POS tag pattern matching

The part-of-speech (POS) tag pattern matching serves as a prominent technique, sharing a
common foundational principle with noun phrase chunking. Both approaches operate under
the assumption that terms within a text exhibit discernible patterns based on their
part-of-speech sequences. Nevertheless, the distinguishing factor between the two
methodologies lies in the complexity of the matching patterns employed, as elucidated by Xu
et al. (2014), Zeng et al. (2016), and Yang et al. (2016).

The strength of part-of-speech pattern matching lies in its capacity to delineate and specify
intricate matching rules that are tailored to the nuances of Chinese text. This adaptability
makes it a cornerstone method for term extraction within the realm of the Chinese language,
by crafting rules that align with the unique characteristics of Chinese linguistic structures and
the diverse linguistic contexts and datasets. However, one noteworthy challenge is the manual
definition of distinct matching rules for different Chinese datasets, which can be a
time-consuming and labour-intensive process.

In Section 4.3.3 we will compare the conventional POS-based system with our dependency-based
approach for the term recognition.
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4.3.2 Term Recognizer based on Dependency Relation Information

This section focuses on term extraction through dependency parsing. We delve into the criteria for
extraction and provide an overview of the extraction results.

In a recent work, Yu et al. (2019) introduced the application of dependency syntactic analysis to term
recognition. They highlighted that this approach uncovers semantic modifier relationships among
words within sentences by examining dependency relationships. This methodology enhances the
comprehension of semantics and effectively overcomes the constraints associated with solely relying
on part-of-speech methods, which may encounter difficulties in capturing intricate semantic
connections.

Utilizing our character-level dependency parser, we employ dependency relations to extract terms
from patent claims. Initially, we aggregate all internal relations marked with “@m”, followed by the
extraction of tokens linked by the “mod” relation, denoting the attributive compound relationship.
One example is demonstrated in Figure 4.11, in which the term “& /K /1 Fl1ZE {H £k €] (han shui bdo hé
déng zhi xian t4, ‘water saturation contour map’)” is connected be a serial of “mod” or “xxx@m”
relations.

root

punct

comp:obj

mod @

conj@m

4 i il

VERB NUM PUNCT VERB VERB VERB NOUN ADJ ADJ

PUNCT
Translit

Translit=zou Translit=4 Translit Translit=hii Translit=zt Translit=har Translit=hé Tr

Figure 4.11 - Example sentence from my PatentChar SUD treebank
(zh_patentchar-sud-test__80)

The question of why we utilize the “mod” relationship to identify terms can be answered by
considering the common practice in POS tagging methods. Typically, when dealing with the
combination of nouns (N) in Chinese text, denoted as “N+N”, the dependency relation that frequently
arises is “mod”. In other words, this choice of extracting the “mod” relation is based on the prevalent
linguistic pattern where nouns are commonly paired together, and the “mod” dependency relation
effectively captures the attributive or modifier role played by one noun toward the other. As a result,
by leveraging the “mod” relationship, we can effectively identify and extract terms or noun phrases
that are commonly structured in this manner in Chinese language text.

This is the same for N+N+N and N+N+N+N, with two or three “mod” relations.

We conducted separate experiments on both the manually annotated treebank and the automatically
t128

parsed treebank, utilizing a stopword list'°, some of which is displayed in Table 4.8.

128 The stopword list is composed of two parts: the manually selected words and the stop word list downloaded
from HIT at https:/github.com/YueYongDev/stopwords/blob/master/"a T {11 5% txt, which is presented in
the Annex.
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Some Stop Words Pinyin Translation

BRI LK quan li yao qin Claim(s)

el quéan li Right

h zhong Type

—fip y1 zhdng One type / A kind
EX zhi shdo At least

- y1ge One

gk yao qiu Requirement / Claim
Tk sud shu Aforementioned

ks shang shu Above-mentioned
LAk yi shang Above

KR ra ta sud shi As shown in the figure
pals i ta As shown in the figure
ZiEN sud shi As shown

45! fa ming Invention

Fpa néi rong Content

KIANE fa ming néi rong Invention content

I it 451 shi shi li Embodiment

HARF %R jishu fang an Technical solution

Table 4.8 - A Part of the Stopword List

TEARE satellite status
A exchange
K 4 graphic thinking
H #9954 destination node
H A% PE destination data
W 25 measurement modeling
RIS %% data server
B HCPU manage CPU
fiFEHT#  analyzing soft measurements
$# B mathematical graphics
Hepz A-F block access card
$edEl4E data collection
{E4#1L T2 satellite in orbit
B U feature page
AR oil-bearing area
W E$HE 0 measurement interface
& SIAL &% pressure sensor
R button module
AR EIEEE distributed database

FLZ% capacitance
775 strength
R HL ¢ identification circuit
434 2K distributed
& /K MFNEE water saturation
MiHZEES 1 gate control device
{§ 2.3 information sheet
V%% business
TR EHE test data
JEHEZE/F base event
SERT SR 4E real-time collection
7% equipment
fRZEEE stylus

{8 B 5% %% information coefficient

=]

Jees

YEH§4 operation instructions
JH P Hiuhik user address
I user
575 signal
14 &, information

Manually Annotated Only Both Automatically Parsed Only
108 220 303
AIMALRSE visualization system i area BESH key parameter

A hardware and software
¥PEFa4r data instructions
B P receive user
[l EfE 45 vector instructions
& H & (re)ply log
HeE# number of data
HFRif R target request
PRI HA data to be verified
AEFEHHE modeling data
i (sys)tem model
Ml %52 U1 business feat(ure) page
S B scatter correlation
i % 4] 47 response judgment
JR 4 thinking system
[l & 7% vector storage
2 [A] F quantity vector
REHEHT A send with
45 part mark
Z¢F845 level instructions

Table 4.9 - Examples of Extracted Terms from Different Treebaks

Within the category of stopwords, it's worth noting that terms like “A{F|ZE K (quan 1i yao qid,
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‘claim’)” and “3Eifif5] (shi shi li, ‘example of implementation’)” are indeed legal terms commonly
used in patent drafting. However, they appear in a wide range of IPC classes and therefore do not fall
under the category of technical terms associated with the specific technical domains we are focusing
on here, see Section 1.3.2 for a discussion of this issue notes that many of the stopwords of Table 4.8
are not nouns, such as “_ 3R (shang shu, ‘aforementioned’)” or “FTik (sud shu, ‘said’)”. They have to
be included in the stopword list as they may appear related to a noun phrase by a “mod” relation (see
example in Figure 4.12), while we want to exclude them from the complete term.

root
punct

mod compiobj

mod mod d subj mod

0
Gmp@m mod@m /M /ﬁ conj@m m conj@m m conj@m
5 s 3 3 5 2 P pa

i b 2 5% " b ® Pl B #® & m + & 3 :
PART VERB ADV VERB NOUN NOUN ADV VERB VERB VERB NOUN VERB VERB PART NOUN VERB VERB PUNCT
i niitefing ansitey Tansit=shi  Tr anslterun  Transltecé ansiitsling sl sltemé Translit=ba ranslickud  Translterd litexi

Figure 4.12 - Example sentence from my PatentChar SUD treebank
(zh_patentchar-sud-test 38)

As results, we extracted 328 candidate terms from the manually annotated treebank, and 523
candidate terms from the automatically parsed treebank. There are 220 candidate terms in common
among the two lists (Table 4.9). As evident in the third column, the presence of errors introduced by
dependency parsing leads to a higher number of “broken” candidate terms (in red) within the list
labeled as “Automatically Parsed Only”.

To further assess the term recognizer’s quality, our initial focus should be on defining what constitutes
a “good term” within the context of this study. The ultimate objective here is to facilitate lexical
variation for augmented inventing (Lee 2020), rather than solely acquiring a technical lexicon tailored
to a specific domain.

Drawing from the definition of a term in Section 1.3, lacking of manually annotated gold test files, we
establish our own set of criteria for extracting terms from patent claims. In real patent claims, it’s
noteworthy that a substantial number of patents receive important technical indexing, as indicated in
Table 4.10 (in yellow). We can regard these indexed terms as valuable candidates for substitution.
Consequently, we assess the performance of the dependency-based term recognizer by determining
how many of these indexed terms it successfully identifies.

Chinese English

— TR NS SR R A Novel heatable separation type lift chafing dish

1. — g ANy BT e K B, B 1. The utility model provides a novel heatable separation type lift
G, BATEQ), ERHEE T ELaE | chafing d.ish, i.t contaips the pot bgdy (1), pot cover (2), its .
BANE(3). FHEALIEI(4). TER(5). THEAE(6) characterized in that: it .Stl.ll contains pot courage 3), elevatlpg
, FIRREOER IR ) AR (1), FRIESEE(12), system (4), motor (5), lifting d.1sk (6), the pot body (1) constitute by
ﬁ?}f&ﬁ(B)ZﬂE‘Z, %%EEFJE(IZ)L%K&[E%% pot body (.11),.p0t base (12)? dish (13) generate heat, pot base (12)
SKFE(121) %ﬂ(S)EE%?%ﬂE@(lZI) upper pQrthn is provided with motqr seat (121), motor (5) fixed

N ) 5 -/ | connection is in motor seat (121), dish generate heat (13) set up
) E;KE(B)T&EE%WEE@(IDELﬁ HAZ directly over pot base (12) and be located inside pot body (11),

THAZY (1), ﬁﬁ&*ﬂm@)&%a—:%ﬁ elevating system (4) set up in pot base (12) inside middle part and be
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JEE(12) PN R (TSRO 5 Th 3K (5) i #2, 4R
RRQ)VEAEFFENIE)(4) IR R AL (13)H
1E BB, FHERL(6)EIETHENLIL(4)H B35
, BAEE(2) T EARAR(3) 6,

2 ARAEAURI SR 1 FT b g — g AL m Ay
BRITH R kAR, HAFEE T IR RO R A
(13 ABETEHhzeghty, KNI 2500
WE A EE(131),

3 ARIEBCR R 1 ATk A —Fh A mp iy
BT kA, HRFAEE T IR AOERAR(3)
B ENIRGHFITFAR(32), ARG LK
EABNEGL), S RGN MR hZe 4
), BUEGIDAEANARG ) IE 5 R E
BETNAEG3T), BN TRI32) B EENR
GV EHFRIELM, MAFNGE2) BRE
HEUEEHI(321),

A ARPERCRZE R ATl 0 — R A mr sy
BT kAR, HAFIEE T A O TR
6)BEHE 6D FIMTE(62), MR (62) M0
BB AR IR R 22 454, [RAE(61)3% %
AHFEFL611), BHL(61) 51515 (62)EH
S ARPEBCREE R 1 ATk g —Fh B mp Ny
BRITH Rk A, ELAFAECE T IR O FHREAL
F)(4) B & B DRRFF(41), THERARFF(42), T
BEAF(43), fE 8R4 DAL TR BE(13)RY
1E T 7, AT (41) A — [ T 53K
(5), THBEIEATF(42) BB TEAE RIS (41) 1E |
J7 B IEE TAEBMRAT(41), THRARFT(42)58
T EEE(13 1) [E ETE R INEL(13) B H-GAL 5
WA (4 1) FE Bz, FHREFT(43) PN NIRAL
SEMIFRE B T TR AT (42), FHREFT
(43) L P& A BRAL G (431), PIANBRAL
BN TAAERGIDIE EJ5,

6 FRIEBCRIE R 1 TR g —Fh B AL ml Ny
BRUTR R K A, FRFAEE T FnR a0 &

(1) 58 iE A A BN EFIAL(111),

connected with motor (5), pot courage (3) cover is on elevating
system (4) and on the positive upper portion of dish (13) generate
heat, lifting disk (6) cover is on the upper portion of elevating system
(4), pot lid (2) cover is on pot courage (3) upper portion.

2. A novel heatable separation type lifting hot pot as claimed in
claim 1, characterized in that: the heating plate (13) is of a circular
hollow structure, and a base (131) is arranged in the hollow part of
the heating plate (13).

3. A novel heatable separation type lifting hot pot as claimed in
claim 1, characterized in that: the cooker liner (3) comprises an inner
liner (31) and handles (32), a cooker core (311) is arranged at the
center of the inner liner (31), the cooker core (311) is of a cylindrical
hollow structure, the cooker core (311) is arranged right above the
inner liner (31) and is vertically connected to the inner liner (31), the
two handles (32) are arranged on the left side and the right side
above the inner liner (31), and locking lugs (321) are arranged on the
two handles (32).

4. A novel heatable separation type lifting hot pot as claimed in
claim 1, characterized in that: the lifting disc (6) comprises a disc
(61) and a boss (62), the boss (62) is of a cylindrical hollow structure
with a closed top, a plurality of round holes (611) are formed in the
surface of the disc (61), and the disc (61) is connected with the
bottom of the boss (62).

5. A novel heatable separation type lifting hot pot as claimed in
claim 1, characterized in that: elevating system (4) contain transfer
screw (41), lifting screw (42), lifter (43), transfer screw (41) are
located heating plate (13) under, the one end of transfer screw (41)
links firmly in motor (5), lifting screw (42) set up directly over
transfer screw (41) and perpendicular to transfer screw (41), lifting
screw (42) are fixed on heating plate (13) and are connected with
transfer screw (41) transmission through base (131), inside being
helicitic texture and swivelling joint in lifting screw (42) of lifter
(43), lifter (43) upper portion both sides are equipped with spacing
platform (431), two spacing platform (431) are located directly over
pot core (311).

6. A novel heatable separation type lifting hot pot as claimed in
claim 1, characterized in that: two locking buckle positions (111) are
arranged at the upper part of the pot body (11).

Table 4.10 - Example of Indexed Terms in One Patent Claims

Table 4.11 presents all 22 indexed terms in the claim above.

The extraction results for the mentioned claims are displayed in Figure 4.11 below. The algorithm
successfully identified a total of 89 terms. Among these, 14 terms are indexed terms, indicated in blue
in Table 4.11. Additionally, there is one candidate term, “X4x (hud gud, ‘hot pot’)”, that is also

considered a good term.
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Indexed Terms Pinyin Translation
R guo ti pot body
ok gud gai pot cover

T IH guo din pot courage
TH AL shéng jiang jT gou elevating system
iR ma da motor

pin i shéng jiang pan lifting disk
BBy gud shen pot body

94 JEE R gud di zuo pot base
RINE fa ré pan heating plate
K JEE mi d4 zuo motor base

JEG A2 di zuo base

A ilE! néi din cooker liner
Fi shou bing handles

e gud XIn pot core

B H AN sud jin &r kou locking lugs
fit yuan pan disc

e thi tai boss

fL yuan kong round holes
& 1R HRAFT chuan song lud gan transfer screw
Tt B MRAT shéng jiang lud gan lifting screw
T B AT shéng jiang gan lifter

FRALH xian wei tai spacing platform

Table 4.11 - List of Indexed Terms in the Patent Claims Above

At this stage, prior to the application of any ranking method, the precision stands at 16.30%, while the

recall is 63.64%.

In the subsequent section, we will conduct a more comprehensive evaluation of the extraction results

using the C-value metric, comparing it with a conventional POS tagging-based term recognizer.

Finally, it should be emphasized that this method, relying on the synthesis of syntactic units, is not
suited for isolated terms, which are commonly encountered in chemistry, such as individual chemical
elements, e.g. “ffl (you, uranium)”.
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L—FEiR T s B AT K8, B, MEQ), HAEET: EREEHEG). FRIAG@. DE6). F
FEREE), FTRMIsA m#S(D. BRME02). RPEADAEM, FRE12) IS EA DIkEE21), Dk E &
FHEREA21), RSB EAERIRE2)IE ET BATREF(DPNER. T @) BB ALK BE(12) P HRr E) R AL
HERG)ER, BEG)EET YA LAELREADWIE LR, FFEROEEI RO L, R mEm
(3)L#.

ARG BER IR I — iR T s B B kB, HRMERE T IR R BAR (3R BETEh245H . RFARI3)F
ZEALBCE AR I3,

3ARYEALFI ZER PR H) — PR v nthor B BT HE kB, HARIETE T PR B BRIEG)YE S ARG DFFR(32), WHEGD
FLBREAREGLD, WECI AR FE4, REGIDENHEGDIE EFFEEEERTNEGD, mMFRGE
BEARGCO T HAALTN, WAFHE) LEEABREME2D.

4ARYEACR ZER TR ) — Frgr BT ik sy B AT B, HUAREAE T : PR THE L O B A HAC DAL E62), B
(62) 0 Tk A R R AT P22 454, BB 6 DRI B THEALGLD, EHOED5 N A (62)RHESE.

SARYAUHI ZER LR I — BB T s B U kiR, HAHIERE T PR FHREAIAG () & & fRuRF (A1), FHigst
(42) FHEEFF(43), FERBFF@DA T ZBEADMIE T . R @D —mEET HRG), THERIBF @R BIEE%
SRFF@DIE EF7 H B TR @E1), THERBAT @)@ (13D [ e 7E R $i (13) Bt SRR F @) e ahids . THie
FRA3) R SROCEE I e Fe e T TR IRIT(42), FHREAT(43) LIPS BRAL B 431), PIAMRRALB @3 DAL TRREG1D)
ELT.

6 ARYEAUHI BER IR I — i B T i sy B Ui ke, HARMAERET: R M85 (1) L BA WA SR A1),

Figure 4.13 - The Extraction Results
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4.3.3 Comparison with the POS Matcher

To assess the term recognizer’s outcomes, we conduct a comparison with the SpaCy matcher, which
operates based on POS tagging for term recognition.

In a prior study on the patent abstracts in the field of new energy vehicles by Zeng et al. (2016), they
introduced POS combinations ranging from bigrams to hexagrams (as depicted in Table 4.14). We
adopt a similar approach, but restrict the combinations to "n + n”, “v +n”, and “n + n + n” (outlined in
Table 4.13) due to the absence of annotations equivalent to "b,” which signifies a “distinguishing

word”.

n+n 26 245 vV+n 23 457
n+n+n 19 743 n+b+n 18 209
b+m+n+n 8267 b+n+n+n 6246
n+n+n+vn+n 1769 m+n+b+vn+n 2021
b+n+b+n+n+n 321 n+n+u+b+vn+n 145

Figure 4.14 - The POS patterns for term recognition (Zeng et al. 2016), in which “n” represents
“noun”, “v” represents “verb”, “vn” represents “gerund”, “b” represents “distinguishing
word”, “m” represents “number” and “u” represents “auxiliary”.

n+n

vV+n

n+n+n

Table 4.13 - Combination of POS Tags Used in the SpaCy Matcher

As a result, we have identified a total of 84 terms extracted from the patent claims text discussed in
Section 4.3.2. To facilitate a comparison of the results, we employ the C-value (Frantzi et al. 2000)
ranking method. This method is commonly utilized for ranking extracted terms in Automatic Term
Extraction (ATE) scenarios.

As depicted in Figure 4.15, the calculation of the C-value consists of two components: the frequency
of the term itself and the number of occurrences when it is nested within other longer terms. In other
words, the C-value assigns value to words that are not nested within others.

179



Tech-mining on Chinese Patents: Syntax and Terminology

log, [al - f(a)

C-value(a)

a 18 not nested,

= Y logs lal(f(a) — 5ty Sper, £(B)

otherwise

Figure 4.15 - (Frantzi et al. 2000)'*’

Table 4.14 (a) displays the top 30 terms extracted through POS tagging along with their frequency and
C-value, while Table 4.14 (b) presents the top 30 terms extracted via dependency parsing based on

their C-value.

All indexed terms are underlined. The errors (including broken terms such as “%!4# (xing guo, type
pot)” in Table 4.14 (b), incorrect combinations such as “tJ 7 44 /]H (bao hdn gud din, containing pot
courage)” in Table 4.14 (a), and errors involving parentheses such as “ ##%( (fa ré pan, heating
plate)” in Table 4.14 (b)) of extraction are marked in red, and the general patent-related terms are

marked in green.

Candidate Term | Pinyin Translation Frequency | C-value
sy g jiaré fen Ii xing ‘heating separation type’ 6 13.9
THEE R shéng jiang hud guo | ‘elevated hot pot’ 6 12.0
FE BT chuan song lué gan ‘transfer screw’ 6 12.0
FHIE té zhéng ‘character’ 6 6.0
B 22454 | yudn zhu xing zhdng [ ‘cylindrical hollow structure’ 2 5.6
kong ji¢ gou
7 shang fang ‘above’ 5 5.0
BUF] quén li ‘right’ 5 5.0
A suo shu ‘said’ 5 5.0
B fa ré pan ‘heating plate’ 4 4.8
st shang bu ‘upper part’ 5 4.0
IR ( mi da zuo ( ‘motor base (’ 2 4.0
AN shéng jiang j1 gou ‘elevating system’ 2 4.0
B jTgou ‘system’ 5 3.0
e thl tai ‘boss’ 3 3.0
NERFIEERAZ - |néi bu zhong jian bu [ ‘internal middle part’ 1 2.6
wei
M EERE T chui zhi lian jie yt ‘vertically connected to’ 1 2.3

12 The fumula f(a) stands for the frequency of the word a.
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A E e bao hén guo dian ‘includes pot courage’ 1 2.0
pifiE gud din ‘pot courage’ 3 2.0
By gud shén ‘pot body’ 3 2.0
AT wei yli gud shén ‘located on the pot body’ 1 2.0
R néi bu ‘inside part’ 3 2.0
bre(2 gud gai (2 ‘pot cover (2’ 1 2.0
RIATL( fa ré pan ( ‘heating plate (° 1 2.0
HiZegh i) zhdng kong jié gou ‘hollow structure’ 3 2.0
gt jié gou ‘structure’ 4 2.0
JaliliN néi din ‘inner liner’ 2 2.0
FRL gud xin ‘pot core’ 3 2.0
NIFETE wel yuan zhu xing ‘is cylindrical’ 1 2.0
A PR zud you liing cé ‘left and right sides’ 1 2.0
THEERE( shéng jiang pan ( ‘lifting disc’ 1 2.0
Table 4.14 (a) - Terms Extracted by POS Tagging
Candidate Term | Pinyin Translation Frequency |C-value
L EIEAT chuén song lu6 gan ‘transfer screw’ 5 10.0
e k¢ jia xing ‘agglutinable type’ 6 9.5
TER xing gud ‘typre pot’ 7 7.0
pSgit) XTn xing ‘new type’ 6.0
T4 shéng gud ‘rise pot’ 6 6.0
KA hud gud ‘hot pot’ 6 6.0
[ di zuo ‘base’ 6 6.0
KA fa pan ‘distribute plate’ 6 6.0
BEFT lu6 gan ‘screw’ 8 5.8
BTt xing shéng ‘type rise’ 5 5.0
W B lud gan shang fang ‘top of screw’ 2 4.0
TR shéng lu6 gan ‘rise screw’ 2 3.2
pfif gud din ‘pot courage’ 4 3.0
fieze gud shen ‘pot body’ 3 3.0
R gud Zud ‘pot base’ 3 3.0
s gud xin ‘pot core’ 4 3.0
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i yuan pan ‘disc’ 3 3.0
e tl tai ‘boss’ 3 3.0
THE shéng pan ‘rise plate’ 2 2.0
B shen bu ‘body part’ 2 2.0
THHL sheng j1 ‘rise machine’ 3 2.0
LN mi din ‘horse courage’ 2 2.0
Hr 22T zhong kong bu wei ‘hollow part’ 1 2.0
F shou bing ‘handles’ 3 2.0
sheng jiang jT gou ‘elevating system’ 1 2.0
WU TR jT gou shéng jiang ‘system elevating’ 1 2.0
THT shéng gan ‘rise lever’ 2 2.0
R ARIERT fa ré lud gan ‘heating screw’ 1 2.0
s B guo xin shang fang ‘top of pot core’ 1 2.0
GELZNET] guod ti gud ‘pot body pot’ 1 1.6

Table 4.14 (b) - Terms Extracted by Character-level Dependency Parsing

To assess the quality of term extraction, we conducted a manual evaluation of precision for each of the
30 terms. Our evaluation considered not only the presence of terms in the index list (#precision 1) but
also the percentage of correctly extracted terms, especially those appear repetitively in the patent texts

(#precision 2).

In Tables 4.14 (a) and 4.14 (b), we can see that 7 terms are correctly recognized by POS tagging,
while 10 indexed terms and 11 correct terms (including “/X %% (hud gud, ‘hot pot’)”) recognized by

the character-level dependency parsing.
As result, for the extraction by POS tagging:
#precision 1 = #precision 2 = 23.33%
#recall = 31.81%
And for the extraction by dependency parsing:
#precision 1 = 33.33%
#precision 2 = 36.67%

#recall = 45.45%

182




Chapter 5 - Lexical Variation with the Construction of a
Patent-related Taxonomy

This chapter delves into the innovative approach of utilizing bilingual taxonomies to hierarchize
technical terms. The focal point of this exploration is the construction, enhancement, and assessment
of a comprehensive, domain-specific technical taxonomy rooted in the International Patent
Classification (IPC) system.

Two primary reasons propelled the creation of this novel taxonomy. Firstly, the absence of an
open-resource patent-related taxonomy prompted the need for its development. Existing taxonomies
proved insufficient, prompting the necessity for a taxonomy tailored specifically for patents.

Additionally, as demonstrated in Section 1.1.1.2, the research has highlighted the limited availability
of suitable taxonomies for patent-related applications. In the domain of patent drafting, hypernyms
assume a crucial role. Currently, most prior efforts in lexical variation and term substitution rely on
word similarity within distributional spaces to execute replacements (Zhou et al., 2019). However, this
approach can only offer a list of semantically related terms, which fails to meet our requirement for
the generalization of terms in patent claims.

The taxonomy’s construction rests upon dual objectives. Firstly, it is crafted to serve practical
applications by offering a structured repository of patent-related terms. Secondly, it serves linguistic
interests by enabling in-depth taxonomy analysis.

Redefining the conventional notion of a “taxonomy”, we adopt the perspective that taxonomies are
design science artefacts employed by researchers and practitioners to categorize and elucidate objects
within a given domain. Our focus is on patent-specific terms that cater to the intricacies of this
specialized field.

A technical taxonomy can provide attorneys with a standardized vocabulary and a clear framework for
organizing and describing the components and functions of an invention, which can facilitate the
drafting process and increase the accuracy and effectiveness of patent applications. Furthermore, the
use of a technical taxonomy can help attorneys identify potential gaps or weaknesses in their clients’
inventions and suggest improvements or modifications to enhance the patentability and marketability
of the invention.

Our methodology entails identifying relevant IPC classes pertinent to a particular domain, like IPC
section A (Human Necessity), and extracting terminological lists in a hierarchical structure from their
class titles (Section 5.2). To augment the taxonomy, we incorporate additional terms using a
pre-trained hypernym generator detailed in Section 5.3.1, creating a more comprehensive resource,
with the objective of performing an oriented and dynamic lexical variation in Section 5.3.2.

Central to this endeavour is the application of our taxonomy to patent tech-mining. The taxonomy
provides a valuable list of hypernym and hyponym terms, essential for enhancing lexical substitution
capabilities.
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This chapter is structured as follows: Section 5.1 provides an introduction to the International Patent
Classification schema and the rationale behind our new IPC-based technical taxonomy. Section 5.2.1
delves into the process of transforming IPC titles into comprehensive technical terms stored within
tree structures and the subsequent refinement process. Section 5.2.2 evaluates the quality and
usefulness of the taxonomy. Lastly, Section 5.3 outlines the taxonomies-based oriented dynamic
lexical variation.

This research has been done in collaboration with Zuo You from team Almanach from Inria, who first
built the English CPC version of the described technical taxonomies and trained the hypernym
generation models.
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5.1 Leveraging Technical Knowledge in IPC Titles

In this section, we aim to address several important questions regarding the construction of the new
IPC-based technical taxonomy. Based on the introduction of the original format of the IPC titles, we
analyze the characteristics of potential technical terms within the original IPC titles to provide insights
and answers to these questions. Specifically, we explore the following aspects:

- Characteristics of potential technical terms: We examine the composition and structure of IPC
titles to identify common patterns and characteristics that indicate potential technical terms.

- Justification for basing the taxonomy on IPC: We explain why using the IPC as the foundation
for the technical taxonomy is advantageous compared to other existing resources. We
highlight the comprehensiveness and standardized nature of the IPC and its suitability for
capturing domain-specific technical terms.

- Expected processing results: We discuss the anticipated outcomes of the processing
techniques applied to extract technical terms from the IPC titles. This includes the
identification of relevant hypernymy and hyponymy relations and the construction of a
comprehensive technical taxonomy.

- Use case and practical utility: We demonstrate the usefulness of the IPC-based technical
taxonomy in various applications, such as patent classification, passage retrieval, and
keyword extraction. We emphasize how the taxonomy enhances the efficiency and accuracy
of these tasks by providing a structured and domain-specific knowledge framework.

- Decision on the form of the taxonomy: We discuss the linguistic and practical considerations
involved in representing the extracted technical terms. This decision encompasses issues such
as the representation format (e.g., as individual terms or compound terms) and the
organization of the taxonomy for optimal usability.

- Methodology for term extraction: We outline the approach and techniques employed for
extracting technical terms from the IPC titles. This involves leveraging linguistic patterns,
syntactic analysis, and semantic relationships to identify and extract relevant terms.

5.1.1 The Original Format of the IPC Titles

Our study uses the parallel IPC (edition 2016) in English and Chinese, which represents the majority
of the world's patent applications'* and can be obtained from the World Intellectual Property
Organization (WIPO)"' and the official website of the China National Intellectual Property
Administration (CNIPA)'*, respectively.

130 According to the World Intellectual Property Organization (WIPO) 2020 report
(https://www.wipo.int/edocs/pubdocs/en/wipo_pub_941_2020.pdf), out of a total of 275,900 PCT (Patent
Cooperation Treaty) applications filed, English was the most commonly used language, accounting for 62.4% of
all applications, while Chinese accounted for 23.8% of all applications. These two languages combined make up
more than 86% of all PCT applications filed in 2020.

B https://www.wipo.int/classifications/ipc/en/I Tsupport/Version20160101/index.html

132 hitps://www.cnipa.gov.cn/art/2016/8/3 1 /art\ 2152\ 152142 html
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The decision to use the International Patent Classification (IPC) as the source of our taxonomy was
based on several factors. Firstly, the IPC is an internationally recognized and widely used patent
classification system. It provides a comprehensive and standardized framework for organizing and
categorizing patent documents. The titles of each class within the IPC contain valuable information
about the subject matter and technical domains covered by the patents.

The Chinese version of the IPC is an official translation of the original English version provided by
the World Intellectual Property Organization (WIPO). By aligning the Chinese titles with their
corresponding English titles, we were able to create a parallel corpus that facilitated the construction
of our taxonomy.

The IPC is organized into eight sections as presented in Section 1.1.2, each covering a specific domain
of technology. These sections include

Human necessities

Performing operations; transporting

Chemistry; metallurgy

Textiles; paper

Fixed constructions

Mechanical engineering; lighting; heating; weapons; blasting engines or pumps
Physics

TOTmOUOWE

Electricity

Within each section, there are classes, subclasses, groups, and subgroups that further refine the
classification. The titles associated with these classifications are expressed in the form of noun
phrases, participle phrases, or prepositional phrases, providing descriptive information about the
subject matter of the patents. The subgroups in the IPC version of 2016 comprise approximately
70,000 classification entries.

In our research, we primarily rely on the International Patent Classification (IPC) as the main patent
classification system (more details in Section 1.1.2). However, it is worth acknowledging the
existence of alternative systems, such as the Cooperative Patent Classification (CPC). The CPC is a
comprehensive classification system jointly managed by the European Patent Office (EPO) and the
United States Patent and Trademark Office (USPTO). The Chinese Patent Office joined this initiative
in 2016, expanding its scope and coverage. With over 300,000 entries, the CPC offers a larger
collection of classifications compared to the IPC. However, during the course of our study, we
encountered limitations in accessing complete translations of the CPC into Chinese. Consequently, we
made the decision to prioritize the use of the IPC, which provided a more comprehensive and readily
available official Chinese translation.

The following Table 5.1 gives an example of the original IPC titles in Section A - HUMAN
NECESSITIES. As shown in Table, the IPC titles are organized in a hierarchic structure, containing
different levels, such as “Sections” (e.g. A), “Classes” (e.g. AOl), “Subclasses” (e.g. AO1B), and
“Groups”, which are subdivided into “Main Groups” (marked as “level 07, e.g. A0O1B 1/00) and
“Subgroups” (marked as “level 1”” and so on, until “level 9” '* in edition 2016.01, e.g. A01B 1/02 and
AO01B 1/04).

133 In the 2016.01 version, the only subgroup on level 9 is “G09G3/325 the data current flowing through the
driving transistor during a setting phase, e.g. by using a switch for connecting the driving transistor to the data
driver”.
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A -3 | HUMAN NECESSITIES NRAETE VR

AO1 -2 | AGRICULTURE; FORESTRY; ANIMAL | gk #folk; B0l ; 78 ; 14 ; ff
HUSBANDRY:; HUNTING; TRAPPING; FISHING

AO01B -1 | SOIL WORKING IN AGRICULTURE OR | fRMvsisfollitgdg ; — ek s /R
FORESTRY; PARTS, DETAILS, OR | HAJEE, b
ACCESSORIES OF AGRICULTURAL
MACHINES OR IMPLEMENTS, IN GENERAL

AO01B 1/00 0 | Hand tools FHTH

AO01B 1/02 1 | Spades; Shovels i 5

AO1B 1/04 2 | with teeth gy i)

Table 5.1 - Example of the general organization of the original IPC titles from Section A -

HUMAN NECESSITIES™

In the English version of the IPC, all three top levels (section titles, class titles, and subclass titles) are
written in capital letters. However, for group titles, the capitalization may vary depending on the
phrase types used in the title. This characteristic, unique to the English IPC, proves to be highly

valuable for extracting terms in subsequent sections.

Additionally, besides capitalization information, there are several other language-specific features in
English that can provide useful information for processing Chinese titles. It is for this reason that we
construct our taxonomy using parallel bilingual titles, allowing us to leverage these English

language-specific features for effective processing for Chinese.

Section

A

B

C

D

No. of classes

16

38

21

130

No. of subclasses No. of main groups
84 1132

169 1'992

87 1321

39 350

31 323

97 1'072

81 696

51 548

639 7'434

No. of subgroups Total no. of groups
7763 8'895

14'930 16'922

13'187 14'508

2'700 3'050

BI5 3'438

7'705 8'777

7'426 8'122

8'326 8'874

65'152 72'586

Table 5.2 - Number of Titles in Each Section at Each Level of IPC (Edition 2016.01)

134 As the level code starts from 0 from the fourth level, the first three levels do not have a level code. We call
them here from the top “level -3”, “level -2” and “level -1”".
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On the official website of the World Intellectual Property Organization (WIPO), detailed statistics
regarding the exact number of titles at each level of each section in the International Patent
Classification (IPC) can be found. These statistics reveal an observed phenomenon of imbalance
among the sections. It is specifically worth noting that Sections B and C contain approximately five
times the number of group titles compared to Sections D and E. This discrepancy in the number of
group titles suggests that there is a higher level of granularity and subdivision within the subject
matters covered by Sections B and C.

5.1.2 Alignment of English-Chinese IPC Titles

To establish alignment between the Chinese version of IPC and the English version, a two-step
process is employed.

- In the first step, the IPC text files for each of the eight sections are converted into a structured
tree object. This conversion involves organizing the IPC titles/headings based on their IPC
code level, resulting in the creation of a hierarchical structure. The hierarchical structure is the
foundation for the subsequent stages of taxonomy construction.

- In the second step, the Chinese titles are aligned with their corresponding English titles that
share the same IPC code. Par example, in the Table 5.3 the English term “from material of
animal origin” and the Chinese term “MZ#) R ILHIREL (38 AE M 8 A= b 273k 15 89 5))
Wk AA23K 10/10)” share the same IPC code “A23K 10/20”. This alignment enables
the establishment of a clear correspondence between the Chinese and English versions of the
IPC. This correspondence is crucial for the subsequent analysis and taxonomy construction, as
it allows for leveraging the processing of the English titles to facilitate further steps involving
the Chinese language.

Although the Chinese version of IPC titles is a direct translation from the original English file by the
Patent Literature Department of the China National Intellectual Property Administration, the titles in
Chinese do not always correspond to the English ones in a strict way. Table 5.3 shows some examples
of this non-correspondence.

A23K 10/20 1 | from material of animal origin MBI SRR L (AR A= s AL
AT B AA23K_10/10)

A23G 9/06 2 | characterised by using carbon dioxide or carbon | ZHfE5EFA23G 09/08EIA23G 09/14%:
dioxide snow as cooling medium AH.

7

AO01N63/00 0 | Biocides, pest repellants or attractants, or plant | &A%AEM., FE. WMEMER. 1Y
growth regulators containing micro-organisms,
viruses, microbial fungi, animals, e.g. nematodes,
or substances produced by, or obtained from
micro-organisms, viruses, microbial fungi or
animals, e.g. enzymes or fermentates

A61Q1/02 1 | Preparations containing skin colorants, e.g. | &Rtk
pigments
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A23K 10/20 1 | from material of animal origin BN AIRAIRT B (B PR s A= b
PAFHIBN TR A A23K_10/10)

B01D24/00 0 | Filters comprising loose filtering material, i.e. | &7 BRIAEEHRE JESE, Fldn, 765 MR T
filtering material without any binder between the | BZF4E[A]VEAA FEE NI JEA K
individual particles or fibres thereof

A61B17/3207 | 3 | Atherectomy devices S FEBEER U] (Atherectomy) ZE (&

A47C1/14 1 | Beach chairs b (M) MR #

A47B77/08 2 | for incorporating apparatus operated by power, | 5-H ) (GFEKT)) BEREE B G0
including water power; for incorporating apparatus | ; 5=, WA IEREBEMRE AN

for cooking, cooling, or laundry purposes

Table 5.3 - Non-correspondence between the original English IPC titles and the official Chinese
translation

As shown above, the types of non-correspondence vary from minor issues during processing (e.g.
A23K 10/20) to severe structural problems that may affect severely the quality of the final taxonomy
(e.g. AOIN63/00).

There are in general five types of non-correspondence:
- missing or additional parentheses (e.g. A23K 10/20, A47C1/14, A47B77/08)
- English translation in parentheses (e.g. A61B17/3207)
- “e.g.”and “i.e.” (e.g. BO1D24/00)
- missing examples following “e.g.” (e.g. A61Q1/02)
- mismatch in content (e.g. A23G 9/06, AOIN63/00)

Among which, while the three first can be solved certain automated processes, the mismatch in
content and missing examples following “e.g.” are two sources of errors introduced by the
transformation into tree structures in Section 5.2.
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5.2 Mining Hypernyms/Hyponyms in [PC Titles

In this section, we outline the process of building a tree structure for patent-related terms using IPC
titles. The entire procedure comprises three steps (refer to Figure 5.2):

1. The creation of taxonomy trees.
2. The classification and refinement of constructed hypernyms/hyponyms relations.
3. The training of a hypernym generator based on the established taxonomies.

The initial part of STEP 1, involving the alignment of bilingual IPC titles, has already been addressed
in Section 5.1.2. In this section, we shift our focus to the subsequent steps, which involve filtering
inappropriate titles, eliminating irrelevant information from the titles, and supplementing incomplete
titles.

STEP 1: Construction of the Taxonomy Trees (Section 3.1)

A
r N

Official Trainslated Chinese IPC

Alignment of Filtering titles without Parsing and attachement

"1 bilingual IPC titles needed information of the incomplete titles
Original English IPC

Y

STEP 2: Classification
and pruning of the
constructed relations
(Section 3.2)

STEP 3: Training TS
Hypernym Generator with
the constructed taxonomies

(Section 4)

Use Case: Lexical

taxonomies in tree structure -+

variation for augmented
inventing (Section 5)

Figure 5.2 - The Process for Lexical Variation

5.2.1 The Construction of the Tree Structure

The creation of taxonomy trees itself consists of three parts: (1) Filtering inappropriate titles or
irrelevant information in the titles (Section 5.2.1.1); (2) Extraction of technical expressions (Section
5.2.1.2); (3) Nominalization of incomplete technical expressions (Section 5.2.1.3).

After experimenting with different depths of level, we limited the depth of the tree to eight levels
(ipc8, marked as “level 1”°). The ipc8 version contains 29,626 titles in total.
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5.2.1.1 Filtering Inappropriate Titles or Irrelevant Information in the Titles

The original IPC primarily serves the purpose of categorizing patents and utility models based on their
specific technological domains. In this capacity, it incorporates categories that establish certain
relationships or references to other IPC categories, as demonstrated in Table 5.4. Although these
relationships are valuable for classification purposes, they do not provide relevant terminology
taxonomy information. To proceed after completing the alignment process outlined in the previous
step, our next task involves removing unnecessary information from the aligned IPC titles.

In this section, we provide a detailed analysis of the IPC titles in order to extract the relevant technical
terms for our study while excluding irrelevant information. To achieve this, we apply a filtering
process based on specific types of frequently encountered unwanted expressions. These expressions
include IPC reference codes enclosed in parentheses, abbreviations and translations within brackets or
parentheses, as well as certain determiners, pronouns that are not appropriate for inclusion in terms,
and so on.

We present the structure of each type along with examples and provide a list of keywords that can be
used to identify these unwanted expressions. By implementing this filtering approach, we aim to
streamline the extraction of the desired technical terms and minimize computational efforts.

The following Tables 5.4 and 5.5 give examples of the two main types of expressions involving IPC
reference codes in the original IPC titles.

A01B SOIL WORKING IN AGRICULTURE OR AL AL YRR — AL AR
FORESTRY; PARTS, DETAILS, OR ACCESSORIES | & ELAGH -, F kbt ik O T-4EFh,
OF AGRICULTURAL MACHINES OR Tofrhif B8 Bt RIS ) - FE TR X B 2 1 X
IMPLEMENTS, IN GENERAL (making or covering | AA01C_05/00 ; FRARVEMIH AR A
furrows or holes for sowing, planting or manuring AO1D; R AF e pl & 1 14 2% S RE S K
A01C_05/00; machines for harvesting root crops REIEHLAA0ID 42/04; 53 AL B
A01D; mowers convertible to soil working apparatus LA RIBIBEHLAA0ID 43/12; THEH
or capable of soil working AO1D_42/04; mowers RS I AEOL, E02, E21)
combined with soil working implements AO1D 43/12;
soil working for engineering purposes E01, E02, E21)

A01B 01/00 Hand tools (edge trimmers for lawns A01G_03/06) F3) TH (FEHMERALAA01G_03/06)

A23K 10/20 from material of animal origin MBI IR EIRARE (AR A= B8 A2

LRSI AL AA23K_10/10)

A61K 31/48 Ergoline derivatives, e.g. lysergic acid, ergotamine F A RATEY), BInE AR, M1

A61K 31/495 having six-membered rings with two nitrogen atoms as | A {X AP DN RIR-FVENIF LR 1-HIR
the only ring hetero atoms, e.g. piperazine JuER, Bk (A61K_31/48f1L5%)
(A61K 31/48 takes precedence);;

A61L 02/04 Heat (A61L_02/08 takes precedence);; M (A61L_02/08415E)

A61L 02/08 Radiation i

Table 5.4 (a) - Examples of Irrelevant Information in Parentheses and Brackets from Section A
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As shown in Table 5.4 (a), the first structure is composed of two parts: the principle part describing an
object or a process, and the part enclosed in parentheses and brackets, describing in which specific
classes or groups certain types of the object or process expressed in the principal part of the title
should be included (e.g. AO1B, A01B 01/00, A23K 10/20 in Table 5.4 (a)), or which classes or groups
“takes precedence” of the current one (e.g. A61K 31/495, A61L 02/04 in Table 5.4 (a)). It is worth
noting that in some cases, as in A23K 10/20, the parentheses can only appear in one language (only in

the Chinese version here) due to the translation.

A61B5/055 involving electronic [EMR] or nuclear [NMR] B B FR[EMR) sz R SR
magnetic resonance, e.g. magnetic resonance imaging | [NMRJ ¥, I anfg 3Lz 12

A61B17/225 for extracorporeal shock wave lithotripsy [ESWL], e.g. | F T R4 ESN b B [ESWLIA, 40
by using ultrasonic waves I FH A 75 I Y

A61K38/24 Follicle-stimulating hormone (FSH); Chorionic TRIPVaEEFE (FSH) ; 2B MY
gonadotropins, e.g. HCG; Luteinising hormone (LH); | 3&, FIANHCG ;{2 & A5 (LH) ;& H
Thyroid-stimulating hormone (TSH) R (TSH)

A61K38/25 Growth hormone-releasing factor (GH-RF) K FER A+ (GH—RF) (R4 K
(Somatoliberin) EETES!

A61K49/06 Nuclear magnetic resonance (NMR) contrast FERE LR (NMR) 3552 71 ; 8 46 8% (MRIT
preparations; Magnetic resonance imaging (MRI) ) kg 15 557
contrast preparations

A61H31/02 "Tron-lungs", whether or not combined with gas AN SRR LS B Ry Pfit (A
breathing means TR ER)

A61K36/03 Phaeophycota or phaeophyta (brown algae), e.g. Fucus | %8 [] (#63#8) , 514054 s

A61B17/3207 Atherectomy devices HAREBE LA Y] (Atherectomy) JE1E

A47C1/14 Beach chairs 1 (i) W e

A47B77/08 for incorporating apparatus operated by power, M3 77 (EFEKI)) B2 E tE 4
including water power; for incorporating apparatus for | &HJ; 572 MEIEPER L EFH S
cooking, cooling, or laundry purposes A

A61B16/00 Devices specially adapted for vivisection or autopsy B IS TG AR 2 7 AR R 6
(similar devices for medical purposes, see the relevant | #ik (H T ES7 B B2 EIasp WX 2
groups for such devices) IR A DD

A61J3/00 Devices or methods specially adapted for bringing L T2 0 il AR AR RO M B S IR
pharmaceutical products into particular physical or TERRYZEE SO 5 (b 05 i WA R
administering forms (chemical aspects, see the RKIE)
relevant classes)

Table 5.4 (b) - Examples of Other Possible Contents in Parentheses and Brackets from Section A

Some other contents that may appear in the parentheses and brackets are shown in Table 5.4 (b):
abbreviations in square brackets (e.g. A61B5/055, A61B17/225 in Table 5.4 (b)) and parathesis (e.g.
A61K38/24, A61K38/25, A61K49/06 in Table 5.4 (b)), and in the case of Chinese, additional
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explanations as well as corresponding original English terms of translated terminologies marked with
parathesis (A61H31/02, A61K36/03, A61B17/3207 in Table 5.4 (b)).

A61K31/46 8-Azabicyclo [3.2.1] octane; Derivatives thereof, e.g. | 8& 4% _3F [3, 2, 1]1E4%; HATAY),
atropine, cocaine BANFAIFE S AR A

A61K31/43 Compounds containing 4-thia-1-azabicyclo [3.2.0] EARAVRIWIR [3.2.01F 53 R 1
heptane ring systems, i.e. compounds containing a ring | {LA&4#, A& TR RAULEW: Filn
system of the formula , e.g. penicillins, penems HER HEE

A61K38/44 Oxidoreductases (1) FACIEEE (1)

A61K38/45 Transferases (2) HBEE(2)

A61K38/46 Hydrolases (3) KA (3)

A61K38/47 acting on glycosyl compounds (3.2), e.g. cellulases, YEFRFHEEAL G (3, 2), BIANLT4E
lactases G, FLHEN

A61K38/48 acting on peptide bonds (3.4) VEF Tk (3, 4)

A61K38/49 Urokinase; Tissue plasminogen activator DR UMTG ; 123 AV g TR BT 77

A61K38/50 acting on carbon-nitrogen bonds, other than peptide VEAH FR—R B AR (3, 5),
bonds (3.5), e.g. asparaginase 311200 R 4 Tk e g

A61K38/51 Lyases (4) LT (4)

A61K38/52 Isomerases (5) S (5)

A61K38/53 Ligases (6) TEHE (6)

A61K31/15 Oximes (; CNO)Hydrazines (; NN)Hydrazones (; NN) | F5CON; BENN; FENN

A61K31/155 Amidines (), e.g. guanidine (H2NC(NH)NH2), isourea | BKNCN, flZ1AK (H2N—C (NH)
(HNC(OH)NH2), isothiourea (HNC(SH)NH2) —NH2) . 7% (HNC (OH)NH2), &

fiftfix (NHC (SH) —NH2)

A61K31/175 having the group , NC(O)NN or, e.g. ENC(O)NN, NC(O)NN=NC (0)
carbonohydrazides, carbazones, semicarbazides, NNZEFW, FlanFEp. FERE.
semicarbazonesThioanalogues thereof FEME FFEF; HARASKE

A61K31/56 Compounds containing E K () EULIER R LG HAlT
cyclopenta[a]hydrophenanthrene ring systems; W, Blin S iEeEw
Derivatives thereof, e.g. steroids

Table 5.4 (c) - Examples of Contents Involving Chemical Terms

in Parentheses and Brackets from Section A

Nonetheless, a subsequent issue arising from the removal of parentheses and brackets pertains to

chemistry terms that also incorporate these symbols, as illustrated in the examples provided in Table
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5.4 (c). This challenge persists throughout this study. However, such titles are typically found at
deeper levels within the taxonomy, whereas our process is confined to the initial levels of IPC titles.

For this first type of IPC titles including IPC reference codes inside, we keep the principle part and
eliminate the enclosed part, although they may also contain potential technical terms, which holds
especially true for the first structure in Table 5.4 (a) (e.g. A0O1B, AO1B 01/00, A23K 10/20), such as
“machines for harvesting root crops”, “mowers convertible to soil working apparatus or capable of
soil working”, “mowers combined with soil working implements” in AO1B, and “edge trimmers for

lawns” for AO1B 01/00, which are identical in the IPC texts. More sophisticated processing will be
reserved for future work.

The identification of this first type is by simply using the pattern to match parentheses with IPC codes
inside. After the process, we eliminated 2,716 titles.

In the second type shown in Table 5.5, the title as a whole is about the inclusion of certain objects or
processes in certain classes or groups (e.g. AOIN 57/02, AO1P 15/00, A23B 4/14 in Table 5.5).

Like the processing above, at the current stage, we eliminate the whole titles containing IPC codes
here, in spite of the observation of potential technical terms, such as “Biocides for specific purposes”
in AOIP 15/00.

AOIN57/02 | 1 having alternatively specified atoms bound to the BA SR T8N H L RUETE
phosphorus atom and not covered by a single one of AOIN_57/10, AOIN_57/18,
groups; AOIN_57/10, AOIN_57/18, AOIN_57/26, AOIN_57/26, AOIN_57/34
AOIN_57/34

AOQ1P 15/00 0 Biocides for specific purposes not provided for in TEAO1P_01/00FEA01P_13/00RELE
groups; AOIP_01/00-A01P_13/00 BT TH5 2k B 89893 £ 77

A23B 4/14 1 Preserving with chemicals not covered by groups; JHA23B_04/025¢A23B_04/12/NHAR
A23B_04/02; or A23B _04/12 WAEHAE TR IRAE

Table 5.5 - Examples of Unwanted Titles Containing IPC codes

To match these titles, except the IPC codes, we also used a list of keywords in combination. After the
process, we eliminated 1,775 titles.

After the title filter removed titles that were not relevant from a taxonomy perspective during
preprocessing, certain strings in the remaining entries are still not part of the technical expression.
These include explanations or descriptions marked with “Z H (léi mu, ‘groups’)”, and “ZFf4 (ling
jian, ‘details, accessories’)”, etc. Table 5.6 lists different types of unwanted strings along with the
eliminated title number of each type.

194



Chapter 5 - Lexical Variation with the Construction of a Patent-related Taxonomy

Chinese Keywords English Keywords Number
“RKHE “HB” “subclass”, “groups”, “subgroup” 256
A <Y Y “details”, “accessories”, “tools” 531
iR “in general” 238
“H R PIM R <8R P <ai H | “or like elements”, “or the like”, “or 2,861
it 50 43/ ale At ER AL /el At ER 4> | other parts” “not provided for

“LEFHA R FI AR elsewhere”

Table 5.6 - Keywords and Number of the Remained Irrelevant Information in the IPC Titles

5.2.1.2 Extraction of Technical Expressions

Within this subsection, we employ heuristic rules and syntactic analysis to extract pertinent
information from IPC titles, which will be instrumental in the creation of taxonomies.

This second step also consists of two parts: (1) The separation of conjunction by semicolons; and (2)
The extraction of examples within titles as hyponyms.

To separate conjuncts (in Table 5.7), we divide those connected by semicolons in both English and
Chinese. Conjunctions linked by simple commas or coordinating conjuncts such as 11 (hé, ‘and’) and
8¢ (huo, ‘or’) remain unaltered. It's important to note that we only split conjunctions of the second
type at the lowest level of the taxonomy trees to ensure clarity when determining the syntactic head
for attaching a conjunct.

And from an application perspective, not only simple terms but also expressions containing
conjunctions can be found in the real patent corpus, these long expressions are considered useful to a
technical taxonomy.

Errors related to the separation of elements within IPC titles can introduce significant challenges and
inaccuracies in the process of creating taxonomies. One common issue arises from the absence of the
semicolon in English IPC titles, exemplified by entries like “A01N3/00” and “A01M” in Table 5.7.
This missing punctuation can disrupt the correct segmentation of terms, making it challenging to
identify individual components within the title accurately. Another error occurs when different
separation marks are mixed with the semicolon, creating inconsistencies and confusion in the title
structure. Furthermore, translation inconsistencies can contribute to errors, especially when
corresponding terms in different languages do not align correctly.
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A0l -2 | AGRICULTURE; FORESTRY; ANIMAL | b Mol ; & ol 554t ; 754 i
HUSBANDRY; HUNTING; TRAPPING; FISHING

A01B -1 | SOIL WORKING IN AGRICULTURE OR AL AL B — AL AR
FORESTRY; PARTS, DETAILS, OR ACCESSORIES | ¢ FLAGER (. Tk
OF AGRICULTURAL MACHINES OR
IMPLEMENTS, IN GENERAL

A01B15/02 1 Plough blades; Fixing the blades ) ; B EFL TN

A01B69/00 0 Steering of agricultural machines or implements; | AMVALIR AR B A0 ¥ ALK ; 7E AT 2
Guiding agricultural machines or implements on a | REVHLE LS 5IKRHLE
desired track

A01C3/02 1 Storage places for manure, e.g. cisterns for liquid | JEEARAYW /7 HIA, A AR A EEAERY
manure; Installations for fermenting manure WEZE ; BRI R I

A01B33/08 1 Tools; Details, e.g. adaptations of transmissions or | T{E@BM:; Zb, Billnfh 5% &k %
gearings HE1E

A61L15/32 3 Proteins, polypeptides; Degradation products or | & HF. LIk ; EATRIKAR = MsiAT
derivatives thereof, e.g. albumin, collagen, fibrin, | ZE#), BIANAE A, WKWREH., 4%
gelatin H. ik

AO01IN3/00 0 Preservation of plants or parts thereof, e.g. inhibiting | FH4 8k H R ERAGLRAE, APNHIZR K&
evaporation, improvement of the appearance of leaves | icidlM-7-FISM M ; £2
Grafting wax

A0IM -1 | CATCHING, TRAPPING OR SCARING OF | Z#iufiiHlt, Bl iin; 4 KA F5)
ANIMALS; APPARATUS FOR THE | ¥ S RIAEE
DESTRUCTION OF NOXIOUS ANIMALS OR
NOXIOUS PLANTS

Table 5.7 - Examples of Titles as Subjects of Seperation

The other part involves the extraction of example terms as children nodes.

A great number of titles contain examples of the described technical means or instances, normally
following the example markers “i40 (i ra)”, “{& 40 (zhii 10)”, “EE40 (bi r1)” and “40 (ra)” ("e.g.”
and "such as” in English) at the end or in the middle of the title (Table 5.8). These examples are
viewed as potential subcategories or specific cases related to the means or instances discussed in the
main part of the title. We extract these examples as child nodes.

A01C7/16 2 Seeders with other distributing devices, e.g. brushes,

discs, screws, slides

7 AL SCAT R A RE P AL, 5140 Rl
T BEE L HRGE, AR

A61G10/02 1 with artificial climate; with means to maintain a BA N LEMEIRIT = R RET
desired pressure, e.g. for germ-free rooms TAUREENIRTE, A TERE
Y

BB #5 . B8 F WA BAL
W 7 S L T B Y

B65H9/18 1 Assisting by devices such as reflectors, lenses,

transparent sheets, or mechanical indicators
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A01C7/16 Seeders with other distributing devices, e.g. brushes, iy FAHHCAT 2L & AR RAL, 20 FH
discs, screws, slides . R, WRFE. TEARAY

A61G5/12 Rests specially adapted therefor, e.g. for the head or T HE, AT ks
feet

A47]43/04 Machines for domestic use not covered elsewhere, e.g. | FFIAHAMMAE WF B, AT
for grinding, mixing, stirring, kneading, emulsifying, WS TR IRA . PR A
whipping or beating foodstuffs, e.g. power-driven FLAb, BETIERY, 3 ) IRBHY

A61B1/24 for the mouth, i.e. stomatoscopes, e.g. with tongue AERRS, BN O e, anaw kS AR
depressors F s

A61K31/455 Nicotinic acid, i.e. niacin; Derivatives thereof, e.g. JHEE, BRI  SATAES, Bilinks,
esters, amides [T

A61P25/18 Antipsychotics, i.e. neuroleptics; Drugs for mania or PUREARIR 2y, Blanth & fH R iR
schizophrenia ST AL BRI R 53 ZRUE R 254

Table 5.8 - Examples of IPC Titles Containing Examples and Instances

To achieve this, we employ a method where we split the title at the markers (Table 5.9), and any
segments that appear after it are considered as child nodes linked to the preceding segments. It's worth
noting that in certain titles, the marker “BJ} (i.e.)” is sometimes mixed with example markers and is
followed by examples and instances. In the examples of “A61B1/24”” and “A61K31/455” in Table 5.8,
"i.e.” is directly followed by instances, and in “A61P25/18”, the English version uses “i.e.” while the
Chinese translation is “fF/ 401 (e.g.).”

Chinese Keywords English Keywords Number

(40 [ | be anjamy[~ s \n B 4an 1+ e.g. 10,755
such as

B[~ ; \nBp 4N+ ie. 1,177

Table 5.9 - The Keywords for Examples and Instances

5.2.1.3 Nominalization of Incomplete Technical Expressions

Following the process of splitting lengthy expressions with lists or examples into separate nodes and
making necessary adjustments to their relationships based on the enclosed information, the subsequent
step revolves around converting incomplete results into nominal expressions. This transformation
involves the use of syntactic parsing to pinpoint titles that lack syntactic completeness. We employ
SpaCy, a dependency parser that demonstrates superior performance in English compared to Chinese,
to detect all English titles characterized by a syntactic head that is not a noun. We then attach them to
their parent node title. Additionally, we identify their corresponding Chinese titles that necessitate
attachment to ensure the accuracy and completeness of the taxonomy development process.
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Titles that are not capitalized typically represent incomplete phrases (refer to Table 5.10 for
examples). In the English version of IPC, when an expression starts with a lowercase letter, it signifies
that it should be appended to the expressions of the parent node. This decision is straightforwardly
implemented based on English expressions since Chinese does not employ capitalization. In English,
participial or prepositional phrases are consistently added directly at the end of their parent titles.
However, in Chinese, these phrases are added in front of the parent titles and connected using the
word “fJ (de, meaning ‘of’)”. In most cases, the particle “["J (de, ‘of’)” serves as the connector.
Nevertheless, for phrases that commence with specific expressions like “J#id (tong guo, ‘by
means/way of”)”, an additional term “3& (lai, ‘come’)” is used instead of “f*J (de, ‘of”)” to establish
the connection between the phrase and its parent title. In certain cases, the connector “fJ” is missing
at the end of incomplete titles, as exemplified by “A47H13/01” in Table 5.10. In such instances, it
becomes necessary to automatically add the connector “[)” to complete the title.

AO01B1/04 2| with teeth H A Y
A47H13/01 1 by clamps; by clamps attached to hooks or rings A I+ FIME T g m) e+
AO01B1/24 1 for treating meadows or lawns Ab B R i Bl BEE Y

A01B59/042 | 2 having pulling means arranged on the rear part of the | 25| % & ZZETEHERIALR TR
tractor

A01B63/08 2 operated by the movement of the tractor FHERI AL Z 2 B EY

A61G17/007 | 1 characterised by the construction material used, e.g. AT B S5 MO B R RHERY, Filan
biodegradable material; Use of several materials ARG RA R T LA )

Table 5.10 - Examples of Incomplete Titles

Two examples of the constructed taxonomies at the end of the above processing are shown in Figure
5.3 and Figure 5.4.

SECTION G - PHYSICS #3
F——MEASURING {lll &
| F——MEASURING LENGTH, THICKNESS OR SIMILAR LINEAR DIMENSIONS & - JEESE LM R it &
| | F—— Instruments as specified in the subgroups and characterised by the use of mechanical measuring means 748 1 Ff7 51 1 LAfs FIHUARIU & 75 ¥ o HAFE R B B
| | F——Measuring arrangements characterised by the use of mechanical means LS FIHU A W 4FIE R T B &
| | F——Measuring arrangements characterised by the use of electric or magnetic means AR F B BG4 5 ¥ W I AT B % &
| | F——Measuring arrangements characterised by the use of optical means LASEF Y2 5 15 WAFIE T Bi% &
| | F——Measuring arrangements characterised by the use of fluids LA FH il A A 4FAER TR % &
| | F——Measuring arrangements characterised by the use of wave or particle radiation LASK FI % BCAL F5R5T ARHE AT R IR &
| | “——Measuring arrangements characterised by the use of infrasonic, sonic, or ultrasonic vibrations PSR FHIRE I < FE I < M8 A IRARBN W AFIE AT B A
| F——MEASURING ANGLES fiE it &
| —— Measuring arrangements characterised by the use of mechanical means EASR AU 7 2 4FE R T R % &
| f—— Measuring arrangements characterised by the use of electric or magnetic means AR FH B ERE A 77 45 W AFIE AT RS &
| —— Measuring arrangements characterised by the use of optical means AR B Y2 7 2 WAHAE A3 B &
| —— Measuring arrangements characterised by the use of fluids LASK F AR W AFIE AT RS &
| [—— Measuring arrangements characterised by the use of wave or particle radiation A3 i B0k T FEST MAFE AT R &
| —— Measuring arrangements characterised by the use of infrasonic, sonic, or ultrasonic vibrations AR FIIRFE K « I « A RS NAFER T R &
| ——MEASURING AREAS EHit&

Figure 5.3 - The Beginning of the Constructed Taxonomy of Section G at Level 0 (IPC6)

198



Chapter 5 - Lexical Variation with the Construction of a Patent-related Taxonomy

SECTION G - PHYSICS /7
f—— MEASURING W/ &
| ——MEASURING LENGTH, THICKNESS OR SIMILAR LINEAR DIMENSIONS /¥ « JEEEi2 1L R~ it it
| | | ——Rulersor tapes with scales or marks for direct reading FIT BRI R ek biic R s R
| | | F— flexible instruments as specified in the subgroups and characterised by the use of mechanical measuring means
TS B4R 4 R BT A L A LB B 7 A AR A R R
| | | F—— Chains for measuring length Fi T BB HIEESR
| | | F——Measuring wheels & 5%
| \ | }— Templates for checking contours FH T30 0 B AR
| ‘ | }7 Compasses [0,
| \ | }7 Micrometers TR
| ‘ | }7 Slide gauges bEp3)
|| Feeler-pin gauges flet B
| \ | \ L Dial gauges Tk
| | | F——Bars, blocks, or strips in which the distance between a pair of faces is fixed, although it may be preadjustable
TRAT - Bray, H o —nt T A R EE B A SR TS FT LU B e R 2 Y
| | | | “——End measure, feeler strip SRR - PR
| | | F——Ring or other apertured gauges P EE E b7 FLEIE L
| | | “——"go/no-go" gauge “i Hii— At i EH
| | | F——Gauges with an open yoke and opposed faces E75 FHEAIFE X} i AT R
| | | [ Plug gauges for internal dimensions with engaging surfaces which are at a fixed distance, although they may be preadjustable
TR PR A BV AT SR AR, A T 18] ) R A AT R E R E R
| | ' Gauges for measuring angles or tapers i1 ff B ol B pO B
| | “—— Conical calipers #EREF#
| |——Measuring arrangements characterised by the use of mechanical means LA FIHLIET 2 04 R HH R £
| | F——Measuring arrangements characterised by the use of mechanical means for measuring coordinates of points
FTF MR A A HOAAR A IR RN AT A B
| | | [ Measuring arrangements characterised by the use of mechanical means for measuring length, width, or thickness
AT RAKE - SRR LUR AT AR it s i &
| | | ——Measuring arrangements characterised by the use of mechanical means for measuring diameters
AT RER LR AN SN HE R T R
| | | [ Measuring arrangements characterised by the use of mechanical means for measuring distance or clearance between spaced objects or spaced apertures
FATF T B %) ¢ 3L A 1A BE BRI LUK FHLART T B 1 R B
| | | [~ Measuring arrangements characterised by the use of mechanical means for measuring depth
T EIRBE A DR AT A R T B
| | | ——Measuring arrangements characterised by the use of mechanical means for measuring contours or curvatures
TR R il A R AT S TR R &
| | | [ Measuring arrangements characterised by the use of mechanical means for measuring angles or tapers
P B Bl B A R R LT IR AT AT R
| | | F——Measuring arrangements characterised by the use of mechanical means for testing the alignment of axes
R TR BRI ) LUR AT oA R A T R
| | | F——Measuring arrangements characterised by the use of mechanical means for measuring areas
AT RERA R AN SN AT R
| \ | \ L Planimeter TR
| | | F—— Measuring arrangements characterised by the use of mechanical means for measuring roughness or irregularity of surfaces
FATF B R R B AR ) LR R AU B4 T R e
| | | '~ Measuring arrangements characterised by the use of mechanical means for measuring the deformation in a solid
AT R E AT A LR AT S TR R &
| | | “—— Mechanical strain gauge HLH{ R 251
| \ — Measuring arrangements characterised by the use of electric or magnetic means AT B B A 7 T A R AT R A

A

Figure 5.4 - The Beginning of the Constructed Taxonomy of Section G at Level 1 (IPCS)

In the taxonomy trees of both IPC6 and IPCS, it is obvious that there exist two types of the technical
expressions extracted: the first one are the typical technical terms (e.g. “Conical calipers #F &+ 4>
in Figure 5.4), which are normally noun phrases that are limited in length; the other are the longer
expressions (e.g. “Bars, blocks, or strips in which the distance between a pair of faces is fixed,
although it may be preadjustable Wl &4, Pealoay, Hor— b i [A] 64 PF B B AR 56 wT LU BB
JE[E E M) and “Measuring arrangements characterised by the use of mechanical means LA 5% FHH LS
J7ENFFIERS T B 15 £ in Figure 5.4), which are more like descriptions than technical terms.

It is important to note that not only simple terms but also expressions containing descriptions and
conjunctions can be found in the real patent corpus. Although these long expressions may be
considered useful for certain types of technical taxonomy, the lexical variation is more interesting in
the short nominal technical terms.
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Among these two types, the former corresponds to what we define as terms that are of interest for
lexical variation. However, the latter contains descriptive contents that are considered as subjects of
pruning in Section 5.2.2.

5.2.2 Evaluation and Pruning

As there exist no benchmarks for specialized taxonomies (Szopinski, 2020; Kaplan, 2022), we have
devised our own evaluation criteria to assess the quality and performance of our technical taxonomy.

Our evaluation consists of two key components: precision and recall.

To assess the precision of our technical taxonomy, we conducted a manual evaluation on a randomly
chosen sample of term pairs. This evaluation was centred on gauging the accuracy and relevance of
the technical terms and the relationships established between them. Through this manual review
process, we aimed to measure the precision of our taxonomy by considering both the quality of the
terms and the correctness of the relationships assigned to them.

In Table 5.11, we present the outcomes of this evaluation, which encompass assessments of both term
quality and the relationships within the taxonomy. After selecting 100 pairs at random from various
sections of the taxonomy, we found that both the English and Chinese technical terms exhibited a high
precision rate, approximately 90%, with respect to their quality. This suggests that the majority of the
terms are indeed accurate and pertinent within their respective domains.

Data TermEN TermZH Relation Recall EN Recall ZH
IPC6
(marked as “level 0”) 94.0% 93.0% 56.0% 19.70% 20.52%
IPCS8
(marked as “level 1) 93.0% 86.5% 49.0% 16.05% 14.03%

Table 5.11 - The Evaluation Results on IPC6 and IPCS8

In addition to assessing precision, we also conducted an evaluation of the recall of our taxonomy.
Recall measures the capacity of our taxonomy to successfully retrieve pertinent technical terms from
actual patent texts. By executing queries on genuine patent documents, we aimed to determine how
effectively our taxonomy could identify technical terms in specific domains.

To assess the recall of our technical taxonomy, we performed a retrieval analysis using a dataset of
authentic patent applications sourced from the China National Intellectual Property Administration
(CNIPA) between 2017 and 2021 and the United States Patent and Trademark Office (USPTO) stored
in Solr. This dataset specifically comprised the claims section of patent applications filed between
2010 and 2019.
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Unlike the precision, the recall scores'® for both English and Chinese versions do not appear ideal,
with only around 15 to 20 percent of terms being identified in actual patents.

Moreover, our analysis unveiled a correlation between the frequency of occurrence and the length of
technical terms. Generally, longer words tend to have lower frequencies. This observation underscores
that the quality and effectiveness of our tool diminish as term length increases.

Caorrelation of the length and the frequency in patent corpus (USPTO 2010-2019)

log(frequency) of the term

0 10 20 30 40 50 60 70 80
length of the term

Figure 5.5 - The Correlation of the Frequency and the Length of English Terms in Constructed
Taxonomies

In the previous step, our process involved the construction of taxonomies by splitting and
reorganizing nodes within the IPC titles. However, during this phase, we identified that not all the
content contained within child nodes was indicative of hyponymous (is-a) relationships with their
respective parent nodes. Following the establishment of the hierarchical tree structure, our subsequent
task was to design a relation classifier capable of distinguishing between hypernym/hyponym
relationships and other types of relations. These other relations often involve phrases where the heads
have different parts of speech (POS) or occur between a concrete term and an abstract term. For
instance, these abstract terms could include concepts, activities, events, and similar constructs.
Remarkably, we found that more than two-thirds of non-hypernym/hyponym relations fall into these
categories, highlighting the importance of a precise relation classification system.

The method involves using a rule-based keyword filter, as outlined in Table 5.12, which specifies the
keywords for identifying descriptive titles. The filtering was carried out exclusively using English
keywords due to their relatively uniform writing style.

135 This is defined be the number of found terms dividing by the total number of diverse terms.
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Keywords (in regular expression)

descriptive_patterns = r*methods?|methods orjmethods for| methods|detailsjmeans for|or
methods?|or implements?|*machines formachines or|instruments for|implements forlequipments?
for|specially adapted|characterised by|types? of]"“special|*measurement?
of|therefor|thereof]therewith|thereby| designed for |*treatment |aspects of|particular use of|general
design| them | their| other |*preparation|*Processes for'

Table 5.12 - List of Keywords to Filter the Descriptive Expressions in the Constructed Taxomies

With the filtered taxonomies, we redo the evaluation. The results are shown in Table 5.13 below.

Data TermEN TermZH Relation Recall EN Recall ZH
IPC6-light
(marked as “level 0”) 98.0% 96.0% 66.0% 54.09% 54.95%
IPC8-light
(marked as “level 1) 90.0% 88.0% 62.0% 51.05% 45.08%

Table 5.13 - The Evaluation Results on the Light Versions of IPC6 and IPC8

We can see that the precision and recall have both enhanced following the filtering process,
particularly the recall across all four versions.

Our study revealed significant findings, showing that about half of the nodes in both our English and
Chinese taxonomies were successfully extracted from at least one patent document. This highlights
the efficiency of our taxonomy in encompassing a substantial amount of technical terms present in
patent documents.
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5.3 Oriented Dynamic Lexical Variation

In this section, we will integrate the term recognizer with the IPC-based taxonomy to create another
application that aids in patent drafting—specifically, oriented dynamic lexical variation.

retrieve
Ye hypernyms in
PATAXO

|

Input text: A device to detect blockages in
a pipe connecting a sewer to a structure,
comprising: an acoustic energy sensor;
means for transmitting a signal from said
sensor; and means for receiving said IPC section
signal transmitted from said sensor and prediction
indicating to a user the strength of said
signal.

Term recognized
exists in the predicted domain in

PATAXO?

User requires more
hypernyms ?

Output: a list of
hypernyms of the given
term 'blockages'

Yes

¥

Term recognized: blockages

LLM

generations

No-

Figure 5.6 - The Procedure of the Oriented Dynamic Lexical Variation

The complete process of oriented dynamic lexical variation is depicted in Figure 5.6 above. When
provided with an input text from a patent claim, we initially identify replaceable terms, such as
“blockages” in the example of Figure 5.6. Subsequently, we search for their hypernyms in the
IPC-based taxonomy relevant to the corresponding IPC domain. In cases where the hypernym is not
found within the constructed taxonomy, we employ a transformer-based Language Model (LLM)
trained on the taxonomy to automatically generate a list of potential hypernyms for the recognized
term. In the given example of Figure 5.6, the system does not find the term “blockages” in the
taxonomy and proceeds to calling the LLM.

In the following subsections, we will outline the training of the transformer-based LLM model as a
hypernym generator in Section 5.3.1 and provide examples of term substitution in Section 5.3.2.

5.3.1 Training a Transformer-based Hypernym Generator

Based on the bilingual taxonomies, we trained parallely an English model and a Chinese model with
the task of hypernym generation for each IPC domain. For English, we fine-tuned the FLAN-T5
model (Chung et al., 2022), which is a variant of the original T5 model. And for Chinese, we use the
zhuiyi-T5-pegasus. In this study, we focus on the Chinese term variation and present in detail only the
training process of the Chinese model.

For Chinese data, we used the Chinese model zhuiyi-T5-pegasus'*® for fine-tuning as T5’s tokenizer
does not support Chinese inference. Compared to the original TS5, zhuiyi-T5-pegasus uses a Bert
tokenizer with Chinese word splitting and has a pre-training task of text summarization and
paraphrasing, borrowing ideas from the Pegasus model (Zhang et al., 2019), which is developed by
Google Al designed specifically for abstractive text summarization by pre-training on a large corpus
of text with a novel self-supervised objective called "gap sentences generation".
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99137 t138

We used their “t5-pegasus-base””’ checkpoint'>® with 275 million parameters, and applied the same
configurations during fine-tuning as for FLAN-T5 for English.

To simplify the training process of our model, we divided our hierarchical taxonomies into word pairs
term-hypernym, allowing us to utilize domain-specific knowledge and the terms as input features.
These pairs were then divided into training, validation, and testing subsets in an 80:10:10 ratio. Basic
statistics of the datasets for both Chinese and English are presented in Table 5.14 for reference.

train wvalid test
en 16,316 2,040 2,040
zh 16,316 2,040 2,040

Table 5.14 - The Size of Training, Validation, and Test Datasets

We assess the models’ performance using three distinct metrics: (1) Hits at k (Hits@k, where k=1, 5,
10) and (2) Mean Reciprocal Rank (MRR). These metrics are widely employed in information
retrieval as well as for relation prediction tasks. Hits@K measures the proportion of test examples
where the correct candidate is ranked within the top K positions. On the other hand, Mean Reciprocal
Rank (MRR) provides an absolute ranking score. Below is the formula for calculating the MRR score,
where “rank i signifies the rank position of the first relevant document for the i th query:

1@l
MRR = E )
|Q| i=1 1'-':1111{5

Here, Q represents the total number of queries in the evaluation.

The results for both Chinese and English models are shown in Table 5.15 below.

data Model Hits@l | Hits@Q5 Hits@Ql0 MRR
1) PATAXO_en | FLAN-T5 7.03 17.74 36.04 14.83
2) PATAXO . zh | zhuiyi-T5-pegasus | 9.56 22.67 40.58 18.60

Table 5.15 - The Evaluation Results of the T5-based Hypernym Generator on the Test Set

In summary, the findings suggest that fine-tuning language models with domain-specific
term-hypernym pairs can enhance their ability to generate hypernyms. Nevertheless, there remains
room for improvement. Future research endeavours may focus on enhancing model performance
through means like integrating supplementary data sources or refining the training process.

Meanwhile, the difficulty of applying the evaluation on the real data is that the generation can be
regarded as open-ended questions with no standard answers that can be evaluated automatically when

137
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training process.

204


https://github.com/renmada/t5-pegasus-pytorch

Chapter 5 - Lexical Variation with the Construction of a Patent-related Taxonomy

it is used for augmented inviting, where the targeted audience does not have exact expectations of the
results. In order to better evaluate the usefulness of such a method, we leave it to future work to do a
more comprehensive manual extrinsic evaluation by domain experts with real use cases of the
hypernym generator in the patent draft.

5.3.2 Substitution of Terms

To perform the lexical variation with hypernyms of the recognized terms, we built a test corpus by
randomly selecting 1,000 sentences of patent claims in each IPC domain. And following the process
in Figure 5.6, we first pass them to the term recognizer and obtain 8 lists of extracted substitutable
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terms in the 8 IPC domains. For each IPC domain, the total number'” and ten examples of extracted

terms are shown in Table 5.15 below.

IPC domain Number Examples

A 4418 TRALFEES (microprocessor), L[4 (upper partition), 187K fL (water
passage hole), fliI34 (shaft ring), WRAZAEII{: (liquid level detection
component,), %) . T2 (honey processing technology), & FH 4
(bitter white fruit powder), %8 (retained liquid), FEASE LSS
(overall motion attitude), HIELAL (lawn mower)

B 4,807 EHIE AR FL (drilling right-angled groove holes), 14114 (pneumatic
components), %3k 724 L (drill bit mounting holes), A3t HL &
(alternating current voltage), WK (vacuum cleaner hose), i EFRAAT
fF5 R %% (pathology specimen storage transfer), i3I (ceramic
blank), HZNVAE (electric car), 22 FARAUK (multi-layer corrugated
cardboard,), ZEH M4 (onboard network)

C 3,781 HBER (hot-dip tinning), IR ELKZK K T. 2 (concentrated brine
evaporation process), FALIEG KL (silicon oxide nanoparticles), I
(temperature), KA (flask), 2 =4 (multi-chamber trough), AE¥ iR
(biological bacterial liquid), #EELE} (coal granules), fREEE
(potassium bicarbonate), {LFHAAF4#} (flame-retardant material)

D 1,217 &2 ML (hydrogen-rich wet wipes machine), A5 £2 (standard color),
£B/K (ink), FTHIATE A (pre-printed image), FZ 82447 (leather core
polyester-cotton), JE# 7 (lubricant), 7KK 514 (ice water bath
conditions), F.22 21 (silk fabric), FLEHLHEEEEF (anti-static finishing
agent), VEBAREENIANX (sodium alginate solution)

E 2,590 TEIRAHL (loader), HLEEFHEL- % (locomotive smart car windows), 15
48 (hydraulic flushing bracket), #NZ2k (steel wire rope), BHEEX (glass
adhesive), [ %7l 0 (door and window openings), A2 (wooden wedge),
ALE 4L (position line), ZKZE T )5 2 (reservoir scheduling method), it
R HLIC/K & (basin unit water volume)

F 5,174 B FLER (bearing tile), ZBHBERS L] (multifunctional street lamp), Hi T
B % (underground pipeline), 7KJEH (cement slurry), /3 #EST (condenser
unit), M EATENL S (two-color injection method), HEEH%HK (discharge

baffle), [E 4 KEZIAE} (solid-state fermented feed), EFRFATM (active

13 The terms can be repetitive in the list.
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right side roller), JTiE# (settler)

G 5,475 LE[H 8 F7{BMb. (group electric power enterprise), 277 ##E (production
data), B EHPE (heat supply data), FkHEALFEHAE(E (carbon emissions
baseline), &5 — B! (first preset model), #0444 (thermal state
rotary kiln), ‘RIELZRE (coreline straightness), CCDFHA/L (CCD
camera), V¥ 3 (grinding table), FFAZINL - (electric ceramic
micro-positioning platform)

H 5,050 S HARZE (conductive silver layer), ‘2551 (developer), 2 GEMRH £ i
(smart lighting terminal), &7~ 5% (display screen), M (embossed
card), HLEZEIE (inductor coil), AHIIE (public key verification), fiffE
FEHR (energy storage module), 5 —PMOS% (first PMOS transistor), [#
ZRAWA K G R 45 77 15 network video image compression method)

Table 5.15 - Total Number and Examples of Extracted Terms from Sampled Patent Claims of
Each IPC Domain ¥

Furthermore, to assess the effectiveness of the substitutions, we gathered five examples featuring
indexed terms from Section G - Physics. Again, we look primarily at Section G because it is the
easiest to understand for us, as, for example, computer science is a subclass of Section G. For each
recognized term, we provide in Table 5.17 the system’s top five hypernym suggestions.

The outcomes are presented in the table below as Table 5.17. In this table, the indexed terms are
visually distinguished through the use of underlined bold formatting, while the recognized terms are
highlighted in yellow (for indexed correct terms), red (for indexed incorrect terms, which have been
partly recognized), purple (for unrecognized indexed terms, which have not been recognized at all) or
green (for non-indexed terms but have been recognized) shade. It’s worth noting that since terms may
occur repeatedly within a single patent claim, we have opted to provide hypernyms exclusively for the
initial occurrence of each term. This decision is based on the understanding that the model
consistently suggests the same hypernym for a given term.

1. —PPEE AL IR 37 (Hard disk drive) [543 K (B35, 25 AE, BT RBIRLEE; #. K, & B
(instruction sending device; accounting device; electro-digital data processing; disks, boards, tables;
electrical)] (1)AIRLELE: (Flexible component) [HLA8 LAz; I EpEAr & JEMELALEW; W, 7Bk
(mechanical engineering; measuring magnetic variables; lubricating compositions; testing; operations)] (15),
HEHEAE T, clf:

BB FEIE (Metal base) [ ROELH]; EVEH A, SR IE; £ZH2EE, B (metal rolling; lubricating
compositions; metal stamping; accounting devices; electrocasting)] (18), Fii A& FEIE H 4 B ARk,
A4 (Wiring components) [ FEECTFEARAN IR B2 FIEE,; T RE; WHE (electronic digital data
processing; accounting devices; electrical engineering; antennas; physics)] (20), AT Z-IEQOEETH
TR B HE(18) |

Pl A AL E(20) B 5% A TR TR BRI (18) EA454% 2 (Insulation layer) [ FIERE; F0k; 28k
2= & @ %L, 45 (conductive connections; conductors; coatings or layers; metal rolling;
electroplating)|(30)FIEZ % T ATk 4i 2k )2(30) L 2R )Z (Conductor layer) [ 1A, H5%; S HIER:, HE;
Y- 24K (conductor; electrical; conductive connections; electroplating; semiconductor)](40);

FITIR 4425 J25(30) HAT 5-FT il 4 RIS (18) A THOELHD (Flat portion) [ 24E: IIRN ~7; W Shsd A8 &
e VR[5 EEEH) (accounting device; horology; measuring magnetic variables; smooth or level; fixed
structures)] (23)FOMFTIR FEHLER(23) e ALk (Rai rtion) %ISR, VR G, S0, &

140 The English translation has been done on https://www.deepl.com/.
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JEI I ; 4xJE %L (accounting device; lubricating composition; structural component; metal stamping;

rolling of metals)] (24);

ﬁﬁ‘ ‘Qﬂﬁlﬁ(m) L 5-Arl & B LIS (18) FATHY_LZE i (Upper surface) [#Z5. 351, K AL, HICFEAR; %
11, 4548); s 80 (accounting device; press machine; electrical recording technique; surface, structure;

surface or texture)] (24A)FIIEBEAT Ji’j_@(%A)fDFﬁJi’E ZER(23)BOMIZE I (Side surface) WJJZQ%E’JW»H

55 R VG M2, Mid g ek, M2 AT (side edge adjustment; side surface, cleaning; side

edge; side edge or surface; side edge or pillar)] (24B);

Fﬁiif:r_@EMO) S AT U (24 B) i A e £ (Terminal) [ FA 7 BcfmAb 2, I Sepids i,
Lz SR (5545 (electronic digital data processing; measurement of magnetic variables; electrical

connection; conductor; signal device)] (22),

AR A (23) R HE B A b 21 4058 252 (Cover layer) [7& s st B BERAEE; K OAL; WA S

W, B 8R)Z (covering or lining; accounting device; press; lubricating composition; covering or coating)]

(32),

PR L 51 (24) P HE AT Pl 218 S5 40 2% % (Insulating layer) [ HUESS, T8 IRIZEUZ; SmAVELH;

F4% (conductive connection; conductor; coating or layer; metal rolling; electrocasting)] (32),

3ARFERCFZE K 1 ik e EE(15), HUSELE T, ALEIENTT R ER(24) LS ER(241) 2200 E

(242) K 3L EY(243) ;

T 20 AR E(20) O ZE( 7 [] (Direction) [ A H#2E; M 2 GArs Az, Jrml., it JrArsdsm

(control of direction; horology; orientation or bearing; direction, counterclockwise; orientation or direction)]

(X)L LTI (X 1) AN 52T (X DA BN 252 77 [H1(X2) 5

FITl 281 TR ER(24 1) FRET I 230 EL 5E(243) 0 5-FTil SE K 7 [7] (Extension direction) [R5 HLi A

PR AR AL, A I E:f AR & (horology; electrical recording technique; electrical digital data

processing; testing; measurement of magnetic variables)] (X)ZE[EL (Vertical) [WIR 2% SB53h; 1Ek; M Ehsds

2 kAR (horology; motion; operation; measurement of magnetic variables; electrical recording

technique)] 5L (Width) [0 FE, FREEFIA], BERE; F60E, FralifIal; 0080 B, IS, 96, Frakifn)

R B R HZAME (width, duration, width; width, duration; width, speed, acceleration; width, duration or

width; width, elasticity)] J5 17 :51;

ATk 21 dhid 5524 1) FIET 2530 e (243 WO Ak b 1(22) 3 ST i pir ik 252 7 10X 2) M Al ik 221

LoeER(241) Fnpnd 2300 ke (243) TR IR [ (24B) |-

T 2520 e 0 242) WO i i i -(22) FE Il TR ik A 7 [ (X 1) MR P 2520 e E5(242) O P i {2 1

(24B),

1P F{AZE (Car) [BZRHEE, HEREE; 7EL; BRE%; HL% (accounting device; model railway; operation;
railway; locomotive)] 1Ml AEE IR A (Slide lock) [#f; HIA T Hicdia b 2, EE%, Fric 8 75 (lock;
electronic data processing; electrical; marking, lock; adjustment)] IREEE, HAMEET, prk—MH R4
FIIE IR e v B L 2L B 0 5

4 ARAEARNER AR A — i TVUEF TR R v B L 2518, FURFIEE T

ATIR IHEZR(12) PN 13 AT U (Concave component) [JE /HL; BEFIHL; %5 E, Y@t Hi5
(press machine; stamping machine; accounting device; optical component; electrocasting)] (4)FiiEEE{E
(Connector) [Eﬁiﬁiﬁlﬁﬂ‘ﬁﬁ; B, 4k Fgs; FARL; HIBHAS (electronic data processing; lock; relay; key;
resistor)] (5)FH TIEBH AL .

2ARAEACRI LR VPR A — P TR VRN R R I L 25 &, FURHIE R T

FTRAOIEES (Pulley) [ HLAL; AL VT, WL TRE; SB3) (electric motor; gear mechanism; lubrication;
mechanical engineering; motion)] (1)/)—i ik & A B34 (Protective wheel) [HLis T#2; JERAHAW; H
MLy — %259, iFEHLK) (mechanical engineering; lubrication combination; electric motor; general vehicle;
gear mechanism)] (3),

1.—FI0M O (Fuel inlet) [V 20 &4, B2 & 1HTE; ALk TFE; 5i#EHLAL) (lubrication combination;
accounting device; lubrication; mechanical engineering; gear mechanism)] mﬂEﬁEﬁhﬂ&mng_ang@
LN j]ﬂ#tj%\ﬂ] (‘N%E‘ZA}E%, — R INAZ i IS A BE BRFSEIN ] (horology; heating or cooling;
measurement of magnetic variables; general heat exchange; opening angle or duration)] FIAII2EE, EIAELS
1% (Bottom plate) [£Z&HEE; 5 BICRA; M, S HIZER: (accounting device; electrical; electric
recording; horology; electrical connection)] (1), FHAFAEAE T :

Pt S (Angle) [#4 5, REE, INERES; 4 BB BE; A4 R IR EESOINRES; /4 52 S EE SOl EE; £ 5L,
4 (angle, speed, acceleration; angle or angle; angle, acceleration, or acceleration; angle, speed, or
acceleration; angle, angle)] FlIALIA) G5 25— F4 L (First support block) [4: /& & ; Lk TFz; 1’Eik; He
fitli; B (metal stamping; mechanical engineering; operation; foundation; electrical engineering)] (8), & —
S (8) [ E B E T AR (1) b, 55—t (8) i iR A AR (Angle detection block)
(A LD S B e, A EE R sl &, A4 FE I sl e il Bk, 4 il sl bk, 4 B sl A psil H
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(angle measurement or calibration block; angle scanning or measurement block; angle measurement or
monitoring block; angle measurement or measurement block; angle or orientation detection block)] (7), £
JEAG IR (7) b A Ao P

6 AR 6T — Mo P 357 5 #4 FE ROk I AS {8, HARHIE E T

FITIR AR (1) T2 F [ E 1 A 3% (Support base) [JEA2l A, #25; FaiE i, SCAEE S, HUp L
& (base or pillar; traction; stable surface; support base or pillar; mechanical engineering)] (9), E#g (1) EF
1 _E[E E 3 E A ZEUYES (Reference block) [FZEEEE M E:REAT & MRS MR, B s BRI (accounting

device; measurement of magnetic variables; timing studies; testing; model or core)] (10),

1. — I TFPGARISOCHR A it S s AT I A, FRFIE(E T

W EFESOCHE (SOC board) [FHAL T HdRACEE,; M2, BRI, B, 755 (electric digital data
processing; electrical; accounting device; magnet; acoustics)] (1), PC(2). HJ& (Power supply) [ 5% L
TP, W B & PR, BREEE (electricity; electrical digital data processing; measurement of
magnetic variables; physics; accounting device)]'*! ZA%(3)FiAEAL (Camera) [ FEICFA; B2 EEE, FI4; Ot
FE A BREZAL (recording; accounting device; seal; optical component; camera)] (5);

PR R SA4E(3) 55 ) 5-SOCH (1 FPC(2) e, JiI F44SOCH (1) fPC(2) (it

PR EEL(5) 5-SOCH (1) H, HI THEEAAFEI ;

FRSOCHE(1)iE 5-PC(QR)ESRE, HI T RAEFABAALS I LA &, kB fe E’JM@.@B
(Video image information) [ FRECFHGRALER, FLICSAR; B ESIEE; e woR; B, EE R
(electric digital data processing; electric recording technique; image or video image; digital recording
technique; image, voice recognition)] & 5Z5PC(2);

ATt PC(2) 5-AHM (Local network) [MIF 27 KA, HECFHARACEE, W E/E2% & Wi (metrology;
celestial globe; electrical digital data processing; measurement of magnetic variables; testing)] %82, H T2
WA BTN ARG B, I8 T B~ G BN eI SOCHR F(1),

2 MR PEBURZE R 1 T ik O£ TFPGARYSOCHR A (Embedding) [ FE BT TR AL, B2, RHIHIR R4St
PRt AR 2o Edim AL B (electrical digital data processing; calculation device; modulated carrier systems;
pulse technique; digital data processing)] W5 £ (Mass) [Wll:; I FEAsAR &y IR 27 rE BT AR A B, I &
AP & (testing; measurement of magnetic variables; chronometry; electrical digital data processing;
measurement of electric variables)] P A K £, /\iiffflzf T

ATk R L X (Power conversion circuit) [ FEACTEEACEE; L5 I EREAR & 7, WEE (electrical
digital data Processing; electrical engineering; measurement of magnetic variables; regulation; physics)]
(141)5-HiJi 1~ (Power terminal) [FH7; S HUERE, 4k as; 2K, TS (electrical engineering;
electrical connection; relay; conductor; electrical sw1tch)] (140)iERE, A RS 1-(140) 5 HFECR R (3)iE
2, b BUEE G B R (141) ) TR SOCHR (1)

FTitSOCH T (SOC chip) [HL5:; HE FHAEALEE; l‘}? FAETE: RO, OGBS HOR (electrical englneerlng,
digital data processing; accounting device; magnetism; telecommunication technology)] (110)45 %! 5-DDR3
HNAF (Memory) [#Z5 25, A TEARALEE; WBE; it F; #E5 (accounting device; digital data
processing; physics; disk, card; estimation)] (111), CAMERALINK H.# (CAMERALINK circuit) [ %X
FHIBACF; Y xi’élﬂ i‘l’:%, FLICSRA (digital data processing; optical parts; X-ray machine; pptics;
electrical recording)] (120), % (Network) [FZREEE; W)BE; WL EHEE BE; B (accounting
device; physics; network data management; electrical testing)] HL#% (Circuit) [ BB R, 7 &
Te 78 B B ELIETE, WP (electrical and electronic data processing; electrical; measuring magnetic variables;
accounting device; physics)] (130). JTAGFHC & {#i{f: (Configuration plugin) [ FEAx 7TECHEACEE; K% R HE
YR 17, HIEBIEHOK (electrical and electronic data processing; accounting device; physics regulation;
telecommunication technology)] (112)F1RS485.5% )7 (Chip) [ AU TFHIRACER; i kB AEE MR Wl
A% & (electrical and electronic data processing; electrical engineering; accounting device; time
measurement; magnetic field measurement)] (116)%E#;

PR CAMERALINK H1#(120) ] 155041154

FTINRS485.8: 7 (116)i4 51035 7- (10 terminal) [ FEECFHARACEE; T HERE 4628, F7 I ERiAD &
(electrical and electronic data processing; conductive connection; relay; electrical engineering; magnetic field
measurement)] (lSO)Li’ﬁ

£(130)H T 5PCQ)%EHE,

4. r&ﬂ%ﬂ%@maﬁﬁﬁ%ﬂpmE’Jsocﬂw\ﬂ;m: SRR B %, /%@f?
ATIRSOCHK F(1)i8 645 5-SOCH 1 (110)ZEHEHIIHIAIO [ (10 port) [FZHLEE 752, kAR, B B

1l (accounting device; acoustics; relay; electrical engineering; speech recognition)] (114),

I The term FEJ (power supply) is treated as incmoplete due to it original form that should be combined with
the term %4t (system) behind it.
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1.**4312%%&! (Pixel structure)(10), HAFAEET, @4E:

PIRTAT T — I EdEZ (Data cable) [FRACTFHEARACHL BEBAEHE, I SRR & M7 oy
(digital data processing; accounting device; measurement of magnetic Varlables chronometry; electrical
engineering)] (100)F1# S 14T T2 _J71A] (Se ¢ (7 Tl 4221 lﬁﬂTﬁjZ@ﬁﬁ W=7 B
FHARAEEL; PR (direction control; clockwise or counterclockw1se chronometry; digital data processing;
testing)] Eﬁ?ﬁ*ﬁmgﬁi&m&gﬂuk&tmd&) (SRt MMRER; FRACROR; B ERALEE, AL AT B
SmIgs; S50 1. 33 (strip, gate line; electrical recording; digital data processing; guide for filamentary
material; strip, belt, spring)] (101), AT ﬁﬁfﬁﬁng I FEEL, PG AR (100)-5- PSP
HiAl (Gate electrode) [ 5%, HLICSRAR; | EchiAs & R EIEE, S50 (electricity; electrical recording;
measurement of magnetic variables; accounting device; optical component)] Z&(101) [ k2 £ X3k (Pixel
region) [114; HECTFEPRALEL, ISR, by, BORPUZEH] (counting; electronic digital data
processing; electric recording; colorimetry; control of amplification)] (102);

P SRR AR A (100) .2 18] B A TR T 55— 5 A E R A 25— Jk AR (Electrode) [FH“F; HRACTA; Tl &b
AP &, HEs; HIBHAS (electrical engineering; electric recording; measurement of magnetic variables;
electroplating; resistor)] (103), ArRZE—ASEHAR(103) 5Tl R 2E(100)[F])Z (Same layer) [FAF; %54
18, TR, BICFR; FHIERE (electrical engineering; accounting device; electrical digital data
processing; electric recording; electrical connection)] 131E, H 52 EAIL AR (Encircle common
electrode) [FA7; FEFHAR; TGRS W &ML &; TR (electrical engineering; resistor; electrical
connection; magnetic variable measurement; conductor)] & ;

SRPTIR AR ZL(101).2 [EAT TR T 55— 5 T SEAR A 2 AL HIAR (104), FITd 2 s Sk HA (104) 57
AR A (101) IR R B E, I T5-pnd Sh A e AR £
Fﬁi%:’.&itﬁﬁﬂ(lO3)MaeﬁFﬁLiﬂﬁﬁ£ﬁ(lOl)E’Ju% TIN5 5 10150 A AR "R P 28— JE B (103) P
MEFT IR (Thin film) [HICTEAR; B2HEBEE: 455, %fi, TR, BLFE (electrical recording; accounting
device; separation; physics; thin film, glass)] EE'EMI lC]:stal! [FEA; HOSRAR; IR, e, Bl

(electrical; recording; accounting device; electrocasting; physics)] £ (106)4t.

Table 5.17 - Five Example Claim Texts from Section-G Demonstrating the Results of Lexical
Variation '#

The results presented in Table 5.17 reveal several issues related to the term substitution process. One
of the key challenges is that the terms available in the taxonomies often prove to be overly general
(e.g. for the term £x#E2k (Data cable) the proposed top five hypernyms are HLA T4 #E AL B (digital
data processing), &% & (accounting device), Ml 4% & (measurement of magnetic variables),
S 77, (chronometry) and H17 (electrical engineering) and lack the specificity required for accurate
substitutions. Additionally, the taxonomies tend to focus primarily on titles at the top levels that are
more frequent in the training set, which can limit the availability of suitable hypernyms for more
specialized terms. Figure 5.7 demonstrates the distribution of frequency of the predicted hypernyms:
among all 840 identical predicted terms, while the most frequently predicted term “#% % 35 & (hé suan
zhuang zhi, ‘Accounting device’)”, which is a very frequent term in the training set, has appeared
4,000 times in the prediction file, more than 600 terms appear less than 10 times.

Table 5.18 gives the top 20 most frequent predicted terms in the results with their level code'* in IPC
titles. It proves that the most frequent predictions are from the top-level titles (not only from Section
G, but also from top-level titles of other sections, such as “H. % (Electroforming)” is from Section C).

This issue becomes particularly evident when dealing with terms like “Z517MEC S (di 1 ti i bu,
‘Bulge 1°)” and “Z — 33t (di y1 zhi cheng kuai, ‘First support block’)”, where finding appropriate
hypernyms becomes a challenge due to their unique nature.

12 The English translations have been produced using https:/www.deepl.com/.
143 As the level code starts from 0 from the fourth level, the first three levels do not have a level code. We call
them here from the top “level -3”, “level -2” and “level -1”.
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Figure 5.7 - The Frequency of Predicted Hypernyms from Section G

Predicted Hypernyms IPC Level | Frequency
FERAEE : Accounting device 2 4,000
HL B HE AL B Digital data processing 2 2,934
W E:f44% & Magnetic variable measurement 2 2,314
DI Timing studies 2 1,934
¥)¥H: Physics -3 1,896
W Testing 2 1,399
FEIC 3 AR: Electric recording -2 839
JH77: Regulaing -2 594
FI%: Seal 2 521
57 Acoustics 2 394
F4%: Electroforming (C-2) 361
I A 5 Electrical variable measurement 2 358
1+4%: Counting 2 334
FEiH): Data recognition 2 313
FBHEE: Spice grinding _(A-2) 253
{Ek: Performing operations _(B-3) 242
JEVBZHA%): Lubricating composition _(C-1 237
5 F2E(E: Signal device 2 196
FEHRI A0S Model or core _(B0) 194
845 KA %ETE: Instruction sending device -1 166
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Table 5.18 - The Top 20 Most Frequent Predicted Hypernyms for Terms Extracted from
Sentences in Section G

A potential solution to overcome the limitations of the taxonomies is to incorporate information from
deeper levels of the IPC titles, thereby enriching the taxonomies with more specific technical terms.
Currently, the mining process only utilizes less than half of the available information in the IPC titles
by stopping at “level 17 due to the memory constraints.

Additionally, to address the issue of frequency imbalance in predictions, the problem mainly arises
from the abundance of pairs involving top-level IPC terms in the training dataset. To mitigate this, one
approach is to restrict the frequency of highly frequent top-level IPC terms by limiting the hypernyms
to levels lower than “level 17 during the training phase. The exploration of this hypothesis will be
deferred to future research.

Furthermore, these results shed light on potential problems with the term extraction process itself,
indicating the need for further refinement and enhancement in this aspect of the workflow. Out of the
56 terms found in all five example claims in Table 5.17, 24 of them are recognized incorrectly (2 were
not recognized, 13 were partially recognized, and 9 were recognized incorrectly).
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This thesis focused on the analysis of syntax and terminology in patent texts, and its main
contributions are twofold:

1. The creation of a character-level treebank, representing the first-ever treebank for Chinese
patent claims, with precise annotation guidelines based on widely accepted Chinese
morphology theories;

2. The development of a novel method for handling lexical variation was achieved through the
construction of a patent-related taxonomy and the term recognizer.

This thesis has made significant contributions to the field of computational linguistics in the domain
of the analysis of Chinese patent claims. The creation of a character-level dependency analysis
schema marks an advancement, which enables a deeper understanding of the complex structure of
technical terms in patent language. This tool not only aids in the breakdown of technical terms but
also paves the way for a more nuanced analysis of their syntactic and semantic properties.

We also showed how the annotation at the character level alows to train a parser that learns to
distinguish morphological relations from standard syntactic relations and thus can function as a
context-aware multi-word term recognizer that shows state-of-the-art performance on patents. This is
particularly interesting for these highly technical texts where any vocabulary-list-based approach to
term recognition will require a very high technical domain granularity and frequent updates to be able
to predict term hood in patents.

On the other side, the development of a technical taxonomy based on the International Patent
Classification titles serves as a foundation for generating lexical variants of patent terms, offering a
more dynamic approach to understanding and processing patent language. The taxonomy's focus on
hypernyms and hyponyms enriches the study of patent texts, offering insights into their hierarchical
structure and terminology.

The methodology employed in this research showcases an innovative blend of linguistic theory and
technical domain knowledge, effectively addressing the unique challenges posed by Chinese patent
texts. This research epitomizes an interdisciplinary convergence, amalgamating computational
linguistics with patent analysis to innovatively automate the generation of lexical variants in Chinese
patent claims. The methodology, characterized by its computational rigor and linguistic sensitivity,
offers a nuanced understanding of patent language idiosyncrasies, thereby augmenting the corpus of
knowledge in both computational linguistics and patent documentation analysis. This scholarly
endeavor paves the way for future research, potentially catalyzing advancements in the processing and
interpretation of specialized technical texts across various linguistic and domain-specific landscapes.

In the conclusion section of this thesis on syntax and terminology analysis in patent texts, we
acknowledge that our work has opened new avenues for exploration in computational linguistics and
patent analysis. However, several challenges and opportunities for advancement remain.

This study has made significant strides in the field of computational linguistics and patent analysis,
yet there remain several areas that warrant further attention and development. Firstly, the limited
quantity of sentences in our treebank has led to suboptimal parsing results, indicating a need for the
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bootstrapping of the treebank. Additionally the exclusive use of section “G” limits the breadth of our
analysis. Future research should also delve deeper into term recognition and lexical variation,
incorporating expert manual evaluation to enhance accuracy and relevance.

The further experiments on the new version of the International Patent Classification (IPC) and the
potential inclusion of the Chinese Cooperative Patent Classification (CPC) can represent significant
advancements in our field. These developments not only reflect the evolving nature of patent
classifications but also offer new opportunities for linguistic and analytical exploration.

Looking forward, a systematic comparison of our appraoch with more classical algorithms such as the
application of TF-IDF for candidate term identification, exploring different selection methods such as
variations of C-value'* and Pointwise Mutual Information (PMI), and the implementation of a
character-level parser on taxonomy titles are essential next steps. These techniques will enable a more

nuanced and precise analysis of patent documents.

Additionally, the fusion of taxonomies with other resources to create a dynamic, more comprehensive
databases is a critical avenue for future research. This approach, coupled with a more detailed
treatment of specific domains (such as chemical substances in section “C” in I[PC) and the handling of
conjunctions in taxonomies, will greatly enhance the depth and utility of our data.

Moreover, the exploration of advanced machine learning techniques, such as deep learning and
transformer-based models, could significantly improve the performance of our parser and term
recognizer. These models, known for their ability to capture complex patterns in large datasets, could
offer more nuanced insights into the linguistic intricacies of patent texts.

Another promising direction is the exploration of interlingual analysis, examining how patent
terminology and syntax vary across languages. This could involve creating parallel treebanks for
patents in different languages, offering insights into cross-linguistic variations and similarities in
patent discourse.

Furthermore, the application of our methodologies to other technical documents, such as scientific
papers or technical manuals, could validate the generalizability of our findings and techniques. This
would not only broaden the scope of our research but also contribute to the wider field of technical
document analysis.

In conclusion, while this study has laid a solid foundation and introduced new perspectives, the path
ahead is ripe with opportunities for further exploration and refinement in the complex interplay of
computational linguistics, patent analysis, and data science.

14 The C-value method, already mentioned in Se, proposed by Frantzi et al. in 2000, is a statistical approach for
automatic term recognition in text, which quantifies the importance of a phrase based on its frequency in the
text, its length, and its degree of nesting within other terms.
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Appendix A - Complete annotated term lists for each deprel
conj m: 195

{RRED, "FF5, URGE, TREAN, ROE, TR, IR UE, WO, R, Oy Al R R B, RSt
BRI, S, B, AR, L, O R R, A2 RN, D, e, SR R, M R
LA, el R ks 2B R R, TR, A LAY, AR, A, BB Gt RAT, TR
LUHET, A, AR B, L, HAT, AT, ISR ORER IR, e, LR, R, R, R
LT, BRI, BCR, CEE, B, AL, A, TN L, RO, R, oy, e, T,
TR, EER, R, T, LR, v A, R, R, SR BRI, R, R, kA, AR, i
LUETER, A, R AR D TR, A R, R, AR IR, AR, LD, OER RS
CBRER, RN, OGERE, WACAR ATY, RE, R, R, LA AR Y R A A, R, R
LRSS, R, WE, ARSS, R AL, THEY, b ROR, A, B, R, S R E TR
| VELER, e A, R, I, B, TRARY, IR, BT, SRR EAE, HER, A, ERR, LR
L, DR Y, VP RS SERT, S BB, L, YA, 1, R W, e, s
BB Y, SEAT, R, B T R e, e R S, R, R R, R
R, ST, A, Y, LR R SR, TR, R B S IR R R, e
'}

mod m: 248

CREE R, AR PR, I R S, R AL IR, Y, B, B HeR, R
R, R, B R R A SRR, R VI, T, R IR, SR, R R
L HUL, R B R, A, R T S IR TR P TR, R R,
L, R, R T R R R, SR, A, T, AR R SRR T, 4R
R I, SR BRI, ALY, R, SR, P, R, R, W, (EAR M, H
LR, SEFE MR, K, R B, TR A, B, MR, S U BRI, TR, R
R, AR, T, Sk, P S S, SRl ) B BRER, AR, R, ek, R, SR
L, R, SRE, SRIE R, R, ORI, TR HEE, R, LB, D6, WA, RE
R, T, I SRR, B B U I, R, WEGR, R B RN, U
R, R, L, i R R B TR R TR B RS, A
LU, AR R IR, RIS R SR, AT SRR B, T W R S, — 4
YA R, R AT B R N RS AT IR R R T TR, AR
R, TRE, SR, R, A IR, B B A R, L R R B
IR, o, R, TR L TR, B, O SR, E S P O R B e
AL, T, R, A, AR TR, T HREC, R, X R R, MR I, B
LT R, TS, B A B R L, B BB G, R LA, TR
LI, R, AR LD, A, R, R

subj m: 3
PR, R, E
comp m: 103

CTEE, B, B, T VN R SR, B, RO TR, MR, I R, B, R
R A AL TR, S SR AR B, TR, R, AR, LR I, A

226



Appendix

LR R, AERK, SRR BB, T I R, R NE R, TR, LR, RN, SO, Rl
LUTEHL, R, ST R, A Y, E S, R, R R, s (R, SR B, R R, TR,
' A, BKED, RAE, T R RS, A TR, AN KR, B, SR B IR, E K, A
LOLLR A Y IR, R, I, Y, Sl RERE, AR AR R, R R R
LUEE, AT, R R ACEL TE Y I R R RE, AR, B, R

flat m: 7

(AR TN, DK, ROy, e, LA, YR

Appendix B - Sentences with the WSS score lower than 0.8

Without the pretrained model:

9.

FITR 275 3 HLER 0 RN T BT i 55 el X A i AR B - T % — 3 B R S AR R T Ao
o5 — SN DX AR FEAS [

F e BB D E6 3 55— KB 55 Bx LY 0 48 kRO AL B AF B S 5 O TR0 45 3
HERIALEAS B

FR AT PIT R 6 UIE A B ST A A A Bl 5 BT e AR 6 I A e G et N R U X 5%

H T 5 R AR 56 U B X GOt I R U ot R0kt i s A+ e I R X SR AT IS IE, A
KRS RAR B

2.20E5 B2 1 ST LT LIS rP SR A 2 AL iR, o M B Bl e i i s A A 2
BB AR 146 HH 10 T oo W2 ) S B 2 5 o N ) 2 1 O £ AR HL O

2 3R PEA PR 2R AE B 20 AL I GBS e A N7 G v B R, BRI AL &s 52 ) iR ST
TR BRSSO g I RO A AR FRLE SZ TR OGRS

TR P B B -

FEMHZE S R AT B T, SR SREE TR SR 2L, R BRI SCI S RO A S B ks
I B AR ST RO G T SR AR R A T TR, A5 B ET R e 2R R AR L

—HRAIRER ;

10. 1L—FhACE AR 7 15, HRHIEAE T, AV KRR B PN 7 i el fih -
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With the pretrained model:
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10.

I1.

12.

13.

14.

o TP ED —RE RS HBE B PRI P RSB S A 48 HhE RO A7

EAE B, X Tl S 5 B9 28 Mk RO AL E A5 B BEA T & 1E LA ASAE 15 T W BTk I 45 i ik 1
ALIE(E B 5 M & A [,

158 BB 25/ 59 55— K515 00 7 ) 0 44 ML 7 8 S0 5 D0 44 M
HEAG 18 15

SR AT FIT 3R 56 A1E A B ST A A2 B 5 BT B A B0 I A G ] N R U o £

He T B Il A 96 U FE B ot R %k L A R U 50 G g s A 6 1 B g ot SRaEEA TSR AIE, A
BUESSRIE R,

LTl P T W P 2 R O B AR PR R B 7 v, SRR EAE T, ORI B B A 22
ey HE ) 2 AR N BB B,

FIT R 8 9 5 S B R R AR AN AP R

2248 B2 VR ST N P R 3% o SRR 2 LB, o 0 K A 4 ) 45 ok g AT
o AL 14 HH O PIT R A e ) S B 2 BB X I P i 1 ) 5 FEL R R 5

FTaR B B
Ko RYE rTAU bR, Sk, Bdaguir s, DI s 5 2GER,
AN ER PR T F A R R B B e mT AR 48, HRHIELE T, A

Boop B YE AT A LA sm i R AR AR & A B R R A B0 2 ) 2 B B A i R
—RIRES

— BT AL RS, B AR PR AL R A Al LA AR BN ARAE, S — e
Bl G/

—AEERAES, BA (S T HE,

Horpr, Bk B SRR TR T R ATl e 2 b ERAFROEIRAE B, AT B Ax S hr iR
T BB B % ERRAFRIESRE B
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Appendix C - Sentences with low LAS score

Sentence 88
LAS: 0.4318181818181818

BT ED — %58 —RSZ(E B HRIETIE P B, R HRAS2I 5 5 RO 48 kRO AL E (S B
, XTI S B T 4 ik RO AL & AF B BEA T B TE LU ASE 15 Ja O o IR 48 kil RO 7 (815 2.5
J I HHERR (]

WSS: 0.7386363636363636

BT ATk D — K5 —RSHBE L PRIFTI A 5o, R HSE) 5 5 RO 4 kRO ALE (R B
, KPP S 5 A T 45 Mk RO AL EAF BB T8 1E LA A& 1E 5 B o I 2% s ik O A7 (B4 B 5
J I HHE R ]

Sentence 43
LAS: 0.4186046511627907

5F ke BRI ) A ER 53 55— 2K S 55 BN LA I 4 Mtk O A2 AR B D S 5 O TR 3% i 1 O 37

A /o

WSS: 0.7441860465116279

1F i BRI B A ER 53 55— 2K S 55 BN LAY I 2% Mk RO A7 A7 B Dy S 5 A TR0 5% b il O 37

A /o

Sentence 44
LAS: 0.4772727272727273

F T B Pl 455 50 1IE B X St N B U] %o S 6k s 457 B VIE B R X S AT G AIE, g A 50 IE 45
REE;

WSS: 0.7727272727272727

F T B Pl 457 50 1IE B Xk St N B A U] %o S 6k 457 3 VIE B HE X S AT G AIE, g HH 56 IE 45
REE;

Sentence 61

LAS: 0.47540983606557374

2 3R IR 2 2 R AE WY L A R B TR e N S i A AR A, BRI LR 5 5] R RN ATk S 2
G0 B H Mg O B B AR R o TR R O 5R
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Sentence 34

LAS: 0.3235294117647059

Ko R rTAU bR, Stk Bdaguit i, DIl s 5 Gk,
WSS: 0.7058823529411765

Ko e rTU bR, Btk Bamguiriat, DIk s 7 2GER,

Sentence 75

LAS: 04
2 AR SR AT 1 2 T 7 B BTN a R E mT A R S, HRFEAE T, prab 28
g AT AR R, i AR RS R B R R R RO g 2R R H R 4 i R

WSS: 0.7466666666666667

2 AR SRR Y £ T A RO ECE BB B4 mT LR 58, FLRHIEAE T, P 8
YT AR, SO AR AR A S R R i 4 R HUR 4T R,

Sentence 5
LAS: 0.2
—HRIRER ;
WSS: 0.6

RS

Sentence 41

LAS: 0.3902439024390244

— BT AR R, WOE R s BRI AR BN, SR H — B B R R
WSS: 0.7560975609756098

— R AR A, WOE NARIRFE T AR R L ROBR LA (AR BN A, Skda ) — B B R R

o

o
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Sentence 31
LAS: 0.45161290322580644

WIRE, X AP HREAT/RHERR EEXI] o, FRVHAN A H B AR A K HE TS D

Sentence 110
LAS: 0.4727272727272727

QARSI E R Pl AU REAT B B S PR BT B A, FLRFARAE T, D PR AR H ) R 51 H R
U S H B — R, X — USSR AR SE B A R T SRR AR I, 12494
TE TR B[R % A5 5 AR i S AR [R] T IR 5 AR,

Sentence 97
LAS: 0.4845360824742268

IBATIE ERAER GRY % i A E MBI IR 55 i A X O o — 2840 a5 R, TS ATAE /IR AT
BETEE AR B I{5 M TA, Horh, Byl 55 — 254 45 et ATk IR 55 S B X6 ok 2 77 i 125 Y
AV 55 SR HAT R4 T IR R4 TR 2 ) i
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Abstract

Title: Tech-mining on Chinese Patents: Syntax and Terminology

This thesis aims to contribute to the field of research by automating the generation of lexical
variations for technical terms found in Chinese patent claims. It achieves this through two primary
contributions. Firstly, a character-level dependency parser specifically pre-trained on Chinese patent
claims is developed. This parser enables the analysis of the internal structure of the terms and thus
avoids the long-existing segmentation problem in Chinese. Secondly, a technical taxonomy is
constructed based on the titles of the International Patent Classification (IPC) system, providing
promising hypernym/hypernym substitutes for the production of variants of a base claim text.

Chapter 1 serves as an introduction, providing the necessary linguistic and technical background for
the research. In Chapter 2, the collection and preprocessing of the corpus used in the study are
detailed. Chapters 3 and 4 focus on annotating the Chinese character-level dependency treebank and
describe the training process used to bootstrap the parser. Chapter 5 presents the construction and
evaluation of the technical taxonomy, which utilizes the IPC system. Finally, in the end of Chapter 5,
the methodology for recognising and selecting lexical variations is demonstrated, employing the
measurement of semantic distance.

Keywords: dependency parsing, Chinese morphology, terminology, automatic term extraction,
lexical variation, term substitution, taxonomy, patent

Résumé en francais
Titre: Fouille technologique dans les brevets chinois : syntaxe et terminologie

Cette theése vise a contribuer au domaine de la recherche en automatisant la génération de variations
lexicales pour les termes techniques présents dans les demandes de brevet chinoises. Elle réalise cela
grace a deux contributions majeures. Tout d’abord, un analyseur de dépendance au niveau des
caracteres, spécifiquement pré-entrainé sur les demandes de brevet chinoises, est développé. Cet
analyseur permet d’analyser la structure interne des termes et évite ainsi le probléme de segmentation
qui existe depuis longtemps en chinois. Deuxiémement, une taxonomie technique est construite en se
basant sur les titres de la Classification internationale des brevets (IPC), fournissant des substituts
prometteurs d’hyperonymes/hyponymes pour la production de variantes d’un texte de demande de
brevet de base.

Le chapitre 1 sert d’introduction, en fournissant les connaissances linguistiques et techniques
nécessaires a la recherche. Le chapitre 2 détaille la collecte et la préparation du corpus utilis¢ dans
I’étude. Les chapitres 3 et 4 se concentrent sur I’annotation de I’arbre de dépendance au niveau des
caractéres chinois et décrivent le processus d’entrainement utilis€ pour démarrer I’analyseur. Le
chapitre 5 présente la construction et 1’évaluation de la taxonomie technique, qui utilise le systéme de
la Classification internationale des brevets. Enfin, a la fin de chapitre 5, la méthodologie de
reconnaissance et de sélection des variations lexicales est démontrée, en utilisant la mesure de la
distance sémantique.

Mots-clé: analyse de dépendance, morphologie chinoise, terminologie, extraction automatique
de termes, variation lexicale, substitution de termes, taxonomie, brevet
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