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T I T R E : G U I D E R L E S E S P R I T S D E D E M A I N :
A G E N T S C O N V E R S AT I O N N E L S P O U R E N T R A Î N E R
L A C U R I O S I T É E T L A M É TA C O G N I T I O N C H E Z L E S
J E U N E S A P P R E N A N T S

R E S U M É

La curiosité épistémique (CE), i.e. le désir d’explorer une information
pour le plaisir qu’elle procure, est un phénomène étudié dans divers
domaines. Plusieurs chercheurs ont souligné son rôle fondamental
dans le développement cognitif et la promotion d’un apprentissage
continu. De plus, la CE est considérée comme clé pour cultiver un
esprit capable de s’adapter aux incertitudes du monde.

Ces recherches ont suscité un grand intérêt pour la CE en éduca-
tion, la considérant essentielle pour permettre aux individus d’être
actifs et maîtres de leur apprentissage. Ce sont des propriétés cru-
ciales pour relever certains des défis éducatifs: offrir aux élèves un
soutien adapté à leurs compétences et motivations, et les aider à être
des apprenants autonomes et indépendants dans des environnements
dynamiques et incertains.

Malgré son importance, l’implémentation de la CE dans les salles
de classe reste limitée. Notamment, l’une des principales expressions
de la CE—le questionnement— est presque absente dans la plupart
des établissements: les élèves sont souvent amenés à répondre aux
questions des enseignants plutôt qu’à poser les leurs. Et lorsqu’ils
posent des questions, elles sont généralement de bas niveau et, con-
trairement aux questions curieuses, ne cherchent pas de nouvelles
informations majorantes aux connaissances antérieures.

Cette thèse propose donc de développer des technologies éduca-
tives qui visent à favoriser l’apprentissage dirigé par la CE, en en-
traînant les comportements de questionnement curieux et les compé-
tences qui lui sont liées. Pour cela, nous proposons des interventions
pour entraîner trois dimensions:1) Les compétences linguistiques
de questionnement: On implémente un agent conversationnel pour
aider les élèves à générer des questions curieuses lors de tâches de
lecture-compréhension. L’agent fournit des indices spécifiques pour
faciliter l’utilisation des mots interrogatifs composés et des construc-
tions interrogatives. Différentes structures d’indices (phrase vs. série
de mots-clés) et leurs modes de génération (manuellement vs. par
GPT-3) sont étudiées. 2) Les compétences métacognitives (MC) liées
à la CE: On crée des vidéos animées pour donner des connaissances
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déclaratives sur les compétences MC liées à la CE: l’autoréflexion,
faire des hypothèses, formuler des questions et évaluer les nouvelles
informations. On propose également des sessions pour pratiquer ces
compétences lors de tâches de lecture-compréhension, en utilisant des
indices donnés par des agents conversationnels conçus pour entraîner
la MC procédurale. 3) Les perceptions sociales: On crée des vidéos
animées pour expliquer la CE et sa mise en pratique pour corriger les
idées négatives qu’ont les apprenants sur ce concept.

Plus de 150 élèves français âgés de 9 à 11 ans ont été recrutés pour
tester l’entraînement de ces dimensions. Combinées, ces dernières
ont amélioré la sensibilité MC des élèves et leur perception de la cu-
riosité. Ces deux facteurs ont, à leur tout, facilité les comportements
de questionnement divergent. Cela a également conduit à un pro-
grès d’apprentissage plus fort et à des expériences d’apprentissage
positives et soutenables. Mais malgré ces résultats, nos méthodes
présentent certaines limites, en particulier leur courte durée. Cette
thèse encourage donc le travail sur des solutions plus durables afin
d’examiner les effets à long terme sur la CE.

Enfin, cette thèse souligne la nécessité de continuer à explorer les
recherches sur le questionnement et la MC à l’âge de l’intelligence ar-
tificielle générative (IAG). Bien que la IAG facilite l’accès à l’informa-
tion, elle nécessite encore de bonnes capacités de questionnement
et de MC, pour prévenir les mésuages et/ou faciliter leur détection.
Nous proposons un Framework liant l’utilisation efficace de la IAG
en éducation, les compétences de questionnement et de MC, et la
littératie en IAG. Nous présentons également une étude comporte-
mentale pour tester ces relations.

Mots Clés: Curiosité épistmique / métacognition / technologies
éducatives / intelligence artificielle en éducation / Questionnement
/ IA Génératives / agents conversationnels
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T I T L E : G U I D I N G T H E M I N D S O F T O M O R R O W :
C O N V E R S AT I O N A L A G E N T S T O T R A I N C U R I O S I T Y
A N D M E TA C O G N I T I O N I N Y O U N G L E A R N E R S

A B S T R A C T

Epistemic curiosity—the desire to actively seek information for its in-
herent pleasure—is a complex phenomenon extensively studied across
various domains. Several researchers in psychology, neuroscience, and
computer science have repeatedly highlighted its foundational role
in cognitive development and in fostering lifelong learning. Further,
epistemic curiosity is considered key for cultivating a flexible mindset
capable of adapting to the world’s uncertainties.

These insights have spurred significant interest in the educational
field, recognizing curiosity as essential for helping individuals be ac-
tive and in control of their learning. These properties are crucial for
addressing some of today’s major educational challenges, namely of-
fering students individualized support to suit their competencies and
motivations, and helping them become able to learn autonomously
and independently in their dynamic and uncertain environments.

Despite this well-documented importance of curiosity in educa-
tion, its practical implementation and promotion in the classroom re-
mains limited. Notably, one of the primary expressions of curiosity—
question-asking (QA)—is nearly absent in most of today’s educational
settings. Several reports show that students often spend a lot of time
answering teachers’ questions rather than asking their own. And when
they do ask questions, they are typically low-level and memory-based,
as opposed to curious questions that seek novel information.

In this context, this thesis aims to develop educational technolo-
gies that can foster children’s curiosity-driven learning by practicing
curious QA behaviors, and their related metacognitive (MC) skills. Ul-
timately, we implemented interventions to train three dimensions: 1)
Linguistic QA Skills: We implement a conversational agent to train
the ability to formulate curious questions using compound question-
ing words and correct interrogative constructions. It helps children
generate curious questions during reading-comprehension tasks, by
providing specific cues. The effectiveness of different cue structures (a
sentence vs. series of keywords) and implementations (hand-generated
vs. GPT-3-generated content) is studied. 2) Curiosity-related metacog-
nitive Skills: We create animated videos to give declarative knowl-
edge about curiosity and its related MC skills: the ability to self-
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reflect, make educated guesses, formulate efficient questions, and
evaluate newly-acquired information. We also propose sessions to
practice these skills during reading-comprehension tasks using spe-
cific cues given by conversational agents we designed to train pro-
cedural MC. 3) Social Perceptions and beliefs: We create animated
videos to address the negative constructs learners tend to have about
curiosity. They explain the importance of curiosity and how to control
it during learning.

Over 150 French students aged 9 to 11 were recruited to test these
trainings of the three dimensions. Combined, these latter enhanced
students’ MC sensitivity and perception of curiosity. At their turn,
these factors facilitated students’ divergent QA behaviors which, at
their turn, led to stronger learning progress and positive, affordable
learning experiences. But despite the positive results, our methods
had limitations, particularly their short duration. We suggest testing
longer-lasting interventions to examine their long-term effects on cu-
riosity.

Finally, this thesis highlights the need to continue exploring QA
and MC research in the age of Generative Artificial Intelligence (GAI).
Indeed, while GAI facilitates access to information, it still requires
good QA abilities and MC monitoring to prevent misinformation and
facilitate its detection. We thus propose a framework to link efficient
GAI use in education to QA and MC skills, and GAI literacy. We also
present a behavioral study we intend to conduct to test this frame-
work.

Key words: Curiosity / Metacognition / Educational technologies
/ AI in education / Question-asking / generative AI / conversational
agents

Équipe-projet FLOWERS, Centre INRIA de l’Université de
Bordeaux. 200 Av. de la Vieille Tour, 33405 Talence
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I N T R O D U C T I O N





1
T H E S I S O V E RV I E W

1.1 general introduction

Human learning heavily relies on the ability to make sense of the
world’s dynamic constraints and adapt behavior to achieve specific
goals and standards. From a very young age, humans can discover
and learn basic relationships in their environment, such as simple
physical laws, through mere observation. As they develop, they be-
come capable of understanding even more complex phenomena, such
as statistical patterns and the psychology and emotions of others. For
this, humans do not rely solely on observation; instead, they actively
interact with the environment, make inferences and conduct carefully
designed explorations and experiments.

But what drives these behaviors? How do individuals decide when
they need to seek knowledge? What is it that motivates them to seek
knowledge even at the expense of their safety and comfort some-
times? One initial explanation is that humans pursue knowledge they
believe will fulfill their specific needs and bring them happiness or
satisfaction [23]. These needs may be driven by the anticipated ma-
terial benefits of acquiring the knowledge in question. For example,
experimenting with different types of sweets—despite the risk of en-
countering ones we dislike—can be gratifying because it leads to dis-
covering a preferred candy, thereby enhancing its enjoyment. How-
ever, the pursuit of knowledge can also be "non-instrumental," where
the motivation stems solely from the satisfaction of learning. In this
case, the only reward is the information itself. This phenomenon,
widely known as intrinsically-motivated information-seeking, char-
acterizes individuals when they are being curious.

Despite being fundamental to human behavior, much about curios-
ity is still unknown: its origins, triggering mechanisms, etc. Such ques-
tions have long captivated scientists across various disciplines, spark-
ing extensive research in human behavior, psychology, neuroscience,
education, artificial intelligence, etc. But even after decades of curios-
ity research, consensus on its precise nature and mechanisms remains
elusive. Theories range from classical perspectives that view curiosity
as a fundamental drive motivating individuals to seek novel stimuli
(e.g. [90, 221]), to more nuanced explanations presenting it as a mech-
anism to help maximize learning potential by reducing uncertainty
about the world (e.g. [55, 147, 176]).

While these propositions vary, most of them share a common un-
derlying idea: individuals interact with their environment and receive

3
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information from it. The difference between this new information
and their existing knowledge can create an informational need—a
learning goal aimed at bridging the gap between the current knowl-
edge state and a desired one. This need can motivate subsequent
information-seeking behaviors, or what we call curiosity-driven learn-
ing. In this process, individuals evaluate their informational progress
during exploration, compare it to their initial goals, and maintain
their behavior until they feel satiated.

This idea represents a significant advancement in modeling the
mechanisms of curiosity. However, it presupposes various skills neces-
sary for engaging in curiosity-driven exploration, such as integrating
novel information into existing knowledge, using this integration to
deduce uncertainties about the world, monitoring progress to adapt
the search process, etc [168]. These skills are metacognitive in na-
ture: they involve an understanding of one’s own knowledge and
the ability to monitor its progress. Numerous studies support indeed
this idea of curiosity as a metacognitive feeling/ experience, suggest-
ing that it arises from a complex interplay between cognitive factors
(such as already-acquired knowledge about a topic) and metacogni-
tive functions [77]. But despite these compelling suggestions, other
research disagrees, viewing curiosity as a simple motivational ex-
perience that may or may not involve metacognition [39]. See Fig-
ure 1.1 for a proposition of the role of metacognition in curiosity-
driven information-search.

CURIOUS AGENT

METACOGNITION

COGNITION

ENVIRONMENT

New 
information

New 
searchEvaluate

Monitor,
Plan & 

Generate
 intrinsic rewards

Figure 1.1: A proposition for the role of metacognition in curiosity-driven
information-search

While we still lack consensus on a clear and unique definition of
curiosity, research has converged on its foundational role in enhanc-
ing learning by improving memory, control, and agency [117]. Con-
sequently, educational research has shown keen interest in curiosity,
recognizing it as a catalyst for engaging students in tasks aligned
with their interests, competency levels, and learning goals. This is
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particularly important in modern education, where the world’s chal-
lenges and uncertainties abound, and individuals exhibit increasingly
diverse capabilities and motivations.

However, despite its importance in learning, reports continue to
highlight a lack of curiosity-driven behaviors among children in class-
rooms, as well as a deficiency in curiosity-driven teaching approaches.
One key behavior of interest is question-asking, often considered as a
primary behavioral manifestation of curiosity. Indeed, although ques-
tions can have different functions, their primary function remains
epistemic: acquire specific new information and expand one’s knowl-
edge. In classrooms, students are often found lacking this behavior.
Instead, they are typically asked to respond to their teachers’ ques-
tions to demonstrate their knowledge. And even when they do ask
questions, they are usually low-level and memory-based (e.g. seek-
ing confirmation), as opposed to curious questions that seek novel
information.

Research investigating the absence of curiosity-driven behaviors in
classrooms offers several explanations. They include social factors
(e.g., fear of negative judgment when asking questions) [103], lin-
guistic barriers (i.e., difficulties in formulating well-structured ques-
tions that accurately convey informational needs) [69], lack of motiva-
tion and sense of agency [223], and importantly, deficits in students’
metacognitive skills. This means that students may refrain from ask-
ing questions because they fail to recognize their need for specific
information. This tendency to overestimate one’s own knowledge, of-
ten referred to as "the knowledge illusion," is frequently observed
in younger students and is attributed, among other factors, to their
metacognitive immaturity [129].

In this context, the overall goal of this thesis is to use our knowl-
edge about curiosity mechanisms to propose methods for enhanc-
ing curiosity-driven question-asking behaviors and their related skills.
We focus on training three dimensions: 1) linguistic QA skills to fa-
cilitate the use of high-level questioning words and interrogative con-
structions. 2) Curiosity-related metacognitive Skills to facilitate the
ability to self-reflect, make educated guesses, formulate efficient ques-
tions, and evaluate newly-acquired information. And 3) Social Per-
ceptions and beliefs to address the negative constructs learners may
have about curiosity. We leverage emerging technologies such as con-
versational agents and natural language processing methods (NLP),
including Generative Artificial Intelligence (GAI), to design and im-
plement pedagogical trainings for these dimensions. Indeed, we hy-
pothesize that, when used responsibly, GAI-based methods can offer
several advantages in facilitating the design and implementation of
curiosity-driven pedagogical activities in the classroom. Mainly, they
can reduce the load of time-consuming tasks such as generating the
pedagogical content for the proposed activities.
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Ultimately, this thesis had three contributions. First, we design an
expert-scripted conversational agents to help train divergent QA skills
for 9-to-11 year old students— age when they start learning about QA
constructions at school and forming negative perceptions towards cu-
riosity [183]. We evaluate their effectiveness on exploratory behavior
and learning outcomes. Second, we explore the feasibility of using
GAI to generate the content for a divergent question-asking train-
ing and compare it to hand-scripted ones. Lastly, we create animated
videos and design conversational agents to give a declarative and
experience-based training of curiosity and its related metacognitive
skills. We study the impact on children’s spontaneous curiosity-driven
QA behaviors.

To develop the material for these trainings and our testing meth-
ods, we rely on collaborations with primary-school teachers to help
us validate their pedagogical relevance and accessibility. We orga-
nized several co-working sessions to collect their feedback about our
propositions prior to starting the interventions. Once pedagogically
validated, we then started testing the trainings with their students in
their real classroom settings. See Figure 1.2 for an overview of our
methods and procedures.

PEDAGOGICAL
ACTIVITIES TO TRAIN

CURIOSITY AND
METACOGNITION

DEVELOPMENT OF DIGITAL
CURIOSITY &

METACOGNITION TRAINING
PLATFORMS

FUNDAMENTAL RESEARCH:
CURIOSITY &

METACOGNITION MODELS

INSTRUCTIONAL
DESIGN PRINCIPLES

Generative AI

1.The “KIDSASK” training for
divergent question-asking behaviors

2.The “KIDSREFLECT” training for a
step-by-step explanation of curiosity
and its related metacognitive skills

ENHANCING OF:

PROCEDUREMETHODS

RESULTS

Social perception of question-asking behaviors
Metacognitive sensitivity

Divergent question-asking fluency

Over 150 children aged 9
to 11 years old were

recruited over the
different studies

Teachers

Figure 1.2: Ph.D. Methods and Contributions overview

On a final note, this thesis explores the open questions surrounding
the role of curiosity and metacognition in the age of GAI. It proposes
a framework and a behavioral study to investigate the link between
these skills and an informed use of GAI in education.
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1.2 methods and contributions

Our approach relies on methods in educational psychology, human-
centered design, human-AI interactions and behavioral experiments,
drawing inspiration from literature on epistemic curiosity, metacog-
nition and their promotion using learning technologies.

1.2.1 Literature review

In Chapter 2, we begin by reviewing the diverse literature on curiosity
mechanisms, their connection to metacognition, and the pedagogical
strategies for fostering curiosity-driven learning and related metacog-
nitive strategies in the classroom. Additionally, we explore literature
on educational technologies, including digital tools in general and
NLP-based tools more specifically, to understand their potential in
promoting curiosity and metacognitive skills.

In this chapter, we initially delve into the literature on intrinsic
motivation and curiosity, aiming to provide an overview of the vari-
ous existing explanations and models of curiosity. We identify inter-
nal and external factors that can influence curiosity, and then review
its functions and roles in cognitive development and learning. Ad-
ditionally, we use this review to gain insights into a key curiosity-
driven behavior central to this thesis: divergent question-asking, i.e.
asking questions that seek novel information related to the task at
hand. This includes examining the taxonomy of questions, identify-
ing those most closely associated with curiosity, and understanding
their developmental trajectory and role in enhancing learning.

Second, we explore the literature related to metacognition, trac-
ing its development from basic forms observed during infancy to
more complex manifestations such as self-reflection in later stages
of life. We then investigate the various links between metacognition
and curiosity, focusing on how metacognitive skills can facilitate and
support curiosity-driven learning. Specifically, we explore the idea
that metacognitive abilities can promote curiosity-driven information-
seeking by enabling individuals to recognize gaps in their knowledge
and to plan and monitor their learning progress as they work to fill
those gaps.

Finally, we discuss how research findings in curiosity and metacog-
nition can be applied in the classroom to enhance students’ learning
experiences and outcomes. We explore various teaching strategies
and approaches that can support and encourage these skills, such
as promoting inquiry-based and puzzling activities over traditional
instruction-based methods. Additionally, we address the challenges
associated with implementing such strategies, including the time re-
quired to generate pedagogical content and the need to adapt to stu-
dents’ diverse learning preferences, interests, and motivations. Fur-
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thermore, we explore the potential benefits of using digital tools to
address these challenges, particularly by leveraging new advances
in artificial intelligence and natural language processing. Through-
out this discussion, we identify studies that have used such tech-
niques to implement curiosity and metacognition training, gaining
insights into their potential pedagogical efficacy and enhancement of
curiosity-driven QA behaviors.

1.2.2 Empirical contributions

After setting the landscape for our work, we present the empirical
contributions of the thesis in Part iii. We report on three behavioral
experiments involving pedagogical interventions aimed at enhancing
curiosity-driven QA behaviors and related metacognitive strategies
in students aged 9 to 11 years in Bordeaux, France. These trainings
used digital platforms with activities designed based on our under-
standing of curiosity and metacognition theories and links. We relied
on using conversational agents to administer these trainings and col-
laborated with teachers to validate their pedagogical relevance prior
to launching our studies.

1.2.2.1 Designing, implementing and evaluating "KidsAsk": a platform
for training divergent QA skills

During the first study (presented in details in Chapter 3), our aim was
to develop a platform, we call "KidsAsk", offering interactions with
a CA that can help children generate curiosity-driven questions dur-
ing reading-comprehension tasks. The agent’s strategy is to highlight
potential learning opportunities that can spark curiosity about for
the task (i.e. novel information about the text, in the form of a short
sentence at hand, that can help deepen their understanding of it).
Once children choose a learning opportunity proposition, the agent
prompts them to formulate the question that can help solve it. It as-
sists them in this process by providing an additional linguistic cue: a
high-level questioning word that, combined with the earlier semantic
cue, guides them to generate a divergent question. See Figure 1.3 for
an overview of the platform.

The rationale behind our agent’s behavior is two-fold: 1) it gives
propositions of learning goals (i.e. missing information about the text)
in line with curiosity models suggesting that individuals are mostly
motivated to ask questions when they realize that they are missing
out on some specific information. For developmental reasons, chil-
dren tend to overestimate their knowledge and fail to identify these
gaps. The CA is thus designed to give them this push in order to
facilitate QA. The agent also gives linguistic cues as we hypothesize
that syntactic challenges can prevent children from asking high-level
questions.
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Evaluating the impact of the divergent QA training on exploratory behavior and learning outcomes

Figure 1.3: An overview of the "KidsAsk" training platform design princi-
ples and rationale

To evaluate the efficiency of this "incentive" agent, we recruited
51 primary school students aged between 9 and 11. They interacted
with either the "incentive" agent, which provides both learning goal
propositions and linguistic help, or a "neutral" agent that only offers
linguistic assistance without highlighting knowledge gaps. Our data
analysis focused on the percentage of divergent questions generated
by children, both during the training and during another exploration-
based activity children had to perform afterwards (see Figure 1.3). To
do this, We manually annotated the questions based on their diver-
gence level and syntactic quality using standardized grids. Addition-
ally, we measured spontaneous exploratory behaviors and domain-
knowledge learning progress and investigated their link with the par-
ticipants’ divergent QA behaviors.

Our results show that participants were more capable of generating
divergent questions with the incentive agent compared to the neutral
one. These findings persisted both during the training sessions (with
the semantic and linguistic help of the CA) and during a subsequent
activity (with no external help or incentives to formulate questions).
This suggests a transfer effect of the divergent QA training to new
educational contexts. Consistent with theories highlighting the role
of curiosity in learning, we also find positive correlations between
QA performance and both spontaneous exploratory behaviors and
learning progress.
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1.2.2.2 Using LLMs to generate the pedagogical content for the "KidsAsk"
training

For the second study (presented in details in Chapter 4), we try to
address two main limitations we saw in the first one: 1) generating
all the pedagogical content for the "incentive" agent (i.e. the different
propositions of knowledge gaps for every new text and the linguistic
cues) was very time-consuming. This makes scaling up our approach
and using it for other pedagogical activities quite challenging. And 2)
participants were provided with predefined propositions of knowl-
edge gaps, leading to specific questions that the pedagogical teams
deemed important for children to ask. However, this heavily expert-
directed approach might provide cues that do not align with some
children’s interests and/or competency levels, potentially hindering
their curiosity. As a result, we suggest that "KidsAsk" may have pri-
marily targeted the linguistic skills that facilitate curiosity-driven QA
rather than fostering curiosity-driven QA behaviors themselves.

To work around these two main limitations, we propose two new
implementations of our CA: 1) To tackle the up-scaling problem„ we
propose an agent that uses recent advances in Large Language Mod-
els (LLMs) to generate the content of the training. This agent is de-
signed to mimic the exact behavior of our "incentive" agent described
the first study, we call it the automated incentive agent. 2) To address
the restrictive nature of the propositions given by the incentive agents,
we propose another LLM-based agent to generate the content of the
QA training. However, this agent proposes a new structure for its
propositions of knowledge gaps: it gives ’open’ propositions. These
open propositions lead children to imagine various questions, allow-
ing them to generate questions that align with their interests. We call
this agent the automated open agent.

To ensure appropriate interactions, we implemented a human-in-
the-loop approach. This involved first checking the soundness of the
content generated by GPT-3 and only connecting it to the agent for
interaction with the children once it was validated. See Figure 1.4 for
the behaviors of the different agents.

By comparing the expert-based incentive agent and the automated
one, we aim to investigate the efficiency of using a LLM (GPT-3) to
generate the pedagogical content of a divergent QA training. By com-
paring these two with the open automated agent, we explore whether
having a more ’open’ structure of the cues can help children generate
more curiosity-driven questions.

To perform these comparisons, we recruited 75 students aged be-
tween 9 and 11 who interacted with either one of the three CAs. We
performed our data analysis in two steps: first, we analyzed the qual-
ity of the content generated by GPT-3 both semantically (semantic
relatedness to the texts, divergence level) and syntactically. Second,
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Figure 1.4: Implementations of "KidsAsk" using GPT-3

we compare the impact of the training in its three forms on children’s
divergent QA behaviors. Similar to what we did in the first study, we
use manual annotation to determine the divergent level of a question.

Our results indicated that the quality of the content generated by
GPT-3 was very similar to that generated by experts. Additionally,
we saw similar behaviors for children who had the expert-based and
the automated incentive agents. However, we saw a significantly bet-
ter performance for those who interacted with the open one. Fur-
thermore, this latter group was the only one where participants’ QA
behaviors correlated with their curiosity trait as reported by their par-
ents (the more they are curious by trait, the more they asked diver-
gent questions using the agent’s prompts). Taken together, these re-
sults suggest the efficiency of GPT-3 to facilitate generating curiosity-
prompting pedagogical content and that offering ’open’, student-direc-
ted cues can help support curiosity better than the incentive and
teacher-guided ones.

1.2.2.3 Designing, implementing and evaluating "KidsReflect": a training
for curiosity perception and curiosity-related metacognitive skills

Finally, in our third study (presented in details in Chapter 5) we
try to address the role of curiosity perceptions and metacognition
in promoting children’s spontaneous divergent QA behaviors. Indeed,
"KidsAsk" primarily focuses on helping children find a relevant QA
syntax formulation to compensate for a knowledge gap, but only
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once this latter is identified using the help of an external agent—
the CA. However, a crucial preliminary step is identifying an intrigu-
ing uncertainty or a knowledge gap and to be motivated to pursue
it. This means that asking curiosity-driven questions requires strong
metacognitive skills to be able to identify this missing knowledge:
both declarative metacognitive knowledge (i.e. knowledge about one’s
own knowledge, strategies and task at hand) and procedural metacog-
nitive knowledge (i.e. the ability to apply specific learning strategies
and to control, monitor them) are thus essential. Finally, positive per-
ceptions of curiosity and QA are also crucial in order to be moti-
vated to work towards compensating a knowledge gap once identi-
fied. With this bigger picture in mind, it can be arguable that "Kid-
sAsk" only addresses a part of the procedural MC training.

Consequently, our goal for this third study is to design an inter-
vention to help children be more efficient and comfortable with rec-
ognizing learning opportunities and with adopting strategies such as
QA to resolve them. To do this, the intervention explains curiosity
and its functions to correct potential negative perceptions, then pro-
poses a training for both declarative and procedural metacognitive
knowledge. We call this intervention "KidsReflect".

"KidsReflect" has two main components: 1) part I starts by intro-
ducing children to curiosity and its importance to have an enjoyable
and efficient learning experience. We do this using animated videos
we created within the team. The videos then introduce declarative
knowledge about metacognition with the aim to give children con-
ceptual knowledge about how to understand their own knowledge
and functioning. More particularly, the videos presented declarative
knowledge about how to: select a curious learning goal given one’s
previous knowledge and the task at hand, to estimate the expected
knowledge gain before pursuing a specific information (by making
educated guesses), to adapt the relevant information-search behavior
to achieve the selected goal and finally, to evaluate the result of the
search process and decide on subsequent behavior. To identify these
MC skills, we took inspiration from the curiosity-driven autonomous
learning framework proposed in [168] and attempted to operational-
ize it by linking its different components to specific metacognitive
skills we hypothesize are essential for their achievement.

And 2) part II of "KidsReflect" proposes to give procedural/ experience-
based knowledge about metacognition by putting these four skills
into practice during a reading-comprehension task. The main goal
of this task being to practice the control and monitoring of one’s
learning strategies in order to independently gain novel information
about the text. To do this, we implement a digital platform with hand-
scripted CAs that act as learning companions during the task and
help children practice the skills described above by proposing specific
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hints and explanations. See Figure 1.5 for an illustration of "KidsRe-
flect".
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KNOWLEDGE GAP

INFORMATION-SEEKING
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4

1

3

The curiosity-driven autonomous learning
framework and the 4 associated MC skills

REFINE SEARCH STRATEGY

     

The “KidsReflect” training

PART I: DECLARATIVE TRAINING

 1. Video 1: Explaining motivation and its types.
 2. Video 2: Explaining curiosity & its role in learning.
 3. Video 3: Explaining metacognition (MC), the four 

 MC skills related to curiosity. Each represented 
 by a 2D character (see left).

 4. Video 4: Explaining links between MC and curiosity and
how to use the four MC skills to enhance learning.

PART II: PROCEDURAL TRAINING

*A web platform   
 * 8 reading-comprehension tasks

    * 4 MC steps to apply for each text.
    * Each step relates to a curiosity-related MC skill (see left).
    * 4 CAs (with the same appearance introduced during the

videos) to assist each step.

1 IDENTIFY AN UNCERTAINTY WITH THE REFEREE

2 GUESS AN ANSWER WITH THE DETECTIVE

3 SEEK AN ANSWER WITH THE EXPLORER

4 EVALUATE A NEW INFORMATION WITH THE REFEREE

Figure 1.5: An overview of the "KidsReflect" training design rationale and
content

To test this training, we recruited 86 students aged between 9 and
11, that were assigned to one of the three groups: "KidsAsk" only, part
I only of "KidsReflect" + "KidsAsk" or the full "KidsReflect" + "Kid-
sAsk". By comparing these groups, we aim to understand two key
points: 1) the contribution of a training that targets social perceptions
of curiosity and its related metacognitive skills on children’s spon-
taneous curious QA behaviors. And 2) whether video-based explana-
tions alone can already help enhance such behaviors. This could be an
interesting finding as videos can be easily appropriated by teachers
and introduced on a large scale in different schools.

Our results show indeed a significant impact of "KidsReflect" on
children’s metacognitive sensitivity (i.e. their accuracy in judging their
knowledge level and performance) and their perception of QA be-
haviors in the classroom. At their turn, these two indicators, com-
bined with children’s performance during "KidsAsk" and their cu-
riosity trait, showed to be in direct correlation with the spontaneous
offline divergent QA behaviors. Taken together, these findings rep-
resent an exciting step in defining the proper strategies to put in
place in order to foster children’s curious QA behaviors in the class-
room. These strategies include: practicing children’s evaluative and
monitoring metacognitive skills, enhancing their QA linguistic skills,
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and establishing positive views of curiosity. Such strategies could be
adopted by pedagogical teams and educational technologies design-
ers to better support curiosity-driven learning.

1.3 general discussion, perspectives and open questions

Finally, in Chapter 6, we provide an extended discussion about our
findings and try to position them within similar research.

We first provide a summary of our combined results and discuss
the insights they offer into the functional ’ingredients’ necessary for
effectively promoting curiosity-driven behaviors. Specifically, we ex-
amine the roles of evaluative and monitoring metacognitive skills, lin-
guistic QA skills, and social perceptions of curiosity and QA. We also
critically evaluate the effectiveness of our training methods in foster-
ing these dimensions and their potential to help teachers and EdTech
designers nurture students’ autonomy and engagement in learning
through training curiosity.

Specifically, we question the validity of our methods when used
with more formal learning materials and standard educational set-
tings. For instance, can teachers draw inspiration from these findings
and adopt our approaches to their formal activities with students?
How can we use these findings to motivate the development of spe-
cific educational technologies that keep students engaged without re-
lying heavily on features such as extensive gamification? These are
some of the critical questions we address to ensure our methods are
both practical and adaptable in real-world educational contexts.

We also give perspectives about technical features we could imple-
ment to reinforce our approach, specifically giving instant feedback
to children about the divergence level and quality of their questions,
guesses, etc. This feedback could help children refine and adapt their
performance until they achieve an optimal sense of learning and com-
petency. We discuss the first steps we took in this direction by collab-
orating with researchers in the NLP field to automate the assessment
of questions’ quality and divergence level using LLMs. By exploring
this direction, we study the feasibility of using LLMs to give children
instant feedback about their inquiry-based strategies.

Finally, we open discussions about the importance of curiosity-
driven QA and metacognition with the current exponential rise of
Generative AI (GAI) and the general enthusiasm around its use in
education. We wonder how we could adapt the methods presented
in this thesis to help children remain curious learners, active and in
control of their learning, when interacting with these new complex
systems that facilitate access to information. We make hypotheses
about the need for curiosity and metacognitive skills to use GAI ef-
ficiently during learning and propose future studies to explore this
relationship.
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2.1 an overview of information-seeking behaviors and

curiosity in biological systems

Information-seeking behaviors are common among humans and non-
human primates. They can range from simple actions like passive
staring to more complex endeavors such as travelling or pursuing
a PhD. Primates devote a significant portion of their lives to seek-
ing new information, a behavior formally known as "exploration" or
"orientational-investigatory activity" that can be driven both by extrin-
sic or intrinsic factors [125]. Notably, information-seeking behaviors
can occur even in the absence of direct inherent benefits, such as food
or money, indicating that these behaviors are not solely motivated by
instrumental or strategic gains.

Broadly speaking, we refer to this form of information-seeking as
"curiosity," the intrinsic drive for novel sensations and experiences
with the potential for learning [104]. Or, as Kashdan describes it, the
"impulse towards a better cognition" [121]. Curiosity is what drives a
bird to approach an unknown object, even at the risk of its own safety,
to better understand its environment [101]. It motivated explorers
like Ibn Battûta to travel over 100,000 kilometers through arid and
hostile territories, fully aware of the dangers, to discover the world.
Curiosity is a foundational factor that led scientists to make the major
discoveries that shape our society today.

With its pervasiveness in every-day life and its critical role for
growth and survival, curiosity has sparked the interest of researchers
from various fields ranging from psychology to anthropology and
computer science. While these efforts have begun to unveil the mech-
anisms of curiosity, much remains to be fully understood.

More specifically, we still lack a clear and widely accepted defini-
tion of curiosity. Indeed, the long history of debates over its nature
started with behaviorist approaches that presented curiosity as a ba-
sic biological drive that "just is" [221]. These approaches likened it to
the pursuit of food or other goods; but instead of these tangible re-
wards, it drives organisms to pursue non-tangible ones [90]. However,
such views lost popularity because they fail to advance discussions
on what triggers curiosity when no imminent tangible benefits can be
seen/ expected.

Another classic perspective that significantly influenced curiosity
research is that of psychologist Daniel Berlyne [24]. With a different
approach, he presented two major biological reasons to explain this
intrinsic drive. In doing so, he introduced two types of curiosity: 1)
specific curiosity, which occurs to solve an uncertainty and/or a con-
flict facing the organism. It is the direct result of an informational lack
detected by the brain during its interactions with the environment.
It causes the organism to experience discomfort and motivates it to
access novel stimuli that may contain this missing information [90].



2.2 epistemic curiosity (ec) in humans 19

And 2) diversive curiosity, which represents the spontaneous pursuit
of novel stimuli without needing previous information about it (as
opposed to specific curiosity). It is motivated by the need to seek
new stimuli, different from the ones presented naturally in the cur-
rent circumstances (e.g. because these latter only offer too easy or too
complex stimuli to process). This need may arise after consistently
experiencing monotonous or unchallenging stimuli which can have
a negative impact on various psychological functions. Consequently,
the organism is driven to seek new stimuli that offer optimal levels of
surprise, variety, complexity, and change.

Finally, in more contemporary views on curiosity, we find an emer-
gence of a consensus presenting it as a form of information-seeking
behavior that is driven by the expected rewarding value of the infor-
mation itself [60, 147, 176]. Similar to foraging for food or basic goods,
such theories suggest that curious individuals seek novel stimuli for
different reasons that can be internal, external, conscious or uncon-
scious.

As some of these explanations remain species-general, Berlyne also
proposed another taxonomy to distinguish human curiosity: percep-
tual vs. epistemic curiosity. The main difference resides in the satia-
tion condition: for perceptual curiosity, the drive to the novel stimuli
decreases with the ongoing exposure to it. While for epistemic curios-
ity, the drive goes beyond resolving an uncertainty or a discomfort,
to wanting to acquire new knowledge or a "better cognition" [105].
While perceptual curiosity is species-general, epistemic curiosity is
more specific to humans.

2.2 epistemic curiosity (ec) in humans

Despite the absence of a unique, agreed-on definition of epistemic cu-
riosity (EC), researchers generally tend to define it as a specific form
of intrinsic motivation (IM) that supports and enhances experimenta-
tion, exploratory behavior and active learning that is directed towards
the acquisition of new knowledge [75, 175]. Unlike motives that lead
to seeking information for its instrumental value, this form of IM
drives individuals to explore stimuli for their mere nature and "what
they are" [51], i.e. their intrinsic value. Epistemic curiosity is consid-
ered to be a powerful driving force that builds some of the crucial
pillar stones for human civilization and evolution, namely scientific
discovery [210] and education [50, 106].
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2.2.1 Main theories of EC

2.2.1.1 EC as a product of uncertainty and informational gaps

Different theories of EC have emerged over the decades. For example,
Berlyne presented the conflict theory, in which EC is introduced as
a motivational state that drives individuals towards knowledge [23].
According to this theory, EC is satiated by the obtaining of the pur-
sued knowledge (i.e. the learning goal) and is predicted by the initial
level of uncertainty surrounding it: the more conflicting a situation is,
the more EC can be experienced.

More recently, other theories have emerged such as Lowenstein’s
"knowledge gap" [71, 147]. In this theory, EC is defined as a cognitive
deprivation that arises from the individuals’ perception of a differ-
ence between a wanted state of knowledge and the current state of
knowledge (i.e. a knowledge gap), as evaluated by the individuals
themselves. This aligns with the general observation that exploratory
behaviors tend to decrease over time: the younger we are (i.e. little
we know about the world), the more discrepancies we will detect,
and the more information we will want to seek.

However, this trend does not always hold, as older individuals also
engage in explorations, but in a more structured manner. This struc-
tured exploration in adults can be explained by Lowenstein’s sugges-
tion that individuals choose do not engage in exploratory behaviors
automatically upon identifying a knowledge gap. Instead, they rely
on their subjective perception of the gap’s intensity [147]. When a
knowledge gap is too large (i.e. the wanted information is completely
unknown), they will be demotivated to seek it, same for very small
gaps. Therefore, an optimal level of uncertainty is required to stimu-
late information-search behaviors.

Recognizing such optimal uncertainty experiences requires, among
other skills, metacognition that does not until later in life, thus ex-
plaining the developmental differences in exploratory behaviors.

Figure 2.1 shows an example of theoretical predictions that ex-
plains how feelings about knowledge gaps can impact information-
seeking [71].

This theory was supported by a study by Kang et al. [117] showing
that individuals are least curious when they have no clues about the
answer or when they are extremely confident about it. Such mech-
anisms are suggested to be the principal motivator for children’s
curiosity-driven exploratory behavior starting from the age of 4 [164].
Lowenstein’s information-gap theory also explains why curiosity is
often associated with stimuli that are judged as surprising, novel, vi-
olating previous beliefs, etc [18, 176, 182].
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Figure 2.1: Theoretical predictions of informational preferences arising from
feelings about information gaps. Golman and Loewenstein,
2018 [71]

2.2.1.2 EC as a product of the expected learning gains

In the theories above, EC was presented as directly resulting from the
emergence of a particular knowledge gap. In this section, we present
an alternative perspective where EC is hypothesized to stem from the
anticipation of reward or pleasure associated with acquiring specific
information.

Indeed, this idea has led to the development of various explana-
tions of EC’s mechanisms. One popular model suggests that individ-
uals predominantly seek tasks of intermediate difficulty level for ex-
ploration (not too easy, nor not too difficult). Empirical investigations
have supported this idea in various contexts, including infant atten-
tion [126, 182], trivia questions [17], etc.

With a more process-like approach, new curiosity theories have
also emerged, such as the learning progress (LP) theory [176]. Ac-
cording to this theory, individuals are mostly curious about tasks
that would maximize their learning progress: they would make hy-
potheses about the activities available to them in their environment
and choose to pursue the ones that they predict can maximize their
learning progress and bring them closer to the mastery of the knowl-
edge component at hand. Here, the motivation is thus more focused
on the LP rather than on the final information itself. By applying
such algorithms in naturalistic settings, it is suggested that learners
can avoid wasting cognitive resources on hazardous tasks that are
either already mastered or impossible to master with their current
knowledge state [218]. This idea for curiosity-driven exploration has
also been applied and shown to be relevant for artificial systems in
different domains such as automatic curriculum learning [64], scien-
tific discovery in complex systems [187] and educational applications
[44].
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In other work, Murayama et al. [168] proposed an operational frame-
work that takes a "process account" of curiosity during the cycles of
autonomous learning and effectively "gives up" on the idea that EC
can have specific and unique characteristics. This work proposes a
framework that captures EC as a process that accompanies sustain-
able and continuous knowledge acquisition. This framework, greatly
inspired from reinforcement-learning models [49] and EC psychol-
ogy [147] presents autonomous knowledge-seeking as a process initi-
ated by the computation of an expected reward associated with the
closing of a recognized knowledge gap. The information resulting
from this information-seeking then serves a reward by expanding the
individual’s knowledge base. It also forms a positive feedback as it fa-
cilitates the awareness of further knowledge gaps and thus, the future
exploratory behavior (see figure 2.2).

Although not stated explicitly, it is inferred that this model as-
sumes the presence of specific metacognitive skills in individuals (e.g.
becoming aware of knowledge gap, monitoring learning progress,
etc). Without these, several components of the framework cannot
effectively operate. In this PhD, one of our aims will be indeed to
make these links more explicit in order to facilitate the design of
metacognition-based curiosity training interventions.
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Figure 2.2: Framework for the process account of curiosity in autonomous
learning acquisition. Murayama et al., 2019 [168].

Finally, in their rational analysis of curiosity, Dubey and Griffiths [55]
present curiosity as a cognitive mechanism that can be responsible
for leading people’s exploration in a way that maximizes the useful-
ness of the knowledge. As opposed to the previous theories described
above, the authors here propose that the determinants of curiosity-
driven explorations can change depending on the environment: peo-
ple can choose to follow stimuli with high vs. intermediate uncer-
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tainty or difficulty depending on the rationality of this decision (see
Figure 2.3).
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Figure 2.3: Example of a curiosity model showing its links with subjective
feelings of knowledge and exposure. Dubey et al., 2020 [55].

2.2.1.3 Individual differences in EC

In all models described above, curiosity is represented as a state trig-
gered by specific stimuli in the environment. But it is somewhat in-
ferred that this state also interacts with curiosity trait.

Indeed, individuals’ trait curiosity— the differences in their affec-
tive responses to uncertainty, challenges and subjective feelings of a
lack of expertise— can modulate their information-seeking behaviors
when they are faced with the curiosity-eliciting stimuli described in
the models above [60]. For example, studies such as in [108] show
that children who are more curious by trait are more comfortable
with high levels of uncertainty and ask more questions. In another
study, children with high curiosity trait reported experiencing greater
feelings of presence during exploration [211].

In investigating curiosity as a personal trait, researchers like Lit-
man [141] suggested introducing EC as an individual trait of person-
ality that could have two types: 1) type I (Interest) which is associated
with an interest to explore/ discover unfamiliar subjects and enjoy the
intrinsic joy that is predicted to result from them. And 2) type D (De-
privation) that is associated with a desire to reduce unwanted states
of uncertainty and ignorance. Unlike Type I curiosity, Type D curios-
ity is oriented to search for a specific unknown, and is only satiated
by the availability and accuracy of the response to this unknown.

2.2.2 Developmental changes in EC and its link to learning

EC and curiosity-driven learning are present in humans’ lives since
very early stages and continue to develop throughout childhood and
adolescence [59]. Extensive research has focused on studying them in
early stages of childhood. They show that young children use the con-
tingencies they experience and their previous knowledge to explore
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their environments and test relevant hypotheses about unknown ob-
jects and reduce uncertainty [75, 83, 125, 200].

For example, infants are more driven to activities with intermediate
difficulty rather than easy ones [19, 126, 149, 172] and choose to play
with toys that they do not completely understand [205]. Additionally,
it has been shown that young children learn better and expand their
knowledge more when they are confronted with stimuli that violate
their prior knowledge [215], a stimuli property that is suggested to
trigger EC as discussed above.

These findings are aligned with the idea that curiosity facilitates
learning. Famous child psychologist Piaget for instance considered
curiosity and exploration as pillars for cognitive development and
key to acquiring knowledge about the world [180]. Moreover, Vygot-
sky has famously suggested that children’s cognitive abilities are not
innate or "pre-set", rather, they are developing in proportion to their
interactions with the world [225]. Indeed, during these interactions,
and with the presence of a "more knowledgeable other", children are
encouraged to explore novel stimuli, which can help them adjust and
extend their internal models of it and, thus, make learning gains.

Evidence about curiosity and its role in learning for adults has also
been an area of research. For example, Wade et al. suggest that learn-
ing is best predicted by both curiosity and previous knowledge [226].
Other recent studies in neuroscience also suggest that people are bet-
ter at learning the information they report to be curious about. In fact,
they show an association between these states and the activation and
consolidation of long-term memory regions [84].

However, much less is known about the development of curios-
ity and its interaction with learning in later stages of childhood and
adolescence. Indeed, the role of curiosity is very often praised in ed-
ucation [58, 109, 175] but these studies rarely assess curiosity directly.
In bridging this gap in literature, Fandakova et al. [59] conducted a
study with children and adolescents (from 10 to 14 years old) using
a trivia paradigm. Participants had a series of trivia questions that
were associated with various curiosity levels. They were first asked
to rate their curiosity about these questions, encoded the correct an-
swer and finally, rated their subjective interest in the answer once it
was revealed to them. The results showed that participants from dif-
ferent age groups remembered better the answers to the questions
they were curious about. More interestingly, they show that the high
post-interest scores in the answers reinforced memory beyond the cu-
riosity effects, but only for the adolescents (13-14), not the younger
participants (see Figure 2.4). This is in line with research findings
suggesting that cognitive processes associated with interest change
across development [97].

Finally, evidence concerning developmental changes in curiosity
comes also from neuroscience. For instance, in their PACE frame-
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Figure 2.4: Developmental changes in the relationship between curiosity
and learning. Fandakova & Gruber, 2021 [59].

work, Gruber et al. suggest that developmental changes in curiosity
may be attributed to the maturation status of the lateral prefrontal
cortex, a region that is associated also with metacognitive skills such
as the ability to self-reflect and regulate learning and memory out-
comes [85]. Several studies propose that this region develops in early
childhood, begins maturing around the age of 9, and continues to
develop throughout adolescence [12, 232].

2.2.3 Measures of EC

Due to the numerous conceptualizations of EC, various scales have
been developed to assess it, both in general and specific contexts such
as education, workspace, et [227].

General domain measures of curiosity include scales such as the
"curiosity as a feeling of interest" scale [144]. Highly inspired by
Berlyne’s theory [24], it addresses curiosity as a personal trait rather
than a state and assesses it based on two dimensions: specific and
diversive curiosity. Litman also introduced the "Curiosity as Feeling
of Deprivation" scale, which accounts for curiosity as an individual
difference emerging from discomfort over lacking access to specific
information [143]. Drawing from these two studies, Litman also de-
veloped the I- (interest) and D-type (deprivation) EC scale [141].

Similarly, we find other scales such as the curiosity and exploration
inventory [119]. Also inspired by Berlyne’s theory, this scale assess cu-
riosity traits following two dimensions: exploration (i.e. the tendency
to seek out new experiences/ information) and absorption (i.e. the
tendency to engage in novel explorations). In a more recent study,
Kashdan et al. developed the five-dimensional curiosity scale to create
a comprehensive multidimensional curiosity trait measure [121]. In
this scale, we find dimensions concerning: joyous exploration, thrill-
seeking, deprivation sensitivity, stress tolerance and social curiosity.
Specific domain curiosity measures were also developed covering a
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range of domains: science curiosity [228], workplace curiosity [118],
social curiosity [189], interpersonal curiosity [133], etc.

On the other hand, several previous studies have also worked on
developing behavioral measures of curiosity states in order to avoid
the challenges surrounding self-report measures. Example measures
include pupils dilatation, exploratory eye movements [135], fMRI im-
agery[84], ability to ask questions in educational contexts [8, 110], abil-
ity to support and manipulate uncecrtainty [111], etc. Furthermore,
in analyzing curiosity-driven explorations, studies such as [150] pro-
posed to investigate individuals’ patterns and styles of exploration of
Wikipedia content after 5 hours of browsing. This study has linked
the types of exploration to types of curiosity, i.e. individuals with
specific curiosity explored connected content while individuals with
higher diversive curiosity explored more diverse content. Finally, au-
thors in [82] proposed to use the willingness to incur a cost in ex-
change for information as a new behavioral measure for curiosity
(e.g. willingness to pay money, wait for information, make an effort
in exchange for information, etc).

2.3 question-asking as a crucial form of ec

As discussed above, humans develop their abilities to seek informa-
tion when faced with uncertainty from a very young age, through dif-
ferent behaviors such as staring, pointing, exploring, etc. They begin
to vocalize this uncertainty starting at the age of 12-to-24 months [192].
These behaviors are considered to be crucial for children’s cognitive
development [72, 180].

2.3.1 Role in cognitive development

In consistency with the knowledge gap theory, it is suggested that
question-asking behaviors can relieve states of curiosity: they are mo-
tivated by the desire to make learning progress concerning stimuli
that are identified as novel, surprising, etc [25, 79]. They can allow
children to address more knowledgeable peers (e.g. parents, care-
givers) in an explicit manner in order to help them find answers to
the uncertainties they’ve identified and, therefore, to develop/ extend
their understanding of the world [80].

Furthermore, several studies support the idea of question-asking
behaviors being a crucial tool that helps individuals shape their infor-
mation-search and optimize its efficiency for learning. For example,
Ruggeri et al. [194] show that children, as young as 10 years old, are
able to dynamically adapt the questions they ask, in a way to move
closer to the information gains they are expecting, by leveraging the
answers they get from external agents. This is an important charac-
teristic of question-asking dynamics as it helps limit the search space
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that is initially quasi-infinite in the world and requires efficient navi-
gation [113].

Similarly, research such as in[162] suggests that children tend to
seek more information when they are faced with explanations that
don’t contain the answers to their questions, as perceived by the chil-
dren themselves. Beyond being a testimony for children’s question-
asking abilities, these findings also suggest that the dynamics of this
behavior (ask a question, get an answer, evaluate answer, ask further
questions) is a facilitator for an efficient information search directed
towards maximizing learning.

2.3.2 Developmental changes

Although we know that question-asking skills emerge from early
childhood, they are not fully developed until late childhood [113].
Indeed, when looking into children’s question quality throughout
childhood, researchers in [113] identify three stages: 1) by the age
of 5, the ability to recognize "good" questions but not to generate
them (here, a "good question" is defined as one that contains the ap-
propriate formulation that can lead to finding the answer to satisfy
the informational need expressed by the question [161]). 2) The abil-
ity to generate these "good" questions by the age of 7 and, finally,
3) the ability to dynamically adapt their question-asking behaviors
to navigate efficiently through the knowledge space and acquire the
information needed in an optimal way, by the age of 10.

See Figure 2.5 for an example of the differences in the effectiveness
of children’s questions between the ages of 4 and 6.

In trying to understand the processes underlying this developmen-
tal trajectory, researchers suggested several elements such as metacog-
nition, verbal skills, theory of mind, executive functions, etc [113]. For
example, Ronfard et al. [192] link children-under-5’s failure to gen-
erate precise and goal-directed questions to their lack of executive
functions skills that can allow them to coordinate the simultaneous
processes needed to do so: identify learning goals (i.e. knowledge
gaps), identify reliable information sources (i.e. other agents’ knowl-
edge states) and formulate the corresponding inquiry. Furthermore,
we also see that metacognitive skills (that develops throughout child-
hood [78]) are important important in the QA process.

The development of metacognition (i.e. the individual’s knowledge
about their own learning and ability to regulate it) can indeed facil-
itate children’s capacity to recognize their need for help, adapt their
information-search behavior to meet this need by asking the appro-
priate questions, etc. It is indeed suggested that the development of
metacognitive skills helps better understand the features that make
the "informational effectiveness" of a question [194].
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Figure 2.5: Age and scaffolding help children ask more effective questions.
Ruggeri et al., 2021 [195].

2.3.3 Taxonomies of questions and association with curiosity

Broadly speaking, we often associate question-asking with curiosity
in an automatic way, without thinking in detail of the question’s pur-
pose, function, etc. But in doing so, do we mean that rhetoric ques-
tions can also classify as curiosity-driven behaviors for example? This
suggests that defining "good" questions solely as "questions that can
eliminate ignorance" is insufficient [123], and more nuanced classifi-
cations of questions are necessary.

Lower Level

Higher Level

Cogni�ve memory

ques�ons

Convergent thinking 

ques�ons

Divergent thinking 

ques�ons

Evalua�ve thinking 

ques�ons

Rote memory; recall of prior learning; 

recogni�on of informa�on

Integra�ng informa�on; analysis of ideas;

synthesising data

Genera�ng new ideas; pu�ng forward new ideas / 

views; recognising more than one possibility

Quality assuring thinking; making judgements; 

decision making

Figure 2.6: An example of a taxonomy of questions types proposed by New-
ton et al., 2017 [171].

To distinguish between questions types, Kearsley et al. presented
a non-exhaustive framework that classifies questions with respect to
their functions [123]: 1) echoic: used to ask for the repetition of confir-
mation of an already-encountered; 2) expressive: a question used to
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convey an attitude (e.g. "aren’t you coming?" which usually indicates
surprise/ disbelief); 3) social control: questions used to maintain the
control during a discussion; and 4) epistemic: questions used to ac-
quire new information. With this framework, one can see that only
the latter type of questions (i.e., epistemic) could be related to EC:
they allow individuals to seek new information and help them ex-
tend their knowledge.

For questions with an epistemic function, researchers have pro-
posed even more thorough distinctions, relying on the relationship be-
tween the questions and the answer. For example, Raphael et al. [186]
suggested three categories for epistemic questions: questions to which
the answer immediately available, questions that require more effort
like linking two available information to deduce an answer. And fi-
nally, questions that depend on the ability to use the previous knowl-
edge and generate hypotheses. The second and latter categories are
likely to be more associated with EC as they require cognitive pro-
cesses that are associated with it: using previous knowledge to seek
further useful and relevant information, making hypotheses, etc.

Similarly, Gallagher and al. [69] proposed two categories: divergent-
and convergent-thinking. The first being surface-level questions that
require children to explain or compare ideas while the second in-
volves divergent thinking processes and require prediction, making
hypotheses or judgements. Alaimi et al. [8] investigated the effect of
curiosity on students’ questioning abilities and found that the more
curious children are by trait, the more divergent-thinking questions
they will ask.

See Figure 2.6 for an example of questions classification.

2.4 metacognition : definitions , functions and links with

curiosity

2.4.1 Definitions and developmental trajectory

Metacognition is an important concept across various domains, in-
cluding biology, psychology, educational cognitive science, and so on.
Similar to curiosity, empirical evidence suggests that metacognition
positively influences learning and development [213, 224]. However,
the reasons and mechanisms underlying this phenomenon remain un-
clear given the lack of a clear and operational definition of metacog-
nition [134].

In general, metacognition is described as the process of "thinking
about thinking" or the "cognition of cognition" [61]. To have a more
specific definition, one can examine the meaning of the two parts
composing the word "metacognition": the prefix "meta", suggesting
an act of "going beyond" cognition. And "cognition", the mental rep-
resentations and processes that enable an organism to reach its goals
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in the environment [22]. Combining these definitions, metacognition
can be defined as the process and resulting products through which
individuals evaluate and monitor their own knowledge states and
performances, enabling them to regulate their future cognitive activi-
ties and behavior [170].

More particularly, according to Flavell, metacognition has two main
components: metacognitive knowledge (declarative metacognition) and
metacognitive experiences (procedural metacognition) [61]. 1) Metacog-
nition knowledge refers to the individual’s knowledge about their
own cognitive tasks, goals and strategies. An example would be an in-
dividual recognizing they are better at learning mathematics than arts
for instance [88]. 2) The procedural component refers to conscious ex-
periences that occur during cognitive activity. For example, the feel-
ings that we don’t understand something when someone is talking,
feelings of knowledge, etc. This component can activate strategies of
self-regulation and active monitoring and control of performance in
a task [204].

See Figure 2.7 for a proposition of metacognition components, pre-
sented by Schneider [204].

Metacognition (Knowledge about cognition)

“Meta-Knowing” (Kuhn, 2000)

Knowledge about the mental world

“Metacognitive Knowing” (Kuhn, 2000)

Knowledge about memory (Metamemory, Flavell, 1971)

“Metastrategic Knowing” (Kuhn, 2000)

“Theory-of-mind”-research

• understanding of false belief

Declarative metamemory
“variables” category

(Flavell & Wellman, 1977)

Procedural metamemory
“sensitivity” category

(Flavell & Wellman, 1977)

• understanding of mental states such as

desires, emotions, attention,

consciousness etc.

• understanding of mental verbs

• knowledge about

person, task, and

strategy variables

• understanding of

mental verbs

monitoring component

(Nelson & Narens, 1990, 1994)

• ease-of-learning (EOL)

judgments

• judgments of learning (JOL)

• feeling-of-knowing (FOK)

control and self-regulation

component (Nelson &

Narens, 1990, 1994)

• knowledge of recall

readiness

• allocation of study time

Figure 2.7: A taxonomy of metacognition components proposed by Schnei-
der [204].

Based on these definitions, we often tend to associate metacogni-
tion with situations such as people discussing their thoughts about
their performances in a certain task, speculating on their potential
success, etc. This has led us to perceive metacognition as a declar-
ative skill primarily manifested in behaviors like self-reflection and
self-reporting. And since self-reflection is considered as a rather ad-
vanced behavior [30], researchers have long assumed that metacogni-
tion is only available to human adults [39].

However, this view has been challenged by other researchers who
have suggested the existence of more fundamental or "core" forms
of metacognition observable from the early stages of human life [76].
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For instance, Kouider and Goupil [78] demonstrated in a study that
even pre-verbal infants (aged between 18 to 20 months) can report
and monitor their own uncertainty using pointing gestures. Other re-
search showed that babies use pointing in a interrogative manner [19],
or staring to communicate uncertainty [31], etc. Taken together, these
findings suggest that individuals, from a young age, use core forms
of metacognition to adapt their learning strategies to their objectives.

In Shea et al. [206], the authors proposed to explain this by introduc-
ing a 2-system framework for metacognition: 1) an "intra-personal"
system that operates implicitly within the individual to guide their
processes. This system is shared with human adults, infants and even
some non-human animals. 2) a "supra-natural" system that enables in-
dividuals to share their metacognitive representations (see Figure 2.8).
This latter is unique to humans, develops in later phases of human
life (not before 3 years old according to research in [31]), and is also
known as "explicit self-reflection" [76].

Figure 2.8: Sharing of metacognitive representations between two agents:
system 2 MC representations are in verbal form and are derived
from system 1 MC where the former are used to improve control.
Shea et al. 2014, [206].

2.4.2 Links with epistemic curiosity

As discussed earlier on, curious information-seeking behaviors re-
main somewhat complex, especially regarding their triggering con-
ditions. In trying to explain them, Lauriola et al. leveraged our un-
derstanding of metacognition and proposed the idea that curious ex-
ploration is, at its core, a metacognitive self-regulatory process [136].
Goupil et al. also second such a view on curiosity and defend the
idea of "curiosity as a metacognitive feeling" [77]. They emphasize
two inherently metacognitive processes as the triggering elements for
curiosity: 1) the assessment of one’s informational needs, and 2) a
prediction of the learning gains they can achieve by pursuing some
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specific information. See an example of a framework presenting the
link between curiosity and metacognition in Figure 2.9.

Figure 2.9: The link between curiosity and metacognition within the Region
of Proximal Learning framework, proposed by Metcalfe et al.,
2020 [159].

This explanation aligns with the curiosity theories and frameworks
discussed in the previous chapter. For instance, if we consider Loewen-
stein’s Information Gap Theory [147], we can see that its basis is
metacognitive. Indeed, according to this theory, individuals must eval-
uate their own knowledge within their immediate environment, iden-
tify a knowledge gap by recognizing an un-mastered competence or
incomplete information, and subsequently decide to seek stimuli that
may address this identified knowledge gap. These three steps repre-
sent early, "core" forms of metacognition [31] that begin to develop in
humans since their early years (around 18 months). They can explain
the curious exploratory behaviors in infants since a very early age.

In the same line, the learning progress theory proposed by Oudeyer
et al. [176], suggests that individuals determine which information
to seek based on their assessment of how this information will opti-
mize their learning progress. This implies that learners regulate their
curious information-seeking behaviors through metacognitive mon-
itoring and regulation procedures: first, by assessing their current
knowledge state, and second, by predicting the potential learning
outcomes that could be achieved by pursuing specific information
or stimuli. Similarly, Murayama’s process account of curiosity [168]
in autonomous knowledge acquisition suggests that curiosity-driven
information-seeking is primarily internally modulated by an expected
feeling of reward that individuals predict to obtain from their fu-
ture inquiries. Generating expected rewards, such as making edu-
cated guesses about unknown information, can also be viewed as
a metacognitive procedure, as it involves integrating previous knowl-
edge to predict how best to enhance future cognitive outcomes.

These links between curiosity and advanced metacognitive skills
have also been suggested through neuro-cognitive models such as
PACE [85]. This work suggests that curiosity is elicited based on the
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developmental stage of the lateral PFC, which is directly linked to the
metacognitive abilities to self-reflect and to self-regulate learning [59].

Taken together, these different views suggest that curiosity-driven
information-seeking behaviors can depend on metacognitive processes
such as the individuals’ ability to become sensitive to their informa-
tional needs and monitor the progress of these latter. But while exten-
sive research supports this idea, other other perspectives propose that
curiosity can be seen as a simple motivational experience that does
not necessarily require the ability to make meta-representations [39].

2.5 curiosity in the classroom

Since we took the first steps towards understanding curiosity and its
impact on learning, the need to promote it in educational settings has
been increasing [109].

For instance, Friedman has suggested that "curiosity combined with
motivation to learn are more important than intelligence" in schools [66].
While this assertion may be considered somewhat oversimplified, it
is widely acknowledged that curiosity and the motivation to learn
play a crucial role in shaping learning outcomes and experiences. In-
deed, several lines of research have now linked enhanced academic
performance to curiosity indicators such as active engagement and
interest [203], question-asking behaviors [111], as well as to parental
encouragement and nurturing of children’s curiosity [74] (see Fig-
ure 2.10).

Figure 2.10: The failure rate in the same course, under active learning di-
rected by curiosity is lower compared to a course directed by
standard instructions (average difference of 12%). The same ap-
plies to density graphs. Freeman et al., 2014 [65].

Additionally, curiosity has been associated with a state of general
well-being and adaptive social behavior by enhancing the sense of
self-efficacy and novelty thriving [119, 120]. Meaning that individu-
als experience greater enjoyment from the learning situation, which
drives them to seek even more information and thereby further opti-
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mize their learning opportunities. This positive feedback loop is the
crux of curiosity’s role in optimizing learning, and it is inherently
metacognitive: it involves evaluating one’s own knowledge and using
this assessment to regulate subsequent learning opportunities. Fur-
thermore, metacognition plays a central role in empowering students
by granting them agency and enabling them to take control of their
learning [152], two concepts that, in turn, are suggested to enhance
the benefits of curiosity in learning [8].

2.5.1 Supporting curiosity in the classroom: inspiration for alternative ed-
ucational practices

As theoretical evidence for the role of curiosity in learning is piling
up, educational researchers and practitioners started thinking about
novel approaches to nurture this skill in classrooms [50]. But similar
to the definition of curiosity, the ways to promote it also lack a unique
and clear framework.

2.5.1.1 By promoting inquiry-based approaches

However, a consensus has been reached concerning the general guide-
lines to apply in the classroom. One idea is to assist students in reg-
ulating their learning and guide them towards recognizing the rele-
vant challenges that may help them maximize learning, by explicitly
helping them identify information gaps [58, 111]. This could be im-
plemented in the classroom by shifting from direct instruction-driven
teaching approaches to inquiry-based ones. For instance, for an ac-
tivity around prime numbers, teachers can either ask "Where are the
prime numbers in this list?" or say "I wonder, why is it important
to qualify some numbers as primes" [109]. Beyond merely retriev-
ing the factual information the teacher asks for, the latter approach
can encourage students to generate novel questions that lead to new
information beyond what is typically asked of them. These will be
questions that are within their competencies but that require external
incentives and support to be formulated effectively [58]. The inspira-
tion for such approaches is rooted in Vygotsky’s theory about the role
of caregivers in children’s cognitive development through encourag-
ing exploration [225].

Several other ways could also be implemented to replace standard
direct instructions in the classroom. For example, researchers in [36]
proposed a novel routine where children learn through exploration:
they first formulate a critical question related to the learning mate-
rial they wish to study. Next, they explore the related available ped-
agogical resources and formulate subsequent questions about them.
Finally, they use these questions and resources to formulate a concise
answer to their initial critical question. Results indicated significant
differences in learning progress between students who followed this
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routine and those who underwent traditional instruction-based ses-
sions.

2.5.1.2 By promoting comfort with question-asking and uncertainty

Another relevant idea put forward by research is the need to promote
"comfort with uncertainty" among students [111]. This means that
students should learn how to identify uncertainty and associate it
with learning opportunities rather than with stressful feelings such
as the fear of failure, which is often the case for young learners [157].

Teachers could adopt different strategies to achieve this. For exam-
ple, it is suggested that teachers expressing and communicating their
own uncertainties, acting on them by exploring information, asking
questions and making mistakes, can result in students "catching" and
adopting this behavior [81]. This is in line with the learning theories
suggesting that children track the knowledgeability of other agents of
their environment and use this signal to shape their own information-
search behaviors [94, 174, 199].

In other words, if students see their teachers (i.e. the agents they
consider as more knowledgeable) expressing uncertainty and acting
on it, it is possible that they will do so too. It goes without saying that
while feeling comfortable with uncertainty is a first powerful step
towards supporting curiosity, it is equally important to instruct stu-
dents, without imposing specific methods, on how to choose the rel-
evant behaviors that can help them reduce these uncertainties [109].
For instance, researchers have often highlighted the importance of
teaching students how to formulate efficient questions to satiate their
informational needs [201].

See Figure 2.11 for an example of conditions to enhance curiosity
in classrooms, proposed by Peterson et al. [179].

2.5.1.3 By promoting individualized learning

Several research has highlighted the need for creating learning se-
quences that present students with the optimal levels of uncertainty,
complexity, novelty, etc that could lead them towards exploration [102].
For such approaches to be efficient, teachers are required to push stu-
dents to constantly reflect on what they do and do not know and
make connections between the two, in order to be able to recognize
uncertainty and be motivated to pursue it. This connection puts for-
ward the importance of training metacognition to support curiosity in
education: individuals need to be able to self-assess their knowledge
states in order to feel states of curiosity and be motivated to search for
information. They also need to be able to self-regulate their learning
strategies in order to be able to achieve the learning progress needed
to relieve these states of curiosity.



36 curiosity, metacognition and their promotion in today’s classrooms

Figure 2.11: Interventions and conditions associated with increased or sus-
tained curiosity levels in the classroom. Peterson, 2020 [179].

2.5.1.4 By promoting autonomy and self-regulation

On the other hand, theories based on leveraging people’s intrinsic
motivation in order to support their growth and learning have also
appeared (e.g. the self-determination theory (SDT) [197]). Such the-
ories had strong implications in the educational field as they were
associated with major impact on students’ need for autonomy, com-
petence and relatedness [198].

While these theories have inspired the educational systems to pro-
pose more pedagogical activities based on inquiry, more ’radical’ forms
of these approaches have also appeared. A prominent example is
the Montessori system, which grants students significant freedom to
choose their learning materials and eliminates external rewards such
as grades. Instead, it emphasizes the formal training of sensory, mo-
tor, and mental capacities to facilitate self-directed learning [165].

Although evidence supporting the effectiveness of this method has
been limited, there is a general consensus that children can derive cog-
nitive and social benefits from it. Moreover, studies such as in [139]
have demonstrated that 12-year-old students in Montessori schools
perform similarly in writing tasks (essays) compared to students in
traditional schools while being rated significantly more creative.



2.6 leveraging new technologies to build efficient educational applications 37

2.5.2 Main challenges

Despite recognizing the advantages of curiosity and metacognition in
learning, teachers encounter significant challenges in implementing
educational practices that support these skills. The primary obstacle
lies in adhering to overarching educational policies. Teachers are in-
deed required to have students practice and solve learning problems
using uniform and standardized procedures dictated by the educa-
tional system they operate within. This lack of flexibility and limited
opportunities for students to explore material that interests them can
hinder curiosity. Additionally, the use of common and standard as-
sessment measures to evaluate students’ performance, which often
only assesses their response to specific factual knowledge, can dis-
courage individuals from being proactive in the classroom during
the learning process.

Even in the absence of such rigidity, a significant challenge remains
in the implementation of curiosity-supporting activities in classroom
settings. As discussed earlier, fostering curiosity entails presenting
puzzling activities and problems that offer optimal levels of novelty
and complexity to stimulate children’s curiosity and motivation to
seek further information. However, determining this optimal level is
contingent upon various factors such as prior knowledge, interests,
and individual differences, which greatly vary among students in the
classroom. Consequently, to offer activities that cultivate their stu-
dents’ individual curiosity, teachers must develop personalized learn-
ing sequences. Yet, fulfilling such requirements is nearly impossible
for teachers, given the substantial resources they demand in terms of
time, the creation of pedagogical content, and their other responsibil-
ities.

2.6 leveraging new technologies to build efficient ed-
ucational applications

Over the past decades, technology has transformed many aspects of
daily life, including educational practices. Leveraging technology to
reinforce the quality of the educational system seems both a highly
important and promising track. Indeed, although education presents
high stakes for the future and development of societies, it is still lack-
ing the means and resources to maximize its efficiency [89].

By the 70’s, B.F. Skinner was already experimenting and talking
about the need to have "programmed instructional materials" designed
to help students progress and learn at their own pace as an important
mean to face the motivational problems seen in schools [212]. In the
same context, the educational system has underwent a big change
with the arrival of the PLATO system [93]: a generalized computer-
assisted instruction system that incorporated several online concepts
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to help enrich the learning experience and foster collaboration with
tools such as forums, online testing, remote screen sharing, etc. The
system was used worldwide and was highly successful in inducing
more motivation and engagement [93].

These positive results have opened the path for the educational
technology sector to grow exponentially, both in research and in-
dustrial domains. Indeed, over the past decades, several different
tools have emerged to computerize learning sequences and instruc-
tions [131], test students’ knowledge and provide them with direct
feedback [52], etc. More recent forms of such systems that encom-
pass several of these features simultaneously have also appeared (e.g.
MOOCs) and proved to be also efficient. They even grew to be es-
sential to meet the needs of education globalization and worldwide
crises such as the recent COVID-19 pandemic [89].

See Figure 2.12 for predictions of the most influential educational
technologies from 2011 to 2021, as analyzed in the Horizons Reports
in 2021.

Figure 2.12: Predicted impact of educational technologies from 2011 to 2021,
as perceived in 2011. Dube et al., 2022 [54].

Furthermore, and despite several studies demonstrating promising
positive impacts of integrating digital tools in education [98], educa-
tional teams continue to face a significant issue: the lack of student
engagement and motivation. A considerable part of this problem is
attributed to the adoption of one-size-fits-all methods typically seen
in the classroom, even with the use of new technology [114].

The need for personalized learning experiences and for activities
that could be meaningful and of interest for each student has thus
been expanding. Beginning with simple experiments, Cordova et al. [47]
showed that leaving students the ability to choose their favourite sub-
jects and exercises to work on improved their intrinsic motivation,
engagement and learning outcomes in mathematics. Similar results
have also been seen in geometry [56]. From there, more advanced
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systems have surfaced to provide learning sequences that are tailored
to every learner’s needs and goals: the Intelligent Tutoring Systems
(ITS).

A variety of ITSs were developed over the recent years and were ap-
plied in different domains: geometry [191], language learning [153],
programming [116], etc. While sophisticated, these systems presented
several limitations as they require very complex methods such as
learner modelling. In this context, research has explored more au-
tomatic ways of personalization without the need for particular as-
sumptions about the student. For example, the KidLearn project [46]
proposed a system that provides adaptive personalized learning se-
quences ’online’. Meaning that the trajectories proposed to users are
based on their current performance and are dynamically adapted to
propose activities that maximize the learning progress. Their results
showed indeed greater learning progress compared with ’expert se-
quences’ that are predefined and common for all users.

Furthermore, the system was also tested in settings that enhance
students’ agency, by giving them choice over the exercises that are
being proposed to them. Interestingly, their results showed a posi-
tive impact of the students’ choice on their intrinsic motivation and
learning, but only in the case where curriculum personalization was
already effective [45].

Finally, educational technologies have also experienced exponential
development with the recent massive advances in the Natural Lan-
guage Processing (NLP) field. Indeed, work with NLP techniques has
allowed the development of new tools to automate the semantic, syn-
tactic and grammatical analysis of students’ typed and spoken inputs,
the detection of their potential errors, the generation of personalized
feedback, etc [37, 140, 207].

These new techniques have also been used to automate several
tasks in order to alleviate teachers’ workload like generating content
for some learning sequences. Authors in [217], for instance, showed
that NLP-based methods can be used to extract the key scientific ideas
and concepts from science educational resources that, according to
human experts, are important for a better and deeper understanding
of the domain. Another important application was the generation of
quiz content to evaluate students’ knowledge [33, 216].

Fast forward to the recent few years, educational technologies have
also benefited from the big rise of Generative Artificial Intelligence
(GAI). Several new possibilities are now open with the introduction
of pre-trained Large Language Models (LLMs) as they demonstrate
impressive powers in generating natural language and are easy to
use in downstream tasks by different actors, without the need for
expertise in AI [34, 53].

Indeed, in a context where students have more diverse needs, and
educational institutions suffer from teachers shortages, GAI could
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play a crucial role. For example, large language models (LLMs) can
help educators create pedagogical content with personalized learning
sequences and feedback, attractive and collaborative interactions [122],
etc. LLMs can also be used to provide students with personalized
pedagogical guidance through informative feedback, metacognitive
scaffolding, etc [27, 233]. In a different direction, LLMs have also been
used to train beginner teachers interacting with students and be more
at ease in their function [156]. In this study, authors used ChatGPT to
simulate students with different personalities and pedagogical goals
and had them interact with new teaching assistants (TA) by asking
questions, expressing confusion, low self-confidence, etc. TAs then
had the opportunity to answer the students’ questions and help them
achieve their goals. The TAs that participated in the study reported
indeed a fruitful experience and better confidence to teach.

Overall, various forms of technology have progressively made their
way to the classrooms to help alleviate the lack of material and time
resources that teachers suffer from. But while being considered as a
part of the solution for educational inequalities, it can also represent
a social barrier between those who have access to these technologies
and those who do not [127].

2.6.1 Focus on new technologies to foster curiosity and MC

Several studies have introduced the idea of curiosity as a malleable
skill that can be trained in children through the promotion of specific
behaviors [111]. Moreover, research has shown that the social envi-
ronment has a paramount influence on children’s exploratory behav-
iors and motivation to learn [58]. From here, the idea of simulating
controlled curiosity-fostering environments with artificial agents has
surfaced. Such environments can also help children manifest their
curiosity better as they bypass social constraints such as the fear of
classmates or teachers judgment when asking questions, fear of fail-
ure, etc.

In this context, several studies have investigated the efficiency of
such methods. For example, Ceha et al. [40] introduced a social robot
that acts and expresses curiosity about science topics and studies
whether children can ’catch’ this curiosity through their interactions
with the robot (see Figure 2.13). Their results showed indeed that
children were able to recognize the robot’s curiosity-driven behaviors
and imitate them in their own learning. Similarly, Gordon et al. [73]
had children interact with an autonomous virtual agent that exhibited
curiosity-driven behaviors. Their results showed that the interaction
selectively increased children’s aspects of curiosity behavior.

In the same line of work, Alaimi et al. [8] proposed a simulated ped-
agogical agent that trains children to ask convergent and divergent-
thinking questions about a text by giving them specific linguistic and
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semantic cues. Their results showed that the divergent-thinking ori-
ented support helped children increase their number of higher-level
questions and that this performance predicted their trait curiosity as
reported by the children’s parents. While very promising, these differ-
ent studies did not lead to significant differences in learning progress,
leaving the question of ‘whether curiosity can lead to learning gains‘
in educational settings still unanswered.

As a follow-up to this study, one of the objectives of this thesis
will be to investigate the design of artificial agents to train children
to ask divergent-thinking questions, use these questions to explore
educational resources independently and make learning progress [3].
This study is indeed the first empirical contribution of this thesis and
will be presented in details in Chapter 5.

(a)

(b)

(c)(c)

Figure 2.13: Examples of educational technologies to enhance curiosity and/
or metacognition. (a) training curiosity by imitation with social
robots (Ceha et al., 2019 [40]). (b) training curiosity by practicing
question-asking (Alaimi et al., 2020 [8]). (c) training metacogni-
tive monitoring skills by tutoring help-seeking (Aleven et al.,
2004 [11]).

A great line of work has also investigated leveraging new technolo-
gies to enhance metacognition, an essential component for curiosity,
as seen in the previous chapters. For instance, authors in [208] showed
that using conversational pedagogical agents could impact children’s
perception of their own competencies and their self-efficacy. Aleven
et al. [9] investigated training metacognitive strategies through an
online "learning by explaining" method with an artificial tutor. The
computer-based system was implemented to support students in self-
explanation, i.e. it encouraged them to explain how they’re solving
a problem, step by step. Their results showed indeed that students
who had the intelligent tutor were more able to explain their steps
and were more successful in learning.
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Similarly, Azevedo [13, 14] highlighted in a series of work the im-
portance and efficiency of using computer assistance to prompt and
support students’ self-regulatory learning strategies. In a similar con-
text focused on curiosity-driven learning, one empirical contribution
we aim to make in this thesis is to design digital learning environ-
ments to train specific metacognitive skills that are directly linked to
curiosity. This study is the third empirical contribution of this thesis
and will be presented in details in Chapter 5.

2.6.2 Generative AI for supporting active learning

Generative AI has been the central theme of discussions in the edu-
cational field for the last few months, especially since the release of
the popular model ChatGPT. Heated debates about the implications
of introducing LLMs in education, the opportunities and risks are
animating the research community, the policymakers and the educa-
tional corpus.

Indeed, on the one hand, GAI may provide personalized and inter-
active pedagogical content that could favor students’ intrinsic moti-
vation and active engagement [122]. This can be done by designing
specific interactions to trigger deeper and higher-level thinking capa-
bilities. Some previous work has indeed shown some promising re-
sults concerning such applications. In this context, one of the aims of
this thesis will be to evaluate the efficiency of using LLMs to prompt
students’ curiosity during learning tasks. This study is the second
empirical contribution of this thesis and will be presented in details
in Chapter 4.

LLMs can also help reinforce the adaptive learning strategies by
giving personalized feedback that covers both cognitive and metacog-
nitive performances [27, 233]. Implementing such behaviors could be
of a great benefit to students, both on the cognitive and metacognitive
levels, as it could help them have the relevant information to make
accurate mental models of the pedagogical concepts at hand and to
auto-regulate their learning and be more efficient in their strategies
to reach their goals.

A new study by Habib et al. [87] used the Alternative Uses Test
(AUT) with undergraduate students to investigate the impact of hav-
ing access to ChatGPT on their performance in this creativity test.
By measuring flexibility, originality, fluency and elaboration both when
students had access to ChatGPT to do the test and when they didn’t,
authors showed rather positive results in favor of using the LLM as a
brainstorming partner or a collaborator to support creativity. Authors
also showed that while some of the results are positive, there are also
negative impacts on creativity and creative confidence, calling for a
careful use of this technology in education.
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With similar intents, authors in [48] investgated the effect of GAI on
students’ agency. While they support the idea that GAI facilitates scaf-
folding personalized learning, they show that students tend to rely on
AI rather than learning from it, thus creating a risk for passiveness
and loss of control and agency. Furthermore, Macina et al. [151] high-
light in their work the fact that, even when giving accurate answers
to mathematics problems, the solutions are often given directly and
quickly by the LLM, which doesn’t give the opportunity for students
to think, adapt, etc.

So while GAI is undeniably highly promising for building strong
educational applications, several concerns are also raised. Mainly be-
cause: 1) GAI challenges the individuals’ ability to work for informa-
tion by leading them to believe that solving any type of problem can
be easily accessible without the need for any specific previous knowl-
edge. This is a crucial property in LLMs that can reduce curiosity
during learning. And 2) GAI challenges the development of critical
thinking and self-reflective behaviors. This risk comes from another
LLMs’ property that could lead to the loss of learning control: the lack
of uncertainty signalling and the continuous confidence they exhibit
even in cases of failure. This can lead to an over-dimensioned repre-
sentation of the knowledgeability of LLMs and thus, to systematically
accepting their behaviors without much analytic or critical thinking.
It can also lead to over-estimating one’s own knowledge [124]. As
discussed before, both these behaviors can suppress curiosity and ex-
ploratory behaviors given the absence of an uncertainty signal [147].

Taken together, these findings all support the promising path of
using LLMs to build educational applications but highlight the need
for their alignment with pedagogical goals and policies to maximize
their efficiency and reduce the associated risks [4].
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3.1 introduction

Curiosity is considered as a crucial driver for learning and cognitive
development. In education, it is often seen as a principal factor to
keep students motivated and engaged — two factors that can make
the learning experience both efficient and enjoyable. One of the main
expressions of epistemic curiosity in the classroom is asking divergent
questions. These questions, as opposed to memory-based questions,
aim to search for novel/ unknown information and are formulated
based on deep cognitive reasoning and self-reflection (see Section 2.3
for more details about questions taxonomy).

However, contrary to the popular belief that children are always cu-
rious and asking questions in the classroom, previous studies show
different observations: students don’t ask questions very often and
when they do, they ask low-level and memory-based questions (e.g.
ask the teacher to repeat an explanation, etc) [80, 103]. Graesser et al.
explain this lack of curiosity-driven QA behaviors in children with
three main reasons: 1) children do not ask questions because they as-
sociate this behavior with negative feelings like stress or anxiety. In-
deed, students’ encounters with QA behaviors in the classroom hap-
pen mostly when teachers are asking evaluation questions. Students’
role is thus to answer questions accurately, and not ask them. An-
other social brake that keeps children from asking questions is their
fear of negative judgement from their peers or teachers. It is in fact
common to see asking questions as a sign of stubbornness, stupidity,
etc [183]. 2) Asking high-level and divergent questions requires rather
advanced linguistic skills that children in primary school might still
be missing. In their investigation of the questions’ quality generated
by 5th grade students, Graesser et al. found that the majority of these
questions are Yes/No questions, start with basic questioning words
(e.g. what, where, etc). However, curiosity-driven and divergent ques-
tions are usually associated with more complex starters such as "What
is the difference", "How do you link", etc that children are not neces-
sarily comfortable with using [42, 69]. And Finally, 3) children may
also refrain from asking questions because they are simply not curi-
ous about learning and/or struggle to identify uncertainties in their
own knowledge or learning goals they want to pursue [80]. Indeed,
several studies suggest that young learners tend to overestimate their
skills and, therefore, often miss new opportunities of learning by ask-
ing questions [129, 167].

In this context, the first study of this thesis aims to train divergent
QA skills in children, by trying to work around the three main prob-
lems stated above. We aim to design environments that reduce social
anxiety about asking questions (digital environments), offer linguis-
tic training targeted for divergent QA and finally, help children see
their knowledge gaps more explicitly. To do so, we propose to design
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a web-based platform we call "KidsAsk". The platform offers inter-
actions with conversational agents (CAs) to provide children with
the support needed to generate divergent questions during reading-
comprehension tasks. We choose the CAs technology as it has long
been long used in educational settings and showed positive impact
on students’ engagement and on reducing performance-related so-
cial anxiety [10]. Previous work has also suggested that these systems
can be a promising path for enhancing curiosity-driven behaviors [8],
but little is known about how this could affect learning and domain-
knowledge learning progress.

More concretely, "KidsAsk" offers three main activities in three
different work-spaces (WS): 1) WS1: designed to train explicit self-
reflection in order to help elicit curiosity during learning. This is
done by asking children to report confidence levels in their perfor-
mance during the tasks they are given. 2) WS2 is designed to train the
elaboration of curious thinking by helping children transform knowl-
edge gaps into divergent questions. This is done with the help of CAs
that explicitly drive students’ attention towards potential knowledge
gaps (KGs) about the learning material and then offer them linguistic
support to facilitate formulating the corresponding question that can
compensate for them. 3) WS3 is designed to investigate the impact
of the divergent QA training proposed in WS2 on students’ ability to
explore and navigate through the learning space efficiently and au-
tonomously. We also use to evaluate the impact of curiosity-driven
behaviors on the domain-specific learning progress made by partici-
pants.

This work contributes both to the ongoing research on novel learn-
ing approaches in general and to our understanding of how to de-
sign effective interactive platforms for promoting inquiry-based and
curiosity-driven learning.

3.2 design and implementation of “kidsask”

3.2.1 Design of the "KidsAsk" platform

As illustrated in Figure 3.1, we design the "KidsAsk" platform’s train-
ing mechanisms following the components of an operational model of
curiosity inspired from Loewenstein’s knowledge gap theory (see Sec-
tion 2.2 for details). In this theory, curiosity-driven information-seeking
behaviors are suggested to be primarily stimulated by the recogni-
tion of a gap in one’s own knowledge. This awareness is, in turn, the
result of a self-reflection process when the individual encounters a
novel/unknown stimuli to learn.

With this in mind, we design "KidsAsk" with three main work-
spaces: 1) one to elicit curiosity by encouraging self-reflection. And
2) one to elaborate curiosity by giving the support needed to trans-
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form a knowledge gap into a divergent question that can help seek
the missing information efficiently. Based on previous research inves-
tigating brakes that keep children from being curious in the class-
room [80], we choose to provide this help both on the semantic and
linguistic levels. Finally, another aim of our work is to study the im-
pact of training curious QA skills on shaping the efficiency of chil-
dren’s autonomous exploration and information-search behaviors, as
well as on their learning outcomes. For this reason, we add the third
workspace "the evaluation space". 3) a workspace where children can
autonomously explore educational content about a specific topic and
can ask divergent questions if they want to, without any help from
external agents. This space is then used to assess the transfer of the
divergent QA skills trained in WS2 in a new learning context, the
exploratory behaviors (in terms of length and organisation) and the
domain-knowledge learning progress. We also investigate the rela-
tionship between these three indicators of learning.

The curiosity-supporting platform "KidsAsk"Curiosity model
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Evaluating the impact of the divergent QA training on exploratory behavior and learning outcomes

Figure 3.1: Illustration of the different work-spaces of the "KidsAsk" plat-
form

3.2.2 Work-spaces offered by the "KidsAsk" platform

To meet the aims described above, "KidsAsk" offers three work-spaces:
one to stimulate curiosity via encouraging self-reflection, one to elab-
orate curiosity via training divergent QA skills and one to evaluate
the efficiency of this training in a new educational activity.

The design rationale and description of these work-spaces can be
found in he following paragraphs.
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workspace 1 (ws1) for stimulating curiosity via promot-
ing self-reflection : This space consists of a general knowl-
edge quiz concerning six different topics (science history, animals,
the environment, sports, robotics and the universe). The items of the
quiz can be skipped if the child clicks on the "I don’t know, I want to
skip this question" button. If, however, the child submits an answer,
the agent asks to report the confidence level in this answer with a 5-
Likert scale, from "Super not confident" to "Super confident". We use
this strategy to try to push children towards explicit self-reflection
and to think deep about what they do and do not know about the
question before trying to answer it. Indeed, research such as in [190]
suggest that giving children the possibility to skip a question allows
them to really think about what they know about the question, rather
than trying to answer any how, even if randomly because they are
obliged to. Adding the confidence report can also help prime curios-
ity furthermore as children are pushed to see information that they
have some knowledge about, but not too much. This is an idea sug-
gested by several research: curiosity rises more with a knowledge gap
that has an optimal uncertainty level: not too high nor too low.

workspace 2 (ws2) for elaborating curiosity via train-
ing divergent qa skills : Children begin by choosing a topic
they want to work on. They have the choice between the 6 topics they
worked on in WS1. They then move to WS2 where they will practice
divergent QA during a reading-comprehension task, with different
texts relating to their theme of choice. For each text, they interact with
the CA that helps them think of divergent questions by giving them
specific cues. Depending on the experimental condition assigned to
the participant (details in Section 3.3.1), these cues can either be only
linguistic or a combination of linguistic and semantic cues. The se-
mantic cues consist of pieces of information that is closely related to
the text but not mentioned in it. It represents a proposition of a knowl-
edge gap that could be interesting for children to pursue in order to
deepen their understanding of the text and expand their knowledge
about it. The linguistic cues are propositions of high-level questioning
words that can start divergent questions. Example: ’what difference’
+ ’The vaccine prevents the disease, the medication treats it’ for chil-
dren who have both cues and only ’what is the difference’ for those
who only have linguistic cues.

The child is then asked by the agent to use the cue(s) to generate
a question (for the example above, the question could be ’What is
the difference between vaccine and medication?’). The agent chooses
to give one or both cues depending on the condition the child is as-
signed to: control or experimental (see Section 3.3.1 for more details).

We choose to use this type of semantic cues as a follow-up of
the study led by Alaimi et al. [8] that used these cues with CAs
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and showed that they resulted in children asking more divergent
questions. This is linked to the idea proposed in [80, 103] suggest-
ing that children do not ask divergent questions because they don’t
know that they are missing some knowledge, i.e. they don’t see their
own knowledge gaps. Making them explicit can thus help facilitate
the QA behavior. Furthermore, we choose to offer the linguistic to
help overcome the linguistic difficulties children can face when do-
ing a question-generation task, especially with high-level questions
(e.g. not being familiar with the syntactic construction of a question
or how to formulate an interrogation), as shown in [80].

workspace 3 for evaluating the impact of the divergent

qa training : In this space, children have a library of animated
educational videos related to a new topic of their choice; only 3 of
these are initially accessible. After every video they watch, the agent
reappears to see if the video has aroused any questions in them. It
also informs them that if they do ask questions, it will help them find
its answer by unlocking a novel video that may contain this latter.
The agent here does not give any help to formulate the questions.
With every new question the child generates, the agent displays the
relevant videos that are still hidden and the child picks the one they
want to add to their library. Once chosen, it becomes available for
playing. Children see a progress bar concerning the remaining hidden
videos they can unlock if they ask questions, and can terminate the
exploration phase whenever they feel they’re not curious anymore.
We also measure the children’s learning progress in the topic with an
identical quiz that children do before and after the exploration phase.

The data we collect in this space can serve three main purposes: 1)
investigate if there is a "transfer" effect of the divergent QA training
proposed in WS2 by analyzing children’s spontaneous divergent QA
skills in this new learning context where they don’t have any external
help to formulate their questions and are not ’obliged’ to do so. 2) in-
vestigate the impact of children’s spontaneous divergent QA skills on
how they organise and maintain autonomous exploratory behaviors.
And finally 3) investigate the impact of intensity of curiosity-driven
behaviors (length of exploration, intensity of divergent QA) on the
learning progress in the topic of question.

3.2.3 Technical implementation

The interface was programmed in JavaScript using the REACT library
and was connected to a RESTful API to publish and retrieve the in-
teraction data. As presented in Figure3.2, the behavior of the agent in
terms of selection of the adequate cue(s) to offer was predefined and
hand-scripted: it was connected to a database containing the different
text resources and every text had a sequence of linguistic and seman-
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tic cues linked to it. Depending on the child’s condition, the agent’s
automaton composes the dialogue utterances in order to include the
appropriate support. We changed the utterances between the ques-
tions to avoid repetition in the agent’s dialogue: a replica is not exe-
cuted if it has been delivered during the previous question [112].

This first implementation of "KidsAsk" does not support natural
language processing processing to govern the agent’s behavior: the
recommendation system in the exploration space was only based on
an automaton that shows the resources related to the topic of choice
of the child.

For both work-spaces, the questions entered by participants were
only assessed later on during the data analysis phase and children
had no feedback concerning their questions’ quality.

Figure 3.2: "KidsAsk" system design

3.3 experimental procedure to evaluate "kidsask"

3.3.1 Experimental conditions

In order to evaluate the efficiency of the curiosity-prompting approaches
used by the CA, and in particular the importance of proposing knowl-
edge gaps to help elicit divergent QA behaviors during learning, we
choose to conduct an experimental investigatory study with primary-
school students with two conditions like the following:

an experimental condition participants interact with an agent
that gives both a linguistic cue (a questioning word for a high-level
question) and a semantic cue (a proposition of a knowledge gap that
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Control condi-
tion

Agent: "I could think of a ques-
tion that starts with ’What differ-
ence’ about this text, try to guess it!.

Agent: "Remember, the answer to my
question is not in the text. Take your time
to formulate!"

Experimental
condition

Agent: "I could think of a question
that starts with ’What difference’ about
this text. You can see the answer to
it in the box below. If you would
like to guess it, click on the box."

Agent: Renders the checkbox
’The vaccine prevents the dis-
ease, the medication treats it’.

Agent: "Great, you can now write your
question. Take your time to formulate!"

Table 1: Illustration of the difference in the CA’s dialogue between the two
conditions during WS2

can lead to acquiring new information). Example, for a text about
Louis Pasteur’s invention of vaccine (seen in Figures 3.5 or 3.6), the
cues ’What causes’ and ’The infection is caused by an intestine infec-
tion’ are meant to lead the child to think of the question ’What causes
the Cholera infection?’.

a control condition participants interact with an agent that
only gives the linguistic cue to help children think of divergent ques-
tions. If we take the same text example above, the cue proposed by
the CA will only be ’What causes’.

In both cases, participants are free to either choose to use these
propositions or think of their own question. Also in both cases, the
agent does not give any feedback concerning the question entered by
the child; it only acknowledges whether or its proposition was chosen
by the child. See Table 1 for an example of the differences between the
CA’s behavior in the two conditions and Section 3.3.3 for a screenshot
of these behaviors in the "KidsAsk" app.

In work-spaces 1 and 3, the agent exhibited the exact same behavior
for both groups.
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Measure Control group Experimental group p-values

Age 9.36 ± 0.43 9.31 ± 0.43 0.66

Device use frequency 30.3 ± 6.28 27.24 ± 7.59 0.12

Curiosity trait 29.3 ± 4.3 27.12 ± 4.8 0.1

Perception of curiosity 38.8 ± 8 37.5 ± 6.58 0.53

Reading ability 280.03 ± 50.5 272.94 ± 96.6 0.75

Table 2: Profile measures for the experimental and control groups

3.3.2 Participants

We recruited 57 CM1 students belonging to four classes from two
French primary schools, they were between 9 and 10.5 years old.
We were constrained to remove the data for 6 participants who had
missing or unusable data (entered incomplete or incomprehensible
phrases). This left us with 51 participants that were assigned either to
the control group (26 with 12 boys and 14 girls) or the experimental
group (25 with 13 boys and 12 girls).

The groups were assigned with a pseudo-randomized method af-
ter collecting profile data regarding the age, the digital device use
frequency, their perception of curiosity, the curiosity trait as reported
by their parents and their reading score (see Section 3.3.4 for more
details of the measures). Thereby, and as shown in Table 2, we had
two balanced groups that were not different in terms of initial profile
measures.

3.3.3 Procedure

"KidsAsk" was tested with children in the classroom during a four-
session-long experiment. The study timeline and measures are avail-
able in Figure 3.3 and details of the different measures are described
in Section 3.3.4. The study was approved by the Inria’s ethics com-
mittee (certificate n°2019-23) and only started after having all partici-
pants parents’ signed consents.

All sessions lasted between 45 minutes and 1h15 and were orga-
nized like the following:

session 1 We started by presenting the general aim of the study
and presenting the "KidsAsk" platform to participants. We then run
tests and questionnaires to collect the profile measures mentioned
above (more details of these measures in Section 3.3.4).

session 2 Participants went to WS1 of the "KidsAsk" platform,
dedicated to encourage explicit-self reflection in an attempt to trigger
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Figure 3.3: Timeline and measures to evaluate "KidsAsk"

curiosity. For this, they had a general knowledge quiz covering 6 dif-
ferent topics. For each question, children had the choice to either skip
the item, by clicking on the ’I don’t know, I want to skip this ques-
tion’ button, or answer it. If they do choose to answer, they are asked
to report their confidence level in their answer: they had a 5-Likert
scale from ’Super not confident’ to ’Super confident’ (see Figure 3.4).
Overall, they had 18 questions.

Figure 3.4: Interface for work-space 1 of "KidsAsk"

Once finished, participants choose one topic of the six they had
during the quiz to work on during the divergent QA training. They
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then move to WS2 where they work on a reading comprehension
task. During this phase, they interact with the CA that helps them
with cues to formulate divergent questions about the text, and there-
fore, gain more information about it. To begin working on a text,
participants were asked to read or listen to it (they had an audio
player for each text to help with reading difficulties). Then, they click
on the ‘I finished reading’ button once they understand it. This but-
ton enables the ‘discussion’ with the agent, in the agent’s space on
the right section of the screen. As explained in Section 3.2, the agent
helps the child generate divergent-thinking questions about the text
by giving either linguistic support (control group) or linguistic plus
divergent-thinking semantic support (experimental group). See Fig-
ures 3.5 and 3.6 for the difference between the conditions.

Figure 3.5: Agent behavior for the control condition in Work-space 2 of "Kid-
sAsk"

Figure 3.6: Agent behavior for the experimental condition in Work-space 2

of "KidsAsk"

The texts were selected from online resources and children maga-
zines (Sciences et vie Junior, Quelle Histoire and Questions? Réponses!)
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and were edited in order for them all to have six sentences and the
same number of words. The average number of words per text was
of 109. During this session, children had to process three texts and
generate six questions per text with the agent, making a total of 18

questions. They were not restricted in terms of time, apart from the
session length (maximum of 1h15). They had the web platform run-
ning on tablets and worked individually.

session 3 Participants start this session with a 9-item quiz con-
cerning the a second topic of their choice. They then move to the
WS3 to explore pedagogical resources about this same topic and that
contain most of the answers to the questions of the quiz. During the
exploration, participants are encouraged to navigate autonomously
amongst several educational videos but are required to use their di-
vergent QA skills to do so: At the beginning of exploration, partici-
pants have 3 educational videos available for watching in their ’Con-
tent table’, and a progression bar suggesting that there are 6 more
hidden ones. When they select a video, it appears in the central ’Con-
tent’ section of the screen and they are able to play it. Once they finish
playing it, they can click the ’I finished viewing’ button. This button
makes the agent reappear in the right section of the page. It now
asks the child if they have any questions about the video they just
saw, without giving any cues to help them formulate it. The agent
adds that, if the child asks a question, they will have the possibility
to choose a new video to unlock that may contain the answer they’re
looking for. If the participant decides not to ask questions, the agent
has no actions and the space remains unchanged. If, on the other
hand, the child submits a question, they can choose a new video to
open from a list proposed by the agent. Once chosen, the video is
added to the pedagogical content and becomes available for watch-
ing. The progress bar continuously indicates the remaining number
of locked videos. See Figures 3.7, 3.8 and 3.9 for the agent’s behavior
during WS3.

There is a total of three initially-unlocked videos (children could
navigate between them without generating questions), six other videos
to unlock and 9 questions to generate over this session. Children were
able to deliberately stop this session by clicking on the ‘I finished
exploring’ button that appears on the top right of the screen, after
opening at least three videos. The videos of this WS were all taken
from the same french website 1 jour, 1 question. They were all be-
tween 1mn20 and 1mn30 of length and contained the same amount
of information and the same number of sentences and drawings.

Finally, when they end this exploration phase, participants re-answer-
ed the exact same quiz they had pre-exploration, to see if they had
made any learning progress thanks to their information-seeking be-
haviors.
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Figure 3.7: Agent behavior after viewing a video during the exploration
phase in work-space 3 of "KidsAsk"

Figure 3.8: Adding a new video ("American football") to the content table in
work-space 3 of "KidsAsk"

session 4 Participants answered post-intervention surveys for the
general motivation, types of motivation and the task load. See mea-
sures timeline in Figure 3.3 and further descriptions in Section 3.3.4.

3.3.4 Measures

3.3.4.1 Profile measures

This includes general measures: age, gender and the technology fre-
quency use, psychological measures: curiosity trait [145] and percep-
tion of curiosity using the CIAC questionnaire [183]. And a cognitive
measure: the reading abilities using the standardized test proposed
in [138].

Items for the CIAC questionnaire can be found in Appendix A.2.
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Figure 3.9: Agent behavior after submitting a question during exploration
phase in work-space 3 of "KidsAsk"

3.3.4.2 Divergent QA performance

During the training with "KidsAsk", we collect the questions gener-
ated by participants during WS1 and WS2, i.e. when they receive
support from a CA (WS1) and when they don’t (WS2). We then count
the number of ’acceptable’ questions generated per work-space and
calculate a percentage of the divergent ones.

criteria for accepting a question A question is considered
’acceptable’ if it directly related to the educational resource at hand,
is not repeated and has an interrogative form. Example: For the text
about Louis Pasteur (available in Figures 3.5 or 3.6), a linguistic cue
‘What are the other’ and a semantic cue “Fermentation”, an example
of an accepted question is “What are the other ways to protect our
body?” as while, it does not use the cues proposed by the CA, it still
respects all other criteria. However, input such as “It is another way
to preserve food“ or "What are the other parts of a robot?" were not
accepted as they violate one or more of our criteria.

Details about this procedure and examples of accepted and rejected
input can be found in Appendix B.1.

calculating the percentage of divergent questions On-
ce a question is accepted, we evaluate whether or not it is divergent by
checking if its answer is explicitly stated in the text. This is based on
Gallagher’s classification [69]. Example: The question “What are the
other possible ways to preserve food?” is considered to be divergent,
whereas "What are the other elements of the Pasteurisation process?"
is considered convergent as the answer to it is explicitly stated in the
text.

Other examples of the annotation process can be found in Ap-
pendix B.2.
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syntactic quality of the questions : Finally, we also inves-
tigated the syntactic quality of the questions generated. Indeed, it is
suggested that syntactic and semantic dimensions are tightly related:
divergent questions are significantly more associated with complex
syntactic constructions. With classifications such as the ones devel-
oped in [42, 69], we thus use a quotation grid that notes the question’s
quality depending on the syntactic construction (from 1 to 4 points
given the correctness of the interrogative construction) and the use of
the questioning words (from 0 to 3 points given the complexity of the
questioning word used). Ultimately, questions had scores from 1 to 8

points. For each participant, we calculated an average score for all the
questions generated in each work-space.

Details about this grid are available in Appendix B.4.
N.B.: All annotations described above (acceptance, divergence &

syntactic quality) were performed by the two researchers who led the
experiments in schools. The inter-rater reliability was of 88,1%, with
an agreement percentage of 90%. All data was anonymized: coders
could only see the identifiers that children were given randomly at
the beginning of the intervention.

3.3.4.3 Exploration measures

We use the time spent in exploration in WS2 as a behavioral manifes-
tation of participants’ curiosity. Indeed, given that participants were
told that they can end the session whenever they wanted, this mea-
sure can reflect on their spontaneous motivation to explore, when the
only reward they get from their behavior is the information they seek.
This measure is inspired from the idea introduced in [82] to have an
effort-based behavioral measure of curiosity, i.e. how much are indi-
viduals willing to ’pay’ for information, to satiate their curiosity.

3.3.4.4 Learning progress measure

Participants had to answer the same domain-knowledge quiz before
and after the exploration phase (WS2); the maximum score is of 9

points. The items of this quiz were the same for all participants. They
were chosen to be similar to the standard pedagogical evaluations
students have in the classroom and to address the key ideas that were
judged to be pedagogically important as reported by the teachers that
helped us develop the content for "KidsAsk".

The quizzes contained items like the following:

• 1/3 of the questions had their explicit answers in the videos.

• 1/3 of the questions required the participant to link information
from different videos to find an answer.

• 1/3 of the questions did not relate to the theme chosen for the
exploration. These are our control questions to help us inves-
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tigate if the learning progress made is actually related to the
exploratory behavior.

The learning progress was then computed in order to evaluate the
participants’ progress with respect to the maximum learning gain
achieved in the global sample:

learning progress =
ScorepostExploration − ScorepreExploration

ScoreMax

(1)

With: ScorepreExploration and ScorepostExploration being, respec-
tively, the scores during the pre- and post- exploration quizzes. And,
ScoreMax being the highest score achieved in the post-exploration
quiz.

3.3.4.5 Learner experience measures

For the learner experience, we had two main measures: motivation
and the perceived task load.

For motivation we used tow questionnaires: the general motivation
scale developed in [47] and Vallerand’s types of motivation in educa-
tion scale developed in [223].

general motivation The general motivation scale was used to
investigate the potential short-term motivation. It contains one sub-
scale for evaluating participants’ motivation to reuse the platform in
the future, one sub-scale for evaluating their perceived competence
and one sub-scale for assessing the degree of preference with respect
to a favourite school activity.

The items were answered either with a 6- or 7-Likert scale, with the
maximum score being 54.

types of motivation On the other hand, Vallerand’s scale was
used to probe intrinsic and extrinsic motivational mechanisms in our
educational settings. It is composed of three sub-scales that differenti-
ate: intrinsic motivation (possible scores from 0 to 9 points), extrinsic
motivation (possible scores from 0 to 9 points) and a-motivation (pos-
sible scores from 0 to 3 points).

All questionnaire items are yes or no questions.

task load Finally, we also measured participants’ subjective work-
load using the NASA-TLX workload multi-dimensional scale devel-
oped in [92]. The measure contains six dimensions: mental demand,
physical demand, temporal demand, performance, effort and frustra-
tion. The maximum score is 60.

Items for these three questionnaires can be found in Appendices A.4,
A.5 and A.6.
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3.4 results

In order to address our research questions, we conduct our data anal-
ysis specifically to investigate:

1. The efficiency of our approach in helping children ask more
divergent questions. More particularly: does adding semantic
cues that represent potential knowledge gaps helps children ask
more divergent questions during WS2?

2. The transfer effect of the divergent QA training in a new learn-
ing context and its impact on spontaneous exploratory behav-
iors: when they change to a new learning context (i.e. in WS3),
can children still exhibit divergent QA skills? And how does
this affect their exploratory behaviors?

3. (how) Do curiosity-driven behaviors (exploration, divergent QA)
impact children’s domain-knowledge learning progress?

3.4.1 Efficiency of the QA training and transfer effects in WS2

We start by studying the impact of our training on children’s diver-
gent QA behaviors both during the training where they had the sup-
port of an agent to do so (i.e. in WS2) and during a new learning
task where they had no incentives or external help to formulate their
questions (i.e. WS3).

3.4.1.1 Efficiency of the divergent QA training in WS2

In analyzing the efficiency of the training given by the two agents
during WS2 (i.e. giving linguistic cues vs. giving linguistic cues +
propositions of knowledge gaps), we compare children’s performance
with respect to two dimensions: the percentage of divergent questions
they were able to generate and their syntactic quality. Both dimen-
sions were quoted by hand using the grids and procedures explained
in Section 3.3.4.

As expected, children from the experimental group (i.e. who had
help also concerning the identification of knowledge gaps) ended up
formulating more divergent questions during WS2 that the ones from
the control group where the agent only gave linguistic help (t=-4.19,
p=0.0001).

We also investigated the syntactic quality of these questions. This is
indeed an important measure for our study since syntactic quality is
shown to be tightly correlated to the divergence level of questions [80].
We use the grid described in Section 3.3.4 and we calculate an aver-
age score. Similar to the previous analysis, we find a significantly
better performance for participants from the experimental condition
(t=-4.36, p<0.0001). See Figure 3.10 for more details.
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Figure 3.10: Participants from the experimental group generated signif-
icantly more divergent questions and with better syntactic
quality in both work-spaces of "KidsASk". Their performance
dropped with a smaller effect when they moved to WS3 (i.e.
with no external support or obligation to generate questions),
revealing a stronger efficiency for the experimental agent in
transferring the divergent QA skill.

3.4.1.2 Transfer of the divergent QA skill in WS3

After verifying the efficiency of our incentive agent in helping stu-
dents ask more and better divergent questions during WS2, we also
investigated if we can find a transfer effect of the training in WS3,
where participants are in a new learning context and have no exter-
nal support or ’obligation’ to generate divergent questions.

Our first results revealed that children from the experimental group
were significantly more successful in generating more divergent ques-
tions (t=-2.67, p=0.001) and with better syntactic quality (t=-5.13, p<
0.0001). Furthermore, we also run a mixed ANOVA analysis to in-
vestigate the effect of the experimental condition and the work-space
nature on participants’ QA performance in its two dimensions. As
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shown Figure 3.10, the results revealed a significant effect both on
the percentage of the divergent questions generated (F(1,49)=10.87,
p=0.001) and their quality (F(1,49)=32.12, p<0.0001).

The post-hoc tests investigating the simple effect of the work-space
for each condition on the percentage of divergent questions generated
revealed a significant interaction only for the control group (p=0.009);
the performance dropped drastically. This was not the case for the
experimental group (p=0.06) where the performance tended to stay
stable. However, concerning the syntactic quality of the questions, the
performance dropped significantly for both groups when participants
moved to the exploration space (i.e. where they had no support to
generate questions). The drop was more drastic for the control group
(p<0.0001) than for the experimental group (p=0.01) (See Figure 3.10).

Taken together, these results suggest that training children to ask
divergent questions is more efficient when helping them discover po-
tential knowledge gaps. With such a training, participants were also
more able to use the divergent QA skills they learnt spontaneously
an in different learning contexts, where no external help is given to
help them.

3.4.2 Exploratory behavior and link with the divergent QA performance

In a second step, we wanted to investigate the effect of the divergent
QA training given in WS2 on participants’ autonomous exploratory
behaviors. To do this, we analyze the time participants spent explor-
ing the educational resources spontaneously. This can be seen as a
spontaneous curiosity-driven exploratory behavior since children had
the possibility to end the session whenever they decided they are not
interested in exploring any more new content. Results showed that
participants from the experimental group ended up spending signif-
icantly more time exploring the educational resources compared to
the control group (t=-2.42, p = 0.01 and an effect size: Cohen’s d of
0.68). See Sub-Figure (a) in Figure 3.11.

We also run an ANCOVA test to analyze the impact of the diver-
gent QA training given in WS2 on this measures. We find indeed a
significant interaction: F=4.1 and p=0.04.

Together, these results suggest that the more participants were able
to benefit from the divergent QA training they had during WS2, the
more they were able to lead and maintain autonomous explorations.

3.4.3 Domain-knowledge learning progress

In analyzing the two groups’ learning progress, we compare partic-
ipants’ performances in the domain-knowledge quizzes before and
after the exploration. It is to be noted that children’s scores were ini-
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(a) Participants from the exper-
imental group spent signifi-
cantly more time exploring ed-
ucational resources in WS3.

(b) Participants from the experimental
group had a significantly higher learn-
ing progress

Figure 3.11: Impact of "KidsAsk" on exploratory behavior and learning
progress

tially similar for the two conditions, meaning that they both had the
same space to achieve progress.

To do this, we run a two-way ANOVA analysis to see if the differ-
ence between the initial and final performances was significantly dif-
ferent between the two conditions. As shown in Sub-Figure (b) in Fig-
ure3.11, the results showed a significant effect of the time (F(1,49)=32.9,
p=<.0001) as well as the interaction between the two (F(1,49)=4.31,
p=0.004). Hypotheses concerning the absence of outliers and normal-
ity of the learning progress variable were verified before running the
test.

Finally, in analyzing the predictors of the learning progress across
the two groups, we find a significant effect of the divergent QA perfor-
mance during the exploration (F=3.67, p=0.05). These results support
previous research results where learning is enhanced with curiosity-
driven information-search behaviors which at their turn in our study,
where enhanced with the divergent QA training proposed in WS2.
See Figure 3.12 for a summary of the relationships found between
our different measures.
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INCENTIVE TRAINING OF
DIVERGENT QA WITH  WS2

OF “KIDSASK”

STRONGER SELF-EFFICIENT
DIVERGENT QA 

BEHAVIORS

LONGER TIME SPENT IN
SPONTANEOUS
EXPLORATION

STRONGER DOMAIN-
KNOWLEDGE LP

Figure 3.12: Summary of the results seen with the "KidsAsk" training

3.4.4 Learning experience measures

3.4.4.1 Motivation

The scores of general motivation did not differ between the two condi-
tions (p=0.54) but remained high throughout the two sessions (m=39.3
for the experimental and m=37.74 for the control; max score =54).
The difference between the groups in terms of intrinsic motivation
was not significant either. However, and as shown in Figure3.13, par-
ticipants were significantly more intrinsically than extrinsically moti-
vated for both groups and during both training sessions with "Kid-
sAsk".

3.4.4.2 Task load

Participants from the experimental group tended to report lower cog-
nitive load feelings after using "KidsAsk" (t=1.86, p=0.06). These re-
sults may suggest that the task of generating divergent questions, ei-
ther with or without external support, was perceived to be slightly
easier for participants who had the incentive agent i.e. an agent that
facilitates seeing knowledge gaps knowledge gaps).

3.5 discussion

In this first study, we investigate the effectiveness of implementing a
conversational agent designed to help students ask more divergent
questions by proposing knowledge gaps and offering linguistic sup-
port to transform them into questions. We also investigate the im-
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Figure 3.13: Participants from both conditions were more intrinsically than
extrinsically motivated when using "KidsAsk"

pact of such training on fostering children’s ability to spontaneously
ask divergent questions while learning, conduct autonomous explo-
rations and use these strategies to make learning progress.

The key idea behind our design is coming from the "knowledge
gap" theory, i.e. individuals will be more curious and ask questions
when they realize that they are missing some piece(s) of information.
In this context, we designed an ’incentive’ agent to facilitate this re-
alization by encouraging self-reflection in a first step and proposing
potential knowledge gaps to investigate in a second one. To validate
this design, we compare this agent with a ’neutral’ one that only en-
courages self-reflection in the beginning of the interaction but does
not propose knowledge gaps to facilitate question-asking.

As expected, our findings suggest that participants who interacted
with the incentive agent were more successful in generating diver-
gent questions during the training session. These participants also
ended up asking more and better divergent questions during the ex-
ploration phase, where they had a different learning context (different
domain topic and different type of task) and no external support to
formulate their questions; they were also not obliged to ask questions
in this phase. We thus can suggest that this transfer effect of the di-
vergent QA training may be due to the incentive agent’s success in:
1) helping children do more self-reflection and be at ease with iden-
tifying knowledge gaps they want to pursue, and 2) helping them
have the linguistic skills allowing them to pursue these gaps using
well-formulated divergent questions. These findings are inline with
previous research such as in [80] suggesting that children need both
linguistic support and self-reflection/ awareness to boost their QA
behaviors.
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In addition, our results suggest that the group that interacted with
the incentive agent ended up spending more time in exploration. As
discussed above, we consider this measure as a manifestation of cu-
riosity to learn since participants had no obligation to finish the task
and the only rewards they received from their exploration was the
information they seek itself. Our results also suggested that this mea-
sure depended on the divergent QA performance during the explo-
ration, i.e. the more participants asked divergent questions, the more
time they spent exploring. This finding can be compared to the results
found with "think aloud" approaches for instance. Indeed, these ap-
proaches consist of verbalizing one’s thinking process explicitly while
trying to solve a problem and are shown to lead to more carefully-
planned problem-solving strategies [16, 96]. This may suggest that
training the faculty to stop, think of and formulate divergent ques-
tions while learning might be a valuable strategy to be fostered in
children in order to prevent them from the ’illusion of knowledge
trap’ and from prematurely interrupting their information-seeking
cycles. Indeed, several studies suggest that children tend to end their
learning cycles prematurely because they overestimate their mastery
of the skills [129, 168].

As for the domain-specific learning progress, we found that the ex-
perimental group was also more successful. We also find a correlation
between this learning progress and the divergent QA performance
during the exploration phase, i.e. the more divergent questions were
asked, the more learning progress was made. This finding reinforces
work such as in [175] suggesting a causal and bi-directional link be-
tween curiosity and learning. It is also in line with studies such as in
[117], where authors show that states of curiosity can enhance learn-
ing and memory retention. With the results we have so far, we can
therefore suggest that getting children familiar with the process of
generating appropriate divergent questions to gain new knowledge
helped them do more explorations and, thus, make more learning
progress.

As a final important observation, our results failed to show higher
intrinsic motivation scores for the experimental condition. This is
counter our hypothesis (inspired from the LP theory [176]) that chil-
dren with the more learning progress will report more intrinsic moti-
vation. Several explanations can be advanced. First, and as mentioned
in [79], the learning by asking questions strategy, especially using
digital tools is still rarely used in classroom settings, even today. It
is therefore possible that the activity’s novel and playful characters
alone have made it very motivating and attractive for children, with
both agents. Another possible explanation is children’s incapacity to
accurately self-assess their learning progress, due to their metacog-
nitive immaturity [155]. Indeed, learning judgment failures would



70 introducing "kidsask" for training divergent qa skills

reduce the reinforcing power of learning progress on intrinsic moti-
vation.

Finally, we can suggest that with rather encouraging results, our
incentive curiosity-prompting approach succeeded in promoting di-
vergent QA; a skill that helped participants shape their autonomous
exploratory behaviors and make useful learning progress.

3.6 limitations and future directions

A main limitation to this first study is the low intelligence level of
the CA. Indeed, as discussed in the design section above, the cur-
rent implementation does not support any kind of natural language
processing methods during the interaction with the child. For this rea-
son, and seeing the encouraging results that suggest the validity of
our approach, we will pursue our work with a perspective to endow
our agent with higher computational powers using large language
models. With this new implementation, we aim to propose an agent
that can provide personalized feedback on the questions that children
generate (convergent vs. divergent, syntax errors ..). We also aim to
implement an agent that can extract the relevant semantic cues that
can elicit children’s curiosity, automatically from the educational re-
sources. Indeed, this process has been very challenging until now as
it was done by hand and was rather time-consuming.

Another factor to consider is the influence that the study context
may have had on our results. Indeed, our study was conducted in
a supervised classroom where members of the research team were
present to address the participants’ inquiries and help with any dif-
ficulty they faced. Also, the less-formal presentation of the resources
(audios, videos) could have formed favourable conditions for our in-
centive agent to work. This could give us general directions to repli-
cate our work in different classroom settings, without the presence of
a research team and with more formal educational activities.

Finally, it is also to be noted that one of our aims is to raise chil-
dren’s awareness about the importance of the curiosity-driven behav-
iors on their learning. But with this experiment, and even though we
were able to see an improvement in these behaviors and in learning
progress, we do not know if the intervention actually helped partici-
pants see the link between the two. A future direction for this work
will be to add a space in the platform where users can find pedagog-
ical tutorials and activities that explain how to use and control their
curiosity-driven behaviors to boost their learning.



3.7 conclusion 71

3.7 conclusion

In this first study, we contribute to the promotion of curiosity ap-
proaches that foster inquiry-based learning, while exploring the so-
cial advantages of using artificial conversational agents. We show
that curiosity-driven behaviors such as curious QA and exploratory
information-searching can be practiced with the agent, and that these
behaviors are related to the learning progress children can achieve.

While our design still presents various limits, our positive findings
motivate the implementation of such approaches both in classroom
settings and e-learning environments. They also suggest that moni-
toring divergent QA skills could be a valuable indicator for teachers
to prognosis their students’ learning progress.
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Group 1 : Hand-generated
‘closed’ cues

Group 2 : GPT-3-driven
‘closed’ cues

Group 2 : GPT-3-driven
‘open’ cues

Here is a specific
information that could be

interesting for you to
look for : ........

You can look for it by
asking a question. Your
question can start your

question with: .... ....

Here is a list of key
words that you can

explore to think of an
interesting question
about the text: ........

Here is a specific
information that could be

interesting for you to
look for : ........

You can look for it by
asking a question. Your
question can start your

question with: .... ....

(a) "KidsAsk" implementations we tested
with and without GPT-3

(b) Impact on divergent QA
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4.1 introduction

During the last chapter, we showed that our methods used in "Kid-
sAsk" to train children’s divergent QA abilities (i.e. by designing
CAs that propose relevant questioning words and possible knowl-
edge gaps to pursue) were rather effective in fostering this behavior
even in different learning contexts, in fostering autonomous explo-
ration and in boosting learning [3, 8].

However, and as pointed out in the limitation of this study, the im-
plementation of "KidsAsk" is still very limited, mainly due to the diffi-
culties associated with generating the educational content governing
the CA’s behavior. Indeed, during our first implementation of "Kid-
sAsk", we had a manual process to generate all the cues proposed by
the agent for the different tasks, which revealed to be a very difficult
and time-consuming. This is, in fact, part of a broader challenge that
faces human teachers as well as EdTech designers in general: having
to continuously hand-generate large data-sets of pedagogical content
can be a very redundant, time-consuming and a costly task.

In this context, we propose to leverage advances in the natural lan-
guage processing (NLP) field and investigate the efficiency of using
a large language model (LLM) to partially automate the production
of content for this specific pedagogical task, i.e. divergent QA train-
ing. More particularly, we use the GPT-3 language model to generate
specific linguistic and semantic cues that can help children think of
and formulate divergent questions about a task at hand, similar to the
cues generated manually in the "KidsAsk" study. For this, we use a
method called "prompting" that consists of describing a task in natu-
ral language to the LLM in order to generate the wanted output [34];
in our case, this output is the cues are the semantic and linguistic
propositions used to help children think of divergent questions.

We investigate two different approaches to generate these cues:
1) one to generate cues with identical structure to the those generated
manually in "KidsAsk". 2) one to generate a new type of semantic
cues, that can help children have more choice over the questions they
can formulate, as opposed to the approach in "KidsAsk" where the
cues lead to think of one specific, predefined question. We use human
expert annotations and comparisons with hand-generated content to
assess the quality of these GPT-3-generated cues. We also conduct
a field study (with 75 children aged 9-10) and use human annota-
tions to evaluate children’s divergent QA performance when having
this training with hand-generated content vs. the two types of GPT-3-
generated one.
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Concretely, we proceed like the following:

1. In a first step, we use GPT-3 to generate divergent QA-eliciting
cues given specific educational resources (text-based) and com-
pare them to what human experts can produce when given
the same task. We test generating two types of cues : 1) sim-
ilar to what was implemented in "KidsAsk": incentive ’closed’
cues that are composed of a short sentence to guide children
towards thinking about one specific relevant information they
might be missing about the task at hand (a proposition of a
knowledge gap)+ a questioning word that they can use in or-
der to formulate a divergent question concerning this identified
missing information. 2) ’open’ cues, in the form of important
keywords about the text that can lead children to recognize
their own missing information and ask the questions they want
with more freedom (as opposed to being constraint to find the
question concerning one specific piece information) + a list of
questioning words they can use.

We then use human experts annotations and comparisons with
hand-generated content in order to evaluate the output of GPT-
3 in terms of semantic relevance to the text, divergence level
and syntactic quality.

2. In a second step, we conduct a field study with 75 children aged
9-10 to evaluate their divergent QA performance when having
these different kinds of cues. To do this, we also use human ex-
perts annotations to compare the questions they formulated, in
terms of divergence level and syntactic quality, when interact-
ing with a conversational agent that proposes incentive ’closed’
cues generated by hand (incentive hand-crafted CA) vs. gen-
erated by GPT-3 (incentive GPT-3 CA) vs. when having ’open’
cues generated by GPT-3 (open GPT-3 CA).

3. Finally, we evaluate the effect of the training (in its three differ-
ent forms) on: children’s spontaneous divergent QA behaviors
in a new learning context, their perception of their own com-
petency in this skill and their attitude towards curiosity and
asking questions in general.

This investigation seems crucial to us prior starting to use LLMs
in educational technologies and/or by teachers to generate pedagog-
ical content, as they can still show poor performances despite their
impressive powers (e.g. reasoning and cognitive biases, hallucination
problems, etc [122, 124]).
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4.2 implementing “kidsask” with gpt-3

Given the aims of the current study, we decide to only use two of
"KidsAsk" work-spaces: one to stimulate curiosity via encouraging
self-reflection (WS1) and one to train divergent QA skills using the
cues proposed by the CA (WS 2). During WS2, and depending on the
condition assigned to participants, the cues proposed by the CA can
have an ’open’ or ’closed’ structure and are either generated by hand
or by GPT-3 (more details about these different implementations and
their technical properties are described in the upcoming sections).

The work-spaces we use are the two first ones illustrated during the
previous chapter to present "kidsAsk" (Figure 3.1). These work-spaces
are:

work-space 1 (ws1) to elicit curiosity via encouraging

self-reflection As for "KidsAsk", this WS contains a general
knowledge quiz about different topics and pushes participants to ex-
plicit self-reflection after every quiz item. It does so by proposing to
skip the question if they are sure they don’t have the answer and to
report a confidence level in their answer if they end up answering.

work-space 2 (ws2) to elaborate curiosity via training

divergent qa skills Similar to "KidsAsk", children complete
a reading-comprehension task and interact with the CA that helps
them think of divergent questions to better understand the text, by
proposing specific linguistic and semantic cues. The linguistic cues
are propositions for high-level questioning words that children can
use to formulate divergent and complex questions. Semantic cues
can be: 1) a proposition of a knowledge gap concerning the text in the
form of a short sentence, that was generated by hand (hand-crafted in-
centive CA) , 2) a proposition of a knowledge gap concerning the text
in the form of a short sentence, that was generated by GPT-3 (GPT-3-
driven incentive CA), or 3) two important key words that are related
to the text, generated by GPT-3 (GPT-3-driven open CA). See Sec-
tion 4.2.1 for more details about the choice of the structure for these
cues.

Children have one of these three types of semantic cues depending
on the condition they are assigned to: hand-crafted incentive agent,
GPT-3-driven incentive agent or GPT-3-driven open agent. For these
three conditions, the agent does not give any feedback concerning the
question formulated by the child.
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4.2.1 Experimental conditions

Our aim is to evaluate GPT-3’s efficiency in generating cues that can
facilitate divergent QA skills in children. To do this, we aim to gen-
erate cues of the exact structure both by human experts and GPT-3
and then compare their quality and their effect on children’s diver-
gent QA abilities. We also aim to use this study to investigate a new
structure of these cues where we give children more space to think of
their own questions. To meet these aims, we set up three experimental
conditions:

hand-crafted incentive agent (group 1) A control group
where the CA is controlled by human-generated incentive cues that
lead to predefined specific divergent-thinking questions, i.e. the propo-
sition of one specific knowledge gap (in the form of a short sentence)
that could only lead to asking one specific question. We choose to
maintain this strategy —identical to what was used previously in
"KidsAsk" [3], given the positive effects it had on training children’s
divergent QA skills and exploratory behaviors.

automated incentive agent (group 2) A first test group
where the CA is controlled by GPT-3. It is designed to replicate the
exact same type of cues proposed by hand for the control group :
participants have GPT-3-generated incentive cues that lead to prede-
fined specific divergent-thinking questions. Since we saw positive re-
sults when produced by hand, we want to see if we can have similar
effects when using GPT-3 to generate them. We therefore use spe-
cific prompting approaches of the LLM to generate this specific type
of divergent QA-inciting cues (see Section 4.2.2 for details about the
prompting strategy).

automated open agent (group 3) A second test group where
the CA is controlled by GPT-3-generated "open" cues (i.e. important
key words to guide attention towards important concepts of the text)
that can lead to several possible divergent questions about the text
at hand. The motivation of this type of cues is to leave children with
more choice over the questions they can formulate during the train-
ing. Indeed, having heavily teacher-directed tasks that impose spe-
cific tasks to all children (like the case for our first type of cues) may
alter with their sense of control and autonomy which are central fac-
tors for motivation and curiosity according to the Self-Determination
Theory [86, 197]. Furthermore, proposing the same support for all
children is likely to result in giving trainings that do not match with
their different competency levels and zones of proximal development
(ZPD). Therefore, giving cues that lead to the same predefined spe-
cific questions identified by the expert can lead children to ask ques-
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tions that are too complicated for them or, on the contrary, questions
that they already know the answer to. This can mean that the training
is likely not to support the users’ curiosity since this latter is tightly re-
lated to each individual’s ZPD and sense of competency [159]. Finally,
we also think that it is important to give different choices in order to
avoid the cases where the human experts (or the LLMs’) choice of
the semantic cues is heavily influenced by their preconceptions and
beliefs about children’s knowledge gaps [115, 222].

Therefore, we propose propose to use GPT-3 to extract relevant key-
words about a given text. These keywords can be used by the CA to
raise children’s awareness about the important concepts of the texts
that need further investigations, and guide them towards thinking of
different divergent questions. Investigating children’s divergent QA
performance when having these GPT-3-generated open vs. specific
cues (i.e. Group 2 vs. Group 3) could therefore help us investigate
different contexts where children’s curiosity can be induced more ef-
ficiently.

See Figure 4.1 for details about the difference between the agents’
dialogues and implementations for the different conditions.

The agent’s behavior in WS1 (i.e. during the self-reflection phase)
is identical for the three groups.

Figure 4.1: Difference between the agents’ behaviors and implementations
for the three experimental conditions



4.2 implementing “kidsask” with gpt-3 79

4.2.2 Technical implementation

4.2.2.1 Choice of the technology

We choose to work with the pre-trained LLM GPT-3 and to use prompt-
based methods for two main reasons. First, at the time of conduct-
ing this study, GPT-3 was one of the most state-of-the-art and robust
LLMs, with a training upon text corpus containing the widest variety
of topics [34]. Moreover, it has demonstrated robust performances
in various downstream tasks, and more importantly to this study, in
knowledge-based question-asking and question-answering tasks and
coding of curiosity-driven questions [229, 231].

Second, and with the aim to implement an easy-to-use system that
can be accessible for the broad teaching community, we choose to
work with GPT-3 in a prompt-based methods setting [34]. Indeed,
and as discussed above, prompt-based learning consists simply of
giving pieces of natural text to the model as an instruction in order
to adjust it to the specificities of the task in question and generate the
output needed (in our case, this output is the set of cues as described
in Section 4.2.1). So with this simple implementation, we avoid com-
plex methods such as fine-tuning that require a machine learning
expertise and collecting a large set of specific data, etc. Instead, we
provide a system that can be easily used by practitioners (e.g. teach-
ers) and/or adapted to different activities of their choice (e.g. change
the language, target a different type of questions ..), without the need
for a specific expertise.

4.2.2.2 Generating the cues with GPT-3

For our experiments, we prompt GPT-3 in a zero-shot setting [34],
meaning that the model generates output based only on a context and
natural language description of the task, i.e. a prompt, without giving
it any examples of the desired output. Concretely, we provide a data-
set containing the text-based educational resources: short scientific
articles with a mean of 109 words per article, that will serve the model
as context. Our task consists of building the proper prompts that can
lead GPT-3 to produce a questioning word combined with either a
sentence that represents a proposition for a knowledge gap (for the
group 2) or a pair of relevant keywords (for the group 3) that can be
used as cues to formulate a divergent question relevant to the context.
See Figure 4.2 for details about the prompts approaches we retained.

Before deciding on the prompting approaches we ended up using,
we run several trials where the following configurations were tested :

• Story then instruction vs. instruction then Story: we tried a set
of different ways to formulate the prompts, including the or-
dering of story and the instruction. To do this, we highlighted
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[Story]:
The bees perform a dance when they want to indicate to their colleagues the position of a nectar 
source. They perform a figure eight choreography on the vertical combs of the hive. 
If the bee moves up and down the figure of eight, it means that it should face the sun; if it moves in 
the opposite direction, it means that it should face away from the sun. 
Bees also communicate by means of "vibrations": the "grooming" vibration, for example, which a 
bee emits when it needs a colleague to clean it, or the "beggar" vibration. The bees also do a semi-
circular dance.

[Instruction]:
For the above [Story] , generate 5 [Key ideas].

[Key Ideas]: 
1. Bees use dance to communicate the position of nectar sources.
2. Bees communicate by means of vibrations.
3. The figure eight choreography is used to communicate the position of the nectar source.
4. The semi-circular dance is used to communicate the direction in which the bee should face.
5. The "grooming" vibration is used to communicate the need for cleaning.

[Instruction]:
For each of the [Key Ideas] above, generate 2 related words on the same topic.

[Related Words]: // Used as the semantic cues for the automated open agent
1. Bees: honey, pollination
2. Vibrations: communication, signals
3. Figure eight: choreography, dance
4. Semi-circular: dance, communication
5. Grooming: cleaning, hygiene

[Instruction]: Use the above [Related Words] to ask 5 divergent questions.

[Divergent Questions]: // The questioning words are used as linguistic cues for the two automated 
agents
1. What other ways do bees communicate?
2. What other functions do vibrations serve in bee communication?
3. What are other examples of figure eight choreography in nature?
4. What are other purposes of the semi-circular dance?
5. What are the consequences of not grooming?

[Instruction]:

Answer the above [Divergent Questions] using sentences with less than 10 words.
[Answers]: / /Used as the semantic cues for the automated incentive agent
1. Bees also communicate by smells and tastes.
2. Vibrations also serve to warn of predators.
3. Other examples of figure eight choreography include birds flying in formation and fish 
swimming in schools.
4. The semi-circular dance can also be used to communicate the direction in which the bee should 
fly.
5. Not grooming can lead to infection and disease.

Figure 4.2: Prompting approaches used to control the agents’ behaviours
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which part of the prompt is the story and which is the instruc-
tions by adding the specific indicators (i.e. "Story:" and "Instruc-
tion:"). We also tried different formats for the prompts by choos-
ing to add, or not, a new line after every new indicator. We did
not observe significant difference from these variants, probably
because LLMs at the scale of GPT-3 are sufficiently robust to
bypass these dimensions. We thus decide to stick with a format
(as shown in Figure 4.2) that is considerably straightforward,
readable and re-usable for practitioners.

• Zero-shot vs. One-shot vs. Few-shots vs Fine-tuning: In all the
experiments described in this work, we prompt GPT-3 in a zero-
shot manner. The reason is two-fold. 1) several recent work in
the NLP community reports that pre-trained LLMs such as GPT-
3 can be sensitive to the specific data points provided as few-
shot examples [132, 148, 163, 234]. For instance, LLMs are ob-
served to suffer from “recency bias”, i.e., they overly rely on the
examples that are located closer to the end of the prompt and
thus tend to bias the output towards copying from the most
recent examples. Despite many works have been proposed to
alleviate such issues, they are still recurrent with GPT-3. And
2) we want to emphasize that in most real-world scenarios such
as pedagogical applications, practitioners are less likely to have
machine learning expertise nor sufficient computational resour-
ces to fine-tune an LLM, or to optimize the LLM outputs by
providing the model with different combinations of examples.
We envision that the proposed system can have greater accessi-
bility if it does not require too much expertise from the users.

In all experiments, we use the text-davinci-002 variant of GPT-3
and a temperature of 0.7 during the prompting process.

4.2.2.3 Connecting "KidsAsk" to GPT-3 output

As we have no control over GPT-3’s outputs, we choose not to put
children in direct contact with the model to avoid any potential unfair
interactions. For this reason, we opt for an offline implementation like
the following:

• We use GPT-3 to generate the agents’ cues like described in the
section above.

• We repeat the procedure several times for the same resources
and we take some of the outputs randomly as cues to appear in
the platform.

• After verification that these cues do not include any inappro-
priate or offensive words, we translate them into French using
DeepL and include them in a dedicated database. It is to be
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noted that during all of our experiments, we did not see any
offensive output (see more details in Section 4.6).

The agent is then connected to this database containing the differ-
ent educational resources and the corresponding cues, for the three
conditions. The cues for the hand-crafted agent are included man-
ually in the database. Depending on the child’s assigned condition,
the agent composes the dialogue utterances in order to include the
appropriate support. We changed the utterances between the ques-
tions to avoid repetition in the agent’s dialogue: Example : If, for the
first question, the agent says "Here are two cues to help you think
of a divergent question about the text, can you use them ?" than
for the following one it will choose another replica such as "Can you
combine these two cues to generate a divergent question about the
text ?".

4.3 ethical considerations

One of the first challenges we faced during the design of our LLM-
based system is ensuring safe interactions with children. Indeed, de-
spite the impressive advances, LLMs are still considered as ’black-
box’ systems that are impossible for us to control and that can gen-
erate stereotypes and wrong/ biased content [21, 29]. For this reason,
we choose to work with a human-in-the-loop setup aiming to have
human evaluators verify the content generated by the LLM before
proposing it to children. We also chose to use such an offline con-
figuration (i.e. not having the model connected directly to the web
platform) in order to ensure the privacy of children’s data and avoid
having their personal data retrieved by the LLM.

Another risk we encounter with proposing such LLM-based sys-
tems is children becoming excessively reliant on these LLM-based
systems. This can indeed affect their problem-solving and creative
skills [122], as well as their ’real-life’ interactions. To address this, it
is very important to accompany the use of such systems in schools
with pedagogical interventions that aim to raise awareness about the
nature and the limitations of LLMs and how to use in an informed
manner [4], both for students and teachers. This can help children de-
velop critical-thinking when faced with LLM-generated content and
see that it cannot replace other sources of information like books, in-
teractions with classmates, teachers, etc. It can also help teachers use
such tools efficiently without affecting the quality of their teaching
(e.g. to avoid long and redundant tasks like writing several exercises,
to improve the learning experience and enhance task engagement,
etc).

It is finally very important to note that the use of such systems
should be monitored by the teacher to respond to their pedagogical
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needs (i.e. frequency of use, collaborative vs. isolated use, types of
interactions allowed, etc).

4.4 experimental procedure to evaluate gpt-3-driven "kid-
sask"

The study was approved by the Inria’s ethics committee (certificate
n°2019-23) and ensured to collect all participants parents’ signed con-
sents that contained details about the study’s motivation, expected
results, measures, etc.

4.4.1 Participants

We recruited 75 4th grade students from three classes in two French
primary schools. They were between 9 and 10.5 years old and as-
signed either to the group 1 with the incentive hand-crafted agent (24

with 13 boys and 11 girls), group 2 with the incentive GPT-3-driven
agent (26 with 13 boys and 13 girls) or to group 3 with the open GPT-
3 agent (25 with 11 boys and 14 girls). The groups were assigned with
a pseudo-randomized method after collecting profile data regarding
the age, familiarity with using digital devices, curiosity trait and per-
ception measures and reading fluency.

As shown in Table 3, we had three balanced groups in terms of
these initial profile measures, with the exception of the familiarity
with using digital tools measure. But since the study was run in a con-
trolled environment where researchers could help participants when
they have any technical difficulties, we hypothesize that this differ-
ence does not have a significant effect on our measure of interest, i.e.
divergent QA behaviors. To validate this assumption, we run an AN-
COVA analysis in order to investigate the effect of the participants’
exposure to digital tools score on this measure between the three
groups. Results showed that the interaction was not significant be-
tween the three groups (p-value=0.23) suggesting that the exposure
measure did not affect the equilibrium between our participants.

4.4.2 Procedure

The study consisted of three sessions that lasted between 45 minutes
and 1h15, within the same week: one session for collecting the pre-
intervention and participants’ profile measures, one for the curios-
ity training (using the two work-spaces of "KidsAsk": WS1 for self-
reflection and WS2 for divergent QA training) and one for the post-
intervention assessment. The study timeline is the same described in
the Timeline Figure 3.3 in the previous chapter, except that we do
not use the third work-space of exploration (Day 3 in the figure). See
Figure 4.3 or the new timeline and measures.
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Measure Group 1 Group 2 Group 3 pval

Age 9.4 ± 0.43 9.56 ± 0.38 9.52 ± 0.44 0.31

Digital device
use

27 ± 7.66 31.39 ± 6.12 32.57 ± 5.28 0.008*

Curiosity trait 27.2 ± 4.38 29.69 ± 4.53 28.36 ± 4.75 0.16

Curiosity per-
ception

37.54 ± 6.72 38.3 ± 6.66 33.92 ± 9.12 0.09

Reading fluency 279 ± 93 297 ± 104 293.2 ± 73.6 0.8

Div. QA fluency 1.33 ± 0.8 2 ± 1.17 2.2 ± 0.93 0.11

Table 3: Profile measures for the three experimental conditions

session 1 During the first session, we presented the study to par-
ticipants and collected general measures : age, gender, exposure to
digital tools and curiosity trait data [144]. We also have the reading
fluency using the standardized test in [138] and divergent QA fluency
test using an offline task.

Items for the curiosity trait and exposure to digital tools question-
naires can be found in Appendices A.1 and A.7. Procedures for the
reading fluency and offline divergent QA tests are also available in
AppendicesA.9 and B.2. Details about all measures we use are also
available in the upcoming section.

Finally, we also took time to present the study and its aim and
explained what divergent questioning means and highlighted the dif-
ference between divergent and convergent questions.

session 2 Similar to our first study with "KidsAsk", participants
started the second session with the WS1 of the app, dedicated for
encouraging self-reflection through a 18-item quiz. For each question,
participants could skip it or else, report the confidence in their an-
swers. This is identical to the WS1 presented in the previous study
(see Figure 3.4).

The procedure in WS2 for the divergent QA training is also similar
to what we presented in the previous study. Participants worked on
the exact same texts we presented in the first version of "KidsAsk".
Once they read a text, they start an interaction with an agent to help
them generate divergent questions about it. As explained above in the
"Experimental conditions" section, the agent will do this by giving lin-
guistic cues (i.e. questioning words) + a specific type of semantic cues,
according to the participant’s assigned condition. The two incentive
agents (hand-crafted and GPT-3-driven) had the same behavior; their
only difference lied in the generation method of the cues presented
(by hand or GPT-3). While the "open" had different utterances to go
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DAY 1: PRE-
INTERVENTION
MEASURES (45')

DAY  2: SELF-
REFLECTION AND QA

TRAINING (1H15)

DAY  3: POST-
INTERVENTION

MEASURES

FLOW

MEASURES

“KidsAsk”
WORKSPACE

USED

- -
WS1 & WS2

Explain the study and present
the platform to participants

1.

 Participants answer tests and
questionnaires to collect their
profile measures.

2.

Participants use WS1 to
answer a quiz and report their
confidence levels.

1.

 Participants use WS2 to
practice QA during a reading-
comprehension task.

2.

Participants answer
questionnaires about their
experience with “KidsAsk”.

1.

 Participants re-answer the
initial profile-related
questionnaires.

2.

Demographic data: age, gender
Curiosity trait and perception

Spontaneous divergent QA
skills

Reading abilities

Motivation types and task load
Curiosity perception

Spontaneous divergent QA
skills

QA performance: divergence and
syntactic quality

Figure 4.3: Timeline and measures to evaluate the different implementations
of "KidsAsk"

with the type of cues it proposes. See Figures 4.4 and 4.5 for the
difference between the conditions.

Over the session, children had to generate a total of 18 questions
for three different text, 6 questions per text.

session 3 Participants answered post-intervention surveys for the
general motivation, types of motivation and the task load. They also
re-took the perception of curiosity questionnaire and the QA fluency
test (see measures timeline in Figure 4.3 and further descriptions
in Section 4.5).

Figure 4.4: Agent behavior for the incentive conditions



86 towards implementing "kidsask" with generative ai

Figure 4.5: Agent behavior for the "open" condition

4.5 measures

4.5.1 For evaluating GPT-3’s performance

In evaluating the cues generated by GPT-3, two of the researchers
that conducted this study perform manual annotations, using specific
grids for the linguistic and semantic cues, like the following:

4.5.1.1 Quality of the linguistic cues

In studying the quality of the linguistic cues (i.e. the questioning
words), we inspect two dimensions and compare them to the hand-
generated ones: 1) the variance of the words proposed, i.e. to which
extent the agent proposed different words for the questions to be gen-
erated. Concretely, this refers to assessing the distribution of the ques-
tioning words proposed. And 2) their complexity level, i.e. whether
they are simple or compound words.

The complexity level is an important dimension to evaluate. Indeed,
according to studies such as [103], the complexity level of the ques-
tioning words can predict the divergence level of the question. For
example, words like "What difference", "What if", etc are more likely
to lead towards divergent questions than simple words like "What",
"Where" etc. We therefore decide to compare the proportions of occur-
rence of this type of compound questioning words when generated
by hand vs. by GPT-3.

Details about the procedures followed to perform the annotation of
the linguistic skills can be found in Appendix B.7.

4.5.1.2 Quality of the semantic cues

In scoring the quality of the semantic cues, we also use manual anno-
tations and compare the scores of the content generated manually vs.
with GPT-3. We consider two dimensions: 1) the semantic relatedness
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to the educational resource in question and 2) the divergence level of
the cues, with respect to the resource.

Semantic relatedness is an important measure given that the goal
is to lead children to ask divergent questions that are still related
and relevant to the educational resource in question. For this we use
a 4-point Likert to score a question’s semantic relatedness. 0 point
corresponds to cues that do not at relate to the text’s context (i.e.
does not relate to the general topic of the text) and 3 points for cues
that are tightly relevant, not only to the text’s general topic but more
specifically, to the key ideas/ events discussed in it.

We also measure the divergence level of the cues with respect to
the associated educational context. This is an important dimension
for our work as it helps understand whether the support we’re giving
participants is pushing them towards divergent QA in the first place.
We also use human annotation to assess this dimension, using a 3-
point scale. It is to be noted that we only apply this for the incentive
cues (i.e. the short sentences that represent knowledge gaps) since
the ’open’ one are separate words making the classification of the
divergence level not relevant.

Details and examples of the annotation procedure for the semantic
cues are available in appendix B.8.

4.5.2 For evaluating participants’ performance

We collect two measures to evaluate children’s divergent asking skills:
one during the training with the help of the agent and one during an
offline test with a different learning activity and where we present no
external help or incentive to formulate the questions.

4.5.2.1 During the training

We evaluate participants’ divergent QA performance exactly as we do
in the previous study with "KidsAsk": we retrieve all questions gen-
erated during the training session in WS2, we apply specific criteria
to filter which questions can be considered for the analysis, we per-
form a manual annotation to see which of these ’accepted’ questions
are divergent and, finally, we calculate the percentage of divergent
questions generated during the session.

We also assess the syntactic quality of the questions generated
using manual annotations following a standardized grid. The grid
scores a question from 1 to 8 and has components to assess: whether
the question is high- or low-level, its syntactic construction and the
use of the questioning word (simple, complex, in-situ or nonexistent).

Details about these two manual annotation procedures can be found
in Appendices B.2 and B.4.
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4.5.2.2 During offline tests

In order to investigate the impact of our training on children’s sponta-
neous divergent QA skills, when they have no external help to formu-
late their questions, we use an offline test that we administer before
and after the training and investigate the change in time.

The test consists of measuring the number of divergent questions
that children can generate spontaneously and with no help within
2 minutes, after reading a short text offline. Details about criteria to
accept and judge the divergence quality of questions are available in
Appendix B.2.

4.5.3 For evaluating the learning experience

We use two measures to assess children’s learning experience using
our platform: 1) Vallerand’s scale to distinguish between intrinsic, ex-
trinsic and a-motivation, developed in [223]. And 2), the task load
using the Nasa-Tlx questionnaire [92].

Items for both questionnaires are available in Appendices A.5 and A.6.

4.6 results

Our results section will have three big parts: 1) evaluation of GPT-
3-generated cues in terms of general acceptability, syntactic and se-
mantic quality. 2) the impact of the training on children’s divergent
QA skills and the difference between the three conditions. And 3) the
participants’ learning experience for the three groups.

4.6.0.1 GPT-3’s performance in generating the cues

We start with assessing GPT-3’s performance in generating the cues.
We focus on three metrics: general acceptability (offensiveness, relat-
edness), linguistic quality (complexity and variety of the questioning
words proposed) and semantic quality (divergence level, semantic re-
latedness).

4.6.0.2 General aspects

Before adding the cues generated by GPT-3 to the agent’s database,
we start by verifying the general quality, in particular with respect
to offensiveness (e.g. containing violent, harmful language, etc) and
general relatedness to the associated pedagogical resources.

For the offensiveness measure we run a human annotation with a
5-Likert scale (from "Not at all offensive for a 10-year-old child" to
"very offensive for a 10-year-old child"). Results showed that 100%
of the data generated was scored as no at all offensive (m=1 ; SD =0).
We then evaluated the generated cues depending on their relevance to
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Figure 4.6: Generating the linguistic cues: GPT-3- and
hand-generated cues had similar distributions.

the general context of the text (e.g. for a text about the Big Bang, data-
points about the universe in general are considered relevant, however
output about different topics like the sports, etc are considered irrele-
vant). Here again, we run a human annotation and saw that 100% of
our generated cues was annotated as relevant to the task’s context.

4.6.0.3 Linguistic quality

As mentioned above, we evaluate the quality of the linguistic cues
by annotating them following the grid presented in the section above
( Section 4.5). We assess the variety and the complexity level of these
cues and then proceed to compare these scores to those generated by
hand.

To assess this, we plot the histogram of the cues generated by hand
and by GPT-3 and investigate the similarity between the variances of
the two distributions (See Figure 4.6). We use a Levene’s test given
that the question words generated by hand deviated from normality.
Results showed no support to reject similarity between the variances
across the two conditions (p-value= 0.65).

We then studied the complexity levels of these cues by comparing
the proportions of occurrence of compound words when generated
by hand vs. by GPT-3. Again, the 2-sample z-test showed no support
to reject the hypothesis of having two similar proportions (p-value =
0.51).

It is to be noted that we only compared the two incentive groups
(group 1 and 2) for these dimensions. Indeed, it didn’t make sense to
compare with the group 3 also since these latter had a slightly differ-
ent behavior for this cue: given that the open agent cues can lead to
several different possible questions, the agent presented participants
with a list of standard questioning words that did not vary from one
trial to the other, these words could be used for different questions
(see Figure 4.5).

With these results, we see similar behaviors between human ex-
perts and GPT-3 in generating appropriate questioning words that
can lead to divergent QA behaviors.
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(a) No difference is seen between the
semantic relatedness scores of the

cues generated by GPT-3 (both
incentive and open) and by hand.

(b) No difference is seen between the
divergence level of the semantic incentive

cues generated by hand or by GPT-3.

Figure 4.7: Generating the semantic cues : Evaluation with respect to the
semantic relatedness to the context and the divergence level.

4.6.0.4 Semantic quality

Here, we base our evaluation on comparing two dimensions of the se-
mantic cues generated by GPT-3 for the incentive and the open agents
to those generated by hand. We start by investigating the semantic re-
latedness degree of the cue to the context of the proposed educational
resources, as described in Section 4.5. As seen Figure4.7, we see no
significant difference between the three conditions for this measure.
The one-way ANOVA test failed to exclude similarities between at
least two groups (F(2,74)=0.41, p-value = 0.66), with a power of 0.98.
Assumptions about the normality of our distributions, homogeneity
of variances and independence between the observations were con-
firmed pre-running the test.

We also investigated the divergence level of the proposed cues for
the two incentive agents. This is an important dimension to be as-
sessed given that these very specific cues will heavily condition chil-
dren’s QA performance (i.e. the more they relate to a divergent idea
about the text, the more they can lead participants to ask divergent
questions). However, this is not the case for the open agent’s cues, i.e.,
the keywords, as the questions’ divergence levels do not rely on the
words themselves but on how children choose to use them to find
a question they’re interested in. For this reason, we only assess the
divergence level of the cues for the two incentive agents, by running
a human annotation following the grid described in Section 4.5. As it
can be seen in Figure 4.7, the t-test showed that the two distributions
did not differ (t=0.9, p-value=0.37 and power=0.14).

Similarly to the linguistic cues, our results here suggest that our ap-
proaches were successful in generating semantic cues that are closely
related to the context in question and with high levels of divergence,
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compared to what we obtained when we had experts manually gen-
erate such cues.

4.6.1 Participants’ divergent QA performance

Moving on to studying participants’ interaction with the system, we
start by looking into their QA performance during the training, across
the different experimental conditions. We then investigate the rela-
tionship of this performance with the curiosity trait scores and eval-
uate the learning experience in terms of its pleasantness and its per-
ceived cognitive load. We finally report the mid-term effect of our
training on children’s ability to generate divergent questions when
faced with a different context.

4.6.1.1 During the "KidsAsk" training

In a first step, we evaluate the general usefulness and accessibility of
the cues proposed by the agents in the three conditions by measur-
ing how often children actually choose to use them to generate their
questions. Results showed no difference between the two incentive
agents in the frequency pf use: M=77.28% and SD=23.08 for the hand-
crafted agent; M=76.12% and SD=23.88 for the automated agent with
a p-value for the T-test of 0.86 and a power test of 0.05. However, chil-
dren with the open automated condition (Group 3) ended up using
the agent’s cues more often (M=91.78%, SD=8.83) and were signifi-
cantly different from the hand-crafted incentive agent (p-value= 0.03,
power=0.85) and the GPT-3-driven one (p-value=0.005 and power=0.81);
suggesting that the keywords-based cues may have been easier for
children to use.

Moving on, we analyze children’s QA performances by comparing
the percentage of divergent questions generated for the three experi-
mental conditions, using the manual annotation procedure explained
in Section 4.5).

We perform a one-way ANOVA test between the three groups. Re-
sults show indeed a significant difference in the performances (F(2,72)
=4.11, p-value=0.02). We then perform pairwise T tests: we see no
significant difference between the two incentive agents, i.e. the hand-
crafted one and the GPT-3-driven one (t=0.88, p-value=0.38 and power
=0.14). However, the group that interacted with the automated open
agent had a significantly better performance than the Hand-crafted
incentive agent (t=-3.17, p-value=0.003 and power=0.82) and the GPT-
3-driven incentive agent (t=-1.88, p=0.04 and power=0.45); see Sub-
Figure (a) of Figure 4.8.

The normality and the homogeneity of variances of our data were
verified pre-running our tests.

We also investigated the quality of the questions generated, fol-
lowing the grid described in Section 4.5. Results showed no signifi-
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(a) Participants with the incentive
agents had similar divergent QA

performances. Those who had the
automated open agent had a

significantly better performance.
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(b) The average quality score per question generated
was similar among all participants.

Figure 4.8: Question-Asking performances during the training using the
WS2 of "KidsAsk"

cant difference between the two incentive agents (t=0.57, p-value=0.57

and power=0.08). The same observation was also found between two
automated agents, i.e. incentive vs open (t=-0.81, p-value=0.41 and
power=
0.12) and between the hand-crafted incentive agent and the the au-
tomated open one: t=-0.29, p-value=0.77 and power=0.06. See Sub-
Figure (b) of Figure4.8.

Taken together, these results show that participants who interacted
with the incentive hand-crafted CA had an overall similar divergent
QA performance compared to those who had the GPT-3-driven one,
suggesting the validity of the GPT-3 prompting approach we used to
generate the incentive, ’closed’ cues. Furthermore, they suggest that
using GPT-3 to generated more ’open’ cues, i.e. keywords, may be a
stronger strategy to help stimulate children’s divergent QA behaviors.
Indeed, this interaction helped children formulate more divergent
questions while maintaining similar syntactic scores even though they
had no semantic formulations for their cues.

Finally, we investigated the interaction between the participants’
divergent QA and their curiosity trait (as reported by their parents
using the questionnaire in Appendix A.1). To do so, we performed
an ANCOVA test between the three groups, with the percentage of
divergent questions generated during the training as a dependent
variable and the curiosity trait score as a co-variate. Results indicate
a significant interaction between the divergent-QA performance and
the curiosity scores, within the three conditions (F(2,71) = 4.06, p-
value=0.02). Pairwise comparisons are then conducted in order to
identify groups that are statistically different : we apply Bonferroni’s
multiple test correction. The post-hoc analysis show a statistically-
significant difference only for the automated open agent condition
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Figure 4.9: Participants’ curiosity trait scores were strong
predictors for their divergent QA performance, but
only for those who interacted with the automated

open agent.

(p-value=0.006). We also tested the significance of differences between
the Pearson correlation coefficients for the three groups, by applying
a Ronald Fisher z-transformation.

As seen in Figure 4.9, correlations were similar for the two incentive
agents (z=1.7, p-value=0.14); however, the open agent led to a signifi-
cantly different relationship between the hand-crafted incentive agent
and the automated open one: z=1.7, p-value=0.04 as well as between
the automated incentive agent and the automated open one: z=2.8;
p-value=0.002.

These results may suggest that our open agent is more associated
with curious thinking given that it leaves more space to children to
formulate questions of their own choice and thus, to express their
own curiosity. However, in the case of the two incentive agents, we
saw no significant correlations between their performance in the task
and their curiosity trait. This can be explained by the idea that, given
that children were restrained to think of predefined specific questions,
their task was more of a social curiosity training rather than an id-
iosyncratically one, as explained above in Section 4.2.1.

4.6.1.2 During the offline test

We finally were interested in studying whether there was a short-term
effect of our intervention, i.e. if the training helped participants be bet-
ter at asking divergent questions when they are put in an educational
context other than "KidsAsk" and have no external help to formulate
their questions.

For this reason, we assess the participants’ spontaneous divergent
QA behaviors, before and after the intervention, using the offline test
described in Section 4.5. Once we calculated the scores for this test, be-
fore and after "KidsAsk", we performed a two-way repeated measures
ANOVA test in order to investigate the impact of time on this score,
across the three conditions. Results showed a statistically significant
effect of the time (F(2,72)=46.95, p-value<0.001) and the condition
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(a) Participants from the three
conditions were able to improve their
divergent QA abilities similarly after

the ”KidsAsk” training.

(b) Children’s perception of their QA
efficacy was more enhanced with

the training for those who
interacted with the automated

agents.

Figure 4.10: Intervention effect : pre- and post-training measures

(F(2,72)=3.9, p-value=0.002), with no effect of the interaction condi-
tion:time (F(2,72)=2.23, p=0.11). See Sub-figure (a) in Figure 4.10.

Similarly, we investigated the effect of our intervention on partic-
ipants’ general attitude towards epistemic curiosity. As mentioned
before, this is an important measure for us as one of the brakes that
can keep children from asking questions is the classroom could be
their negative perception of curiosity and their fear of negative judge-
ment [69]. We therefore run a two-way mixed ANOVA test to inves-
tigate the difference in the CIAC scores (a validated questionnaire to
capture this measure [183]) before and after our intervention, between
the different conditions. Results show a non-significant interaction be-
tween time and the condition type (F(2,72)=3.87 , p-value=0.06) but
reveal a significant change in the scores for all participants pre- and
post-intervention (time Effect: F(1,72)=15.74, p-value<0.0001).

We then investigated the Self-Efficiency sub-scale of the CIAC ques-
tionnaire which measures how children perceive their own skills in
asking relevant and complex questions. As shown the Sub-Figure (b)
in Figure 4.10, the three groups had better scores post-intervention
and the interaction between time and the groups was significant (F(2,
72)=0.038, p-value=0.04). The post-hoc pairwise tests showed a sig-
nificant increase in this score only for the group that interacted with
the open GPT-3 driven agent (p=0.014). This result aligns well with
what’s discussed in the design rationale section 4.2.1 where we sug-
gest that giving children tasks with a larger margin of choice and
autonomy can effect their perception of their self-efficiency.

Together, these results show that participants from the different
groups benefited from the intervention both in terms of divergent QA
skills and general perception of curiosity. This suggests the general
validity of the training approaches used and the benefits of using
CAs to facilitate children’s divergent QA skills in general. Also, the
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(a) Participants for the the three groups
showed significantly more intrinsic

motivation than a-motivation or
extrinsic motivation.

(b) The workload of the task was
similar for the three different

conditions.

Figure 4.11: Learner experience measures

open agent resulted in more self-efficiency in asking questions and
correlations with curiosity traits, making this latter’s strategy to train
curiosity rather more relevant.

4.6.2 Participants’ learning experience measures

Using the Vallerand’s motivational scales we describe in Section 4.5
( [223]), we see no difference between the children’s intrinsic motiva-
tion during the training with the three different agents. However, we
saw that the three groups were significantly more intrinsically than
extrinsically motivated to do the task (t=3.3, p<0.001, power=0.98 for
the hand-crafted incentive agent, t=12.02, p<0.001, power=1 for the
automated incentive agent and t=3.9, p<0.001, power=0.97 for the au-
tomated open agent); see sub-figure (a) in Figure4.11.

We also investigated the task load as perceived by children, fol-
lowing the Nasa-tlx scale as described in Section 4.5 ( [92]). The aim
here is twofold: 1) evaluate whether or not children perceived that
the answers provided by GPT-3 were harder to assess than those pro-
vided by humans. And 2) see if the lack of a semantic formulation
in the open cues for the open automated agent makes the question-
generation task harder for children. To address these goals, we per-
form pairwise t-tests. Results showed no significant differences be-
tween the two incentive agents (t=-0.4, p=0.1, power=0.06) or between
the incentive and open agent (t=-0.3, p-value=0.7, power=0.06).

These results suggest indeed the accessibility of GPT-3’s output,
even when no semantic formulation was given (i.e. only keywords).
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4.7 discussion

With this work, we study using prompt-based learning with the pre-
trained LLM GPT-3 to generate the pedagogical content for a diver-
gent QA training. We investigate the validity of our approach by us-
ing human annotations to score this content and compare its quality,
as well as its impact on children’s divergent QA skills, to the hand-
generated one.

The proposed prompt-based method showed rather positive results
in terms of syntactic quality, semantic quality, and impact on chil-
dren’s divergent QA behaviors. Moreover, we saw that the ’open’
cues (i.e. cues that lead to several possible questions rather than a
specific predefined one) were more efficient in helping students ex-
press their own curiosity using divergent questions. These observa-
tions were rather expected given that the open cues were generated
with the intention to leave students with more control to choose their
own questions during the training. Indeed, we hypothesize that such
a setting can lead children to work on questions that correspond to
their own competency level which will result in better perception of
the self-efficiency in the task [159] and therefore, in more engagement
and learning progress [177, 218].

Furthermore, we also investigated the link curiosity as trait (such
as reported by parents using the questionnaire developed in [145])
and the divergent QA behaviors. Our results showed a strong corre-
lation only for the group that had the open cues. This result meets
our goals of designing the open agent: giving children QA activities
that they can transpose more to their zones of proximal development
(ZPD) is likely to help their curiosity. It also validates our suspicion
that our incentive agents are more efficient on training the linguistic
part of the process of generating divergent questions, rather than the
curiosity one. Indeed, generating divergent questions requires two
main steps: 1) using one’s curiosity to identify a knowledge gap and
2) using one’s linguistic skills to pursue this knowledge gap by trans-
forming it into a question. And since the first step is led by the agent
in the incentive case (either hand-crafted or GPT-3-driven), children
are not given a direct opportunity to choose their questions using
their own curiosity, like it is the case for the open agent. This is an
interesting finding as it positions the assessment of divergent QA be-
haviors, when they are mostly directed by students themselves, as
a behavioral measure for curiosity that is more suited to e-learning
environments than the classic self-report measures.

Finally, regarding the motivation scores, we saw high yet similar
scores across the three conditions. This was counter our expectations
as we hypothesized to see more intrinsic motivation for the open
agent group where the task offers more degrees of choice and auton-
omy. This result could maybe explained by the novelty aspect of our
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general approach (i.e. using tablets in the classroom, interacting with
a CA, the QA task itself, ..). And also, given the short length of the
training. Indeed, we can speculate that the motivation scores for the
incentive conditions where children have little control over the task,
would drop if we had a longer training.

Taken together, our results suggest that the approach taken to facil-
itate divergent QA was efficient in general, but was more associated
with curiosity trait, transfer effects and self-efficiency perceptions for
the ’open’ condition. Thus, we can propose this new method as a
promising approach to train children’s curiosity in general and their
divergent QA skills in particular. It also allows us to think of new
possible implementations that can facilitate the divergent QA task by
guiding children to identify the key concepts/words of a resource
first, then encouraging them to use these words to identify specific
knowledge gaps and formulate a related divergent question. Indeed,
we can imagine that decomposing the task in this way can make it eas-
ier for children to learn and to re-use in the future. Such an approach
can be either adopted by teachers in classrooms or as an instructional
design principle to implement in educational technologies.

4.8 limitations and future directions

One of the main drawbacks to our current implementation of "Kid-
sAsk" is the lack of feedback we give children about the questions
they generate during the training.

Indeed, and even though we see enhanced perceptions of the self-
efficiency, we do not know if this is directly connected to their percep-
tion of their performance or to other factors, such as repeatability of
the exercise, bias in the self-report measure, etc. Therefore, one future
direction for this work will be to explore ways to use LLMs in gen-
eral in order to analyze children’s questions and give them real-time
feedback about their relevance, their divergence level and their syn-
tactic construction. Recent work such in [229, 231] has explored using
prompt-learning methods to evaluate the generation of convergent
questions and showed rather encouraging results. Therefore, one pos-
sible track can be to take inspiration from their methods and explore
adapting them to divergent questions.

Another factor to be considered while evaluating this training is its
short duration in time. Indeed, children were only asked to do this
task during one short session which may have facilitated their engage-
ment and played a role in the positive results we saw. Therefore, one
future direction for this work is to propose a longer version of our
training and investigate its long-term impact on children’s curiosity-
driven behaviors.

On another hand, even though prompt-based learning with GPT-
3 is quite an easy method to implement, it does still require some
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knowledge about prompt-engineering in order to generate relevant
output. Indeed, we hypothesize that we won’t see the same results if
we have used less precise and concise prompts and different settings.
This leads us to think about the different trainings we should provide
teachers with in order to ensure good practices and satisfying results.
Moreover, and as mentioned earlier in the "Ethical considerations" sec-
tion, our implementation raises some educational challenges: having
children use LLM-powered systems in general without knowledge
about their best practices and without developing a sense of critical
thinking when interacting with them can be challenging [122, 124].
For example, it can reduce their creativity, engagement when resolv-
ing tasks, etc; making the system loose its potential benefits. In this
direction, we are planning to develop pedagogical interventions in or-
der to train children’s intellectual humility and critical thinking when
using LLM-powered educational tools [4].

4.9 conclusion

This work is a part of a larger project attempting to develop technology-
enhanced approaches to train curiosity in children. The study pro-
poses to address some of the brakes that keep them from seeking new
information autonomously such as linguistic barriers and negative
perceptions of curiosity. More particularly, we carefully investigate
the potential of LLMs to generate pedagogical content and propose
a novel GPT-3-driven system that trains divergent QA using simple
and efficient prompt-based methods.

Our results, including a field study, showed the benefits of using
such tools to engage children in divergent QA behaviors and improve
their curiosity perceptions. This work motivates the implementation
of such curiosity-eliciting approaches both in standard classroom set-
tings and in e-learning environments using NLP methods.
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The “KidsReflect” training

PART I: DECLARATIVE TRAINING

 1. Video 1: Explaining motivation and its types.
 2. Video 2: Explaining curiosity & its role in learning.
 3. Video 3: Explaining metacognition (MC), the four 

 MC skills related to curiosity. Each represented 
 by a 2D character (see left).

 4. Video 4: Explaining links between MC and curiosity and
how to use the four MC skills to enhance learning.

PART II: PROCEDURAL TRAINING

*A web platform   
 * 8 reading-comprehension tasks

    * 4 MC steps to apply for each text.
    * Each step relates to a curiosity-related MC skill (see left).
    * 4 CAs (with the same appearance introduced during the

videos) to assist each step.
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4 EVALUATE A NEW INFORMATION WITH THE REFEREE

Overview of the "KidsReflect"
training

A pilot study of the work in this chapter is published in IDC’23: Rania Abdelghani et al. “Inter-
active environments for training children’s curiosity through the practice of metacognitive
skills: a pilot study.” In: Proceedings of the 22nd Annual ACM Interaction Design and
Children Conference. 2023, pp. 495–501. A journal submission is currently being prepared.
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100 introducing "kidsreflect" for training curiosity perceptions & mc

5.1 introduction

During the two studies presented in the previous sections, our main
focus was to develop and test an intervention for training divergent
question-asking; a skill we suggest has a tight correlation with epis-
temic curiosity [8]. Our approach was based on having a CA to guide
children into seeing their knowledge gaps (either by proposing an
explicit and specific KG or a series of key words that can be used
to formulate their own KG). The agent then helps children express
these KG in the form of a divergent question by offering some lin-
guistic help.

While we observe positive impacts on children’s spontaneous di-
vergent QA behaviors after such trainings, our strategies may prove
insufficient for fostering the development of curiosity and divergent
thinking processes on the longer term. Indeed, it lacks giving oppor-
tunity for children to discover their own learning goals independently,
which is a crucial step in these processes [196]. This is highly impor-
tant as it means that our strategy may be overlooking the "identifica-
tion of a knowledge gap" part— an integral component inseparable
from the curiosity-driven learning process [147]. Furthermore, our
training failed in enhancing children’s social perceptions of curiosity
and QA behaviors, which at its turn could be a significant brake to
their adoption of such behaviors [69].

In this context, we therefore make the hypothesis that, in order to
reinforce the impact of our training on divergent QA and curiosity,
two distinct tracks can be explored:

1 . correct children’s misconceptions of curiosity and ques-
tion-asking It is important to extend the training to introduce
and explain curiosity and QA behaviors to children: their function,
their benefits for learning, and how to control and use them efficiently.
Indeed, children tend to have about these behaviors (useless, related
to stupidity, etc) and thus, fear to adopt them in their classroom [8,
111, 183].

2 . train the skills related to knowledge gap identification,
monitoring and evaluation Following curiosity models, we want
to focus on practicing the faculty of problem discovery and knowl-
edge gap identification, monitoring and evaluation. More concretely,
this means to go from a training that makes the KG explicit and then
helps children formulate it as a divergent question to one that starts
by helping them find their KGs on their own and pursue them and
without the need for external help. This is indeed challenging as it re-
quires children to be able to decide which KG to follow in their vast
environment, what behaviors to adopt to compensate for them and
deciding when satiation is attained. These are all complex behaviors
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that partly rely on metacognition, i.e. the ability to understand and
monitor one’s own knowledge and learning strategies [77, 107, 168].
Several studies [226] identify metacognitive skills such as the evalua-
tion of one’s current state of knowledge and the prediction of learn-
ing progress as necessary conditions for triggering and maintaining
curiosity as they can facilitate continuous identification of learning
goals through divergent thinking.

Based on these two directions, the current work proposes to bring
the two ideas in order to design a new pedagogical intervention that
aims to : 1) enhance children’s perception of curiosity and QA be-
haviors, by introducing them to curiosity, its importance and how
to leverage it to learn better and enjoy learning. And 2) train the
metacognitive skills that are suggested to facilitate the triggering and
maintaining of curiosity states. To identify these skills, we take in-
spiration from the theoretical framework explaining curiosity-driven
learning mechanisms developed in [168]. By attempting to link its
main components to specific metacognitive skills, we identify four
curiosity-related ones: 1) the ability to be aware of missing informa-
tion in one’s knowledge, 2) the ability to estimate the expected learn-
ing gain that will result from seeking a specific information, 3) the
ability to seek the missing information using the appropriate strategy
and, finally, 4) the ability to assess the result of the curiosity-driven
process and decide of subsequent actions.

We use these ideas to design a new pedagogical training we call
"KidsReflect", aiming to foster children’s curiosity-driven learning,
through enhancing their social perceptions of curiosity and the prac-
tice of the said curiosity-related metacognitive skills. "KidsReflect"
had two versions: one that gives declarative knowledge about cu-
riosity and the four related MC skills stated above, using animated
videos we created within the team. And one that, beyond the videos,
also adds a procedural part to practice these four skills during a
reading-comprehension task, using an online platform we designed.
Children’s goal is to gain new knowledge about the texts indepen-
dently, using the four curiosity-related MC skills. To practice these
skills, they have the help of conversational agents that give them spe-
cific hints and suggestions to guide them in the task.

We study the efficiency of the two versions of the training by in-
vestigating its impact on four main outcome measures: children’s
metacognitive sensitivity, their perception of curiosity and QA, their
ability to benefit from an online divergent QA training ("KidsAsk")
and finally, their offline spontaneous divergent QA behaviors.

5.2 design rationale of “kidsreflect”

"KidsReflect" contains two dimensions. The first one is designed to
give declarative knowledge about curiosity-driven learning and its
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importance in order to help children understand it better and have
more positive perceptions about it. The second component is designed
to give both declarative and procedural knowledge about curiosity-
related metacognitive skills [62, 128].

The first dimension being rather explicit (i.e contains exclusively
instructional content about curiosity, its links with memory, attention,
etc), we only present its content in the section below ( Section 5.2.2.1).
In this current one, we focus more on the approach we led in order
to come up with the instructional design principles and the pedagog-
ical content for the second dimension of "KidsReflect", focusing on
metacognition.

To develop this dimension, we followed two main steps:

1. Identify the metacognitive abilities that can directly nourish or
interfere with curiosity mechanisms. To do this, we start by
presenting the autonomous learning model proposed by Mu-
rayama et al. [168]. We then try to operationalize this model
by proposing explicit articulations between its key components
and the metacognitive faculties needed to achieve them.

2. Once identified, we focus on the design of pedagogical activities
that can directly target the exercise of these metacognitive skills
involved in curiosity-driven learning.

5.2.1 Linking the curiosity-driven learning process to metacognition

Looking at this framework proposed by Murayama in [168], we find
four relevant articulations between its key components and metacog-
nition. See an illustration of the framework as proposed by the au-
thors and the four links we make with specific metacognitive faculties
in Figure 5.1.

These articulations are four-fold:

5.2.1.1 1. Metacognition facilitates curiosity stimulation through enhanc-
ing evaluative self-reflection

As suggested in the Figure 5.1, the activation of epistemic curiosity
mobilizes the ability to identify a knowledge gap (i.e. a discrepancy
in one’s knowledge) that they want to resolve and that they consider
as achievable. This is aligned with the curiosity theories focusing on
the information gap theory [147]: these latter distinguish two types
of unknowns—known unknowns (knowledge that we recognize as
being missing) and unknown unknowns (knowledge that we do not
know is missing). The crux of the problem here, therefore, is how
to get an individual to transform unknown unknowns into known
unknowns in order to motivate curiosity-driven information-search.
This is a challenging procedure as it requires high-level skills such
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IDENTIFICATION OF A
KNOWLEDGE GAP/ SELECTION

OF A LEARNING GOAL 

INFORMATION-SEEKING
BEHAVIORS

GENERATION OF AN EXPECTED
REWARDING EXPERIENCE

SELF-REFLECTION  

COMPARISON : 
SATISFIED ?

DECISION TO CONTINUE/ 
REFINE LEARNING

1

3

2

4

1

2

3

4

IDENTIFY A KNOWLEDGE GAP (KG) SEEK INFORMATION TO CLOSE KG

ASSESS VALUE OF NEWLY-ACQUIRED
INFORMATION COMPARED TO INITIAL KG

GUESS EXPECTED LEARNING GAIN
WHEN CLOSING THE KG

EXTERNAL FACTORS
(SURPRISE, ETC)

NEW INFORMATION FEELING/ EXPERIENCE OF
REWARD

Figure 5.1: Linking metacognitive regulatory and evaluative skills to the au-
tonomous curiosity-driven learning framework as proposed by
Murayama et al. in [168]

as linking new stimuli to previous knowledge in order to discover
a precise unknown, problem, incongruity, etc. It is also suggested to
be in direct link with the metacognitive ability to evaluate one’s own
knowledge level given a specific learning context [77]. Several studies
have proposed that children lack this ability and tend to bypass their
uncertainties as they often overestimate their knowledge levels [137,
193].

We therefore posit that the activation of epistemic curiosity requires
the ability to identify an uncertainty, or a knowledge deficit (i.e. a
problem discovery, a learning goal) using self-reflection, causal attri-
butions, idea-linking, etc. This represents the first MC skill we iden-
tify as essential to train in order to foster curiosity-driven learning
process; we call it the "IDENTIFY" skill (see Figure 5.1).

5.2.1.2 2. Metacognition amplifies feelings of curiosity through helping set
realistic expectations

As seen in the Figure 5.1, generating an expected learning gain plays
a central role in the curiosity-driven learning process. It seems to
act as a mediator in maintaining information-search behaviors: once
a knowledge gap is identified, generating an expected knowledge
gain (e.g. by formulating a hypothesis about the knowledge gain)
and comparing it to the result of the actual information-search can
determine whether future curious behaviors will occur [168].
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But other than this role (that we will be focusing on during the
fourth articulation below), predicting rewarding experiences can also
amplify and regulate initial feelings of curiosity [60, 168, 185, 206].
Indeed, it can increase the salience of the identified knowledge gap
and make it more attractive to search for [147]: individuals are most
curious about stimuli they think they almost have the answer to [82,
85]. Studies such as [32, 184] show indeed that asking individuals to
generate hypotheses before seeing the correct answer to a question
leads to higher curiosity states. Children also are suggested to eval-
uate the informational potential to be gained, via predicting reward
signals, before engaging in exploratory behaviors [182].

However, generating such expected learning rewards with optimal
value (in other words, making informed and educated guesses about
a knowledge gap) is not trivial. It requires individuals to use previ-
ous knowledge and knowledge about their current cognitive state to
project themselves into a stronger one, yet one that still feels comfort-
able enough for them to be motivated to pursue. This heavily relies
on metacognitive faculties as it requires self-reflection and evaluation
as well as prior knowledge and weighing of alternatives [220]. Mak-
ing informed guesses is suggested to be a malleable skill that could
be trained via encouraging observation and experimentation [220].

This represents the second MC skill we identify as essential to
train in order to foster curiosity-driven learning process; we call it
the "GUESS" skill (see Figure 5.1).

5.2.1.3 3. Metacognition elaborates curiosity through facilitating efficient
question-asking

Seeking information autonomously is an essential part of curiosity-
riven learning (Figure 5.1). It can take different forms: exploration,
reading books, etc. Here, we focus on question-asking behaviors. In-
deed, it is one of the main behaviors that allow children to pursue
information and optimize information-search procedures [194].

However, for these behaviors to be efficient, individuals need to
adapt them, i.e. decide which specific questions to ask, given the cur-
rent knowledge status, in order to achieve their learning goal. This
means that the ability to monitor one’s learning goals, and adopt QA
behaviors accordingly is crucial [113]. And although we know that
question-asking skills develop from early childhood, children still
can fail to dynamically adapt their questions to navigate efficiently
through the knowledge space and achieve their goals [161]. Several
elements can interfere with this ability, and importantly to this work,
metacognition. Indeed, control metacognitive skills are important to
help understand the features that make the "informational effective-
ness" of a question [194]. Thus, they help identify and control what
kinds of questions are needed to be asked to achieve the wanted learn-
ing progress.
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Based on these ideas, we identify informed question-asking as an
important skill to be trained in order to facilitate children’s curiosity-
driven information-search behaviors. In our framework, we call this
the "SEEK" skill.

5.2.1.4 4. Metacognition maintains curiosity through facilitating self-monitoring

Maintaining information-search behaviors can heavily rely on the in-
dividuals’ ability to accurately assess their learning progress (see Fig-
ure 5.1). In the framework, asking new questions is mainly the result
of comparing the initial learning expectation (i.e. the estimation of
the reward expected from closing the identified KG, the generated
hypothesis) and the actual learning that was achieved thanks to the
information-search behavior (i.e. the answer to the question).

This idea can also be found in other models. For instance, Bryde-
vall et al. suggest that upon the acquisition of new knowledge re-
sulting from a seek process, learners experience a feeling of reward
that updates the expected value of future new information and thus,
influences the future information-seeking behaviors [35]. A similar
idea is also suggested with the Learning Progress Theory (LPT) [176]:
learners become most curious when they work on tasks that provide
them with an optimal level of learning progress feeling, as perceived
and evaluated by the learners themselves. Meaning that the faculty
to accurately self-assess and monitor progress plays an important
role in maintaining curiosity-driven behaviors. Doing this evaluation
of newly-acquired rewards and comparison with expected ones re-
quires continuous metacognitive evaluation of the learning progress.
Concretely, this represents the faculty to take time to evaluate newly-
acquired information with respect to one’s current and future goals
and use this comparison to decide of subsequent learning strategies.

We call this MC ability, the "ASSESS" skill in our framework (Fig-
ure 5.1), an essential skill to train to help promote sustainable curiosity-
driven learning cycles.

5.2.2 Pedagogical content for the "KidsReflect" training

As explained above, "KidsReflect" has two main dimensions: one that
focuses on introducing curiosity and its role for learning and one that
focuses on providing declarative and procedural knowledge about
the four metacognitive skills we identified above as correlated to cu-
riosity: IDENTIFY, GUESS, SEEK and ASSESS.

To design this pedagogical intervention, we take inspiration from
studies such as in [57] that showed, for instance, that simple declar-
ative workshops about growth mind-set helped students be more
motivated and improve their grades. We also looked at classifica-
tion taxonomies of educational goals in [130] and thus decided to
have a two-part training: one that aims to give declarative/ concep-
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tual knowledge about curiosity and related metacognitive skills; and
one that aims to help gain procedural/ experience-based knowledge
about these latter.

5.2.2.1 Part I: Declarative knowledge about curiosity and the related metacog-
nitive skills

This first part consists of 4 sessions. Each session relies on presenting
an animated video that explains a concept related to curiosity and/or
metacognition as well as their role in learning:

• Video 1: presented motivation in general, its importance for
learning and its two types: intrinsic and extrinsic. It highlights
the importance of intrinsic motivation and presents curiosity as
a special type of this latter.

• Video 2: presented the importance of curiosity in learning, fo-
cusing on its positive impact on three main indicators: attention,
memory and autonomy/ self-efficiency.

• Video 3: presented metacognition and how to use it during a
learning task. It broke up metacognition-based learning into
four steps that correspond to the skills identified above: IDEN-
TIFY, GUESS, SEEK and ASSESS. Each skill was presented with
an example of use and associated to a 2-D character to facilitate
their memorisation.

• Video 4: links curiosity and metacognition by explaining the
role of each of the skills shown in video 3 with respect to curiosity-
driven learning steps.

See an overview of the content of these videos and links to play
them (in French) in Figure 5.2. The story board with the detailed
scenario for one of the videos is available in Figure 5.3; the story
boards for the rest of the videos are available in Appendix C.1.

As illustrated in Figure 5.2, the third video introduces the char-
acters that represent the four metacognitive skills we identified as
directly related to curiosity. In order to facilitate their understanding,
we model them with 2D characters that correspond to their role in
the curiosity-driven cycle: a first referee to represent the IDENTIFY
skill, a detective to refer to the GUESS skill, an explorer to refer to
the SEEK skill and a second referee to refer to the ASSESS skill. The
idea of modeling MC skills with specific characters is mainly inspired
from the "Reflecto" model [68].

The characters adopt specific roles/ strategies when trying to re-
solve learning tasks (see Figure 5.4):

• The first referee : when faced with a new learning task, it re-
flects on its previous knowledge and connects it to the current
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VIDEO 1: MOTIVATION
TYPES AND CURIOSITY

VIDEO 2: IMPORTANCE
OF CURIOSITY DURING

LEARNING

VIDEO 3:
METACOGNITION AND

BASIC SKILLS

VIDEO 4: LINKING
CURIOSITY &

METACOGNITION

Introduces motivation
and its importance during
learning: it gives the brain
a goal and helps it stay
engaged.

1.

Presents the two types of
motivation: intrinsic and
extrinsic and the
difference between them.

2.

Explains the importance
of intrinsic motivation for
learning as it can be
controlled by the learners
themselves.

3.

Explains what is curiosity:
introduces it as a type of
intrinsic motivation. It
helps us learn things that
come from our personal
desires. 

4.

Link to view video1 -
Motivation types and

curiosity.mp4

Explains the
importance of
curiosity; focus on it
role in enhancing
three pillars of
learning : memory,
attention and self-
competency. 

1.

Explains how curiosity
helps attention by
giving clear goals to
the brain to focus on.

2.

Explains how curiosity
helps memory as it
pushes us to make
guesses, etc.

3.

Explains how curiosity
helps our sense of
autonomy and self-
competence.

4.

Link to view video2-
Importance of curiosity

during learning 

Defines metacognition:
introduces it as the
ability to “think about
thinking“.

1.

Explains the four
essential MC skills to
learn better. 

2.

Links these skills with
2D characters to help
memorize them: A first
referee to identify a
knowledge gap; A
detective to make
predictions about it;
An explorer to seek
answers for it; A
second referee to
decide when it is
closed.

3.

Link to view video3 -
Metacognition and basic

skills

Explains the link
between curiosity and
metacognition by
breaking down the roles
of the four MC agents
and linking them to
curiosity steps.

1.

Shows how to use these
MC skills to initiate,
regulate and maintain
curiosity: to find
interesting learning
goals to be curious
about, seek achievable
answers and arbitrate
when to stop or start
new curiosity-driven
learning cycles. 

2.

Link to view video4-
Linking curiosity and
metacognition.mp4

Figure 5.2: Overview of the pedagogical goals and links for the four videos
presented during the declarative part of the "KidsReflect" train-
ing

context in order to identify novel, surprising, contradictory in-
formation, etc. This is then used to identify a specific knowledge
deficiency, learning goal or an uncertainty that it wants to pur-
sue. The first referee reflects the IDENTIFY skill.

• The detective : once it has a learning goal (given by the first
referee), the detective will make educated guesses about this
problem in order to further motivate information-search behav-
iors. It does so by using its previous knowledge, liking ideas,
weighing alternatives, etc in order to form a realistic expected
learning progress. The detective reflects the GUESS skill.

• The explorer : uses information about the learning goal and the
expected information gain in order to formulate the relevant
and specific uncertainty-driven questions. The explorer reflects
the SEEK skill.

• The second referee : When receiving answers from external
agents to its inquiries, the second referee will evaluate them
based on its knowledge about the learning goal and its assess-
ment of the rewarding experience compared to the expected
one (generated by the detective). Using these signals, the sec-
ond referee decides for the efficiency of the search procedure
and whether it gives place to subsequent ones. The second ref-
eree reflects the ASSESS skill.
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VO: According to scientists, learning how to learn is is undoubtedly the most
important practice for improving our brains and success at school. This means that
in order to succeed, we need to learn how to identify the strengths and weaknesses

of our brains.

VO: Firstly, it is always necessary to start by carefully observing the task and our
knowledge to find links between what we are trying to learn and what we already

know. For example: What do I know from the phrase “I love cheese”? Such a practice
pushes us to reflect on our own learning processes and what we want to learn.

ANIM: An eye that opens comes to replace the brain.

VO: Indeed, one of the biggest obstacles preventing the brain from learning new
information is the so-called “illusion of knowledge”, i.e. the belief that we already

know everything and don't need to learn more.
ANIM: The child looks at the incoming information, which is grayed out, so she can't

access it except for the one in the center, representing her active brain.

VO: This is very common, but also very wrong: there are always new things to learn.
We can avoid this “illusion of knowledge” trap by paying attention to the way we

learn, through practices like the following:
ANIM: Information becomes accessible. We zoom in on the red frame with the

blinking brain.

Example: "I need to search for the word 'cheese' to be able to understand this
phrase." By doing this, we are playing the role of the referee of our own learning; we

assess what is most important for our brain to learn.
ANIM: The word 'cheese' is isolated in a frame while the eye of the controller does

its work by isolating the word 'cheese' and analyzing it.

VO: It's as if we were conducting an investigation on our brain: what it knows and
what it does not know. Next, we must also know how to recognize which

information is the most important that we lack and that we need to learn to help
our brain progress. Indeed, information that it already knows, too complex, or not

related to the task does not help solve the problem.
ANIM: The typography shifts to the center and check boxes come to validate and

identify known and unknown words.

Once done, we can start imagining the possible responses to the information we're looking
for: this is called hypothesizing. For example: "maybe it means to smile." This is a great

exercise because it allows our brain to better memorize the 'real' information afterwards.
Here, we play the role of the detective of our own learning, that is, we conduct an

investigation on what is possible.
ANIM: The referee becomes detective and reviews the different definitions for Cheese.

VO: Once we've decided which information is most useful for us to learn, it is also
important to know how to pursue it. For example: I will look up the word "cheese"

in a dictionary.
ANIM: A book enters the frame and connects to the next scene.

VO: In this part, we are more like explorers; we search for information through
various means.

ANIM: The eye becomes that of the explorer (green). Meanwhile, the little girl is
studying the dictionary.

Figure 5.3: Scenario for the third video "Metacognition and basic skills" pre-
sented during the training: it introduces children to the metacog-
nition and the four MC skills that are related to curiosity

5.2.2.2 Part II: Procedural knowledge about the curiosity-related metacog-
nitive skills

The aim of the second part of the training is to help children put into
practice the four metacognitive skills they saw during the videos. For
this we create a web-based platform that offers reading-comprehension
tasks. Children’s ultimate goal is to use the four-MC-step curiosity-
driven learning behavior showed during the videos (see Figure 5.3)
in order to gain new information about the text at hand in an au-
tonomous and independent way. The platform offers different prompts
to help children achieve these four steps successfully.

The prompts are presented to children using a conversational agent
that acts like a learning companion. Its goal is to guide them into
using the IDENTIFY-GUESS-SEEK-ASSESS chain-of-thought, step by
step, in order to gain new knowledge that can deepen their under-
standing of the text at hand. To do so, and for each new text, the
agent is designed to give prompts and suggestions to help use each
of the MC skills, one by one and in order (i.e. first, identify a knowl-
edge, then make a guess about it, then seek it and finally, evaluate
the result of the search). The agent moved to prompt a specific step
only when children achieved the previous one: e.g. the agent moves
to talking about the GUESS skill only when the participant enters an
identified uncertainty (representing the IDENTIFY skill), the agent
moves to talking about the SEEK skill only when the participant en-
ters a guess about its uncertainty (representing the GUESS skill), etc.
To help children memorize these skills better, the agent took, for each
skill, an appearance identical to the one presented during the videos
in the first part of the training: when prompting the IDENTIFY skill,
it appeared and was presented as the first referee. When prompting
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Once a new information is acquired after
the search process, the referee evaluates

whether it responds to our initial
uncertainty and whether or not we should

ask further questions.

Now that I understand the meaning of
the word “cheese”, I can better
understand the sentence “I love

cheese”. However, this got me curious,
what is “sourire” (smile) in English

then? 

MC AGENT

4.THE SECOND
REFEREE PRESENTS
THE “ASSESS” SKILL

THE FIRST REFEREE
PRESENTS THE

“IDENTIFY” SKILL

FUNCTION EXAMPLE BEHAVIOR

Looks carefully at the task at hand and
evaluates their own knowledge about it.

Their goal is to identify discrepancies  
between what they already know about the

task and what they want to know about it
in order to maximize their knowledge.

When looking at the sentence “I love
cheese” in English, I understand the
word “I” and “love” but not the word

“cheese”. I therefore want to look for
the meaning of this word to

understand the full sentence.

Once an uncertainty is identified, tries to
make educated guesses about it (i.e.

predict learning progress that will result
from resolving the uncertainty). To do so,
the detective uses their prior knowledge
about the task topic, weighs alternatives,

etc.

THE DETECTIVE
PRESENTS THE
“GUESS” SKILL

Uses different strategies to search for the
missing information. Focuses on

transforming their knowledge gap into a
well-formulated and clear question that
could bring the wanted precise answer.

I should ask the question “What does
the word “cheese” mean in French?”
to better understand the sentence “I

love cheese”.
THE EXPLORER
PRESENTS THE

“SEEK” SKILL

I know that photographers tell us to
say “cheese” when taking a photo of

us. So maybe the word “cheese”
means “smile”. 

Figure 5.4: Presentation of the MC agents and their functions that children
saw during the training. An example of their behavior when re-
solving a learning task (understanding a sentence is a foreign
language) is given.

the GUESS skill, it appeared and was presented as the detective, etc.
See Figure 5.5 for an overview of the interaction with the agents when
working on a specific text.

Overall, the interaction with the agent is designed to be like the
following: participants are first introduced to a short text. They are
told that their goal is to gain extended, novel and useful information
about it using their curiosity and the four metacognitive steps they
saw during the first part of the training (we remind them of these
steps in the beginning of the session, before presenting the current
task).

We then introduce the platform and tell them that, in order to facil-
itate their task, they should follow the different agents’ instructions,
that will appear as the task progresses. Once they finish reading the
text, the agent appears as the first referee (representing the IDENTIFY
skill) and guides them into identifying and formulating a knowledge
gap. To do so, it starts by reminding them of its role as a referee and
why it is important. It then encourages them to reflect on their pre-
vious knowledge about the text’s topic and then to use this to look
for information that is contradicting their previous knowledge, they
are seeing for the first time, or is surprising for them. It also gives
an example on how it does this, similar to a think-aloud approach.
Example for the text in Figure 5.7: "I already know that the Earth
has very high temperatures deep down. But I did not know that



110 introducing "kidsreflect" for training curiosity perceptions & mc

STEP 4: ASSESS
THE QUALITY OF

THE SEARCH

STEP 1: IDENTIFY
AN UNCERTAINTY

STEP 2: GUESS A
REASONABLE

ANSWER

STEP 3: SEEK THE
ANSWER TO

UNCERTAINTY

MC steps for curiosity-
driven learning The “KIDSREFLECT” training platform

My name is the referee.
I can help you read the text carefully
and look for information you want to
dig up. Here I can help you with tips

and suggestions to do this: ...

I didn’t know about the
magma before. I am curious

to know more about the
temperature of the magma.

That's interesting! You can now make
guesses about this with me, the

detective. Doing this is good for your
curiosity and memory, remember? Here

I can help you with tips and
suggestions to do this: ...

Hum, I don’t imagine that the
temperature in Earth can

exceed 1000°C.

 Well, let’s see. You can go ahead and
ask the question you want. You are now
an explorer, like me. Here I can help you
with tips and suggestions to formulate a

good one: ...

What is the exact
temperature of the

Magma?

Here are some suggestions that may or
may not answer your question  ... 

Can you tell me if you find your answer?
It’s your job as a referee again. Don‘t

worry if you don‘t, you‘ll have plenty of
other opportunities to do so.

I can’t find my answer.
// OR Yes, I can see my

answer: the Magma
temperature is between

980°C et 1 200°C.  

Figure 5.5: Overview of the interaction with the different agents during the
reading of one text. Each agent represents one MC skill related
to curiosity, it reminds children of its role and gives tips and
suggestions on how to use it. It changes roles and appearances
each time after children achieve a step.

high temperatures could turn the rocks into liquid. I am thus curi-
ous about the temperature that can turn rocks into liquid." See an
example of agent’s full dialogue in Figure 5.6.

After validating this step (by entering a learning goal/ an uncer-
tainty), the agent changes its appearance and becomes a detective
to represent the GUESS skill. Similar to the first step, it starts by re-
minding its role and why it is important: making good guesses can
enhance curiosity and memory. It then guides participant into for-
mulating educated guesses by explaining the properties of the latter:
it should be tightly related to the uncertainty, it should rely on pre-
vious knowledge, it should not be formulated randomly, etc. Once
again, the agent finishes its dialogue by giving an example to present
its own approach to formulate an informed guess. Example: "I know
that water tuns into liquid at 100°C. I also know that rocks require
higher temperatures to become liquid. So I guess that maybe rocks
need more than 100°C to become liquid." See an example of the
agent’s full dialogue in Figure 5.6.

Once the prediction submitted, the agent turns into an explorer to
represent the SEEK skill. It now helps the participant formulate the
appropriate question that could lead to closing their knowledge gap.
To do so, it reminds the participant of their goal and gives them ex-
amples of generic questioning words they can use to formulate their
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inquiry. To give a concrete example, the agent also shows children
how it changed it own knowledge gap into a question. Example: "My
goal is to know the temperature that could turn rocks into liquid.
My question is thus: At what temperature do rocks turn into liq-
uid?". See an example of the agent’s full dialogue in Figure 5.6.

And finally, once the question submitted, we display a set of 3

pieces of information that are related to the text’s topic and that may
or may not contain the answer to the question asked by the child. The
second referee thus appears to lead children into reflecting on these
pieces of information and decide whether or not they bring them
closer to closing their knowledge gap, or to generating new/ further
questions. This agent represents the ASSESS skill. For example: "I
see the answer to my question in the list: rocks can turn into liquid
starting from 600°C." See an example of the agent’s full dialogue in
Figure 5.6.

The agents had predefined scripted behaviors and did not give any
specific feedback regarding children’s inputs. It only gave general
feedback to congratulate them for achieving a step or completing the
learning cycle for a text. Details about this choice are described in Sec-
tion 5.2.3.

See Figure 5.6 for a concrete example of the agents’ dialogue for a
given text, Figure 5.7 for a snap of the platform and Section 5.2.3 for
details about the technical implementation of the platform.

1.THE FIRST REFEREE:
“IDENTIFY” SKILL

2.THE DETECTIVE:
“GUESS” SKILL

3.THE EXPLORER:
“SEEK” SKILL

4.THE SECOND
REFEREE:“ASSESS”

SKILL

“I am your MC referee.
My role is to help you use
your MC to become  
aware of some of
information that you
want to learn more
about.”

“To do so, I suggest you
start by reading the text
carefully and trying to
connect it to what you
already know about its
topic: what parts of it are
novel, surprising or
intriguing for you? “ 

“For example, I already
know that the Earth has
very high temperatures.
But I did not know that
rocks turn into liquid in
high temperatures. I am
thus curious about the
temperature that can
turn rocks into liquid.“

“You finished the first step!
Now you’ve become a MC
detective. To be a good
detective, you need to start
thinking about the possible
answers for your goal.“
Displays the  KG entered  by
the child in the first step.  

“Doing this will help you
look for your answer with
more motivation and make
you memorize it better.
Good guesses need to
realistic and founded on
previous knowledge.”

"For example, I know that
water tuns into liquid at
100°C. I also know that
solids require higher
temperatures to turn into
liquid. So I guess that rocks
need more than 100°C to
become liquid."

“I am back to see if you think
you have made learning
progress with your curiosity.
Look at the list of
information.” // Displays 3
suggestions of answers.

“If you see your answer, write
it down. If not, tell me that you
can’t find it or write me new
questions you thought of. You
should focus on your learning
goal, the predictions you
made about it and compare
them to the information you
see.” // Displays the KG and
the guess entered  in the first
and second steps. 
Don’t worry if you can’t find
your answer, you’ll have other
opportunities to do so.”

For example: "I see the
answer to my question in the
list: rocks can turn into liquid
starting from 600°C."

“Now you can concentrate
on how to find your answer.
You are a MC explorer, like
me! That means you need
to find what question is
useful to ask in order to find
the answer you’re looking
for // Displays the KG
entered by the child in the
first step. 

“This step is important as it
allows you to know what to
do when you’re curious
about something.You can
use questioning words like:
to what extent, which is,
what is the highest, etc”.

For example: "My goal was
to know the temperature
that could turn rocks into
liquid. My question is thus:
At what temperature, do
rocks turn into liquid?"

Figure 5.6: Examples of the four agents’ utterances for a given text

In total, children had 8 texts, i.e. 8 learning cycles to complete us-
ing the four skills. During the first two cycles, and in order to help
children get familiar with the task, each agent gave a list of three
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Figure 5.7: Screenshot of the platform used in the "KidsReflect" training dur-
ing the exercise of the second MC skill (GUESS), in a case where
the agent also gives suggestions of guesses.

propositions, in addition to their utterances described above and in
Figure 5.6: a list of uncertainties for the IDENTIFY agent, of guesses
for the GUESS agent and of questions for the SEEK agent. Children
were free to either use the agents’ propositions or to enter their own
answers. During the 6 remaining tasks, children did not have this
help automatically and had to explicitly ask for it if they couldn’t
complete the task on their own.

5.2.3 Technical implementation

The behaviors of the four agents in terms of selection of the appropri-
ate prompts as well as proposing a list of options (if requested) are en-
tirely predefined and hand-scripted. Indeed, the agents are connected
to a database containing the text resources and, for each one, a list of
corresponding prompts relating to the four metacognitive skills, i.e.,
the utterances for the conversational agents for each skill. These ut-
terances consist of sentences to remind the definition of the skill, its
importance and how to use it in a think-aloud approach. Each text
is also associated with a list of 3 propositions for each skill. All of
these resources have been hand-generated by the research team and
validated by two teachers for their pedagogical relevance.

During the interaction, the agent’s automaton composes the dia-
logue utterances in order to include the appropriate cuing strategies.
As we did for the "KidsAsk" platform, we changed the utterances be-
tween the texts to avoid repetition in the different agents’ dialogue:
a replica is not executed if it has been delivered during the previous
text [112].

This implementation has no natural language processing or gener-
ative artificial intelligence methods to manipulate the behaviors for
the different agents. This means that participants did not receive any
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specific qualitative feedback about their input. The agents only ac-
knowledged when participants validate an entry (i.e. complete a step
in the learning cycle). All data entered by participants was saved in a
local database and was only evaluated post-experimentation, during
the data analysis phase.

We choose this manual method to govern the agents’ behaviors in
order to be able to study the efficiency of the pedagogical approach
itself. Once validated, we aim to automate it using NLP methods in
order to upscale the method and facilitate its implementation! for
various teaching activities.

5.3 experimental procedure to evaluate "kidsreflect"

5.3.1 Experimental conditions

This study aims to design and evaluate the impact of a pedagogical
training targeting perceptions of curiosity and specific metacognitive
skills on children’s metacognition, perception of curiosity, and diver-
gent QA behaviors both during trainings and offline, spontaneous
settings.

We choose to have three experimental groups: one that has the en-
tire "KidsReflect" training (i.e. declarative via the videos + procedu-
ral via the web platform) as described above, one that only has the
first part (i.e. only the declarative part) and one that has no "KidsRe-
flect" training. To evaluate the difference between the three groups
in terms of question-asking behaviors, we add a part where children
work on a divergent question-asking task, using the WS2 of the "Kid-
sAsk" platform we described in Chapter 3. During this task, children
use a web-based platform to generate 18 questions about three differ-
ent texts. For each question, a hand-crafted incentive conversational
agent appears to give them two cues to help formulate their question:
a semantic cue (a short sentence that represents a specific knowledge
gap about the text) and a linguistic cue (a questioning word to help
transform this KG into a question). See Figure 3.3 for an overview of
the study timeline and the three experimental groups.

Concretely, our groups were like the following :

• Group ATEL (declarative + procedural) : had a 4-session declar-
ative training that contained the 4 videos presenting curiosity
and metacognition described above. They also had 2 sessions
of procedural training using the web-based platform to practice
the four MC skills. Finally, they also had two other sessions for
the divergent question-asking practice, using "KidsAsk" with
the hand-crafted incentive agent. Participants in this group had
a total of 8 training sessions.
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Demographic data:
- Age and gender
- Familiarity with
using digital tools

MC-related tests:
MC sensitivity (quiz)

Curiosity- related
tests:

- Curiosity trait
- Perception of
curiosity (CIAC
questionnaire)
- Fluency of
question-asking
(offline test)

  

     1. Motivation in learning
     2. Curiosity in learning
     3. Metacognition and its
skills
     4. Links between
meatcognition and curiosity 

MC-related tests:
MC sensitivity (quiz)

Curiosity- related tests:
- Curiosity trait
- Perception of
curiosity (CIAC
questionnaire)

- Fluency of question-
asking (offline test)

Learning experience:
- Motivation types
(questionnaire) 
- Task load
(questionnaire)

    * 8 reading-
comprehension tasks
    * 4 metacognitive steps
to apply for each text.
    * 4 conversation agents
to prompt each step.

Intra-training measures:

Comprehension scores of the videos scores (quizzes)
Performance during the reading-comprehension tasks (interaction data:
number or uncertainties identified, guesses and questions generated,
assessments of the search behaviors results)
Performance during the QA training: mean divergence level per question
generated over the session

18 questions to
generate for 3
texts.
A conversational
agent gives
propositions of
knowledge gaps for
each question.

Post-MC training testing (1 session)*: 
- MC-related tests

- Curiosity-related tests
*Happens after the declarative training for the VID group

DECLARATIVE TRAINING
(4 sessions)

PROCEDURAL TRAINING
(2 sessions)

PRE-TESTING
(1 session)

FINAL-TESTING
(1 session)

QA TRAINING
(2 sessions)

CONTROL, VID & ATEL

 VID & ATEL only

ATEL only

SESSIONS OF THE
EXPERIMENTAL GROUPS:

Figure 5.8: Summary of the "KidsReflect" training and the associated mea-
sures

• Group VID (declarative only) : had the exact same 4 sessions
of declarative training related to curiosity and metacognition,
as the ATEL group. These sessions were then followed by two
others for the divergent question-asking practice, using "Kid-
sAsk" with the hand-generated incentive agent. Participants in
this group had a total of 6 training sessions.

• Group CONTROL (QA only): had two sessions for the diver-
gent question-asking practice, using "KidsAsk" with the hand-
generated incentive agent. This part is identical for the three
groups. Participants in this group had a total of 2 training ses-
sions.

The motivation behind this choice of groups is two-fold: 1) eval-
uate the impact of the declarative part alone on metacognitive- and
curiosity-related measures and, in a second step, investigate the need
to have the additional procedural training. Indeed, we want to pro-
pose a simple intervention that can be easily implemented in the
classrooms by teachers, without the need for the research team to
intervene. Our first part of the training answers this need as it con-
sists of simple videos that can be easily discussed with students. And
2) the condition with only the divergent question-asking practice will
serve us as a "control" condition to investigate the need for an intro-
duction to curiosity and metacognition, prior to practicing and train-
ing divergent QA skills in order to enhance the efficiency of the latter.
In other words, we investigate the importance to add a training such
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as "KidsReflect" in enhancing the efficiency of divergent QA trainings
such as "KidsAsk".

5.3.2 Procedure

The "KidsReflect" intervention was composed of 6 45-minutes ses-
sions for the Group ATEL (declarative + procedural) and 4 45-minutes
sessions for the Group VID (declarative only). Both groups then had
two 45-minutes sessions for the divergent QA training using "Kid-
sAsk". The CONTROL group only had these two latter sessions. As il-
lustrated in the timeline Figure 5.8, participants of all groups also had
additional sessions that were used for the pre- and post-intervention
measures and tests. Additionally, the ATEL and VID groups also had
an immediate test session after they finished their "KidsRfelect" train-
ing, using the exact same tests.

Overall the ATEL group had 11 sessions (including 3 for the tests),
the VID group had 9 sessions (including 3 for the tests) and the CON-
TROL group had 4 sessions (including 2 for the tests). See details
about the measures and procedures to collect them in Section 5.4.

5.3.2.1 The declarative knowledge sessions (for the ATEL and VID groups):

During each of these sessions (4 in total), we present a 4-minute ani-
mated video explaining a concept related to curiosity and/or metacog-
nition that we created within the team, as described in the section 5.2.
During each session, the video is played a first time for the whole
classroom and is then discussed with the research team: answer the
students’ questions, give further explanations for some concepts, etc.
The video is then played for the second time and is followed by a
second Q&A session. Finally, the session finishes with a 6-item quiz
related to the video. These quizzes will serve us to evaluate the level
of understanding, and thus of accessibility, of the concepts we pre-
sented to children.

An overview of the content of these videos and links to play them
(in French) are available in Figure 5.2. The story board with the de-
tailed scenario of one of the videos is available in Figure 5.3; the story
boards for the rest of the videos are available in Appendix C.1 and
the content of the quizzes used to evaluate the videos comprehension
are available in Appendix C.2.

5.3.2.2 The procedural knowledge sessions (for the ATEL group only):

During these two sessions, the research team presents the platform of
the training, described above in Section 5.2.2.2 and performs a demon-
stration to explain the different features and steps to follow. To make
sure participants understood the task, the demo was followed by an
example text to show the interaction with the four agents represent-
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ing the MC skills. After this, children received each an individual
tablet with the platform running and proceeded to do the task for a
total of 8 texts over the two sessions.

For each text, once participants finish reading it they click on the
"I’ve finished reading’ button and the first referee appears (represent-
ing the IDENTIFY skill) and guides them into identifying a knowl-
edge gap. After validating this step (through submitting an uncer-
tainty), the detective agent appears to guide them into formulating
a hypothesis about it (GUESS skill), and so on. As specified above
(Section 5.2), the agents have predefined scripted behaviors and do
not give any specific feedback regarding children’s inputs apart from
acknowledging the completion of the steps. See Figures 5.5 and 5.7
for an illustration of the interaction with the agents and a snap of the
platform, and Figure 5.6 for a detailed example of the agents’ utter-
ances for one text.

During the first two cycles, and in order to help children get famil-
iar with the task, the agents gave a list of three propositions along
with the description of their roles (i.e a list of uncertainties for the
IDENTIFY agent, of guesses for the GUESS agent and of questions for
the SEEK agent); children were free to either use the agents’ propo-
sitions or to enter their own input. During the 6 remaining tasks,
children did not have this help automatically and had to explicitly
ask for it if they were unable to solve the task themselves.

Two members of the research team were present all along the ses-
sions to make sure to respond to any technical problem encountered
by the participants.

5.3.2.3 The divergent QA practice (for the three groups):

During these two sessions, we started by introducing the "KidsAsk"
platform and the task to participants. Participants only used the WS2

of KidsAsk, i.e. the workspace where they work on generating diver-
gent questions for different texts, while receiving linguistic and se-
mantic cues from a conversational agent to help them do so. In total,
they had to work on 3 different texts to generate 18 questions.

Exactly as described above in Section 4.2.1, participants here in-
teracted with a hand-crafted conversational agent that helped them
generate questions by suggesting possible knowledge gaps about the
text and giving a questioning word that they could use to transform
this knowledge gap into a divergent question.

5.3.3 Participants

86 students aged between 9 and 11 were recruited from public pri-
mary schools in Bordeaux, France, with 44 girls and 42 boys. 33 par-
ticipants were attributed to the ATEL group (declarative + procedu-
ral), 29 for the VID group (declarative only) and 24 for the CONTROL
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Table 4: Profile measures for the participants

Measure
Group ATEL

(M±std)
Group VID

(M±std)

Group
CONTROL

(M±std)
p-value

Age 10.18 ± 0.63 9.63 ± 0.48 9.4 ± 0.3 0.08

Curiosity
trait

27.93 ± 4.11 29.4 ± 4.79 27.2 ± 4.29 0.2

Initial
divergent QA

fluency
1.79 ± 1.19 1.91 ± 1.12 1.68±1.38 0.68

Initial CIAC
score

33.42± 4.72 34.36 ± 5.93 43.45±7.6 0.3

Initial MC
sensitivity

score
0.7±0.09 0.7 ± 0.07 0.64±0.15 0.79

group (QA only). As it can be seen in the table below( Table 4), par-
ticipants from the three groups were balanced with respect to the
initial profile measures (details about the measures can be found in
the following Section 5.4).

The study was approved by the institute’s ethics committee (cer-
tificate n°2019-23) and only started after collecting all participants le-
gal representatives’ signed consents which contained the study goals,
procedure and the data collected.

5.4 measures

5.4.1 Training measures

In order to have a quantitative understanding about the accessibility
of the training, i.e. to which extent participants were able to under-
stand the learning steps and strategies proposed in the web platform
and/or the content of the content, we investigate the two following
measures:

• The comprehension score of the videos using a quiz about the
video key content that participants had to complete after every
video. Items of the quizzes for the four videos can be found in
Appendix C.2.

• The performance during the web-based app for the MC training:
the input of children was annotated by hand by the research



118 introducing "kidsreflect" for training curiosity perceptions & mc

team to compute the percent of complete and correct learning
cycles achieved. A learning cycle is considered correct and com-
plete if: 1) the child entered the four steps. 2) for each step,
the entry is directly related to the topic of the text. 3) the four
steps are considered correct by the annotation grid. And 4) the
four steps are related to each other semantically, i.e. they treat
the same knowledge component. Details and examples of the
manual annotation process for the four steps can be found in
Appendix B.5.

5.4.2 Outcome measures

5.4.2.1 Metacognitive sensitivity index

A quantitative measure of metacognitive sensitivity, i.e. knowledge of
one’s own cognition, can be seen as the degree of association between
one’s accuracy in a task and their judgment of this performance; this
measure is commonly known as "type 2" sensitivity. It is generally
suggested that when individuals are endowed with metacognitive
sensitivity, they will be more confident when they are correct. How-
ever, using simple correlation coefficients (e.g. Pearson’s r) to quantify
this may infer different biases [154].

Thus, and taking inspiration from the signal detection theory, we
measure this variable with the type 2 ROC function (as suggested
in [63]). This measure builds upon the widely used area under the re-
ceiver operating characteristic curve (AUROC) that uses participants’
accuracy of confidence judgement in predicting performance. After
AUROC is calculated, AUROC2 is then computed by adjusting AU-
ROC for chance level. The closer this measure is to 1, the stronger a
participant is in accurately evaluating their own knowledge. This is a
key measure for us as we know that the accuracy in self-evaluation is
crucial for introducing curiosity-driven learning cycles [147].

To collect this measure, we administer the same 12-item general
knowledge quiz for all groups. For each item, they need to report
how confident they feel that they have given the right answer using a
5-point Likert scale. In order to study the impact of the "KidsReflect"
training , the "KidsAsk" training and both combined, on this index,
we give the quiz several times: before the beginning of any interven-
tion for all groups, after "KidsReflect" for the ATEL and VID groups,
and after "KidsAsk" for all groups. We changed the quiz items across
time so children do not see the same questions. Participants from all
groups had the same questions at each time point.

Items of the quizzes used can be found in Appendix A.11.
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5.4.2.2 Perception of curiosity and QA

In order to assess if and how children’s attitude towards curiosity in
general and asking questions in particular has evolved across time,
we use Post’s validated CIAC questionnaire [183].

The CIAC questionnaire contains sub-scales relating to: relation of
social matters to curiosity, association of epistemic questions with cu-
riosity, personal inclination, social relevance, negative opinion, fear of
classmates negative judgement and self-efficiency. Items of the ques-
tionnaire used are available in Appendix A.2.

Indeed, this is an important measure for us as we think that one
of the relevant brakes that can keep children from asking questions
in the classroom is their negative perception of this behavior. Fur-
thermore, seeing a significant change in this measure could mean
that children had an important enough change in their metacogni-
tive knowledge about curiosity and QA, that it affected their social
perceptions of them.

5.4.2.3 Divergent QA behavior during online practice sessions

The performance during the divergent QA training: this measures
consists of calculating the average divergence score per question gen-
erated during the training. A question’s divergence score can range
from 0 to 3. The specific procedure followed to calculate this score is
described in Appendix B.3.

5.4.2.4 Spontaneous divergent QA behavior

This is an important measure for us as several research reports the
tight links between spontaneous divergent QA and curiosity [4, 8, 69].
To measure this, we develop an offline test during which we present
participants with a short text. We then give them 2 minutes to ask as
many questions about it as they can/ want. Our aim being to compare
this measure before and after the training sessions. This measure con-
sists of calculating the mean divergence score of the correct questions
children ended up generating. Similar to before, we assign the diver-
gence score of the questions using the 4-point Likert scale described
above and in Appendix B.3.

Children have this test before the beginning of any intervention
for all groups, after "KidsReflect" for the ATEL and VID groups, and
after "KidsAsk" for all groups. We give the same text for all partici-
pants, and only change it across time. The texts used can be found in
Appendix A.10.
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5.5 results

During this section, we aim to study the efficiency of the "KidsReflect"
training, in its two forms (declarative or declarative + procedural),
on children’s metacognition (through calculating their metacognitive
sensitivity index) as well as on three main curiosity-related measures:
1) the perception of curiosity and QA, 2) the ability to benefit from a
training targeting high-level and divergent QA skills and 3) the abil-
ity to transfer this training in new contexts to conduct spontaneous
divergent QA behaviors.

In a second step, we also study the interaction between these differ-
ent measures in order to investigate the factors suspicious of enhanc-
ing children’s spontaneous curiosity-driven/ divergent QA behaviors.
A summary of the measures and analysis we conduct is available in
Figure 5.9.

Part I of “KidsReflect”:
Scores for the quizzes of

the 4 videos of the training

Part II of “KidsReflect”:
Percentage of correct learning
cycles completed using the four

MC skills

TRAINING MEASURES

Metacognitive sensitivity index
Metacognition measure

Average divergence level of questions generated spontaneously during
an offline reading-comprehension task, with no external help

Spontaneous divergent QA behaviors during offline tests

OUTCOME MEASURES

CIAC subscale score: Negative view of curiosity and QA
CIAC subscale score: Fear of classmates/ social judgement 

Attitude towards curiosity and QA

Average divergence level of questions generated with the help of
the“KidsAsk” agent a during comprehension-task

Divergent QA behaviors during online practice sessions

?

?

?

?

PERSONAL TRAIT MEASURES
(CURIOSITY TRAIT)

??

?

Figure 5.9: Summary of the measures and data analysis to be conducted

5.5.1 Training measures

part i of the "kidsreflect" performance : understanding

of the videos As explained above, the comprehension level of
the videos was assessed by designing a 6-item quiz for each one and
assessing participants’ scores. Results revealed an high and similar
comprehension of the videos content for the ATEL and VID groups
(t=0.22, p-val=0.82): the verage comprehension scores for the 4 videos
was of M=87.72%, SD=12.28 for the ATEL group and M=86.97%, SD=
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Table 5: Children from both ATEL and VID groups had high comprehension
scores for the four videos

Video Group ATEL (M±std) Group VID (M±std) p-value

Video 1 82.06 ± 21.9 88.19 ± 18.5 0.24

Video 2 84.34 ± 15.86 81.95 ± 22.13 0.62

Video 3 90.3 ± 12.93 90.1 ± 17.18 0.96

Video 4 94.19 ± 11.28 87.64 ± 17.28 0.08

13.18 for the VID group. Same results were also found during the
analysis per video (see Table 5 for details).

5.5.1.1 Part II of the "KidsReflect" performance: completing the online
tasks

In evaluating the accessibility of the "KidsReflect" platform for the
ATEL group, we investigate children’s performance as a percentage
of correct learning cycles using the four metacognitive skills appro-
priately. As explained in Section 5.4, for a cycle to be correct, the 4

steps should also be coherent, well-structured and targeting the same
piece of information.

Our results show indeed good comprehension of the task as we reg-
ister rather good scores and above average over the 8-texts training:
M=77.39% and SD=15.8 of correct cycles.

5.5.2 Outcome measures and impact of the training

For the rest of the following section, we call an "Initial measure": a
measure we take before any intervention, a "Mid measure": a mea-
sure we take after the "KidsReflect" sessions; whether in its declar-
ative only or declarative + procedural form and, a "Final measure":
a measure after the "KidsAsk" sessions, i.e. after all intervention ses-
sions.

5.5.2.1 Metacognitive sensitivity index

As explained in Section 5.4, we calculate this index through the re-
sults of a quiz where children answer 12 questions and report their
confidence levels in each answer. Children from the ATEL and VID
groups complete this quiz three times (with different items every
time): they have an initial, mid and Final measures. Children from
the CONTROL group only had the Initial and Final measures.

In analyzing the difference in this score between the three con-
ditions and within time, we first run a two-way ANOVA test. Re-
sults only show a tendency for an effect of the time on this score
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(F(1,83)=3.83, p=0.054). However, we see no interaction effect between
the time and the condition on the scores: F(2,83)= 0.029, p=0.74. See
Figure 5.10.

Figure 5.10: Only children from the ATEL group were able to significantly
enhance their MC sensitivity after the KidsReflect" training. The
effect is lost after "KidsAsk".

We then proceeded to perform pairwise comparisons with Bonfer-
roni corrections to disentangle this difference seen over time. Results
show that:

• For the ATEL group: a significant difference is seen between the
initial and mid measures: p-adj=0.05. However, only a tendency
for a difference is seen between the Initial and Final measure (p-
adj=0.08) and no difference is seen between the mid and Final
measures (p-adj=0.8).

• For the VID group: a tendency for a significant difference is seen
between the initial and mid measures: p-adj=0.06. However, no
difference is seen between the Initial and Final measures (p-adj=
0.3), nor between the mid and Final ones (p-adj=0.6).

• For the CONTROL group (only has the initial and Final mea-
sures): no difference is seen between the two measures (p-adj=
0.4).

Finally, in analyzing the impact of the training on this measure, we
conduct 2 mixed ANCOVA analyses with the MC sensitivity score
across time as an outcome variable for the ATEL and VID groups: one
with the average videos comprehension score as dependent variable
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for both groups, and the other with the the percentage of learning
cycles completed during Part II of "KidsReflect" for the ATEL group.
Results show two significant interactions: F=26.56 and p<0.0001 for
the videos score and F=6.88, p=0.01 for the platform score, thus sug-
gesting the efficiency of the two parts of "KidsReflect" in enhancing
metacognitive efficiency.

Taken together, these results suggest a tendency for an enhance-
ment in children’s metacognitive sensitivity, but only for those who
had the "KidsReflect" training and with a stronger effect size for the
ATEL group who had the full training, i.e. declarative and proce-
dural metacognitive knowledge about curiosity. Indeed, these en-
hancements were correlated to the performance during the two
parts of the training. However, our results also suggest that these
effects do not last in time and are not maintained through the "Kid-
sAsk" sessions, as we see no differences between the Initial and
Final or the Mid and Final measures for any group.

5.5.2.2 Perception of curiosity and QA

In analyzing children’s perception of curiosity, we use the CIAC ques-
tionnaire developed in [183] and explained in Section 5.4. Our goal
is to investigate the difference in this measure before and after the
different components of our intervention, between our three groups.
To do this, we start by running a mixed ANOVA test with the CIAC
score as a dependent variable, between groups and within time. Our
results show indeed a significant interaction effect between these two
latter on children’s reported CIAC score: F(2,83)=27.44, p-val<0.0001).
In doing pairwise investigations, we find indeed the same interaction
effect between the ATEL and the CONTROL groups: F(1,55)=43.97,
p<0.0001; as well as between the VID and the CONTROL groups:
F(1,49)=35.92, p<0.0001. However, this interaction is not significant
between the ATEL and VID groups (F(1,58)=0.14, p=0.86).

In a second step, we investigated the dimensions "negative view
of question-asking" and "fear of negative judgement", 2 sub-scales in
the CIAC questionnaire that can have an important effect on curious
behaviors in the classroom [69].

• For the negative view of curiosity: we only see a significant ef-
fect of time (F(2,83)=14.13, p<0.0001). In doing pairwise com-
parisons with Bonferroni corrections, we only see a difference
between the initial and the Mid measures (p-adj<0.0001). In in-
vestigating this difference deeper, we see that only the ATEL
group had a significant drop between the Initial and Mid mea-
sures (p-adj=0.0002) as well as between the Initial and Final mea-
sures (p-adj=0.0003); no difference is seen between the Mid and
Final measures (p-adj=0.8). See sub-figure (a) in Figure 5.11.
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• For the fear of negative judgement: here again, we only see a
significant effect of time (F(2,83)=18.95, p<0.0001). In doing pair-
wise comparisons with Bonferroni corrections, we see a differ-
ence both between the initial and the Mid measures (p-adj=0.0002)
and the Initial and Final measures (p-adj=0.001). In investigat-
ing this difference across the groups, we see that both children
from the ATEL and VID groups were able to decrease their score
of fear between the Initial and Mid measures (p-adj=0.02 for
the ATEL group and 0.008 for VID), as well as between the Ini-
tial and Final measures (p-adj=0.008 for the ATEL group and
0.002 for VID). However, no difference is seen between the Mid
and Final measures (p-adj=0.67 for the ATEL group and 0.62 for
VID). No difference is seen between the Initial and Final mea-
sures for the CONTROL group (p-adj= 0.32). See sub-figure (b)
in Figure 5.11.

F(2,83)=14.13, p<0.0001 F(2,83)=18.95, p<0.0001

Figure 5.11: Only participants from the ATEL group were able to enhance
their perception of curiosity and QA. Participants from the
ATEL and VID groups were both able to reduce their fear of
judgement when asking questions. Participants from the CON-
TROL group were not able to change these dimensions.

Finally, in analyzing the impact of the training on the change we
see in the CIAC scores across time, we conduct 2 mixed ANCOVA
analyses for the ATEL and VID groups: one with the average videos
comprehension score as dependent variable for both groups, and the
other with the the percentage of learning cycles completed during
Part II using the "KidsReflect" platform for the ATEL group. Results
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show a significant interaction for the videos score: F=19.62, p<0.0001,
but not for the platform score: F=0.06, p=0.8.

Taken together, our results suggest the efficiency of having sim-
ple video-based interventions such as Part I of "KidsReflect" to en-
hance children’s perceptions of curiosity and especially decrease
their fear of negative judgement when adopting such behaviors in
the classroom. Indeed, we see a correlation between the enhance-
ment in the CIAC score and children’s good understanding and
adoption of the instructional knowledge about curiosity given dur-
ing part I of "KidsReflect". Having question-asking trainings alone
(such as "KidsAsk") does not seem to help them change these per-
ceptions.

5.5.2.3 Divergent QA behavior during online practice sessions

One of our hypotheses is that "KidsReflect" can help favour the effi-
ciency of divergent question-asking trainings such as "KidsAsk", i.e.,
it will help children benefit better from this latter.

To investigate this hypothesis, we assess children’s performance
during a specific task in the "KidsAsk" platform we presented in Chap-
ter 3: in this task, children had to generate 18 questions in total about
3 different texts. For each question, they had the help of a hand-
crafted agent that gave them propositions of knowledge gaps and
question starters to push them towards transforming the KGs into
divergent questions.

We assess their performance during "KidsAsk" using exactly the
same methods we described in our earlier studies and in Section 5.4.2,
i.e., we compute the average divergence score of the questions gen-
erated during the sessions. Details about the procedure of how to
calculate this score are available in Appendix B.3.

We start by performing a one-way ANOVA test between the three
groups; results show indeed a significant difference in the perfor-
mances (F(2,83)=6.45, p-value=0.002). We then perform pairwise T
tests with Bonferroni corrections to understand the differences be-
tween the groups. Results show no significant difference between the
ATEL and the VID groups (t=-1.11, p-adj=0.3 and power=0.2). How-
ever, the CONTROL group had a significantly lower performance
compared to the ATEL group (t=-3.53, p-adj=0.001 and power=0.95)
and the VID one (t=-2.6, p-adj=0.03 and power=0.74). See sub-figure
(a) in Figure 5.12.

Finally, we also analyze the impact of the "KidsReflect" training on
this measure for the ATEL and VID groups. We thus run two corre-
lation analysis : one with the average videos comprehension score as
dependent variable for both groups, and the other with the the per-
centage of learning cycles completed during Part II using the "Kid-
sReflect" platform for the ATEL group. Results show a significant cor-
relation for the videos scores: F=19.93, p<0.0001 and for the platform
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F(2,83)=2.83, p=0.05F(2,83)=6.45, p=0.002

Figure 5.12: (a)Participants from the CONTROL group benefited the least
from the divergent QA practice sessions with "KidsAsk". The
ATEL and VID groups had similar behaviors. (b) Participants
from the ATEL group had significantly more progress in
their spontaneous divergent QA behaviors than the two other
groups.

score: F=33.31, p<0.0001, thus suggesting the efficiency of "KidsRe-
flect" in its two parts in helping children benefit from "KidsAsk".

With these results, we can suggest that children who had the
"KidsReflect" training, whether in its declarative only or declarative
+ procedural form, were able to benefit better from the divergent
QA practice sessions. The performance seems to be indeed directly
correlated to their understanding of "KidsReflect".

5.5.2.4 Spontaneous divergent QA behavior

In analyzing children’s spontaneous divergent QA fluency, we run
an offline test where children have to generate questions with no ex-
ternal help, during a reading-comprehension task as described in Sec-
tion 5.4.2. We then calculate the average divergence level per question
generated during this test, following the same procedure we use be-
fore and report in Appendix B.3.

Once calculated, we run a two-way ANOVA test to investigate
whether we see a change in this measure over time, between the
three groups. The results show indeed a significant interaction effect
between time and the experimental group on children’s score in the
test: F(2,83)=2.83, p-value=0.05 (see sub-figure (b) in Figure 5.12). In
doing pairwise comparisons with the Bonferroni corrections, we only
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see a significant enhancement in this score for the ATEL group: be-
tween the Initial and Mid measures (p-adj<0.0001) as well as between
the Initial and Final measures (p-adj<0.0001) but not between the Mid
and Final measures (p-adj=0.65). However, we see no differences for
the VID group between the Initial and Mid measures (p-adj=0.17) nor
between the Initial and Final measures (p-adj=0.76) or between the
Mid and Final measures (p-adj=0.32). Finally, no difference is seen
for the CONTROL group between the Initial and Final measures: p-
adj=0.9.

Given the important variance in this measure (as seen in the Fig-
ure 5.12), we also analyze the standard deviations between the three
measures, across the three conditions, using F-tests. Our results showed
indeed a significant decrease in the standard deviations for the ATEL
group: p<00001 between the Initial and Mid measures, p-val<0.0001

between the Initial and Final ones. No difference is seen between the
Mid and Final measures (p-val=0.67). However, results ware different
for the VID group: a significant decrease is seen between the Initial
and Mid measures (p-val=0.04), no difference is seen between the Ini-
tial and Final measures (p-val= 0.55) and we see an increase between
the Mid and Final tests (p-val=0.03). Finally, no significant differences
between the standard deviations are seen for the CONTROL group
(p-val=0.22 between the Initial and Final measures).

On a final note, and in analyzing the impact of the "KidsReflect"
training on this measure for the ATEL and VID groups, we run two
correlation analysis : one with the average videos comprehension
score as dependent variable for both groups, and one for the ATEL
group with the the percentage of learning cycles completed during
Part II of "KidsReflect" platform. Results show a significant correla-
tion with the videos score (F=4.68, p=0.03) and a tendency for a cor-
relation with the platform score (F=2.95, p=0.07).

Taken together, these results suggest indeed the importance of
trainings such as "KidsReflect" that combine giving theoretical and
experience-based knowledge about curiosity and metacognition: it
seems to consolidate children’s ability to ask more spontaneous di-
vergent questions, with no external help, and when they’re in a
new learning contexts. In other words, this metacognitive training
with 2 components seems to have a stronger transfer effect of the
divergent QA skills and to help reduce the gaps between children
in this ability.

5.5.3 Interactions between the training and outcome measures

In a final step of our analysis, we aim to make sense of the changes
seen in children’s metacognition- and curiosity-related measures by
studying the interactions between them. This is a crucial step for
our study as it will help give research guidelines with respect to
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the dimensions needed in order to implement efficient training for
curiosity-driven QA behaviors during learning.

To do this, we run different step-by-step linear mixed regression
models. For each model, the dependent variable represents the Final
measure for one of our outcome variables. The list of candidate pre-
dictors used to run the models comprises interpersonal measures (i.e.
curiosity trait), the training measures, and the outcome measures we
had during the Initial, Mid and Final tests. See Figure 5.13 for a sum-
mary of the measures given as predictor candidates for the mixed
linear models we run.

I M F

PERCEPTION OF CURIOSITY
(CIAC QUESTIONNAIRE)

Model 1: Explaining the final MC sensitivity index:
adj-R²= 0.35, F(3,29) =5.27, p-value= 0.005

Model 2: Explaining the final curiosity perception:
adj-R²= 0.31, F(3,29) =4.41, p-value= 0.01

KR I
β= 0.46

CTM
β=0.26

F
β=0.38

Model 3: Explaining online divergent QA practice :
adj-R²= 0.78, F(5,27) =20.07, p-value< 0.0001

Model 4: Explaining the final spontaneous offline
divergent QA behaviors :

adj-R²= 0.55, F(5,27) =6.68, p-value= 0.0004

KA I M F

METACOGNITIVE
SENSITIVITY INDEX

ONLINE DIVERGENT QA
PRACTICE WITH “KIDSASK”

OFFLINE SPONTANEOUS
DIVERGENT QA BEHAVIORS

LIST OF VARIABLES USED TO RUN THE REGRESSION ANALYSIS OUTPUT MODELS AND THEIR PREDICTORS

I:          INITIAL MEASURE
M:         MID MEASURE (POST-KIDSREFLECT)
F:         FINAL MEASURE (POST-KIDSASK)

KR I
β= 0.63

KR II
β= 0.44

F
β=0.31

KA
β=0.58

F
β=0.35

KR II
β=0.39

KR I
β=0.53

Part I
β=0.39

KR II
β=0.55

M
β=0.28

M
β=0.41

M
β=0.13

I M F

KEY

KA:      “KIDSASK” PLATFORM PERFORMANCE

CTM

CURIOSITY TRAIT MEASURE

KR I:     SCORE OF VIDEOS COMPREHENSION IN “KIDSREFLECT”
KR II:   “KIDSREFLECT” PLATFORM PERFORMANCE

CTM
β=0.3

KR I KR II

“KIDSREFLECT” TRAINING
MEASURES

Figure 5.13: Summary of the regression analysis run to understand the final
scores of the outcome measures along with a full list of input
variables used for the investigation.

5.5.3.1 Explaining the final metacognitive sensitivity index

We start by investigating the factors that influenced children’s metacog-
nitive sensitivity measure after the full intervention. We run a step-
by-step regression analysis with the Final measure of this score as a
dependant variable.

We found an overall statistically significant regression: adj-R2= 0.35,
F(3,29) =5.27, p-value= 0.005. The factors found to predict this score
are: the average score of the videos comprehension during the part I
of the "KidsReflect" training (β=0.64, p=0.002), the percentage of cor-
rect learning cycles completed during the part II of the "KidsReflect"
training (β=0.44, p=0.02) and the Final measure of the perception of
curiosity score (β=0.31, p=0.044). A list of the potential candidates
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passed for this model as well as a summary of the results can be seen
in Figure 5.13, "Model1".

These results, along with the significant correlations found with
the training measures in Section 5.5.2.1, suggest indeed the impor-
tance of the two parts of the "KidsReflect" training on children’s
metacognitive sensitivity. Having an enhanced perception of QA
seems to impact this measure as well.

5.5.3.2 Explaining the change in the perception of curiosity and QA

In trying to understand the factors involved in the enhancement we
saw in children’s perception of curiosity and QA, we also run a step-
by-step regression analysis with the Final measure of children’s CIAC
score as a dependent variable.

We find a statistically significant regression : adj-R2= 0.31, F(3,29)
=4.41, p-value=0.01. The model indicates that the factors found to
predict the final measure of children’s perception of curiosity are: the
average score of the videos comprehension during the part I of the
"KidsReflect" training (β=0.46, p=0.01), children’s Final metacognitive
sensitivity index, i.e. after "KidsAsk" (β=0.38, p=0.012) as well as their
curiosity trait (β=0.26, p=0.1). Results of the model as well as the list
of the all input variables can be seen in Figure 5.13, "Model2".

These results, along with the significant correlation found with
the videos scores in Section 5.5.2.2, suggest the importance of our
part I of the training, children’s metacognitive sensitivity and their
curiosity trait (as reported by the parents) on their perception of cu-
riosity and QA. This suggests that these perceptions, even though
can partly depend on personal traits, can be changed using specific
and simple interventions such as videos, and that focus on giving
theoretical knowledge about curiosity and metacognition.

5.5.3.3 Explaining the divergent QA behaviors with "KidsAsk"

To investigate the factors impacting children’s performance during
the divergent QA training with "KidsAsk", we run the regression
analysis with the performance score during these sessions as a depen-
dant variable. We find an overall significant regression (adj-R2=0.78,
F(5,27)=20.07, p-value<0.0001). The factors found to predict this score
were: the percentage of correct learning cycles completed during the
part II of the "KidsReflect" training (β=0.55, p<0.0001), the Mid score
of the spontaneous divergent QA fluency (β=0.41, p<0.001), the aver-
age score of the videos comprehension during the part I of the "Kid-
sReflect" training (β=0.38, p=0.004), the Mid score of the perception
of curiosity and QA (β=0.28, p=0.005) and the Mid score of the MC
sensitivity index (β=0.13, p=0.1). Results of the model as well as the
list of the all input variables can be seen in Figure 5.13, "Model3".
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5.5.3.4 Explaining the change in the spontaneous divergent QA behaviors

We investigated the progress in the offline divergence QA fluency
overtime. The aim being to understand what can lead children to
adopt these behaviors spontaneously, in different learning contexts
and when they have no external help or incentives to do so (contrary
to the settings in "KidsAsk").

Here again, we run a a step-by-step regression analysis with the
score in the final offline divergent QA test as a dependant variable.
We find a significant regression (adj-R2=0.55, F(5,28)=6.68, p-value=
0.0004). The factors found to predict this score are: the performance
during the "KidsAsk" practice sessions (β=0.58, p=0.006), the aver-
age score of the videos comprehension during the part I of the "Kid-
sReflect" training (β=0.53, p=0.002), the percentage of correct learn-
ing cycles completed during the part II of the "KidsReflect" train-
ing (β=0.39, p=0.05), the final score of curiosity perceptions (β=0.35,
p=0.014) and children’s curiosity trait (β=0.3, p=0.05). Results of the
model as well as the list of the all input variables can be seen in Fig-
ure 5.13, "Model4".

Since we see no direct link in these results between the sponta-
neous divergent QA behavior and metacognition, we run an addi-
tional mixed ANCOVA test with the Final measure of metacognitive
sensitivity as an independent variable in order to investigate its im-
pact on the divergent QA score within time. Results show indeed a
significant interaction: F=4.71, p-val=0.03.

These results, along with the significant correlation found with
the videos scores found in Section 5.5.2, suggest that children who
had "KidsReflect" training in either one of its forms tended to have
better progress in their ability to conduct spontaneous divergent
QA behaviors, compared to those who only had the "KidsAsk" ses-
sions. This progress tended to be stronger for those who had the
full training (i.e. the ATEL group). Furthermore, the final measure
of this skill seems to be predicted by the ability to benefit from
the different interventions (i.e. "KidsReflect" with its two parts and
"KidsAsk") as well as metacognitive sensitivity, perception of cu-
riosity and curiosity trait.

A summary of these findings can be seen in Figure 5.14.

5.6 discussion

In this study, we aimed to explore the impact of teaching children
about curiosity, its significance as an effective and enjoyable learn-
ing strategy, and how to control it through the practice of specific
metacognitive skills. To achieve this, we designed a pedagogical in-
tervention we call "KidsReflect." The training was developed in two
versions: one that only provides conceptual/ theoretical knowledge
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PERCEPTION OF CURIOSITY

METACOGNITIVE SENSITIVITY

SPONTANEOUS DIVERGENT QA

PEEROFMANCE IN “KIDSASK”

PEEROFMANCE
IN PART I OF

“KIDSREFLECT”

PEEROFMANCE
IN PART II OF

“KIDSREFLECT”

CURIOSITY
TRAIT

Figure 5.14: Summary of the results showing the different relationships be-
tween the training and outcome measures.

about curiosity and related metacognitive skills through animated
videos created by our team. The second version added also a proce-
dural training to apply these skills during a reading comprehension
task. To do this, we designed a web platform that helps children prac-
tice these skills with specific cues provided by conversational agents.

We evaluated the effectiveness of the two versions of "KidsReflect"
by examining their impact on children’s metacognition (by measur-
ing their metacognitive sensitivity index), and three main curiosity-
related measures: 1) attitudes towards curiosity and QA behaviors
in the classroom, 2) the ability to benefit from training aimed at en-
hancing high-level and divergent QA skills, and 3) the ability to trans-
fer this training to new contexts to engage in spontaneous curiosity-
driven QA behaviors, without any external help or incentives.

Our results showed that children who received the full "KidsRe-
flect" training (i.e. had both the declarative and procedural parts of
the training) generated significantly more divergent questions dur-
ing an offline test, where no external help or incentives are offered.
This suggests that, compared to those who has the declarative "Kid-
sReflect" only or no "KidsReflect", these participants were the most
adept at transferring the skills learned during the training to new
contexts and at using them independently. Additionally, we find that
the ability to autonomously ask divergent questions was correlated
to the performance during the "KidsReflect" and "KidsAsk" trainings,
as well as to the MC sensitivity, perception of curiosity, and curiosity
trait.
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5.6.1 Summary of findings

on the importance of linguistic qa trainings First, we
that the performance during the "KidsAsk" training seems to be a pre-
dictor for the final spontaneous divergent QA behaviors. This result
comes to reinforce previous findings showing the importance of inter-
ventions that reinforce children’s semantic and linguistic QA skills—
necessary to ask high-level curious questions [3, 6, 8]. It also supports
several ideas that suggest linguistic QA skills as main barriers that
keep children from asking questions [43, 69, 79].

These results are also in line with previous QA models such as
in [169] suggesting the importance of language for QA behaviors.
This importance is also highlighted in the model proposed by Ron-
fard et al. [192] where one essential step to ask questions if ’formula-
tion’, i.e. the ability to phrase a question in order for it to be under-
stood.

Furthermore, we also find that in order for students to be able to
benefit from this training, a good understanding of the two parts
of "KidsReflect" seems important. This suggests indeed the role of
reinforcing knowledge about curiosity and metacognition to favour
the efficiency of divergent QA trainings.

on the importance of metacognition Second, we also see
that metacognitive sensitivity was a predictor for children’s final di-
vergent QA behaviors.

This relationship aligns with he idea that curiosity heavily depends
on metacognitive judgements, i.e. how much individuals know about
their own knowledge [77, 142]. This is also in line with the knowl-
edge gap theory where the level of information-seeking behaviors
is linked to the individual’s ability to detect a discrepancy in their
knowledge [147]. Similarly, Ronfard et al. also suggest in their QA
model that the first step in the process of asking a question is initia-
tion, i.e. the "realization that information is lacking and needed" [192].

This may suggest that the more accurately participants judged their
own knowledge levels (i.e., the more they were metacognitively ef-
ficient), the better they were at recognizing knowledge gaps they
wanted to explore, and, thus, the more they tended to ask divergent
questions.

Furthermore, given the direct links observed between the metacog-
nitive sensitivity index and the children’s performance and under-
standing of both components of "KidsReflect", we can infer that our
training methods we rather efficient in providing children with the
relevant metacognitive skills needed to facilitate their ability to ask
divergent questions.

However, it is important to note that we only saw a slight signif-
icant increase in metacognitive sensitivity for the ATEL group and
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that this effect disappears after "KidsAsk". Several reasons can be
advanced for this observation, mainly the short length of our "Kid-
sReflect" training. Indeed, changing such a complex dimension may
require longer-lasting and more domain-specific interventions [202].
It also possible that this is due to the lack of feedback we gave chil-
dren about their performance during the training. Indeed, the task we
proposed was relatively new to students (identifying uncertainties,
generating guesses, etc) and different from the tasks they normally
are asked to complete in schools. It is thus possible that not having
any information about their performance may have prevented them
from fully benefiting from the training. Finally, it is also important
to note that we only assessed metacognition based on the sensitiv-
ity index, which may not be a sufficient measure as it only contains
information about children’s knowledge of their cognition and not
their ability to regulate it —an equally important dimension to lead
curiosity-driven learning processes.

on the importance of curiosity perceptions In another
important observation, we see that children’s final spontaneous di-
vergent QA behavior was related to their perception of curiosity. This
interesting result gives empirical evidence to several assumptions that
one major brake keeping children from asking questions in the class-
room is their negative idea of this behavior (e.g. association with stub-
bornness, stupidity, etc) and their fear of negative judgement when
asking questions [42, 69, 109, 183].

Participants from both the ATEL and VID groups were able to sig-
nificantly increase their overall perception of curiosity after the "Kid-
sReflect" training, unlike those from the CONTROL group. We also
see that participants from the ATEL group had the most decrease in
their negative view of QA behaviors (a sub-scale in the CIAC ques-
tionnaire).

Interestingly, these changes were also found correlated to the un-
derstanding of the videos presented during the first part of the "Kid-
sReflect". This result suggests indeed to the importance for teachers
to explain the nature and importance of curiosity and QA behaviors
during learning for their in order to correct some misconceptions that
students may have.

on the importance of individual differences Finally, we
also saw that children’s final spontaneous divergent QA performance
was partly dependent on their curiosity trait (as reported by their
parents). This result reproduces findings from previous studies [8]
and reinforces the idea to consider divergent question-asking behav-
iors as an indicator for epistemic curiosity. This is an important idea
as it suggests divergent QA performance as a substitute behavioral
measure for curiosity rather than the self-report ones that are usually
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used and that have been long been questioned due to the different
biases they can introduce.

As a conclusion, our results point out that having a pedagogi-
cal training that provides both theoretical and experience-based
metacognitive knowledge of curiosity was the the most effective
method for improving our targeted curiosity behavior, i.e. sponta-
neous divergent QA. This is inline with metacognition models such
as in [61] suggesting that metacognition has two essential compo-
nents: conceptual and experience-based MC.

5.7 limitations and future directions

Despite these promising results suggesting the need for declarative
and procedural metacognitive knowledge to facilitate the training
and enhancement of children’s divergent QA behaviors, our methods
remain rather limited on different dimensions.

First, the methods used to implement our intervention and the im-
mediate testing approach we took are important factors that could
have played a role in the positive results we saw. Indeed, since we
had relatively short and novel, attractive interventions (video-based,
tablet-based activities which remain new in the classroom), this may
have helped engage children more in the activities, resulting in the
positive results we saw. Furthermore, since we took all of our mea-
sures immediately after the intervention (one day after "KidsReflect"
or "KidsAsk"), this may also have helped us see our positive results.
It is therefore interesting to think about future implementations that
could: 1) be integrated in the formal classroom settings and adapted
by teachers during their standard pedagogical activities with stu-
dents. And 2) to have an experimental design where we can measure
the enhancement in curiosity-driven behaviors in a longer-term, e.g.
over a school year. To do this, we are starting a collaboration with
volunteer teachers in order to adapt the approach we presented in
this study to the formal activities they normally carry on with their
students. The goal is for them to be able to use this approach inde-
pendently and be able to use it alone and adapt it to their teaching
methods and pedagogical goals.

Second, we identified a technical limitation in our method regard-
ing the lack of feedback on users’ performance in both online train-
ings: the second part of "KidsReflect" and "KidsAsk". Indeed, the two
platforms do not contain any natural language processing modules
to assess the quality of children’s input and give real-time feedback.
Feedback is a crucial factor to maintain children’s activeness and
awareness of their learning process. It can become even more crucial
and important for the novel tasks such as the ones we propose: chil-
dren are not used to being asked to identify uncertainties, generate
guesses or questions, or evaluate new pieces of information. There-
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fore, in future implementations, we also aim to add this dimension to
our platform in order to give information about specific dimensions
of children’s answers (divergence level of a question, usefulness of
an uncertainty given a specific activity, etc). One potential idea could
be to use Large Language Models (LLMs) to generate such real-time
feedback as previous studies have shown their efficiency in similar
tasks when we use specific prompting methods [229, 231].

As mentioned above, we also have limitations in terms of assessing
metacognition as we only capture the sensitivity index. To tackle this,
we aim to combine this with other measures that include metacogni-
tive learning strategies, self-regulation, etc using for instance the ju-
nior metacognitive awareness inventory [214] or the motivated strate-
gies for learning (MSLQ) [181]. We also think that it could be inter-
esting to analyze children’s performance in part II of "KidsReflect"
by accounting for the success in each of the four metacognitive skills.
This could help us evaluate how each of these steps contributes to the
divergent QA process.

On a final important note, we highlight the fact that, during this
study, we do not have domain-knowledge learning progress mea-
sures. This is due to experimental design constraints (need for extra
sessions and time constraints, etc). This is an important limitation in
our study, considering that our ultimate goal is to evaluate the impact
of training curiosity-driven and MC-regulated learning strategies as
a means to enhance learning. This is indeed another motive for us
to implement longer-lasting and more ecological implementations of
"KidsAsk" and "KidsReflect", as they could allow us to investigate
such a dimension.

5.8 conclusion

The current work aimed to understand new factors that could facil-
itate the training and enhancing of children’s spontaneous curiosity-
driven question-asking behaviors. More particularly, we focus on the
role of metacogniton and perception of curiosity.

Taken together, the results of this study highlight the multidimen-
sional factors that could influence this skill and suggests the efficiency
of the methods we propose to enhance it: personal traits (i.e. curios-
ity trait), the perception of curiosity, metacognitive sensitivity and
linguistic QA skills.

These results motivate further research to explore the complex in-
teractions between curiosity and metacognition during learning and
weigh in the importance of each MC skill in this process. It also mo-
tivates the integration of simple metacognition and curiosity knowl-
edge in the classroom, to promote healthier perceptions of curiosity
and QA.





Part IV

D I S C U S S I O N





6
D I S C U S S I O N

Collaborators: Xingdi Yuan, Q Vera Liao, Microsoft Research, Mon-
treal. Celeste Kidd, University of Berkeley, California.

Aims: This chapter puts together the re-
sults obtained with the work of this thesis,
and discusses their implications for future
research around promoting curiosity and
metacognition, especially in the age of Gen-
erative Artificial Intelligence.

Content: The chapter begins with a sum-
mary and discussion of the main find-
ings of this thesis. It highlights three
key dimensions we find essential to fa-
cilitate the promotion and training of di-
vergent question-asking behaviors: linguis-
tic QA skills, metacognitive sensitivity and
perceptions of curiosity. The chapter also
addresses the primary limitations of our
studies— particularly concerning the design
and technical implementation of the train-
ing methods— and presents the perspec-
tives and future directions of using these
methods both in classrooms and in the
EdTech industry. Finally, it asks an open
question regarding the relevance of our
work in the age of GAI and presents a new
study we designed to investigate this.

Contents
6.1 Summary . . . . . . . . . . . 140

6.2 Findings, limitations and
future directions . . . . . . . 143

6.3 Role of curiosity-driven
learning in the age of GAI . 155

The studies presented in the perspec-
tives of this chapter are published in
IUI’23: Ziang Xiao et al. “Sup-
porting Qualitative Analysis with
Large Language Models: Combin-
ing Codebook with GPT-3 for
Deductive Coding.” In: Compan-
ion Proceedings of the 28th In-
ternational Conference on Intelli-
gent User Interfaces. 2023, pp. 75–
78 and in GAIED, NeurIPS’23

workshop: Rania Abdelghani et
al. “Generative AI in the Class-
room: Can Students Remain Ac-
tive Learners?” In: arXiv preprint
(2023)

ENHANCING
SPONTANEOUS
DIVERGENT QA 

PERSONAL TRAITS

CURIOSITY AND
QA  PERCEPTIONS

LINGUISTIC QA
SKILLS

METACOGNITIVE
SENSITIVITY

SKILLS TO
TRAIN

KIDSASKKIDSREFLECT KIDSREFLECTEXAMPLES OF
TRAINING IDEAS

(a) Functional ingredients found
predictive of divergent QA

Section
Attendance

HDI Age Gender
(M)

App
Effort

English
Fluency

0.8

0.9

1.0

1.1

1.2

1.3

O
d

d
s 

R
a
ti

o

1.24

* * *

0.83

* * *

1.15

* *

1.10

*

1.05

0.96

Predicting Usage of GPT-4

(b) Predictions of GPT-4 use in education

139



140 discussion

6.1 summary

The general aim of this thesis is to propose new educational tech-
nologies that can support and enhance students’ curiosity through
the practice of active learning strategies such as question-asking and
self-evaluative and monitoring skills (i.e. metacognitive skills). Par-
ticularly, we aim to present three main contributions: 1) validate the
efficiency of specific QA-supporting instructional design principles
and their impact on learning and curiosity. 2) validate the useful-
ness of GAI to facilitate the implementation of curiosity-driven QA e-
learning environments, and 3) validate the efficiency of specific train-
ing methods to enhance children’s declarative and experience-based
knowledge about curiosity and its related metacognitive skills.

In developing these instructional design principles, we first started
by exploring curiosity definitions and models, triggering mechanisms,
etc. Indeed, in Chapter 2, we start by reviewing the various definitions
of epistemic curiosity and end-up introducing it as a specific form
of intrinsically-motivated information-seeking behavior, mainly moti-
vated by an expected informational gain. We then provide an in-depth
insight into the mechanisms of epistemic curiosity, the frameworks
proposed to explain the internal and external factors that could stim-
ulate it, its forms of expression— mainly divergent question-asking—
and its role in cognitive development.

We also identify a recurrent factor that seems to be tightly related
to curiosity, which is metacognition i.e., the individual’s knowledge
about their own cognition. In the second section of our theoretical
chapter, we thus introduce metacognition, its different components,
forms and developmental trajectory. We also provide a discussion
about the deep connection between specific metacognitive skills and
curiosity-driven behaviors. Namely, we talk about explicit self-reflection,
evaluation of one’ own knowledge, identification of missing infor-
mation, self-regulation of learning strategies to pursue an identified
knowledge gap (KG), etc.

Finally, we also review curiosity-driven strategies in formal educa-
tional settings: their current use by the pedagogical teams in schools,
the practical guidelines available for teachers today to promote curios-
ity in the classroom and the impact of this latter on students’ learn-
ing experiences and outcomes. We also talk about the digital trans-
formation in schools and the role of new technologies to help sup-
port teachers and students during the learning process. More specif-
ically, we discuss the role of novel technologies, especially with nat-
ural language processing, in supporting students’ metacognition and
curiosity-driven learning strategies.

The empirical contributions of this thesis are then reported in Part iii.
In this part, we present three studies. 1) To investigate the efficiency
of a training for divergent question-asking skills: the first study re-
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ports empirical evidence for the efficiency of the instructional design
principles we implemented in "KidsAsk". A platform aimed to train
children’s divergent QA skills by explicitly showing them their poten-
tial KGs and providing linguistic help to formulate well-structured
questions directed towards the compensation of these KGs. To do
this, "KidsAsk" offered interactions with a conversational agent that
gives two specific cues to facilitate these two dimensions during a
reading-comprehension task: a short sentence to propose knowledge
gaps and a high-level questioning words to facilitate the question
construction. The behaviors of the agent were completely generated
manually beforehand, by the research and pedagogical teams. Addi-
tionally, "KidsAsk" also offered a space to investigate the impact of
this training on children’s spontaneous explorations and subsequent
learning progress (see Chapter 3).

Our results showed the efficiency of this training in helping in-
crease students’ divergent QA behaviors, both during the training it-
self and during a different learning activity we proposed afterwards
where there is no external help to formulate the questions. During
this activity, we also find that participants who asked more divergent
questions ended up having longer-lasting autonomous exploratory
behaviors and stronger domain-knowledge learning progress. These
findings suggest indeed the efficiency of our QA-training strategy
and encourage its use in formal learning settings.

2) To investigate the feasibility of using LLMs to generate the
content for a divergent QA training: in our second empirical con-
tribution, we study the feasibility of using an LLM (GPT-3) to auto-
mate the implementation of a divergent question-asking training such
as "KidsAsk" (see Chapter 4). In this study, we use specific prompt-
ing approaches to generate semantic and linguistic cues with GPT-
3 in order to help children think of and formulate divergent ques-
tions. These cues are then proposed by our conversational agent in
"KidsAsk" in order to practice generating divergent questions during
reading-comprehension tasks.

Since we saw that the cues offered in Study 1 were rather efficient,
we design our prompting approach with GPT-3 in order to generate
cues that have the same structure. Additionally, we also use GPT-3
to explore generating other a new form of cues. More specifically,
we generate cues with an open structure: a list of relevant keywords
that could be linked together in different ways and lead to think of
different divergent questions. Unlike the approach in Study 1, this
one leaves children with more choice over the questions they can
think of using the help of the CA.

The results of this study show the efficiency of using LLMs such
as GPT-3 to generate the pedagogical content for divergent QA train-
ings. Indeed, we see no difference in children’s behaviors between
agents that proposed hand-generated vs. GPT-3-generated ’closed’
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cues. However, we see a significantly better performance for those
who had the more ’open’ cues and, unlike for the ’closed’ ones, we
see a correlation between the QA performance and the curiosity trait.
These results suggest the relevance of this new strategy to better sup-
port curiosity-driven question-asking.

And finally, 3) To investigate the efficiency of a adding a train-
ing for metacognition and curiosity perceptions: in our third em-
pirical contribution, we try to leverage metacognition and curiosity
perceptions in order to reinforce the benefits of our "KidsAsk" train-
ing on children’s spontaneous QA behaviors (see Chapter 5). To do
this, we design a novel training we call "KidsReflect" where we focus
on helping correct children’s misconceptions of curiosity and on giv-
ing them specific declarative and procedural metacognitive training
to help them better control their curiosity during learning.

The training consisted of two parts: one that presented animated
videos to give declarative knowledge about curiosity and its metacog-
nition skills and their important role to make learning more efficient
and enjoyable. And one that had hands-on sessions to procedural
and experience-based knowledge about these concepts using a web
platform we designed. During these practice sessions, children were
instructed to use their curiosity—as shown in the videos— to learn
novel information about some texts. They had the help of conver-
sational agents that remind them on how to use their curiosity and
metacognition to solve a problem, by following some specific learning
steps and strategies.

Our results show that participants who had the "KidsReflect" train-
ing —compared to those who only had "KidsAsk"— ended up with
more progress in terms of divergent QA performance both during
the "KidsAsk" training (where they had an agent to help them for-
mulate their questions) and during the offline tests where they had
no external incentive or support to do it. These participants also had
stronger progress in their metacognitive sensitivity (i.e. accuracy in
judging their knowledge level and performance) and their curiosity
perceptions.

While our results show stronger effects for children who had the
full "KidsReflect" training, we still see rather positive results for those
who only had the declarative part (i.e. the videos). Indeed, we see
a significantly higher increase in their divergent QA measures, com-
pared to the group who had no "KidsReflect" at all. These findings
are exciting as they suggest that even simple methods such as videos
screenings can be rather efficient in changing students’ perceptions
about curiosity and helping enhance it during learning. They also en-
courage EdTech designers to work on developing tools that reinforce
these metacognitive skills as we see stronger effects for children who
had the hands-on digital practice sessions.



6.2 findings , limitations and future directions 143

Taken together, our studies suggest the efficiency of combining
interventions that explain and practice the linguistic, metacognitive
and social components of curiosity in enhancing children’s sponta-
neous curiosity-driven learning strategies. Using new technologies
such as LLMs seems to help facilitate the implementation of such
interventions on the larger scale and for various learning activities.

6.2 findings , limitations and future directions

6.2.1 Functional ingredients for an efficient training of divergent QA be-
haviors

By assembling the various insights we gained from the studies con-
ducted throughout this thesis, we manage to identify and empirically
substantiate three key factors that seem to facilitate the training and
promotion of divergent questioning skills during learning. See Fig-
ure 6.1 for a summary of these findings.
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Figure 6.1: Functional ingredients for an efficient training and enhancement
of divergent QA skills and instructional design principles ideas
to support them.

linguistic qa skills First, we see that children’s performance
in "KidsAsk", i.e. their ability to understand and benefit from a train-
ing that is designed to help them gain linguistic QA skills, seems to
be a predictor of their subsequent offline and spontaneous divergent
QA behaviors.
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This is a rather expected result as we know that formulating diver-
gent and high-level questions is not an easy task for children [69]. In-
deed, besides relying on metacognitive aspects such as identifying a
learning goal, generating divergent questions also requires advanced
syntactic, linguistic and semantic abilities that children may not be
fully comfortable with at this age [79, 80]. It is in this context that we
designed "KidsAsk": it aims to take off the cognitive load of think-
ing about what knowledge gaps to pursue (by having an agent that
makes these KGs explicit) and focuses more on how to transform the
latter into well-formulated divergent questions. To further facilitate
the training, the agent also gives linguistic cues in the form of high-
level questioning words that children could use in order to avoid
simple ones that usually lead to convergent questions [42].

These results are also in line with previous QA models such as
in [169] suggesting the importance of language in learning in general
and in curiosity-driven QA more particularly. Here, the importance
to "finding the right words, giving shape to an idea and articulating
what is meant" is highlighted. In their model, Ronfard et al. also state
that question-asking can be divided into four components: (1) initia-
tion, (2) formulation, (3) expression, and (4) response evaluation and
follow-up [192]. Where formulation refers to the ability to phrase the
question so that it can be understood.

metacognitive skills Second, we also see that children’s meta-
cognitive sensitivity was a significant predictor of their spontaneous
divergent QA behavior. This index has indeed increased after the
"KidsReflect" intervention and was correlated to the understanding
and performance during both parts of the "KidsReflect" training.

This result supports previous hypotheses suggesting the link be-
tween metacognitive skills and the stimulation of epistemic curios-
ity [55, 71, 142, 226]. But despite the abundant literature, this link
was not often put into evidence in educational contexts. The work
conducted during this thesis thus brings a new step towards reinforc-
ing these assumptions in these settings. It also reinforces the view of
curiosity as a metacognitive function that requires identifying one’s
informational needs and predicting learning goals in order to guide
the exploratory behavior [43, 77, 91]. This is also in line with pre-
vious QA models such the one introduced by Ronfard et al. [192]
where they suggest that the first step in the process of asking a ques-
tion is initiation, i.e. the "realization that information is lacking and
needed". This step is indeed inherently metacognitive as it requires
self-evaluation and continuous monitoring to recognize missing in-
formation.

On a final note, it is worth mentioning that even though our "Kid-
sReflect" training seems to have a rather small effect of children’s
metacognitive sensitivity (probably due to its short duration), it still
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shows significant progress for children that had the full intervention.
This suggests that improving metacognition as a domain-general skill
and transferring it to specific learning tasks is possible. This can be
seen as a new result both concerning the age range we targeted (9 to
11 years old) and the methods we used. To the best of our knowledge,
previous work aiming to train metacognition was targeted towards
adult college students, as it is considered that metacognition requires
high-level cultural and social resources that may not be available for
younger students [20, 39]. Furthermore, these studies mostly had a
domain-specific approach to train metacognitive accuracy by giving
specific feedback about students’ performance [38, 160]. They also
used external incentives to motivate students’ accurate self-reflection
(e.g. extra credit) rather than intrinsic ones such as what we used dur-
ing our work (e.g. understanding the role of accurate self-reflection
for learning progress, etc).

perceptions of curiosity Similar to metacognitive sensitivity,
children’s perceptions of curiosity have also predicted their sponta-
neous divergent QA, along with metacognition and syntactic QA
skills. We also see that they have evolved over time after our inter-
ventions.

First, we find that children’s initial perceptions of curiosity and QA
behaviors in the classroom were generally rather negative, often asso-
ciating it with stubbornness, stupidity, etc. This finding adds indeed
to our motivation to implement a training addressing this challenge.

Second, we saw that children who benefited from the "KidsReflect"
training, whether in its declarative-only or complete form, were able
to enhance their perceptions, unlike those who didn’t have the train-
ing. Furthermore, we find that this change is correlated to their un-
derstanding level of the videos presented during part I of where we
gave conceptual knowledge about curiosity, its importance and how
to control it using metacognition. These are exciting results as they
show that it is possible to correct children’s negative perceptions of
curiosity, using the appropriate explanations and trainings, even via
simple and easy-to-implement methods such as video screenings.

Finally, we also find that the perception of curiosity is a predictor
for their willingness to spontaneously ask curiosity-driven questions,
without the need for external help or incentives. These findings are
in line with the idea that children’s curiosity is not only intrinsic, but
also develops through social perceptions and interactions [58]. For in-
stance, in their model described above, Ronfard et al. also highlight
an expression step in their QA model. This step refers indeed to the de-
cision of whether it is ’worthwhile’ to ask a question once formulated,
both in terms of informational efficiency and social acceptability [192].
Furthermore, several empirical studies have found support for this
idea in the educational settings. For example, in a study by Hender-
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son and Moore [95], children’s explorations were found to be influ-
enced by the teachers’ attitudes and behaviors (i.e. whether or not
they were attentive, supportive and encouraging of exploration and
question-asking). Interestingly, they also show that children whose
curiosity behaviors were the most influenced by teachers, were those
with the lowest curiosity scores as reported by their guardians. Simi-
larly, Post et al. [183] found that students’ fear of negative judgement
from teachers and classmates led them to have a negative opinion
about asking questions in the classroom and associating this behav-
ior with negative elements such as being stubborn or stupid. In an-
other study, Marx shows that the tables arrangement in the classroom
can have an impact of children’s question-asking fluency [158]: those
who were not put in standard settings (facing the teacher, which usu-
ally establish a vertical relationship with the teacher, inspires fear of
judgement, etc) were asking significantly more questions.

personal traits Finally, we find that individual differences in
curiosity trait (as reported by our participants’ guardians) influenced
their divergent QA behaviors, but not in all settings. Indeed, children
who only had the "KidsAsk" training did not show any correlation be-
tween these two measures, except for the condition where the agent
gave open cues leading to several possible questions. As we discussed
above, this result is somehow expected given that the "closed" condi-
tions, as opposed to the open one, might be providing training for the
linguistic part of the question-asking rather than the curiosity one. In-
deed, the cues given by the agent in the ’closed’ cases may not match
children’s ZPD and therefore, they are not disposed to express their
own curiosity [159].

However, for children who also had the "KidsReflect" training, we
see that curiosity trait influences their final offline divergent QA flu-
ency, even though they interacted with the incentive "closed" agent
during "KidsAsk". This may lead us to suggest that with a reinforced
conceptual and procedural knowledge of curiosity and metacogni-
tion, children were more able to see and benefit from "KidsAsk"
as a way of transforming already-identified uncertainties into well-
structured questions. They were then able to apply this procedure in
other activities to serve their own curiosity by asking the questions
that are of interest to them. This is also a rather expected result given
that one of "KidsReflect" main objectives is to teach children how to
become more aware and to control their own curiosity by explicitly
thinking about their own knowledge and learning goals.

Together, these results underscore the relationship between trait
curiosity and curiosity-driven behaviors such as ability to ask diver-
gent questions, a finding also noted in previous studies [8]. They also
align with the psychological concept of personality traits in general
as dispositional qualities with multiple origins (genetic, environmen-
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tal, etc.) that result from a positive interaction between the individual
and their environment. In this sense, we can suggest that building ed-
ucational interventions targeted to train curiosity can thus be a good
strategy to address and mitigate inequalities around active and open-
ended learning.

6.2.2 Limitations and perspectives

While our studies show rather positive results, our methods still present
some limitations, therefore inspiring some promising future direc-
tions. These limitations concern, mainly, the lack of long-term as-
sessment of the impact on children’s curiosity and learning, the chal-
lenges around integrating our methods in formal learning settings
and activities that could be led independently by teachers, the lack
of personalization and responsiveness in our technical solutions and,
finally, the challenges around the scaling-up of these methods in in-
dustrial EdTech solutions.

pedagogical and experimental design limitations First,
as we mentioned in the previous sections, one of the main limitations
of our first implementations of "KidsAsk" is the stringent nature of
the agent’s behaviors (i.e. its cues lead to specific and pre-defined
questions, leaving children with very little choice over the questions
they can generate).

However, we also see that this training, compared to the one with
the ’open’ strategy, was more beneficial for children on the linguis-
tic level. Indeed, given that the incentive cues were proposed in the
form of short sentences, they helped children gain insight on how to
structure their questions and formulate them correctly.

As mentioned above, this linguistic dimension is important as it
helps children be more comfortable with expressing their curiosity,
through asking high-level questions to other agents [69]. In this sense,
we think that "KidsAsk" with the incentive implementation might be
seen more of a linguistic training rather than a curiosity one, but re-
mains necessary for children to gain competence in how to practically
and efficiently express their uncertainties, once identified. The skills
of identification and evaluation of these uncertainties could be seen
as other competencies that require different mechanisms for training,
as we show with the "KidsReflect" intervention.

During the "KidsReflect" training, whether in its declarative-only
or declarative + procedural form, children learn about the metacog-
nitive skills essential for curiosity-driven learning through a series of
sequential and ordered steps (i.e. self-reflect, then guess, then explore,
etc). In other words, our training teaches children a specific procedure
to be applied in a specific manner.
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This approach can be problematic because it raises the question of
whether children can deconstruct this procedure and understand its
components individually. This is crucial, as the ability to understand
and apply each skill independently is essential for adapting these
latter to the specifics of each learning situation we face, thus ensur-
ing effective transfer of curiosity-driven and MC-regulated learning
strategies.

measurement limitations First, throughout the studies pre-
sented in this thesis, our analyses primarily focused on assessing the
mean divergence score of the questions generated by participants.
These questions were produced during specific tasks administered
at various stages of our intervention and were assigned divergence
scores based on subjective evaluations by two different raters.

While this method presents the advantage of being behavior-based
rather self-report-based, it can still have some limitations due to its
subjective nature. For example, when information is available but not
understood by a child, they will generate a question about it, per-
ceiving it as divergent. However, such questions are typically given a
divergence score of 0, despite serving an epistemic function and ad-
dressing a specific knowledge gap from the child’s perspective given
that they pursue information that is already available.

Therefore, we think it is important to develop novel, objective mea-
sures for assessing divergent thinking and curiosity that do not rely
on subjective ratings. One potential approach is the scoring method
for divergent thinking tests proposed in [209]. In this method, partic-
ipants complete the divergent thinking task and then select the two
responses they consider their most divergent. Raters then evaluate
these responses on a 5-point scale, enhancing the validity and relia-
bility of the measure.

Second, for the metacognitive sensitivity measure we take during
the "KidsReflect" training, it is arguable that this measure (i.e. how
good the individual is in distinguishing good from bad performances)
is not sufficient to assess individuals’ metacognitive skills, and espe-
cially those related to curiosity.

Indeed, the regulation of cognition is also an important metacogni-
tive component to curiosity as it can facilitate adopting the relevant
and efficient strategies to search for information given each specific
learning context. Similarly, metacognitive monitoring can be responsi-
ble for fostering epistemic vigilance and maintaining curiosity-driven
learning cycles until a satisfying answer is found [43]. Therefore, it
seems important to assess this metacognitive regulatory and moni-
toring skills in future implementations. This can be assessed using
some behavioral measures such as frequency of errors detection and
self-correction [134, 178], or using self-report-based measures such as
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the MSLQ questionnaire that captures metacognitive monitoring and
self-regulation [181].

Furthermore, it is important to say that our measure of metacog-
nitive sensitivity using a type 2 ROC analysis, can still have its lim-
its. Indeed, while this measure presents the advantage of being bias-
free compared to self-report or correlation measures (in theory, it is
not influenced by the subjects propensity to report a specific state
of confidence [63]), it can still be influenced by other factors such as
task performance [70]. This means that a change in an individual’s
metacognitive sensitivity may depend on a change in their task per-
formance [99]. Concretely, this calls for the need to control for the
task performance prior to calculating the index, which is challenging.

Finally, we highlight that during the "KidsReflect" training, we did
not measure domain-knowledge learning progress due to experimen-
tal design constraints (need for additional sessions and time. This is
an important limitation of our study, considering that our ultimate
goal is to evaluate the efficiency of training curiosity-driven and MC-
regulated learning strategies as a means to enhance learning.

This limitation underscores the need for longer and more ecologi-
cally valid implementations of "KidsAsk" and "KidsReflect." Such ex-
tended implementations could allow us to investigate the impact on
domain-knowledge learning progress more thoroughly.

ecological limitations As mentioned earlier, a clear next step
for us is to explore how we can motivate pedagogical teams and in-
dustrial EdTech designers to adopt the methods introduced in this
thesis for longer-term use in everyday classroom activities.

Although our studies made progress in designing interventions
conducted in classroom settings, they were still heavily controlled by
research methods. Indeed, during all our interventions, we followed
specific experimental procedures that do not necessarily reflect real
classroom environments, e.g. work individually on tablets, etc. This
suggests that our results might be influenced by these somewhat ar-
tificial conditions and could differ when applied to formal classroom
activities. It is also to be noted that the presence of the research team
was always mandatory when conducting our training, leaving teach-
ers with little opportunities to familiarize themselves with the meth-
ods and manage the interventions independently.

In this context, we started working towards addressing these chal-
lenges, following three principle axes:

• Formalize feedback from teachers whose students tested our
tools: We aim to obtain a quantitative evaluation of the usabil-
ity, usefulness, and acceptability of the methods and tools we
proposed during our interventions. It is important to note that,
although researchers conducted all the training sessions, teach-
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ers were always present, observing each session and testing the
tools before their students used them.

To gather this data, we use theoretical frameworks such as those
described in [67, 188] to define specific indicators for surveying
teachers. These indicators fall into three categories: 1) indica-
tors for usability: measure the ease and comfort of use, flex-
ibility and adjustability, and workload (i.e., resources needed
to prepare and/or work with the tools). 2) Indicators for use-
fulness: to measure the relevance of the pedagogical objectives
and nature of tasks, relevance of task and session duration and
sequencing, comparison to other tools or methods, evidence of
students’ motivation, attention, and learning progress. And fi-
nally, 3) indicators for the acceptability of the tools: to measure
their compatibility with the teachers’ ethics and values, sched-
ule, organization and teaching methods, and their support of
teachers’ professional interests and development.

By gathering this information, we adopt a continuous design
process to ensure the usefulness of our methods on both didac-
tic and pedagogical levels.

• Train teachers to carry out the training independently: Our
first direction is to minimize the necessity of the research team’s
presence during the trainings. Indeed, conducting interventions
in a controlled environment can differ significantly from main-
stream school settings, potentially leading to biased results. In
this context, a new PhD project within the team is starting to
collaborate with teachers to help them become self-sufficient in
delivering the training.

The goal is to educate teachers in cognitive science—specifically,
the theories of curiosity and metacognition that underpin our
interventions—and in technical aspects, such as operating the
software and assisting children in its use. This training will en-
able teachers to take full ownership of the methods and apply
them autonomously, aligning with their teaching methods.

This is indeed a crucial dimension as introducing the teacher
can increase the efficiency of the training and make it more suit-
able for children’s interests and ZPD [159, 179, 225].

• Co-create formal curiosity- and metacognition-supporting learn-
ing activities with teachers and EdTech industries: As previ-
ously mentioned, our training methods were implemented in
informal and short learning tasks. While this approach allowed
us to implement controlled interventions and scientifically vali-
date our methods’ efficiency, it also poses a limitation for scal-
ing them up. Our next goal is thus to advance towards more
general implementations.
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In this context, our first approach is to work on integrating our
instructional design principles into standard and formal learn-
ing subjects and activities that children encounter during their
education (e.g., mathematics, history, language acquisition, etc).
There are two main possibilities in this context: 1) Work with
teachers to co-create offline and standard activities using our in-
structional design principles. These activities can be directly im-
plemented in classrooms to meet pedagogical and curriculum
needs. And 2) Collaborate with educational technology design-
ers and pedagogical engineers to adapt our approaches to the
content they provide, that supports formal educational and ped-
agogical goals. Leveraging platforms from our industrial part-
ner, EvidenceB, which are used by various schools across the
country, can help achieve this goal.

In the context of industrial up-scaling, we began exploring ways
to assess the usefulness of the general methods developed in this
thesis within marketed educational technologies and Intelligent Tu-
toring Systems (ITS). We collaborated with the young EdTech startup
EvidenceB to implement and test these investigations.

EvidenceB develops a K-12 e-learning platform that personalizes
educational content aiming to maximize both learning efficiency and
intrinsic motivation. Their personalization approach uses an online
reinforcement learning algorithm inspired by the LPT [176]. The al-
gorithm predicts and proposes specific activities from a large pool of
exercises to help students achieve optimal learning progress for the
knowledge component they are working on [46].

However, several field tests revealed that students reported low mo-
tivation when using the platform. One hypothesis is that this is due to
students’ lack of metacognitive skills to monitor and recognize their
learning progress, a key factor in supporting IM and engagement ac-
cording to LPT.

Inspired by the literature and the methods explored in this thesis,
we worked on facing this problem by adding support features to the
platform in order to help students monitor their learning progress.
These features were in the form of learning dashboards that students
can view throughout their training sessions. They offer an ’overview’
to show progress over time and a ’details’ view to show knowledge
levels for each pedagogical goal. The aim is to provide tools that sup-
port procedural evaluative and monitoring metacognition, which we
hypothesize will help students recognize their learning progress. This
recognition is necessary to form the positive feedback loop with IM,
as stated in LPT. Evaluations of this tool’s usefulness and its impact
on learning and motivation will be conducted in the coming months
as the product is currently being implemented in numerous French
public schools.
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Future projects will focus on large-scale implementation of the metacog-
nitive scaffolding methods developed in "KidsAsk" and "KidsReflect"
( Chapter 3 and Chapter 5). Specifically, we aim to use large language
models (LLMs) to generate personalized cognitive and metacogni-
tive hints that can guide students during their learning tasks. Similar
to the work presented in this thesis, these hints will have a specific
structure to help students become aware of their learning strategies
and performance and support them in formulating questions when
needed.

In the long term, we also aim to personalize the frequency of this
support based on students’ emotional and cognitive states. Ultimately,
we hope students will adapt these self-regulated metacognitive learn-
ing strategies and use them independently without the need for exter-
nal support. This approach can promote student engagement without
relying on extrinsic rewards, such as intense gamification or monetary
incentives, which we often see in EdTech software and that can have
mixed impacts on learning.

Finally, the positive results demonstrated in our work regarding
GPT-3’s efficiency in generating pedagogical content ( Chapter 4)
have inspired new directions for EvidenceB’s ITS. Indeed, Several
projects are exploring methods to use advanced LLMs such as GPT
or Mistral to train smaller models on tasks of pedagogical content
generation, while respecting specific cognitive and pedagogical goals.
This approach aims to reduce the production costs, as currently, all
content is manually created by experts in cognitive and learning sci-
ences, which is a highly costly process.

In conclusion, we think that the work conducted during this thesis
can provide EdTech designers with instructional design principles
to implement new features and motivational mechanisms. These can
maximize the efficiency of their products in terms of both learning
outcomes and key learning predictors, such as motivation, curiosity,
and metacognition.

technical limitations Finally, we address the technical limi-
tations of the platforms used in our "KidsAsk" and "KidsReflect" in-
terventions.

The primary limitation is the lack of feedback provided to partic-
ipants regarding their performances. Our platforms currently lack
NLP methods that could offer children real-time assessments of the
quality of their performance, such as the divergence level, complex-
ity, and pedagogical value of their questions. Additionally, we do not
provide feedback on the metacognitive steps leading to question gen-
eration, such as the relevance of an identified uncertainty, the quality
of a guess, or the accuracy of evaluating the information resulting
from a question.
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For all these activities, we only assess the response quality offline
and manually, once the experiment is over. This is a significant limita-
tion of our study, as feedback is crucial when learning new tasks, es-
pecially novel ones that children are not used to doing like those we
propose. We hypothesize that receiving informative feedback about
their performance would help children develop a better perception
of their competence in these tasks (identifying uncertainties, asking
relevant questions, etc.), and thereby motivate them to adopt and im-
prove such behaviors [176].

A promising future direction is thus to investigate novel ways to
include real-time evaluations of children’s performance in metacogni-
tive and curiosity-driven tasks. Advances in NLP and the emergence
of LLMs more particularly can support such investigations [166, 231].
Integrating these technologies could provide immediate, informative
feedback that could enhance children’s learning experiences and out-
comes.

In this context, and through a collaboration with NLP scientists,
we took a first step towards exploring the use of the GPT-3 LLM
to automate the annotation of the quality of curiosity-driven ques-
tions [229]1. We looked at two dimensions: the question complexity
and its syntactic structure. These two dimensions are taken from the
annotation grid we used to manually assess children’s question dur-
ing our studies, see Appendix B.4). The complexity level looks at if
the answer is a simple fact (e.g., “How big is a dinosaur?”) or re-
quires explaining a mechanism, a relationship, etc.(e.g., “Why were
dinosaurs so big?”); it gives a binary score. The syntactic structure
has a score that goes from 1 to 4 points: 1) ‘closed’ or declarative
questions (e.g., “Dinosaurs were big?”), 2) questions with question-
ing words in the middle of the sentence (e.g., “The dinosaurs were
how big?”), 3) questions without an interrogative formulation (e.g.,
“Why the dinosaurs are big?”), and 4) questions with a questioning
word at the beginning of the sentence that has interrogative syntax
(e.g., “Why are dinosaurs big?”).

Using all questions generated by children during all of our studies
reported in Chapter 3 and Chapter 4, we collected a dataset with a
total of 668 questions in French 2. We then coded each question on
the dimension of question complexity and syntactic structure, follow-
ing the grid described above. Additionally, the dataset and codebook
have never been published online and are thus unseen by LLMs.

1 The text in this following section is taken from the publication in Ziang Xiao et al.
“Supporting Qualitative Analysis with Large Language Models: Combining Code-
book with GPT-3 for Deductive Coding.” In: Companion Proceedings of the 28th Inter-
national Conference on Intelligent User Interfaces. 2023, pp. 75–78

2 For question complexity, we first used GPT-3 to translate questions into English.
For the syntactic structure, we kept questions in French to preserve its syntactic
structure.
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With a team of NLP scientists, this coding scheme was then run
using GPT-3 (davinci-text-002) with a temperature of 0.0 during the
prompting process. We choose this setting because it was the most
advanced version of GPT-3 that was publicly available when we con-
ducted the experiments and a temperature of 0.0 to guarantee the
reproducibility of this study.

Two design dimensions of the prompt were explored:

• codebook-centered vs. Example-centered: This dimension regards
the structure of a prompt. In the codebook-centered prompt, the
prompt was designed similar to how we read a codebook. The
prompt follows the structure of [Code/ Description/ Examples].
For example, Code: HIGH; Description: the answer to this ques-
tion is not a simple fact but requires explaining a mechanism,
a relationship, etc.; Examples: Why were dinosaurs so big? The
example-centered approach is inspired by the in-context learn-
ing in LLM works where the prompt explains the rationale be-
hind each example [146]. For example, “Why were dinosaurs so
big?” is an example of “HIGH” because the answer to this ques-
tion is not a simple fact but requires explaining a mechanism, a
relationship, etc. The code, examples, and descriptions are the
same for both designs.

• Zero-shot vs. One-shot vs. Few-shots: Since recent work showed
conflicting results on the number of examples in a prompt [146],
we explored different prompt settings. In the Zero-shot setting,
we give only Code and Description in Codebook-centered prompts
3. For the One-shot setting, we provided only one example for
each code. And for the few-shot setting, we provided five exam-
ples for each code.

For all prompt variants, we included an identity modifier, “I am a
developmental psychologist who has expertise in linguistics.’

We measured the performance of our GPT-3 based approach with
Cohen’s Kappa. Cohen’s Kappa measures inter-rater reliability, which
indicates how two coders agree with each other. We computed two
sets of Cohen’s Kappa, between GPT-3 with the expert’s final coding
results and between two experts who originally coded the dataset
using the same codebook.

The results suggest that it is feasible to use GPT-3 with an expert-
developed codebook for deductive coding. When analyzing curiosity-
driven questions, the GPT-3-based approach achieved fair (Syntactic
Structure: Cohen’s κ = 0.38) to substantial (Question complexity: Co-
hen’s κ = 0.61) agreement with expert rating, see Figure 6.2. However,
there is a gap between experts’ agreement with our approach and the
agreement among experts (Question complexity: Cohen’s κ = 0.88;

3 Since the example-centered approach requires at least one example, we did not have
the zero-shot setting for the example-centered approach
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Figure 6.2: The Cohen’s κ between GPT-3 and experts shows substantial
agreement in Question Complexity coding and fair agreement
in Syntactic Structure coding. In general, Codebook-centered
prompts with examples achieves the highest agreement [229].

Syntactic Structure: Cohen’s κ = 0.90). The different prompt designs
were also examined. The codebook-centered design was found to per-
form better than the example-centered designs, see Figure 6.2. And
examples play an important role. The largest performance gain when
shifting was seen from a zero-shot to a one-shot setting. However, the
performance between one-shot and few-shot settings did not differ
much.

These preliminary findings indicate the feasibility of using LLMs
for qualitative analysis of children’s curiosity-driven questions. By
combining GPT-3 and a codebook, the LLM-based approach achieved
fair to substantial agreement with experts. Considering the accessi-
bility and flexibility of LLMs and the new models such as GPT-4
that show stronger performance in this task (e.g. [166]), we believe
this approach has the potential to effectively help analyze children’s
questions and give real-time feedback about their quality. A next step
will also be to develop a similar mixed method to evaluate children’s
metacognitive steps during learning tasks.

6.3 open question : what role for curiosity-driven learn-
ing in a generative ai age?

With the current unprecedented rise of Generative Artificial Intelli-
gence (GAI) and especially LLMs, there is widespread enthusiasm
about their potential to address various challenges in the educational
sector. This excitement particularly stems from the possibilities GAI
offers, such as facilitating the implementation of personalized tutors
for every learner. These personalized tutors can foster intrinsic moti-
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vation, engagement, and curiosity, all of which are positive predictors
for learning [122].

Within this general enthusiasm, and with the release of new tools
that are increasingly adept at resolving complex educational tasks
with minimal effort from learners, we pose an important question:
Is it still relevant to emphasize the importance of question-asking
in an age where LLMs can provide answers without requiring well-
structured questions?

6.3.1 Curiosity-driven learning is still crucial, but is endangered by GAI

We can argue that curiosity-driven learning, metacognition and ac-
tive learning strategies are even more important when students are
interacting GAI. We present a two-step argument to explain this.

1) While associated with huge capabilities even for the most com-
plex tasks, GAI tools are still subjects to several fails (ambiguity, cog-
nitive bias, etc; these fails seem also to be harder to detect for humans
compared to human-generated misinformation [41]. For instance, re-
search has shown that even university students struggle to identify
inaccuracies in ChatGPT’s answers and may use them in exams with-
out proper analysis or correction[100]. Such results are not surpris-
ing when considering children’s learning mechanisms from an early
age [124]. Young learners tend to track the knowledgeability of the
agents they interact with and use this signal to form their own beliefs
and shape their information-seeking behaviors [94, 174, 199]. How-
ever, if students have underdeveloped metacognitive skills and over-
estimate the knowledgeability of LLM-based agents, they can easily
adopt incorrect and/or biased information and learning strategies.
Once transferred, this misinformation and these biases can be diffi-
cult to correct [219].

2) This hindered metacognition, control of learning and over-estimation
of LLM-based agents knowledgeability can come from two crucial
GAI design principles:

1. GAI can challenge critical self-reflective skills: a key property
missing in LLMs’ behavior is uncertainty signaling. Indeed, LLM-
based systems consistently exhibit confidence in their outputs,
even when they are incorrect. This constant affirmation means
that students have limited opportunities to critically evaluate
the quality of the information they receive. This can, in turn, im-
pair their metacognitive abilities to reflect on their own knowl-
edge state and assess their progress toward achieving specific
tasks. As suggested in several theories of curiosity, overesti-
mating one’s own knowledge and lacking evaluative and mon-
itoring metacognitive skills can significantly hinder individuals
from engaging in exploratory and active information-seeking
behaviors [147].
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2. GAI can challenge the ability to actively work for information:
students can become overly reliant on receiving information
with minimal effort. This reliance may lead them to believe
that solving any problem is easily accessible without the need
for specific prior knowledge [122]. Such passiveness can un-
dermine intrinsic motivation to engage in investigations and
active information-seeking behaviors. Moreover, the apparent
ease and convenience of obtaining information from LLMs could
result in negative learning control [15, 28], where students begin
to associate cognitive success with these powerful tools rather
than with active learning strategies such as question-asking and
exploration.

We therefore emphasize the importance of curiosity-driven learn-
ing strategies and metacognition for promoting informed use of GAI
in education. Without these skills, GAI-based learning tutors might
actually work against the pedagogical objectives established by edu-
cational research. Empirical research is starting to support this idea.
For instance, a randomized large-scale study with students from sev-
eral continents shows that while using GPT-4 in coding classes may
have helped student learning, it also posed potential harm to their
long-term engagement [173].

6.3.2 Supporting curiosity-driven learning and metacognition in a genera-
tive AI era

We believe that the challenges we state above are mainly due to the
lack of a pedagogical stance in GAI tools, i.e. the lack of alignment
between pedagogical goals and GAI design principles and purposes.
Indeed, LLMs are not designed —and do not behave in a way— to
carry out pedagogical goals and support users’ learning and active-
ness. On the contrary, they are designed to give away answers with
the minimal effort possible needed from users. Even with training
methods such as RLHF that are put in place to align LLMs with hu-
man goals, it is still not clear what is the pedagogical intent (if any)
behind the training of these models. Indeed, RLHF involves human
evaluators who can be of various backgrounds, opinions, goals and
expertise.

In this context, and as we illustrate in Figure 6.3, we suggest that
facing these challenges can be initiated by different stakeholders and
on different levels:

• Role of the AI community on the training level: consists of re-
fining the training policies and data curating methods used for
the models, in order to achieve a pedagogical method/ goals-
grounding. Concretely, this could be done by training the model
on more educational and learning principles data, recruiting
teachers as annotators during the RLHF process, etc.
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• Role of educators/ EdTech designers on the implementation
level: consists of making informed decisions when using LLMs
to design educational activities (e.g. by ensuring enough control,
pedagogically-oriented interactions, etc).

• Role of researchers and the educational sector on the usage
level: consists of preparing students to be aware of GAI’s chal-
lenges and be able to use it in an informed and positive way.
It relies on supporting them to develop the relevant skills that
could help them stay active and critical when using this tech-
nology.

Human annotators Educators/ EdTech
designers

Training data with explicit educational principles
and pedagogical content

Human annotators with educational background  
for curating data and fine-tuning

...

-> Need for data curation processes with educational
goals and principles in mind.

Control over the types of
interactions allowed in LLM-
based tutoring tools, by the

educators and EdTech
designers. 

-> Need for AI literacy for
the pedagogical teams to
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Training students’ relevant
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Figure 6.3: Life-cycle of LLMs’ usage in educational applications and oppor-
tunities for alignment with pedagogical goals [4].

In focusing on the third point above, our suggestion is that students
need to be equipped with the relevant skills that can allow them to be
in control over their interactions with LLMs. This control is also key
to nurture their curiosity and help them stay engaged in the process.

We hypothesize that there two type of skills essential for fostering
this: 1) GAI literacy-related: as already discussed, on of the biggest
challenges that can hinder children’s exploratory and critical reflec-
tive behaviors is the misleading over-hype around GAI’s agency and
knowledgeability. To have a more realistic representation of these
tools, we thus think that it is important for students to see their real
potential, strengths and weaknesses and understand the motivation
and rationale behind their design. We also think that the educational
teams (educators, pedagogues, etc) should have access to GAI literacy
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in order to be able to propose GAI-based activities that still follow
their educational goals and keep their students engaged. And

2) metacognitive-based: if we want students to be more at ease with
asking for further information when they feel surprised or/and un-
certain about GAI’s behavior, supporting them to develop evaluative
and monitoring metacognitive skills becomes essential. Indeed, as
seen in this thesis, these are important skills that can support critical-
thinking mechanisms and the ability to identify knowledge discrep-
ancies when interacting with other agents. Training the formulation
of efficient questions, following specific informational need, is also a
crucial skill.

6.3.3 Study: "Hey ChatGPT, explain this to me!" On students’ efficiency
in using GAI to solve learning tasks

Before moving to designing pedagogical interventions that focus on
training these crucial skills, we realize that there is a gap in literature.
Indeed, to the best of our knowledge, very little empirical work has
explored how young learners interact with these tools: how they use
them to solve educational tasks, the type of inquiries they use, and
the effect on their learning strategies, etc.

In this context, we designed a new study aiming to bridge this gap.
The study aims to understand: 1) students’ efficiency in prompting
a GAI tool—ChatGPT— in terms of specificity of their queries and
quality of questions when searching for information to solve specific
educational tasks. 2) Their efficiency in finding accurate answers us-
ing ChatGPT and the effort it takes them to do so. And finally, 3) The
relationship between these two indicators and students’ perception of
ChatGPT (knowledge of how to use it, its limits, etc) as well as their
metacognitive and QA abilities.

To do this we recruit 72 middle-school students in the South-west
region of France, aged between 14 and 16. During a 1-hour session,
they first start by completing three questionnaires. The first one con-
cerns their perception of LLMs in general an their use in education
more specifically.The questionnaire we give is an adapted French ver-
sion of the one proposed by Bernabei et al. [26] for college students.
In order to be adapted for the age range we are studying, our version
contains less items while preserving the original dimensions and their
psychometric quality. It contains scales for: attitude towards LLMs,
trust, social influence, fairness & ethics, usefulness & performance
expectancy and finally, effort & ease of use.

The second questionnaire our students fill is the Junior Metacogni-
tive Awareness Inventory, an 18-item questionnaire developed in [214]
with two dimensions: knowledge of cognition and regulation of cog-
nition. The two questionnaires are available in Appendix A.8 and A.3.
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The final test concerns their question-asking fluency. For this, we
use the same process as for our previous studies, described in Ap-
pendix A.10. The idea is to collect students’ questions for text and
evaluate the quality of these latter (structure, specificity, etc).

After filling out the three questionnaires, participants move to do
a learning task. The task consists of 6 science-related exercises that
students need to answer with the help of ChatGPT. Students are told
that their goal is to use this tool to solve the tasks the most accurately
and quickly possible.

For each exercise, students see a suggestion for a question they
could ask ChatGPT in order to find the answer they’re looking for.
These suggestions are randomly assigned: for half of the tasks, they
contain all necessary elements of context so that ChatGPT can gen-
erate an accurate answer directly. For the other half, they miss an
element of context which will lead ChatGPT to either be unable to
provide an answer or provide a very generic one. See Figure 6.4 for
an example of a task with a ’correct’ prompt and an ’incorrect’ one.
Participants can thus choose to either use our suggestion of prompts
or not, to solve the task. They can ask as many questions to ChatGPT
as they want, until they find an answer they are satisfied with and
submit it.

Problem 1: The molecules
Water can be found in three different states: solid, liquid and

gaseous. Water molecules are also different in these three states.
In fact, here's what you see when you look at them through a

microscope:

Your goal is to identify which of these containers have
solid, liquid and gaseous water.

Question suggestion for ChatGPT:
How are the molecules arranged for the three states of

water?

(a) (b) (c)

Problem 1: The molecules
Water can be found in three different states: solid, liquid and

gaseous. Water molecules are also different in these three states.
In fact, here's what you see when you look at them through a

microscope:

Your goal is to identify which of these containers have
solid, liquid and gaseous water.

Question suggestion for ChatGPT:
How can we distinguish the three physical states of water in

a container?

(a) (b) (c)

(a) (b)

Figure 6.4: Example of a learning task proposed. (a) the task is accompanied
with a ’correct’ prompt for ChatGPT that will directly lead to
finding the answer of the exercise. (b) the task is accompanied
with an ’incorrect’ prompt that is missing elements of the task
context, leading ChatGPT to a generic answer that do not align
with the exercise’s goal.

With this design, our aim is to investigate students’ ability to distin-
guish between efficient and inefficient prompts, i.e. their awareness of
the prerequisites needed when interacting with an LLM-based agent
in order for this latter to be an efficient learning companion (need to
provide specific context, clear inquiry, etc). When participants choose
to formulate their own questions to ChatGPT, we will also assess the



6.3 role of curiosity-driven learning in the age of gai 161

quality of these latter using manual annotations. Linking these mea-
sures to students’ perception of LLMs, their metacognitive abilities
and their QA skills can indeed be an important observation for us as
it will motivate more focus on training these skills in order to allow
an informed use of LLMs in educational contexts.

Finally, we also analyze the learning measure, i.e. the ability to
solve the exercises accurately using ChatGPT and the effort associated
with it. We focus on the number of interactions needed with ChatGPT
to reach a correct answer, and whether or not students reformulate/
summarize ChatGPT’s output to formulate their own answers. Once
again, linking these measures to students’ perception of LLMs and
their metacognitive abilities can give us an insight to the prerequisites
needed to have an efficient use of these tools to solve learning tasks 4.

This study is a preliminary step in a broader and more general
question surrounding the long-term impact of GAI on the educational
landscape, the learning and teaching strategies and efficiency. Indeed,
as GAI tools are becoming increasingly accessible (e.g. offering simple
interfaces, free access, requiring no specific skills to be used), they are
likely to become students’ go-to source of information to complete
learning tasks.

This raises several questions about current educational practices.
For example, how relevant is it to propose memory-based activities
for evaluating students’ understanding of a concept? More generally,
what types of pedagogical goals should educators focus on in the age
of GAI? How can we support students’ expression of their individual
differences in schools when information is readily accessible? These
are crucial questions to address as we integrate GAI into educational
settings.

It is therefore crucial to develop theoretical frameworks to analyze
and regulate educational practices and goals in the GAI era, both
for instruction and assessment. For example, emerging ideas suggest
shifting towards activities that emphasize higher-level competencies,
such as applying knowledge in novel situations, analysis, and cre-
ation.

Designing these frameworks presents a complex challenge, as it re-
quires balancing ethical considerations with pedagogical needs. Align-
ing educational policies with the rise of GAI must also address in-
equalities in access to these tools. Therefore, it is crucial to foster col-
laboration between AI ethicists and educational scientists to develop
precise, fair, and equitable frameworks.

In general, we We believe that future research should focus on in-
terdisciplinary efforts to synergize work around the alignment of GAI

4 This is a work-in-progress study, the results and data analysis are not yet available.
It is in the context of a collaboration with Pr. Celeste Kidd, at UCB.
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to pedagogical goals and the fair re-thinking of educational practices
to accommodate the role GAI is increasingly playing in society.



Part V

A P P E N D I C E S





A
Q U E S T I O N N A I R E S A N D O F F L I N E T E S T S

a.1 curiosity trait

This questionnaire is developed in [143]. The items can be answered
by "Almost never", "Sometimes", "Often", "Almost all the time".

• My child has fun learning new themes/subjects.

• When presented with a difficult problem, my child focuses all
his attention on how to solve it.

• My child is attracted to new things in their environment.

• My child devotes considerable effort to trying to discover con-
fusing or unclear things.

• My child enjoys talking about topics that are new to them.

• My child is confused they don’t understand something, and
strives to make sense of it.

• My child shows visible enthusiasm when the discover some-
thing new.

• My child will work long and hard to solve a problem because
they want to know the answer.

• When my child learns something, they ask lots of questions
about it.

• My child examines things by turning them around or looking
at them from all sides.

a.2 perception of curiosity

The items of this questionnaire are answered with a 4-point Likert
scale. 1 means "I agree with the statement with a very small amount"
and 4: "I agree with the statement with a very large amount". The
questionnaire is developed in [183].

• To be curious is to want to know how someone learned a secret.

• To be curious is to want to know how someone learned a rumor.

• To be curious is to want to know how the human body works.

• To be curious is to want to know how a car works.

165
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• To be curious is to want to know how computers were made.

• To be curious is to want to know how birds fly.

• To be curious is to want to know how mathematics was in-
vented.

• I love asking myself questions about what I’ve seen in class.

• It’s very important for me to ask interesting questions at school
to learn more about what’s around me.

• It’s very important for me to ask questions in class to learn more
about different things.

• I love asking questions about lots of things in class.

• I think that people who want to know a lot of things are impor-
tant for the country.

• I think that people who ask good questions have a big impact
on society.

• I think that people who ask interesting questions are very im-
portant for society.

• I think my classmates are stubborn when they always want to
know everything in class.

• I think my classmates are annoying when they ask intelligent
questions in class.

• I think people who ask lots of questions look stupid.

• I’m afraid my classmates will think I’m a nerd if I ask too many
intelligent questions.

• I’m afraid my classmates will think I’m stupid if I want to know
more about what we’re learning in class.

• I find it scary to show that I want to know more about a subject
in class.

• I’m really good at asking intelligent questions in class.

• I’m really good at asking new questions about different topics
in my lessons at school.

• I think I’m really good at finding out new things at school.
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a.3 metacognitive awareness

We use the Junior Metacognitive awareness Inventory developed in [214]
to assess participants’ metacognition. The questionnaire contains items
about knowledge and regulation of cognition. The items are answered
with a 5-Likert scale. 1 means "Never", and 5 "All the time".

• I know when I understand something.

• I can force myself to learn when I need to.

• I try to re-use revision methods or strategies that have worked
for me before.

• I know what teachers expect of me.

• I learn best when I already know something about the subject
in question.

• To help me learn something, I make diagrams, drawings or
graphs.

• When I’ve finished my homework, I check that I’ve retained
what I wanted to learn.

• I think of several ways of solving a problem, then choose the
best one.

• I think about what I need to learn before I start working.

• When I learn something new, I question the effectiveness of my
learning strategies.

• I really pay attention to important information.

• I learn more when the subject interests me.

• I use my intellectual strengths to compensate for my weak-
nesses.

• I use different learning strategies depending on the task at hand.

• I regularly check that I’m achieving the goals I’ve set myself for
my work.

• I sometimes use learning strategies automatically, without think-
ing.

• I ask myself if there’s an easier way of doing things after I’ve
completed a task.

• I set specific goals before starting a task.



168 questionnaires and offline tests

a.4 general motivation

The general motivation scale developed in [47] has six items that are
answered with a 7-point Likert scale. 1 point means "i don’t at all
agree with the statement" and 7 "I hugely agree with the statement".

• I enjoyed using the "KidsAsk" website

• I’d like to stay after school one day to use "KidsAsk".

• I think the "KidsAsk" site is useful to learn new things.

• I would advise a friend to try the "KidsAsk" website.

• I think I did well on the "KidsAsk" website".

• I would like the activities of "KidsAsk" to be harder next time.

These items are followed with two other items where children had
to fill in the blanks:

• I found the "KidsAsk" site to be ... than my favorite video game.

• I found the "KidsAsk" site to be ... than my favorite subject at
school.

The blanks can be filled with: a lot less cool, a bit less cool, almost
as cool, as cool, a bit cooler, a lot cooler.

a.5 types of motivation

To understand types of motivation experienced during the tasks, we
use Vallerand’s scale [223] that distinguishes three types of motiva-
tion during learning: intrinsic, extrinsic and amotivation.

We asked children: "Why did you use the KidsAsk website, what
motivated you to do so?". All items are Yes/No items:

• Because I’d be ashamed if I didn’t succeed.

• Because I like to pass a test.

• Because it makes me happy when I answer one of the activities
correctly.

• To have a gift.

• Because I’m happy when I learn a lot of new things that I didn’t
know before.

• Because I feel good when I use the site.

• Because I’m happy when I use it.
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• I don’t know why.

• I do what I’m told.

• To show that I’m clever.

• To get congratulations.

• Because I think that it is useful to learn about new things.

• Because I’m never bored when I use the site.

• Because I like learning new things.

• Because it’s good for me to succeed in these activities.

• Maybe I’ll find out later.

• Because I’m learning lots of things that interest me.

• Because I’ve always had good grades and I want to keep them
up.

• To get a good grade.

• Because it puts me in a good mood when I succeed. Because
I’m happy when I give 100% for an activity.

a.6 task load

We used the Nasa-Tlx questionnaire to assess the load of the tasks we
gave children. The questionnaire is developed in [92]. The six items
are answered with a 20-point Likert scale. 1 corresponds to "very low"
and 20 to "very high".

• How mentally tiring was the task?

• How physically tiring was the task?

• How rushed or hurried was the pace of the task?

• How well did you accomplish what you were asked to do dur-
ing the task?

• How hard did you work to reach your performance level?

• How worried, discouraged, irritated, stressed and bored were
you?
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a.7 exposure to digital tools

We gave parents of participants a questionnaire to assess the exposure
of children to digital tools in general. The questionnaire had 8 items
that can be answered with "Not at all true", "Not true", "Neutral",
"True" or "Very true":

• My child has interacted with a virtual robot before.

• My child has watched movies, TV series or other media contain-
ing virtual robots.

• My child is interested in virtual robots.

• My child would like to learn things with the help of a robot.

• My child would trust a virtual robot as a tutor.

• My child would follow the instructions of a virtual robot.

• My child would like to be friends with a virtual robot.

• My child would enjoy talking to a virtual robot.

The questionnaire had also the following questions:

• How many hours a week does your child spend on a phone,
tablet or laptop? — could be answered by "0 to 5", "5 to 7", "7 to
10", "10 to 15" or "15 to 20".

• At home, how much exposure does your child have to different
technologies (e.g. Google Home, smart home appliances) ? —
could be answered with "None", "low", "average", "moderate"
or "high".

a.8 perception of llms in education

We use a shorter version of the questionnaire developed in [26] to
assess participants’ perception of LLMs in order to make it more
adapted to the age range we work with. We keep the same dimen-
sions of the original questionnaire and calibrate the number of items
per dimension to keep its psychometric quality.

Items are answered with a 4-point Liker scale. 1 means "I dot not
at all agree" and 4 means "I strongly agree".

• I keep up to date with the latest developments in artificial intel-
ligence.

• I’ve already used ChatGPT.

• I know ChatGPT’s strengths.
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• I know ChatGPT’s limitations.

• I know how to use ChatGPT for school tasks.

• ChatGPT can make me more confident about doing schoolwork.

• ChatGPT answers are reliable.

• ChatGPT’s answers are accurate.

• ChatGPT’s answers are understandable.

• ChatGPT’s answers are up-to-date.

• I plan to use ChatGPT because people around me use it.

• I plan to use ChatGPT to stay informed.

• Using ChatGPT can help me reduce my learning time and there-
fore do better in my exams.

• I don’t see a problem with using ChatGPT to do schoolwork.

• ChatGPT can be used to spread misleading or false information.

• It is important for me to ensure the confidentiality of my data
before using ChatGPT.

• The use of ChatGPT is bound to become widespread in the
school environment.

• Using the results provided by ChatGPT can simplify the com-
pletion of school tasks.

• Using the results provided by ChatGPT will help me complete
school tasks faster.

• Using the results provided by ChatGPT can help me get better
grades at school.

• Using ChatGPT can motivate learning, as it allows me to work
in a fun and stimulating environment.

• ChatGPT answers are directly usable without the need for change.

• Using ChatGPT to do schoolwork requires more effort than
what I’m used to.

• Using ChatGPT to do homework takes more time than usual.
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a.9 process for the reading fluency assessment

For the reading fluency test, we use the standardized process devel-
oped in [138]. During this test, participants, one by one, are asked to
join the experimenter in a room alone. They then read the following
text in French:

"Sous la mousse ou sous le toit, dans les haies vives ou le chêne
fourchu, le printemps a mis ses nids. Le printemps a nids au bois.
Annie amie, du renouveau, c’est le doux temps. Amie Annie, au bois
joli gamine le pinson. Dans les buis, gîte une biche, au bois chantant.
Annie ! Annie ! Au doigt joli, une eglantine laisse du sang: au bout
du temps des fééries viendra l’ennui. L’alouette fait ses jeux, alouette
fait un noeud avec un rien de paille. L’hirondeau piaille sous la pente
des bardeaux et,vif et gai, le geai, sur l’écaille argentée du bouleau,
promène un brin d’osier. Au verger, dans le soleil matinal, goutte
une pompe dégelée. On voit un bec luisant qui trille éperdument
des notes claires et, dans les pampres d’or que suspend la grille an-
tique, on surprend des rixes de moineaux. Au potager s’alignent les
cordeaux; l’if est triste à l’horizon et lourd et lent l’envol des corbeaux.
Un lac étire ses calmes rives et, quand le soir descend, le miroir de ses
eaux reflète les poisons des brignoles perfides. Et, quand descend le
soir, quand joue la pourpre du couchant, le ciel rougit ses eaux. Dans
la moire de l’eau danse l’ombre d’un ècueil. Tout est cris! Tout est
bruits! Une amarre est dècochèe . . . une barque est arrimèe . . . des
matelots jettent leurs cassettes sur le rivage . . . Tout est cris! Tout est
bruits! Au clair de la lune mon ami Pierrot . . . Au clair de la lune
mon amie Annie. . . Au clair de la lune mon ami Pierrot, prête-moi la
plume pour écrire un mot."

We then calculate the reading fluency score as the number of words
spelt correctly during 3 minutes.

a.10 process for the spontaneous divergent qa assess-
ment

To assess participants’ spontaneous divergent QA, we give them an
offline test. During this test, they are asked a short text, then write
down all questions they have about it, within 2 minutes. We then in-
vestigate the quality of these questions as explained in Appendix B.2.

This test is administered two times, before and after the interven-
tion for studies I ( Chapter 3) and II ( Chapter 4) where we only use
"KidsAsk". For study III ( Chapter 5), an additional measure is also
collected after "KidsReflect".

The texts are the same for all participants but are changed for every
measure (i.e. the texts are not the same for the initial, post-KidsReflect
and post-KidsAsk measures).
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a.11 process for the the metacognitive sensitivity as-
sessment

To assess participants’ metacognitive sensitivity, we give them an of-
fline test. During this test, they are asked to answer a 12-item ques-
tionnaire and report their confidence levels in these answers. We then
calculate a metacognitive sensitivity index using a 2 ROC function (as
suggested in [63]).

This test is administered two times, before and after the interven-
tion for studies I ( Chapter 3) and II ( Chapter 4) where we only use
"KidsAsk". For study III ( Chapter 5), an additional measure is also
collected after "KidsReflect".

The items of the quizzes are the same for all participants but are
changed for every measure (i.e. the items are not the same for the
initial, post-KidsReflect and post-KidsAsk measures). See the tables
below for the items and propositions for the three quizzes.
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Test Text

Initial Insects have enormous eyes that go almost all
the way round their heads. Thus, they can see
forward, backward, right, left, up and down at

the same time. Even better than a 3D vision
headset! However, they don’t see very clearly,

because their eyes are made up of hundreds, or
even thousands, of tiny single eyes. Each of

these little eyes is responsible for processing a
tiny part of the environment. Each little eye

produces a single dot of a given hue and light
intensity. These dots are then assembled

together in the insect’s brain to form a single,
complete image. A bee’s eye contains 4,500 tiny

eyes. The eye of a dragonfly has 15,000: the
most complex of all insect eyes!

Post-KidsReflect Marie Curie was born in Poland. She studied
at the Faculty of Science in Paris. She was one
of the few women admitted. With her husband
Pierre Curie, they work on the study of X-rays

and discover two radioactive elements. The
couple were awarded the Nobel Prize in

Physics for this. During the First World War,
Marie sets up ambulances equipped with X-ray
machines, saving many wounded. Marie Curie
was the first woman to win two Nobel Prizes:

one with Pierre Curie in physics, and the other
for her research in chemistry. She died in 1906.

Post-KidsAsk Renewable energies are energies that can be
renewed fairly quickly. They come from

natural phenomena. They are called renewable
or sustainable because they are the opposite of
fossil fuels, which will eventually disappear as
they are consumed in very large quantities and

very quickly. Renewable energies are cleaner
than fossil fuels, which are currently the most
widely used energy sources worldwide. They
are widely available around the globe and are

“free”. They are also less dangerous than fossil
fuels.

Table 6: Texts used for the assessment of the spontaneous divergent QA be-
haviors during "KidsAsk" and "KidsReflect"
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Question Suggestion 1 Suggestion 2 Suggestion 3

Who invented the first vac-
cine?

Louis Pasteur Albert
Einstein

Gustave Eiffel

Who is the famous scientist
who won two Nobel Prizes?

Rosalind
Franklin

Marie Curie Mileva Maric

Which of these objects is
not a robot?

A drone A stand-alone
vacuum
cleaner

A car

Can a robot learn things? Yes, but only
in one manner

No, it’s just a
machine

Yes, and in
plenty

manners

Where are most of the
world’s pandas found?

China South Africa Brazil

What is a T-Rex? A baby
dinosaur

A weak
dinosaur

A super strong
dinosaur

What is the sun? A star A planet The biggest
planet in the

universe

How many planets are
there in our solar system?

1 8 100

What makes it possible to
create energy with water?

wind turbines boat motors windmills

Why are the northern ice
bergs melting?

There is an
earthquake

Polar bears
make them

melt

Pollution is
raising

temperatures

What are the Paralympics? winter sports sports for
people with
disabilities

sports that are
not well
known

What are e-sports? video games
competitions

internet
competitions

video game
programming
competitions

Table 7: Quiz used to assess the initial measure of metacognitive sensitivity
during the "KidsReflect" training
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Question Suggestion 1 Suggestion 2 Suggestion 3

Which scientist was the
Tesla electric car named af-
ter?

NiKola Tesla Albert
Einstein

Louis Pasteur

Leonard de Vinci is an Italian
painter and

scientist

a French
musician

an American
athlete

Which of these statements
is false?

Robots only
have a

physical body

robots always
need humans

to be
functional

robots have
sensors

What is artificial intelli-
gence?

working with
a super-heavy

robot

having
machines with

human-like
intelligence

working with
lots of

different
robots

Can animals talk to each
other?

Yes, and in
different ways

No Yes, but only
in one way

Where do we find the ma-
jority of elephants?

Europe Africa Northern
America

What is the solar system? A group pf
stars

A group of
planets,

satellites,
asteroids and

comets

The Earth and
the Sun
together

What is an asteroid? A star A space body
made of rocks

and metals

A planet

What is global warming? designates
long-term

variations in
temperature

designates the
disappearance

of certain
animals

designates the
creation of
new forests

What is the name of the ac-
tion that consists in giving
new life to waste?

Renovation innovation recycling

What is the Curling sport? a sport
practiced on

ice

a sport
practiced in a

football
stadium

a sport
practiced in a

swimming
pool

How many strokes are
there in swimming?

2 3 4

Table 8: Quiz used to assess the post-KidsReflect measure of metacognitive
sensitivity"
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Question Suggestion 1 Suggestion 2 Suggestion 3

What is the profession of
Albert Einstein?

Artist Writer Physicist

Alfred Nobel gives his
name to the Nobel Prizes,
the most prestigious scien-
tific award. What did he in-
vent?

The radio a music
instrument

dynamite

What is a computer algo-
rithm?

A program
given to a

machine to tell
it what to do

a sensor a motor

What is a camera? a visual sensor a motor a robot

Which animal has the best
night sight?

cats bats boars

Where do white bears live? Africa Asia Arctic

What is a comet? A star A planet A body
composed of
ice and rock

What do scientists use to
study the solar system?

A telescope a camera a microscope

Can we use wind as a
source for energy?

yes no Yes, but it’s a
polluting

energy source

Which of these energies is
non-polluting?

Nuclear
energy

coal solar energy

What sport uses an oval
ball?

Rugby football handball

Olympic games occur every 2 years 4 years 8 years

Table 9: Quiz used to assess the post-KidsAsk measure of metacognitive sen-
sitivity"
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C H I L D R E N ’ S A N D L L M S ’ O U T P U T D U R I N G T H E
I N T E RV E N T I O N S

During all of our intervention, we rely on manual annotations to as-
sess the quality of participants’ and GPT-3’s performance, using stan-
dard grids inspired from literature.

It is to be noted that we used different scores to assess the diver-
gence quality of the questions generated by children during our two
studies: For the "KidsAsk" interventions in Part iii and Chapter 4, we
use the percentage of divergent questions generated (we had a binary
annotation: questions are either divergent or not). For the study re-
ported in Chapter 5 where we combine "KidsReflect" and "KidsAsk",
we use the average divergence level of the questions generated during
the sessions; we had a 4-point continuous scale to determine this.

The reason for changing this measure was an attempt to have a
more fine-grained measure of the divergent QA skills as having a
binary classification was rather difficult for raters, in different situa-
tions.

b.1 criteria for accepting a question during all stud-
ies

For all trainings and tests proposed during this thesis, before analyz-
ing the divergence dimension of a question entered by a participant,
we first perform a manual assessment to see whether or not the ques-
tion is ’acceptable’.

A question is considered acceptable if:

• It is a question — and not a statement.

• It is related to the educational resource in question.

• It is not repeated more than one time (repeated questions are
only considered once).

A question is acceptable if the participant does not use the cues
proposed by the agent they’re interacting with. Example: For the text
in Figure B.1, a linguistic cue ‘What are the other’ and a semantic cue
“We can preserve food using fermentation”, we accepted questions
such as:

• “What are the other possible ways to preserve food?” : used the
agent propositions and is related to the text.
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• “What are the other ways to protect our body?” : did not use
the agent semantic proposition but is still related to the text.

• “How is the vaccine different from medication?” : did not use
both of the agent propositions but is still related to the text.

Figure B.1: Example of a text in "KidsAsk"

However, questions such as the following was not accepted:

• “It is another way to preserve food“ : this is a statement and not
a question.

• "What are the other parts of a robot?" : this is not related to the
Louis Pasteur text.

• "What are the other characters of the Simpsons?" : this is not a
serious attempt.

The annotation of the divergence level only applies to acceptable
questions.

b.2 annotating the divergent qa performance in stud-
ies i and ii

For studies where we only use the "KidsAsk" platform, i.e. studies
reported in Chapter 3 and Chapter 4, the divergent QA performance
in a given work-space is computed as the percentage of divergent
questions over all accepted questions generated by children in that
work-space.

A question is considered divergent depending on whether or not
its answer is already directly mentioned in the educational resource
the participant is working on. Example for the text in Figure B.1:

• “What are the other possible ways to preserve food?” is con-
sidered divergent as its answer cannot be directly found in the
text.
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• "What is the aim of the Pasteurisation process?" is not consid-
ered divergent as the answer to it is explicitly stated in the text:
"Longer preservation of food".

b.3 annotating the divergent qa performance in study

iii

In study III where we combine "KidsReflect" with "KidsAsk", i.e. the
study reported on in Chapter 5, we calculate the divergent QA perfor-
mance as the average divergence score per question, over all questions
generated during a given a given task, and judged acceptable.

To assign the divergence score per question, we use the following
continuous grid:

• 0 if the answer to the question is explicitly stated in the text.

• 1 if the answer to the question is not explicitly stated in the text
but can be implied from the text.

• 2 if he answer to the question is not explicitly stated in the text
but can be guessed from the text.

• 3 if the answer to the question is not at all stated in the text.

We use the same process to assess the divergent QA performance
during the "KidsAsk" training sessions and the offline tests we admin-
ister pre, post and in the middle of the "KidsReflect" intervention.

b.4 annotating the syntactic quality of questions dur-
ing all studies

In all studies where we perform a syntactic analysis of the questions
generated by participants, we use a manual annotation process. The
syntactic score of a question corresponds to the computed a ques-
tion’s score as the sum of the following criteria:

• One point if the question is high-level: the answer to this ques-
tion is not a simple fact but requires to explain a mechanism,
a relationship etc (example: ’Why were dinosaurs so big?’). 0

points if the question is low-level (example: ’How big is a di-
nosaur?’).

• From 1 to 4 points, based on the syntactic construction of the
question :

1. 1 point for a ‘closed’ or declarative question (example: "Di-
nosaurs were big?").

2. 2 points for questions with questioning words in the mid-
dle of the sentence (example: "The dinosaurs were how
big?").
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3. 3 points for a question without an interrogative formula-
tion (example: "Why the dinosaurs are big ?").

4. 4 points for a questioning word in the beginning of the
sentence that has interrogative syntax (example: "Why are
dinosaurs big?").

• From 0 to 3 points, based on the use of questioning words :

1. 0 point for a declarative question i.e., with no questioning
word (example: "Dinosaurs were big?").

2. 1 points for questions with ‘Is/Are’ (example: "Are dinosaurs
big?").

3. 2 points for the use of proper simple questioning words
(example: "How big were the dinosaurs?").

4. 3 points for the use of proper composite questioning words
(example: "What difference ?").

Here, the maximum score for a question’s quality is 8 points. In
our studies, we report the average quality score over all questions
generated by participants during a specific task, that were judged as
’acceptable’.

b.5 annotating the performance during the "kidsreflect"
procedural training

The performance during the web-based app for the "KidsReflect"
training was also assessed using a manual annotation process. This
measures consists of calculating the percentage of complete and correct
learning cycles that participants were able to achieve during this part
of the training.

Figure B.2: Example of a task in part II of "KidsReflect"
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A cycle is considered complete and correct if:

• All four steps (corresponding to the four curiosity-related metacog-
nitive skills) are achieved.

• All four steps are coherent and related to each other semanti-
cally, i.e. they treat the same knowledge component.

• All four steps are considered acceptable by the annotators.

The four steps are considered acceptable following these criteria:

1. The "IDENTIFY" skill with the first referee: the entry is:

• formulated as a declarative expression of an uncertainty.

• contains a clear learning goal.

• the expressed learning goal is not already mentioned in
the text.

• the expressed learning goal is semantically tightly related
to the text.

Example: For the text shown in Figure B.2, an entry such as "I
don’t know the temperature of the magma", "I don’t know the
other conditions for the eruption of a volcano" are accepted an-
swers as they check all criteria above. However, entries such as
"I don’t know the the nature of the magma" or "I don’t under-
stand metacognition" are not accepted as they do not respect
one or more of the conditions mentioned.

2. The "GUESS" skill with the detective: the entry is:

• the guess is semantically tightly related to the text and
knowledge gap identified in step 1.

• the guess is not random, it is informed and formulated
using former knowledge.

Example: accepted answers are such as: "I know that water be-
comes liquid at 100 degrees so the Magma temperature should
be higher" or "Maybe volcanoes require specific weather condi-
tions to erupt". Examples of unaccepted answers are: "100 de-
grees", "volcanoes are very dangerous when they erupt", etc as
they are not closer to random guesses than to informed ones.

3. The "SEEK" skill with the explorer: the entry is:

• the question is semantically tightly related to the text and
knowledge gap and guess generated in steps 1 and 2.

• formulated as a question — and not a statement or declar-
ative.

• is divergent: its answer cannot be found directly in the text.
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Example: accepted answers can be: "What is the temperature of
the Magma?", "What other circumstances can lead to the erup-
tion of a volcano?", etc. However, entries such as "Temperature
for the Magma", "What is the Magma?", "What is metacogni-
tion?", etc are not accepted as they violate one or more of the
conditions above.

4. The "ASSESS" skill with the second referee: the entry is:

• the participant selects the correct answer to the question
asked in step 3, in the case that this latter figures in the list
of suggestions proposed by the agent.

• the participant answers "I cannot find my answer" in the
case that the answer does not figure in the list of sugges-
tions proposed by the agent.

Once this process completed, we assess the number of correct and
complete learning cycles and divide it by 8 (the number of tasks we
proposed to children during our intervention). This gives us the per-
centage of success in this activity.

b.6 annotation grids for assessing gpt-3’s performance

in generating pedagogical content

During the study reported in Chapter 4, we use the LLM GPT-3 to
generate the pedagogical content for our divergent QA training, i.e.
the different cues proposed by the CA.

These cues consist of semantic and linguistic propositions. To help
assess their quality, we perform manual annotations using specific
procedures and grids as described below in order to compare their
quality to what was hand-generated.

b.7 annotating the gpt-3-driven linguistic cues

In annotating the syntactic cues, i.e. the propositions of questioning
words, we evaluate two dimensions: the variance of the cues pro-
posed and their complexity level.

For the variance, we plot the histogram and assess the occurrence
of the questioning words proposed. We then compare this to what
was generated by hand.

For the complexity level, we assess this using a binary grid like the
following:

• 0 points if the questioning word is simple, i.e. contains a single
word, with no prepositions, etc. Example: what, where, who,
etc.

• 1 point if the questioning word is compound, i.e. contains an as-
sociation of words leading the question to be more precise and
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high-level. Example: to what extent, what other, how different,
etc.

We then compare the proportions of high-level questioning words
within the cues proposed by the GPT-3-driven CA vs. the hand-crafted
one.

b.8 annotating the gpt-3-driven semantic cues

In annotating the semantic cues, we evaluate two dimensions: their
semantic relatedness to the educational resource and their divergence
level with respect to it. For both dimensions, we had manual annota-
tions processes following specific grids.

For the semantic relatedness, the score can go from 0 to 3, following
this grid:

• 0 points if the cue does not at all relate to the text’s general
context, topic and theme. Example for the text in Figure B.1:
"a robot can avoid obstacles using its sensors" for an incentive
agent and "robots, sensors" for an open one.

• 1 point if the cue relates to the general topic of the text but
not to its specific context. Example for the text in Figure B.1:
"animals can have diseases like humans" for an incentive agent
and "animals, sickness" for an open one.

• 2 points if the cue related to the specific context of the text but
not to its key and main ideas. Example for the text in Figure B.1:
"Louis Pasteur was born in France " for an incentive agent and
"1822, birth" for an open one.

• 3 points if the cue is tightly related to a specific and key part of
the text. Example for the text in Figure B.1: "freezing is another
way of preserving food" for an incentive agent and "vaccines,
medicine" for an open one.

Similarly, we had an annotation grid for the divergence level of the
semantic cues. We only did this for the incentive cues (i.e. the short
sentences that represent knowledge gaps) since the ’open’ ones are
separate words making the classification of the divergence level not
relevant.

We used the following grid:

• 0 point if the cue is explicitly stated in the text. Example for
the text in Figure B.1: "the process of pasteurization allows to
preserve food longer."

• 1 points if the cue is not explicitly stated but can be implied
from the text. Example for the text in Figure B.1: "the vaccina-
tion principle was a success".
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• 2 points if the cue is not at all stated in the text. Example for
the text in Figure B.1: "rage disease is caused by a virus".



C
P E D A G O G I C A L C O N T E N T F O R T H E
" K I D S R E F L E C T " D E C L A R AT I V E T R A I N I N G

c.1 scripts and storyboards for the videos

The scripts for the four videos we showed participants in the Part I
of the "KidsReflect" training were written by the research team. They
were then passed on to a motion designer to create the animated
videos. Due to budget reasons, we only hired the designer for three
videos. For the remaining video (video number 2 below), we used a
powerpoint presentation with a voice over to create our own video.

The storyboards containing the scripts for the videos as well as the
animation ideas used to realize them are available in Figures C.1, C.2,
C.3 and C.4 below.

ANIM: The bar appears and you write the sentence “What can influence my
brain's learning? A mouse appears and you can click on the magnifying

glass to launch the search.

VO: One factor in successful learning is our brain's ability to work
ANIM: The interface takes shape and the mouse runs over the various icons

until it selects the “engagement” one.

VO: in an engaged and active way. But how do we go about it? How can we make our
brain be more active and engaged?

ANIM: The mouse reappears; when the VO asks the last question, we click on the ”
know more” button.

VO: learning to play this instrument, we will probably quickly give up because it's hard
to master. The lack of motivation makes our brain passive, and a passive brain learns

very little. It's normal: when you like something, it's easier and more pleasant to learn;
conversely, the less you like something, the harder it becomes to learn.

ANIM: We return to the motivation board previously. All the motivations are grayed out.
The little girl does not know where to look. She shakes her head a little confused.

VO: Let's take the example of learning to play the piano. When we have a goal, like
playing Mozart for example, we take lessons and follow the instructions; even if we find
it difficult, we continue to try and make progress little by little. However, when we have

no clear goal when
ANIM: The piano keys light up. The icons appear when the VO mentions them.

VO: The environment cretaes it for us: this is called extrinsic motivation. It's when our motivation is to
collect a reward or avoid a sanction from the environment. Since this type of motivation comes from

outside, it's very difficult for us to control it.
ANIM: A “monopoly” type game board appears, with the little girl's pawn moving backwards and

forwards on the squares, showing that her progress does not depend on her, but is constrained by the
dice.

VO: It's very simple: we give our brain a clear goal to work towards; it's what we call
'motivation'. The brain is stronger when it has a clear objective that awaits it. It

helps it stay engaged and use all its capacities for the task ahead.
ANIM: Little girl pays a little attention to the different motivations that are offered

to her. Attention stops on the piano.

VO: Secondly, we can create our own motivation: this is called intrinsic motivation. In
this case, we create the motivation according to our interests and goals. This type of
motivation is responsible for what we call “curiosity”, i.e. having a personal desire to

learn new information.
ANIM: The little girl is in her room reading. Small, rewarding objects move around and

enter her head as she gains knowledge.

VO: Okay, we have talked a lot about being motivated to learn better. But how is
motivation created. Two possibilities:
ANIM: The text appears on the screen.

Figure C.1: Storyboard for video 1 in "KidsReflect": "Motivation types and
curiosity"

Also, the videos —in French— are available for watching and down-
loading at https://www.dropbox.com/scl/fo/xycp0ew8qgx85ib4ddx
q6/AIvkSk-mpAaix88E7dRq1y0?rlkey=ohrhbwbw2u9hutwq3f52e317g&

st=pnvw5ao0&dl=0.

c.2 questionnaires for assessing the videos accessibil-
ity

To assess the comprehension of the videos, we had a 6-item ques-
tionnaire that we gave participants after the viewing session of each
video. The questionnaires are available in the tables below.
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VO: Let’s start with attention. It is very important to keep our brain
connected to its environment, be more reactive and efficient.

VO: However, it's very difficult for our brains to stay attentive all the time, especially with the
multitude of things we find in our environments. 

So how do we guide and maintain our attention on the parts of the environment that interest
us most?

VO: Several factors can influence our brain's engagement in a task, and thus help it to move from a
“passive” to an “active” brain. Today we're going to talk about three other key elements: attention,

memory and our sense of competence. Does curiosity play a role in all this, and can it improve
these factors? I can already tell you that it does!

VO: Curiosity plays an important role in solving this problem. It enables us to build up a clear,
organized list of the information we want to discover. With this list, we can then direct our

attention, at each stage, to a specific part. 

VO: Let's move on to the effect of curiosity on our memory.
Our brains are made to memorize information by asking questions and making

assumptions, not simply by waiting to receive information or listening to it. 

VO: Indeed, when we're curious, we immediately start thinking about possible
answers to our questions (what we call hypothesizing). This natural activity is a great

memory exercise for the brain.

VO: Last but not least, curiosity helps us to remember information better because it
drives us to seek out information that interests us. And, it's easier for us to remember

things that come from our personal desires. 

VO: Finally, curiosity is also responsible for our sense of autonomy, i.e., we feel we can
learn according to our own personal goals and desires. This, added to the feeling of

competence, makes our learning experiences much more enjoyable.
VO Finally, Let’s now move to the feeling of competence. When we work according to our curiosity,

we often get tasks that correspond to our level, so we feel more competent, which in turn
motivates us to work even harder.

Figure C.2: Storyboard for video 2 in "KidsReflect": "Importance of curiosity
during learning"

VO: According to scientists, learning how to learn is is undoubtedly the most
important practice for improving our brains and success at school. This means that
in order to succeed, we need to learn how to identify the strengths and weaknesses

of our brains.

VO: Firstly, it is always necessary to start by carefully observing the task and our
knowledge to find links between what we are trying to learn and what we already

know. For example: What do I know from the phrase “I love cheese”? Such a practice
pushes us to reflect on our own learning processes and what we want to learn.

ANIM: An eye that opens comes to replace the brain.

VO: Indeed, one of the biggest obstacles preventing the brain from learning new
information is the so-called “illusion of knowledge”, i.e. the belief that we already

know everything and don't need to learn more.
ANIM: The child looks at the incoming information, which is grayed out, so she can't

access it except for the one in the center, representing her active brain.

VO: This is very common, but also very wrong: there are always new things to learn.
We can avoid this “illusion of knowledge” trap by paying attention to the way we

learn, through practices like the following:
ANIM: Information becomes accessible. We zoom in on the red frame with the

blinking brain.

Example: "I need to search for the word 'cheese' to be able to understand this
phrase." By doing this, we are playing the role of the referee of our own learning; we

assess what is most important for our brain to learn.
ANIM: The word 'cheese' is isolated in a frame while the eye of the controller does

its work by isolating the word 'cheese' and analyzing it.

VO: It's as if we were conducting an investigation on our brain: what it knows and
what it does not know. Next, we must also know how to recognize which

information is the most important that we lack and that we need to learn to help
our brain progress. Indeed, information that it already knows, too complex, or not

related to the task does not help solve the problem.
ANIM: The typography shifts to the center and check boxes come to validate and

identify known and unknown words.

Once done, we can start imagining the possible responses to the information we're looking
for: this is called hypothesizing. For example: "maybe it means to smile." This is a great

exercise because it allows our brain to better memorize the 'real' information afterwards.
Here, we play the role of the detective of our own learning, that is, we conduct an

investigation on what is possible.
ANIM: The referee becomes detective and reviews the different definitions for Cheese.

VO: Once we've decided which information is most useful for us to learn, it is also
important to know how to pursue it. For example: I will look up the word "cheese"

in a dictionary.
ANIM: A book enters the frame and connects to the next scene.

VO: In this part, we are more like explorers; we search for information through
various means.

ANIM: The eye becomes that of the explorer (green). Meanwhile, the little girl is
studying the dictionary.

Figure C.3: Storyboard for video 3 in "KidsReflect": "Metacognition and ba-
sic skills"
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VO: In this video, we will see why curiosity is important for learning. We
will also see the links between curiosity and metacognition.

VO: That is, when we see a gap between what we already know and what we want to know. This gap
keeps us motivated because, without even realizing it, our brain will start to imagine possible

hypotheses. It thus becomes more active and driven to seek out the information it lacks to reduce
this gap and verify its hypotheses.

ANIM: The frames move aside to reveal the typeface.

VO: First of all, curiosity helps our brain maintain the motivation it needs to learn
well. How? Well, curiosity arises when we detect a learning opportunity.

ANIM: The child looks at the incoming information.

VO: These words, "detect" and "hypotheses," should remind you of something,
right? These are the roles of our friends the metacognitive referee who are

responsible for awakening our curiosity. Because they help us carefully observe
our task in order to identify learning opportunities and generate hypotheses.

ANIM: The information is replaced by the referee then the detective's eye, which
highlights the child's interest and curiosity in what he is observing and carefully

watching.

VO: To find these opportunities and hypotheses, our detective focuses on the information:
that we see for the first time, that contradicts what we knew before and/ or that surprises

us.
ANIM: The referee reviews the information displayed on the screen as it is mentioned.

VO: In addition to maintaining our motivations, curiosity also helps us to choose them wisely.
Let me explain: curiosity allows us to propose to the brain motivations that are neither too hard
nor too simple. It's normal; we are never curious about things we already know or, conversely,

that are too new for us.
ANIM: Sheets of paper and a pencil appear, the pencil will write gradually as it performs

additions or fractions of different difficulties.

VO: This is very important because our brain needs motivations that are suited to
its capabilities: if it's too simple, the brain gets bored and if it's too difficult, the
brain becomes stressed. In both cases, it won't learn well. It's the middle ground

that is good for it and which yields the best performance.
ANIM: Corresponding arrows start from each side to form boredom or stress and

then come together in the center, which represents the right balance.

VO: Curiosity thus acts like an arbitrator ensuring that we are always learning useful things.
Does this word, 'arbitrator', remind you of anything? You've guessed it: here also, we see the

importance of our metacognitive friend, the 'referee'.
ANIM: The previous center transforms into a red square and the controller's eye appears.

VO: If we manage to use it well, it's the one that helps us properly regulate our curiosity by
choosing the right and important information for our brain. It also helps us evaluate whether the

new information we have acquired has been useful or not, and thus if we should continue our
learning or not.

Figure C.4: Storyboard for video 4 in "KidsReflect": "Linking curiosity and
metacognition"
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Question Suggestion 1 Suggestion 2 Suggestion 3

What is
motivation?

Having a clear
and precise
goal that we

want to
pursue

It’s the act of
discovering

new
information

Changing our
mind about

what we want
to learn

What does
motivation
give the
brain?

The desire
and strength

to work

The ability to
rest

New
information

What happens
when the
brain lacks
motivation?

The brain
becomes

active and
learns better

Nothing
happens

The brain
becomes

passive and
learns very

little

What is
extrinsic
motivation?

It consists in
achieving
personal

satisfaction

It consists in
collecting an

external
reward or
avoiding

punishment

It consists in
having several

motivations

What is
intrinsic
motivation?

It consists in
achieving
personal

satisfaction

It consists in
having

someone else
push us to

learn
something

It consists in
collecting a

reward or to
avoid

punishment

What is
intrinsic
motivation
responsible
for?

The ability to
be calm

Stress during
learning

Curiosity

Table 10: Questionnaire used to assess the comprehension of video 1 during
part I of "KidsReflect": "Motivation types and curiosity"
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Question Suggestion 1 Suggestion 2 Suggestion 3

Attention
allows the
brain to be:

Less tired Happier More
responsive,

connected and
efficient

Curiosity
enables us to

direct our
attention to
the learning

goals that
interest us

think quicker communicate
better with

others

Curiosity
helps our
memory
because

Our brain
memorizes
better the

information
we are

interested in
and we look
for on our

own

We’re less
concentrated
when we’re

curious

It’s easier to
remember

difficult
information

Curiosity
helps us
improve our
sense of
competence
because :

It makes
information

easier

It helps us
realize that

we’re making
learning
progress

It helps us
learn easy

information

When we
follow our
curiosity, we
become :

More stressed
in our

learning

More
autonomous

in our
learning

More fearful
in our

learning

Curiosity
makes
learning more
enjoyable
because :

We learn
better when

we feel
autonomous

and
competent

It makes
information

easier

We have no
choice about

what we learn

Table 11: Questionnaire used to assess the comprehension of video 2 during
part I of "KidsReflect": "Importance of curiosity during learning"
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Question Suggestion 1 Suggestion 2 Suggestion 3

What is the
illusion of
knowledge?

It’s thinking
we’re not
capable of

learning new
information

It’s believing
that our peers

know more
than we do

It’s thinking
that we

already know
everything
and don’t

need to learn
more

What is the
first referee’s
role?

Decide what
unknown

information is
important to

learn

Memorize the
information
you already

know

Ask new
questions

What is the
detective’s
role?

Memorize
new

information

Think of
possible

answers to the
uncertainties
you ask have

Choose what
information
you want to

learn

What is the
role of the
explorer?

Evaluate the
answers you

find

Ask yourself
what you

want to learn

Ask the
questions that

lead to the
answers

resolve your
uncertainties

What is the
second
referee’s role?

Memorize
new

information

Evaluate
whether

You’ve found
the

information
you need to
answer your

question

Ask what
information
you want to

learn

What is
metacogni-
tion?

It’s thinking
about how we
how we learn

It’s learning
as much new

information as
possible

It’s watching
how others
learn new

information

Table 12: Questionnaire used to assess the comprehension of video 3 during
part I of "KidsReflect": "Metacognition and basic skills"
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Question Suggestion 1 Suggestion 2 Suggestion 3

What is a
learning gap?

Information
that is missing

from our
knowledge
and that we

want to learn

Information
that we

already know

Information
that is

stressing us
out

How can the
learning gap
help our brain
to become
curious?

It generates
stress in our

brain

It generates
boredom in

our brain

It gives us
motivation:
we want to
reduce this

gap

What is
responsible
for awakening
our curiosity?

Our parents
or teachers

Information
we already

know

Our
metacognitive
referee, as it
helps us see

learning gaps

What
regulates our
curiosity?

Our parents
or teachers

Our
metacognitive

referee,
because it
helps us

choose the
information

that suits our
brain

Stress and
boredom

What kind of
information
do we choose
to learn if we
follow our
curiosity?

Information
that is very
advanced in

relation to our
brain’s

capacities

Information
that is

adapted to
our brain’s
capacities

Information
that we

already know

What keeps
us curious?

Our
metacognitive

explorer,
because it

pushes us to
discover new
information

Stress or
boredom

Not making
learning
progress

Table 13: Questionnaire used to assess the comprehension of video 4 during
part I of "KidsReflect": "Linking curiosity and metacognition"
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