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Chapter I. General introduction

I.1 The context of the study

The oil and gas industry plays an indispensable role in modern society, pro-
foundly impacting our daily lives in multifaceted ways. Beyond its primary func-
tion as an energy source, oil and gas are fundamental constituents in producing
various chemical products that permeate our everyday existence. The hydrocar-
bons derived from oil and gas are omnipresent, from the fuel that powers our
vehicles to the plastics used in countless consumer goods. This industry underpins
transportation, manufacturing, and countless other sectors, serving as a linchpin
in the global economy.

In recent years, the increasing urgency of addressing climate warming and
the energy crises resulting from local conflicts have prompted numerous countries
worldwide to undertake an energy transition. This transition involves a shift to-
wards developing sustainable energy sources, notably wind and solar energy, to
reduce dependence on fossil fuels. However, despite concerted efforts to diversify
energy resources and reduce the dependence on fossil fuels, oil and gas continue
to dominate the energy landscape. Figure I.1 shows their market share in the en-
ergy sector unmistakably reveals their enduring significance [1]. While the pursuit
of alternative energy sources is commendable, it is an indisputable fact that, for
the foreseeable future, oil and gas will remain the primary energy resources upon
which our societies rely.

Figure I.1 – Global energy consumption by source [1]
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I.1. The context of the study

The process of oil and gas traveling from underground reservoirs to our ev-
eryday use comprises three main stages illustrated in Figure I.2: upstream, mid-
stream, and downstream. Upstream pertains to the initial phase of oil and gas
production, encompassing exploration, drilling, and extraction activities. Mean-
while, midstream primarily focuses on the processing, storing, and transporting
of oil and gas products. Lastly, downstream signifies the concluding phase involv-
ing the refining and distributing of petroleum products. This study concentrates
specifically on the drilling process within the upstream stage.

Figure I.2 – Oil and gas production process [2]

The drilling process relies on the drilling system as shown in Figure I.3. The
system usually consisting of a drilling rig, drillpipe, a Bottom Hole Assembly
(BHA) and a drill bit. The BHA is an important part of the drilling system because
it must provide power for the bit to rotate and break through the rock, survive
a harsh operational environment, and provide accurate directional control of the
well [5]. The BHA is configured based on drilling operation requirements; thus,
different drilling jobs could have different BHA configurations. Nevertheless, the
BHA frequently includes Measurement-While-Drilling (MWD) tool(s), Logging-
While-Drilling (LWD) tool(s), and Rotary Steering System (RSS) as shown in
Figure I.4. The MWD tool on the top of the BHA is responsible for delivering
real-time data to the surface, powering and transmitting data from multiple LWD
tools, and determining the position and orientation of the drillstring [6]. The
LWD combines a complete set of functions, including formation evaluation, well
placement, and drilling optimization measurements into a single collar [7]. The
RSS at the bottom of the BHA is designed to rotate the drill bit in the desired
direction; thereby, control the well path [8]. MWD, LWD, and RSS are collectively
termed Drilling and Measurement (D&M) tools or technologies.
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Bottom Hole Assembly

drill pipe

rig

data upload

Figure I.3 – Drilling system schematic

Meaurement-
While-Drilling

Logging-While-
Drilling

Rotary Steering
System

Figure I.4 – Bottom hole assembly schematic

The functional descriptions of these tools undeniably underscore the crucial role
their reliability plays in ensuring the efficiency and success of drilling operations.
A fundamental approach to ensuring this reliability is implementing proactive
maintenance measures before potential failures occur.

This PhD study’s primary focus is positioned within this context, delving deep
into the domain of maintenance decision-making for D&M tools. It acknowledges
that making well-informed decisions about maintenance is critical for upholding
the reliability and longevity of these D&M tools. These decisions result in reduced
downtime, decreased unnecessary maintenance activities, and an overall enhance-
ment in the success and efficiency of drilling operations. Furthermore, these en-
deavors play an important role in reducing the carbon footprint of D&M tools and
drilling operations in the oil and gas industry, aligning with the broader goals of
the ongoing energy transition and the urgent need to combat global warming.
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I.2 Positioning of the research

Maintenance encompasses a wide range of activities, including tests, measure-
ments, replacements, adjustments, and repairs, all of which are carried out to
either preserve the functional condition of a unit or return it to a specified state
in which it can effectively perform its required functions [9].

In the area of maintenance decision-making, several strategies exist designed
to ensure the optimal performance and longevity of equipment. These strategies
encompass a spectrum of approaches, each tailored to specific situations and equip-
ment types. The five primary maintenance strategies are corrective, preventive,
condition-based, predictive, and risk-based maintenance [10, 11].

Corrective Maintenance (CM) strategy addresses maintenance needs passively,
primarily when equipment failures occur. Preventive Maintenance (PM) relies on
scheduled time-based or use-based inspections and maintenance tasks performed
on the equipment. Condition-based Maintenance (CBM) performs maintenance
activities based on the actual condition or performance of the equipment. Mainte-
nance activities are usually initiated when incipient failure or light degradation is
detected. Predictive Maintenance (PdM) involves planning maintenance activities
in advance, leveraging the capabilities of failure prognostics or predicting the Re-
maining Useful Life (RUL) of the equipment. Risk-based Maintenance (RBM) is
a maintenance methodology that prioritizes maintenance resources based on risk
assessments. More details about these five maintenance strategies will presented
in the next chapter.

The choice of a maintenance strategy hinges on several critical factors, includ-
ing the criticality of the equipment, the potential costs associated with equipment
failure, and the availability of maintenance resources. The selection process may
also consider hybrid maintenance strategies that combine elements of these ap-
proaches [12, 13].

This PhD study exclusively centers on the risk-based maintenance strategy.
Further elaboration on why this study focus on the risk-based maintenance strat-
egy will be presented in the next chapter. The risk-based maintenance strategy
involves developing risk-based maintenance decision-making approaches for D&M
tools. These approaches balance addressing potential drilling operation failures
and optimizing resource allocation by prioritizing D&M tool maintenance activ-
ities based on risk assessments of D&M tool failures and drilling operational en-
vironments. The study explores the applications, benefits, and implications of
risk-based maintenance strategy within the oil and gas industry context. Through
a comprehensive examination of this maintenance strategy, the study aims to pro-
vide valuable insights into maintenance decisions to enhance the reliability of D&M
tools, contributing to the overall success and improved service quality of oil well
drilling operations.
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Chapter I. General introduction

I.3 Research questions

Risk-based maintenance involves two key phases: risk assessment and decision-
making [14]. In addition, the oilfield operational environment and the reliability
of D&M tools are key factors that influence the efficiency and success of drilling
operations. Last, the risk estimation model used in this study relies heavily on
data-driven models where data quality is critical. Unfortunately, the data collected
from fields often suffer from various quality issues, including noise and missing
values. Therefore, several key research questions must be addressed to successfully
implement risk-based maintenance decisions for D&M tools in the oil and gas
industry.

— Operational Environment Risk Characterization: The first question
involves understanding and characterizing the risks of different oilfield op-
erational environments. That is, how can we assess and quantify the risks
posed by the operational environment in oil fields (e.g., temperature, vibra-
tion, shock, and pressure)?

— Tool Risk Assessment: The second question relates to assessing the failure
risk of D&M tools and ensuring that the risk evolves as they are used.

— Optimal Maintenance Decisions: Once the risks associated with opera-
tional environments and D&M tools are assessed, how can we make informed
maintenance decisions at the individual tool and fleet level?

— Data Quality Management: Recognizing that risk estimates depend on
data-driven models using measurement data collected during drilling opera-
tions in oil fields, how can we manage the quality of these data? This task
includes addressing challenges such as data noise and missing values. What
methods can be employed to assess the data quality and determine if the
data quality is adequate and if not, what measures can be implemented to
improve the data quality?

I.4 Organization and overview of the thesis

This thesis is structured to provide a comprehensive look at risk-based decision-
making approaches for D&M tools in the oil and gas industry. The organization
and overview of this thesis are shown in Figure I.5. Except for Chapter I of the
general introduction, brief descriptions of the remaining chapters are given below.

Chapter II: From PHM to risk
This chapter provides an in-depth look at the existing maintenance decision-

making strategies. A critical assessment of each strategy’s limitations lays the
foundation for transitioning to risk-based decision-making. This chapter clarifies
the distinction between Prognostics and Health Management (PHM) and risk,
further setting the research motivation for a risk-based maintenance strategy.
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Chapter III: Data quality management
Recognizing the foundational role of data in risk-based decision-making, this

chapter provides an in-depth look at data quality management. We examine why
data quality is critical, especially in the context of forecast uncertainty. Through
an extensive literature review of data quality metrics, particularly in engineering
asset management, we develop a robust framework for data quality management.
The application of the framework is demonstrated through a case study using data
from two D&M tools.

Chapter IV: Risk estimation
This chapter discusses the core elements of risk assessment, focusing on the

critical impact of tool health and oilfield operational environment on drilling op-
eration success and efficiency. A comprehensive review of related work lays the
foundation for introducing Hidden Markov Model (HMM)-based electronic board
risk estimation. In addition, the chapter provides an overview of the operational
environment risk assessment process, which lays the foundation for subsequent
risk-based decision-making.

Chapter V: Risk-based decision-making
After establishing robust risk estimates, Chapter V transitions to practical

decision-making. We analyze the current decision-making process for D&M tool
selection and fleet maintenance planning commonly used in the oil and gas industry
and then introduce compatibility rules. The chapter further explores risk-based
tool selection and maintenance decision approaches and risk-based fleet mainte-
nance planning decision approaches. It also presents real-world use cases to illus-
trate the application of the proposed risk-based decision approaches.

Chapter VI: Conclusion and future works
This chapter summarizes this research’s contributions, acknowledges the study’s

limitations, and sets the stage for future work. By describing the specific research
questions addressed throughout this thesis, we aim to provide valuable insights into
risk-based decision-making approaches for D&M tools in the oil and gas industry.
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Chapter II. From PHM to risk

II.1 Introduction

In the field of maintenance strategies, it is crucial to have a deep understanding
of the strengths and limitations of each strategy, especially when applying them to
the maintenance of D&M tools in the oil and gas industry. This chapter provides
a comprehensive examination of five widely employed maintenance strategies: cor-
rective maintenance, preventive maintenance, condition-based maintenance, pre-
dictive maintenance, and risk-based maintenance. These strategies were briefly
introduced in the General Introduction chapter, and this chapter delves into their
respective advantages and disadvantages. Through this study, we aim to illuminate
the constraints and challenges encountered when implementing the first four strate-
gies in D&M tool maintenance. It’s important to note that condition-based and
predictive maintenance strategies heavily rely on PHM models, which encompass
fault detection, diagnosis, and prediction models, utilizing condition monitoring
data. In contrast, risk-based maintenance is firmly rooted in the concept of risk.
Thus, we will conduct a thorough analysis to differentiate between PHM and risk,
elucidate the limitations of PHM in addressing specific issues, and provide a ratio-
nale for embracing risk-based decision-making. Finally, this chapter will introduce
a framework for risk-based maintenance decision-making to complement existing
mainstream maintenance strategies.

II.2 Maintenance

Maintenance is a crucial factor in industry and accounts for a significant portion
of production costs, ranging from 15% to 70%, depending on the specific industry
[15]. However, despite the importance of maintenance, maintenance costs have
been on the rise, with about one-third of these costs being wasted because of plan-
ning uncertainties and inefficiencies [16]. As a response to optimizing maintenance,
maintenance strategies have evolved through the tireless efforts of researchers and
experts. At present, there are five commonly used maintenance strategies.

II.2.1 Corrective maintenance

CM is the most primitive maintenance strategy. It is also known as breakdown
maintenance, reactive maintenance, and run-to-failure. As the name suggests, this
strategy addresses maintenance needs passively, primarily when equipment failures
occur, as depicted in Figure II.1. Thus, this strategy is straightforward and needs
minimal planning and scheduling. In addition, it maximizes the utilization of the
equipment service life [17]. However, this reactive strategy requires maintaining
extensive spare parts inventories that include spare machines or at least all critical
components for the equipment. The alternative is to rely on equipment vendors
that can provide immediate delivery of all required spare parts [16]. Moreover,
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II.2. Maintenance

this strategy can result in unexpected equipment failures and unplanned down-
time, disrupting the operation of other interconnected systems. Considering these
advantages and disadvantages, CM is typically deployed in situations where the
consequences of equipment failure are relatively minor, and the costs associated
with immediate corrective actions are low [18].

T1

unscheduled

T2
Equipment failure Equipment failure

unscheduled
Equipment 

installation

0

Figure II.1 – Illustration of corrective maintenance strategy

II.2.2 Preventive maintenance

Periodic maintenance, scheduled maintenance, time-based maintenance, age-
based maintenance, and usage-based maintenance are other terms for PM. Unlike
CM, PM relies on scheduled inspection and maintenance tasks performed on equip-
ment that are either time-based (as shown in Figure II.2, at certain intervals T )
or usage-based (e.g., at a certain number of duty cycles, runs, or jobs) [16]. One
of the advantages of PM is that it is easy to implement. It also follows prede-
termined time or usage intervals, and the maintenance schedules are consistent
and predictable. Finally, PM maintenance tasks are relatively simple and do not
require extensive training. However, PM can result in parts being replaced too
early or too late. Premature replacement increases maintenance costs because it
replaces parts that can perform more duty cycles and are in good condition [16].
On the other hand, delayed replacement may lead to severe consequences because
CM operations must be performed [19]. Therefore, PM is usually used when the
potential cost of equipment failure is high, making proactive maintenance a cost-
effective strategy. This approach is often applied in industries such as aerospace,
where safety and reliability are paramount, or where maintenance programs can
have a positive financial effect due to the need to procure scarce replacement parts
in advance [20].

T T T

scheduled scheduled scheduledEquipment 

installation

0

Figure II.2 – Illustration of preventive maintenance strategy
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II.2.3 Condition-based maintenance

CBM strategy arose with the technical advancements in Industry 4.0 and the
growth of the Internet of Things (IoT) [21]. CBM leverages sensor technologies to
gather real-time condition monitoring information on equipment, including forces,
vibrations, temperatures, current, voltage, auditory signals, and more. After that,
data analytic techniques are applied to these signals in order to assess the equip-
ment’s overall health. As shown in Figure II.3, when early failure or light degra-
dation is identified, maintenance operations are started, enabling prompt inter-
ventions and possibly prolonging the life of the equipment [22, 23]. Therefore,
compared to CM and PM, CBM is more cost-effective as it targets specific compo-
nents for repair when needed, thereby avoiding unnecessary maintenance actions.
Moreover, CBM enhances system reliability and availability by proactively ad-
dressing issues, thereby reducing unplanned downtime. However, CBM entails
additional investment in sensor installation. It also relies on diagnostic results
on real-time data, which can result in variable maintenance schedules. Addition-
ally, developing effective equipment health assessment models requires significant
effort. Nevertheless, CBM is appropriate for systems when the benefits of prevent-
ing unscheduled shutdowns due to malfunctions outweigh the expenses associated
with the monitoring system and the advancement of instruments for detection and
diagnosis [24].

Detect incipient 

failure of 

subsystems or 

components

T1 T2

Equipment 

installation

0 Detect incipient 

failure of 

subsystems or 

components

Figure II.3 – Illustration of condition-based maintenance strategy

II.2.4 Predictive maintenance

PdM is an extension of CBM, it processes further the condition monitoring in-
formation for prognostics [25]. Specifically, PdM is a forward-looking strategy that
employs various forecasting methods to predict the remaining useful life of equip-
ment. By forecasting when equipment is likely to reach the end of its serviceable
life, maintenance activities can be scheduled in advance, accordingly, as shown in
Figure II.4. As with CBM, PdM prevents unnecessary maintenance actions, max-
imizes equipment utilization, and minimizes downtime [26, 27]. PdM schedules
are more predictable than CBM schedules because maintenance activities can be
planned in advance. However, PdM also requires additional investment in condi-
tion monitoring systems, including sensor installation, communication, and signal
processing. Additionally, effective prognostic models are essential for PdM. PdM
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is suitable for systems that can benefit from the same advantages of CBM, but
can also benefit from advance planning, such as systems that require special spare
parts that need to be ordered in advance [20].

Predict end of lifeT1 T2

Equipment 

installation

0

scheduled scheduled

Predict end of life

Buffer time Buffer time

Figure II.4 – Illustration of predictive maintenance strategy

II.2.5 Risk-based maintenance

RBM is not an extension of predictive maintenance; instead, it is an integrated
approach that incorporates maintenance and safety and recognizes that the two
functions are not mutually exclusive [14]. The emergence and increasing popularity
of RBM has occurred since 2000. The goal of RBM is to minimize the probability of
system failure and its consequences by prioritizing maintenance activities based on
risk assessment [28, 29]. Risk assessment includes hazard analysis to identify failure
scenarios, likelihood assessment to calculate the incidence of unforeseen events, and
consequence assessment to quantify potential consequences [14]. In some aspects,
RBM is similar to prescriptive maintenance because both approaches recommend
maintenance actions based on an analysis of potential scenarios. RBM emphasizes
potential hazard scenarios, while prescriptive maintenance centers around the im-
pact of potential maintenance activities [11, 20]. The main benefit of RBM is to
improve the safety and reliability of the system. In addition, it allows limited
resources to be allocated where they are most needed. However, RBM is more
complex and requires a significant upfront investment compared to CM and PM.
RBM is suitable for systems with the potential for serious consequences of failure,
including safety hazards, environmental impacts or significant economic losses. It
is also applicable to systems with different mission profiles or hazardous scenarios
that lead to different failure probabilities and consequences.

II.2.6 Why towards risk-based maintenance for D&M
tools

At present, the first four maintenance strategies mentioned above are employed
within the context of D&M tool maintenance. Both CM and PM carry the risk
of unexpected tool failures, resulting in financial losses and reputational damage.
In addition, PM often leads to unnecessary maintenance interventions, incurring
avoidable costs. In contrast, CBM and PdM prove superior to CM and PM in
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terms of conserving maintenance costs. Nevertheless, their applicability is con-
fined to systems equipped with a thorough comprehension of failure mechanisms,
observable symptoms, a functioning condition monitoring system, and effective
PHM models encompassing fault detection, diagnosis, degradation assessment,
and RUL prediction. These prerequisites, however, remain unmet for D&M tools
due to the following factors:

1. The intricate nature of failure mechanisms in electronic boards, that is, the
critical subsystems of D&M tools, poses challenges for comprehensive under-
standing and investigation of electronics failures.

2. The difficulty in observing and identifying failure symptoms for electronic
boards, a point that will be expounded upon in the subsequent section.

3. Inadequate or limited provision of condition monitoring information by ex-
isting monitoring systems in D&M tools. Specifically,

— The compact nature of D&M tools presents challenges in accommodat-
ing numerous sensors to collect sufficient condition-monitoring informa-
tion.

— Operational constraints in downhole environments impede the transmis-
sion of copious information to the surface due to bandwidth limitations
in communication, coupled with limited storage capacity in built-in
memory chips.

— For most of the electronic boards, only operational environment data
(e.g., temperature, shocks, and vibration) are measured. Moreover,
these data are measured at the up level (i.e., tool or system) instead of
down levels (i.e., board level or electronic component level).

Given the aforementioned constraints, constructing effective PHM models be-
comes either implausible or exceedingly challenging. Moreover, the dynamic and
extreme operational environments in downhole settings, coupled with the diverse
fields and drilling missions encountered by D&M tools, underscore the applicabil-
ity of the risk concept. It is crucial to note that these constraints apply not only
to D&M tools, but also to other electronic-rich systems, such as unmanned aerial
vehicles and electric vehicles.

Building upon the above analysis, the present study delves into risk-based
maintenance for D&M tools within the oil and gas industry. It is essential to em-
phasize that risk-based maintenance is not envisaged as a replacement for existing
strategies but rather as a complementary approach. For the subsystems which
have effective PHM models, CBM and PdM are still preferred. For example, CBM
and PdM are used for the neutron generator subsystem in LWD tools because it
has effective fault detection [7], fault diagnostic [30], and degradation modeling
[31] models.

14



II.3. PHM vs. risk

II.3 PHM vs. risk

PHM serves as the foundation for CBM and PdM, whereas risk forms the
basis for RBM. Thus, in order to gain a deeper understanding of the motivation
behind this study’s exploration of RBM, this section will elucidate the distinction
between PHM and the broader concept of risk. Through this elucidation, we
further draw out the need and relevance of studying RBM in the context of D&M
tool maintenance.

II.3.1 Definitions and standards

II.3.1.a PHM

The absence of a standardized definition for PHM is evident, with scholars offer-
ing diverse interpretations, as highlighted in the excerpts from published works pre-
sented in Table II.1. Despite the variability in PHM definitions, a well-established
PHM cycle exists. Figure II.5 depicts the widely accepted PHM cycle, comprising
seven layers: data acquisition, data processing, condition assessment, diagnostics,
prognostics, decision support, and Human-Machine Interface (HMI). These layers
can be further categorized into three stages: (1) observe, (2) analyze, and (3) act
[3][32].

Figure II.5 – PHM cycle [3]

15



Chapter II. From PHM to risk

Table II.1 – PHM Definitions

Reference Definition

Das et al. [33] PHM systems are designed to predict impending faults and to
determine remaining useful life of machinery.

Biggio and
Kastanis [34]

PHM systems aim at detecting whether an industrial component
has deviated from its normal operating condition or predicting
when a fault will occur.

CALCE,
University of
Maryland [35]

Prognostics is the process of monitoring the health of a product
and predicting its remaining useful life by assessing the extent
of deviation or degradation from its expected state of health in
its expected usage conditions. Health Management utilizes prog-
nostic information to make decisions related to safety, condition-
based maintenance, ensuring adequate inventory, and product
life extension.

Calabrese et
al. [36]

PHM is a maintenance policy aimed at predicting the occur-
rence of a failure in components and consequently minimizing
unexpected downtimes of complex systems

Sutharssan et
al.[37]

PHM are used to detect anomalies, diagnose faults and predict
remaining useful lifetime

Brahimi et al.
[38]

PHM aims to afford solutions for asset monitoring, algorithms
for health assessment, fault diagnostics, and failure prognostics,
as well as decision optimization and Human Machine Interface
development.

Medjaher et
al. [39]

PHM aims to monitor systems, assess their health state, detect
and diagnose their faults, anticipate the time to failures by cal-
culating the RUL and take appropriate decisions accordingly.

While PHM itself remains a multifaceted term, specific domains have instituted
standards related to it. Noteworthy examples include the Institute of Electrical
and Electronics Engineers (IEEE) standard framework for PHM of electronic sys-
tems [4], standards tailored for PHM within the manufacturing sphere [40], and
International Organization for Standardization (ISO) standards centered on the
condition monitoring and diagnostics of machines [41].

II.3.1.b Risk

In contrast, risk is subject to well-defined descriptions found in two influen-
tial references: scientific-technical publications from the Society for Risk Analysis
(SRA) and the ISO 31000 standard series. These references, outlined in Table II.2,
offer comprehensive insights into the concept of risk.

The definition provided clarifies that PHM focuses on forecasting and health
management of engineering assets, consistent with its terminology. In contrast,
risk focuses on managing uncertainty and mitigating adverse consequences. In
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Table II.2 – Risk definitions

Risk definitions from Society for Risk Analysis [42]
We consider a future activity [interpreted in a wide sense to also cover, for
example, natural phenomena], for example, the operation of a system, and
define risk in relation to the consequences (effects, implications) of this activity
with respect to something that humans value. The consequences are often seen
in relation to some reference values (planned values, objectives, etc.), and the
focus is often on negative, undesirable consequences. There is always at least
one outcome that is considered negative or undesirable.
Overall qualitative definitions:

1. Risk is the possibility of an unfortunate occurrence
2. Risk is the potential for realization of unwanted, negative consequences

of an event
3. Risk is exposure to a proposition (e.g., the occurrence of a loss) of which

one is uncertain
4. Risk is the consequences of the activity and associated uncertainties
5. Risk is uncertainty about and severity of the consequences of an activity

with respect to something that humans value
6. Risk is the occurrences of some specified consequences of the activity

and associated uncertainties
7. Risk is the deviation from a reference value and associated uncertainties

Risk definition from ISO 31000 [43]
risk: effect of uncertainty on objectives
Notes:

• An effect is a deviation from the expected positive and/or negative.
• Objectives can have different aspects (such as financial, health and safety,

and environmental goals) and can apply at different levels (such as strate-
gic, organization-wide, project, product, and process).

• Risk is often characterized by reference to potential events and conse-
quences or a combination of these.

• Risk is often expressed in terms of a combination of the consequences of
an event (including changes in circumstances) and the associated likeli-
hood of occurrence.

• Uncertainty is the state, even partial, of deficiency of information related
to, understanding or knowledge of an event, its consequence, or likeli-
hood.
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addition, risk has a broader scope and can be applied not only in the field of
engineering asset management but also in other areas, such as healthcare [44, 45],
economic management [46, 47] , and environmental science [48, 49].

Furthermore, Table II.3 encapsulates the disparities between PHM and risk
in the context of health management for D&M tools, spanning data, main tasks,
maintenance strategies, and examples.

Table II.3 – Differences between PHM and risk in terms of data, task, maintenance
strategy and examples

PHM Risk

Data
Condition monitoring infor-
mation (e.g., current and volt-
age)

Operational environment
data (e.g., temperature,
vibration, and shock)

Main tasks

• Fault detection
• Fault diagnosis
• Degradation assessment
• RUL prediction

Risk (level) estimation

Maintenance
strategies

• Condition-based
maintenance
• Predictive maintenance

Risk-based maintenance

Examples

• Fault detection models
[7, 50, 51] of subsystems in
LWD tools
• Fault diagnosis model for
power supply boards in LWD
tools[30]
• Degradation assessment
model for neutron generator
subsystems in LWD tools[31]

• Risk level estimation
model of electronic boards in
D&M tools [52]
• Risk-based D&M tool
selection and maintenance
[53]
• Risk-based D&M fleet
maintenance planning [54]

II.3.2 Degradation state vs. risk level

PHM includes degradation assessment, while risk involves the estimation of
risk levels. In the specific area of state estimation, one may argue that the level
of risk has similarities to the state of degradation, but the two are fundamentally
different in nature. The rationale for this difference is elaborated below.
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1. A degraded state of a machine means a gradual decline in performance over
time, which in turn leads to malfunctions and failures [55]. This performance
degradation can be reflected in a graph of the calculated health indicator val-
ues over time. However, such tangible changes are often difficult to detect
when considering risk level estimations of electronic boards, that is, the crit-
ical subsystems of D&M tools.

2. The modeling of degradation traditionally finds application in mechanical
systems or structures, where condition monitoring signals undergo variations
in response to tangible alterations, such as wear and tear on material surfaces.
In contrast, electronic systems (or boards) may sustain functionality even
with elevated risk levels, with observable physical changes on the system’s
surface being infrequent. In contrast, microscopic changes may occur within
the system but are challenging to detect.

3. Risk can be applied to characterize the operational environment, a capability
that degradation assessment lacks. Operational environment characteriza-
tion is critical for ensuring the reliability of systems deployed across diverse
mission profiles and locations, where varying operational environments exert
distinct influences on system reliability. As a more comprehensive concept,
risk facilitates quantifying the hazardous degree associated with different
operational environments.

Building upon the descriptions and analyses provided in the preceding two sec-
tions, it can be inferred that risk estimation and risk-based maintenance are better
suited for systems, such as D&M tools, possessing the following characteristics:

— Containing electronics and electronic subsystems are critical
— Insufficiency of condition monitoring information or effective PHM models
— Utilization in diverse missions across different locations, implying distinct

operational environments

In the subsequent section, we will propose a risk-based maintenance decision
framework for systems that have the abovementioned features.

II.4 Risk-based maintenance decision-making
framework

Similar to the widely accepted PHM cycle shown in Figure II.5, this section
introduces a generic framework of risk-based maintenance decision-making. This
framework comprises four pivotal layers: data, risk estimation, decision, and HMI,
as shown in Figure II.6. These layers are described in detail in the following
section.
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Data

Risk 
Estimation

Decision

HMI

Data collection Data quality management

Equipment risk estimation Operating environment risk
estimation

Risk-based maintenance
scheduling for individual tools

Risk-based maintenance
planning for tool fleets

Visualizations User feedback loop

Figure II.6 – Risk-based maintenance decision-making framework

II.4.1 Data

This risk-based maintenance decision-making framework is data-driven. Thus,
the data layer is the basis for all subsequent risk assessment and maintenance
decisions. The data layer consists of two key aspects: data collection and data
quality management.

— Data Collection: This process is similar to the data acquisition layer in the
traditional PHM cycle shown in Figure II.5, aiming to gather comprehensive
data aligning with the scope of risk estimation and risk-based decisions. It
involves identifying and seamlessly integrating data from diverse sources, in-
cluding tool or equipment measurement data, historical maintenance records,
asset information, and domain expert knowledge. Table II.4 succinctly out-
lines the primary data sources utilized in this study, offering insights into
the richness and diversity of the data landscape.

— Data Quality Management: As explained in the General introduction
chapter, measurement data collected from equipment operations in the field
often encounter various data quality issues such as noise, missing values,
and inconsistencies. Unlike the traditional PHM cycle shown in Figure II.5,
this risk-based maintenance decision-making framework incorporates data
quality management. The data quality management is dedicated to assess-
ing data quality, determining data quality requirements, and improving data
quality. Data quality management is closely related to risk estimation mod-
els. Data quality requirements are dependent on the performance assessment
and requirements of risk estimation models. On the other hand, data quality
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affects the choice of risk estimation models, and improving data quality im-
proves the performance of risk estimation models. The bi-directional arrow
between the data and risk estimation layers in the framework describe this
interrelationship. Data quality management will be further elaborated in the
next chapter.

II.4.2 Risk estimation

The risk estimation layer is positioned atop the data layer. For equipment
or systems deployed in diverse missions across different locations, the causes of
mission or operation failures typically stem from two primary sources. The first is
the risk of equipment or system failure, and the second is the risk imposed by the
operational environment. Therefore, the risk estimation layer is divided into two
parts: equipment risk estimation and operational environment risk estimation.

— Equipment Risk Estimation: This process aims to estimate equipment
risk, in other words, the likelihood of equipment failure, using historical
measurements collected by the data layer. The process involves identify-
ing critical components or subsystems of the equipment. In systems laden
with electronics, these critical subsystems typically include electronic boards.
Thus, it is crucial to assess the failure risk of these electronic boards based on
historical operational environment measurement data, encompassing factors
such as temperature, shocks, and vibrations.

— Operational Environment Risk Estimation: Quantifying operational
environment risks is imperative, as the operational environment has a sig-
nificant effect on the efficiency and success of a mission or operation. The
operational environment risk can be perceived as the likelihood of exposure
to a harsh or hazardous environment that could lead to mission or equip-
ment operation failure. For example, drilling operations are run in diverse
geographical locations, each characterized by distinct operational environ-
ments. Drilling operations are more prone to fail in harsh operational en-
vironments. Thus, characterizing the likelihood of exposure to a harsh or
hazardous environment becomes essential for precautionary measures, such
as employing a more reliable tool or upgrading existing tools.

II.4.3 Decision

Scheduling is the systematic process of aligning jobs with resources and de-
termining their sequence for execution at a specific time. Conversely, planning
involves proactively identifying the elements necessary to perform a task before
its initiation [56][57]. The effectiveness of planning and scheduling significantly
contributes to the reduction of maintenance costs, improved utilization of main-
tenance resources, and enhanced quality of maintenance work [57]. Consequently,
the decision layer in this framework encompasses two key aspects: scheduling and
planning.

21



Chapter II. From PHM to risk

Ta
bl

e
II

.4
–

D
at

a
so

ur
ce

s
us

ed
in

th
is

st
ud

y

D
at

a
so

ur
ce

D
at

a
se

ts
D

at
a

fo
rm

at
s

Sh
or

t
de

sc
ri

pt
io

n
Q

ua
nt

it
y

Q
ua

lit
y

C
M

M
S

M
ea

su
re

-
m

en
t

da
ta

•
T

im
e

se
rie

s
• Ta

bu
la

r

•
M

ea
su

re
d

op
er

at
io

na
le

nv
iro

nm
en

t
da

ta
by

bu
ilt

-in
se

ns
or

s
in

D
&

M
to

ol
s,

e.
g.

,t
em

pe
ra

tu
re

,s
ho

ck
an

d
vi

br
at

io
n

•
M

ea
su

re
d

tim
e

in
fo

rm
at

io
n

by
tim

er
or

cl
oc

k,
e.

g.
,

pu
m

pi
ng

tim
e,

da
te

tim
e

st
am

p
•

O
th

er
in

fo
rm

at
io

n,
e.

g.
,w

he
re

th
e

da
ta

m
ea

su
re

d

H
ig

h
M

ed
iu

m
or

lo
w

C
M

M
S

A
ss

et
in

-
fo

rm
at

io
n

Ta
bu

la
r

•
A

ss
et

co
nfi

gu
ra

tio
n,

e.
g.

,e
qu

ip
m

en
t

id
,

su
bs

ys
te

m
s’o

r
co

m
po

ne
nt

s’
id

en
tit

y
in

fo
rm

at
io

n,
re

vi
sio

ns
•

A
ss

et
ru

n
hi

st
or

y
M

ed
iu

m
H

ig
h

C
M

M
S

M
ai

nt
e-

na
nc

e
lo

g
Ta

bu
la

r

•
M

ai
nt

en
an

ce
wo

rk
or

de
rs

,e
.g

.,
wo

rk
or

de
r

id
,

eq
ui

pm
en

t
id

,c
re

at
or

,d
at

e
•

Fa
ilu

re
de

sc
rip

tio
n

an
d

an
al

ys
is

by
m

ai
nt

en
an

ce
te

ch
ni

ci
an

s
(fr

ee
te

xt
)

M
ed

iu
m

M
ed

iu
m

SM
E

D
om

ai
n

kn
ow

le
dg

e
Ta

bu
la

r
•

C
om

pa
tib

ili
ty

ru
le

ta
bl

es
•

Pr
es

et
pa

ra
m

et
er

s
or

th
re

sh
ol

ds
Lo

w
H

ig
h

C
M

M
S:

C
om

pu
te

riz
ed

M
ai

nt
en

an
ce

M
an

ag
em

en
t

Sy
st

em
SM

E:
Su

bj
ec

t
M

at
te

r
Ex

pe
rt

22



II.4. Risk-based maintenance decision-making framework

Maintenance scheduling is applied at the level of a single tool, ensuring the
tool is optimally utilized for a given task. In contrast, maintenance planning
focuses on clusters of tools or tool fleets, with parts purchasing plans developed
to meet the demand of tools for jobs in the coming months or the following year.
Both scheduling and planning are based on valuable insights gained from the risk
estimation layer and use risk-based approaches to optimize maintenance activities.

— Risk-Based Maintenance Scheduling for Individual Tools: Tools vary
in configuration, reliability, and compatibility with different risk levels in
operational environments. Highly reliable tools are versatile across multiple
environments but often entail high manufacturing costs. Jobs are allocated
to diverse locations, each presenting varying operational environments. Risk-
based maintenance scheduling aims to select the most suitable tool for the
specific operational environment resulting from a given job. In cases where no
suitable tools are available, tool upgrade is tailored based on the associated
risk of the operational environment. This systematic approach enhances tool
availability by ensuring an appropriate match between tools and operational
environments.

— Risk-Based Maintenance Planning for Tool Fleets: Regularly procur-
ing new parts is essential to restore failed tools within a fleet. Moreover, this
procurement process must consider the risks associated with anticipated op-
erational environments in future jobs. The objective is to guarantee that ad-
equate compatible tools are available to handle potential risks related to the
operational environment. As a result, risk-based fleet maintenance planning
implements fleet maintenance activities grounded in operational environment
risk assessments and the compatibility of the fleet with the operational en-
vironment. This strategic approach ensures that maintenance activities are
conducted strategically, facilitating resource allocation optimization.

II.4.4 Human-machine interface

The HMI layer serves as a crucial link between the analytical insights generated
by the framework and the human operators responsible for making maintenance
decisions. This layer also includes two components: visualizations and a user
feedback loop.

— Visualizations: This component involves the development of intuitive and
informative visualizations, such as interactive dashboards and user-friendly
web applications. These visualizations are pivotal in enabling operators and
decision-makers to comprehend risk estimates and maintenance recommen-
dations quickly. The emphasis is on providing a user-friendly interface that
facilitates informed and timely actions based on the insights generated by
the framework.
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— User Feedback Loop: Establishing a feedback loop through which op-
erator expertise and domain knowledge can directly inform and refine the
framework’s algorithms and models. This iterative feedback mechanism fos-
ters a continuous improvement cycle, enhancing the framework’s adaptability
and efficacy.

II.5 Conclusion

In this chapter, we first introduced five commonly used maintenance strategies:
CM, PM, CBM, PdM, and RBM. While each strategy has its advantages, there
are also disadvantages. Then, the limitations of current maintenance strategies for
D&M tools, i.e., the first four maintenance strategies, are analyzed. These limi-
tations mainly include the intricate nature of electronic board failure mechanisms
and failure symptoms and insufficient condition monitoring information, which
leads to the absence of effective PHM models. These shortcomings underscore the
imperative need for RBM.

PHM is the basis for CBM and PdM. To further explore the need for and ra-
tionalization of RBM, we also delve into the distinction between PHM and the
broader concept of risk. Drawing on various published definitions, we emphasize
the multifaceted nature of PHM and contrast it with more precisely defined risk
concepts from the SRA and the ISO 31000 series of standards. Notably, we em-
phasize that while risk levels may be similar to degradation states, they are funda-
mentally different, with degradation focusing on a gradual decline in performance.
In contrast, risk encompasses a broader range of uncertainties. Furthermore, we
highlighted the applicability of risk in characterizing the likelihood of a high-risk
operational environment, a capability not shared by degradation states.

Following a comprehensive analysis of maintenance strategies and comparisons
between PHM and risk, we proposed a RBM decision-making framework tailored
for systems (e.g., D&M tools) characterized by an abundance of electronics, in-
sufficient condition-monitoring information, absence of effective PHM models, and
utilization in various operational environments. The framework comprises four
layers: data, risk estimation, decision, and HMI. This holistic framework aims
to harness the capabilities of data-driven risk estimation and decision support to
enhance maintenance strategies, reduce downtime, and ultimately elevate oper-
ational efficiency and success. Subsequent chapters will delve into each of these
layers (except the HMI, which is more relevant to software development) in greater
detail, elucidating their roles and functions, and exploring their application within
the context of D&M tool maintenance in the oil and gas industry.
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III.1 Introduction

As previously discussed in the preceding chapter, the data layer within the
proposed risk-based maintenance decision-making framework incorporates data
quality management. This chapter will provide an in-depth exploration of data
quality management concerning equipment risk estimation.

In equipment risk estimation, risk is defined as the likelihood of an unwanted
event or failure in an industrial system that can lead to costly consequences such as
downtime, maintenance costs, and even safety hazards [42, 43]. By quantifying the
risk of failure associated with industrial equipment, organizations can prioritize
maintenance tasks, reduce unplanned downtime, and extend the life of critical
assets [58]. Therefore, accurate risk estimation is critical to making informed
maintenance decisions.

With the rapid advancement of IoT technology, computer science, and artifi-
cial intelligence, failure risk estimation for industrial equipment has increasingly
relied on data-driven models powered by machine learning algorithms. For in-
stance, Mazumder et al. conducted a comparative study of eight machine-learning
algorithms to estimate the failure risk in steel oil and gas pipelines [59]. Betz et
al. introduced an innovative risk estimation model for building equipment, lever-
aging condition inspection data and a neural network algorithm [60]. Wang et
al. utilized historical failure mode and effect analysis data to predict component
or product failure risk using various machine learning classifiers [61]. In machine
learning applications, three primary sources of prediction uncertainty emerge scope
compliance, data quality, and model fitting [62].

Scope compliance-related uncertainty arises because of disparities between the
context in which the model is developed and the real-world application context.
Data quality-related uncertainty stems from limitations in data quality when ap-
plying the model, encompassing issues like missing values and noisy data. Lastly,
model fitting-related uncertainty is a consequence of the inherent limitations of
the learned model.

In the context of equipment risk estimation, scope non-compliance is often
deemed impossible as the scope is clearly defined – it is to estimate the risk of
equipment failures. Thus, two predominant factors significantly influence failure
risk estimation accuracy: data quality and model fitting. However, much of the
research effort in academia has been focused on solving problems related to model
fit, and little research has been done on data quality. In fact, in practical ma-
chine learning applications, a significant amount of time and resources invested
are devoted to data collection, cleaning, and preparation [63, 64].

The framework aims to address key issues related to data quality in industrial
equipment risk estimation:

1. How can data quality from industrial equipment be assessed? This question
explores indicators for assessing the quality of data collected from industrial
equipment, such as data volume, completeness, accuracy, and consistency.
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2. How to measure the effect of data quality on the performance of equipment
risk estimation models given actual risk are partially known? Understanding
the relationship between data quality and model performance is critical. This
question explores techniques to quantify the effect of data quality on the
accuracy of risk estimates.

3. How can it be determined whether data are sufficient for modeling risk esti-
mates? This question addresses the process of determining whether the data
collected meets the data quality required for modeling.

4. If the data are sufficient, which model is the best for modeling risk estimates?
This question addresses the decision-making process of model selection.

5. If the data are substandard and insufficient for modeling risk estimates, what
measures are in place to improve the quality of the data? This question ex-
plores the data quality improvement techniques including data preprocessing
(e.g., missing value imputation, and outlier detection), and other data man-
agement practices.

The rest of the this chapter is organized as follows: Section 2 reviews the
existing data quality management related works. Section 3 presents a comprehen-
sive framework for managing data quality in equipment risk assessment, including
data quality assessment, data quality requirement decision-making, data quality
improvement, and risk estimation model development. Section 4 presents a case
study to validate the effectiveness of the proposed framework, utilizing field data
collected from real-world drilling operations conducted globally. Section 5 con-
cludes this chapter and introduces the topic for the next chapter.

III.2 Related works

III.2.1 Data quality definition

Data quality has attracted significant attention and research in various do-
mains, including, but not limited to, information management, IoT, digital man-
ufacturing, and PHM. Many definitions of data quality have emerged in these
domains. Table III.1 briefly summarizes these different definitions.

In addition to the data quality definitions found in research articles, the inter-
national standard ISO 8000 series defines data quality as the degree to which a
set of inherent data characteristics fulfills requirements [69]. Another international
standard [70] defines data quality as the degree to which the characteristics of data
satisfy stated and implied needs when used under specified conditions. Moreover,
the company IBM defines that data quality measures how well a dataset meets
criteria for accuracy, completeness, validity, consistency, uniqueness, timeliness,
and fitness for purpose [71].
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Table III.1 – Data quality definitions

Domain Reference Definition
Information
management [65] Data that are fit for use by data consumers.

IoT [66]
How suitable the gathered data (from the
smart things) are for providing ubiquitous
services for IoT users.

Digital manu-
facturing [67]

A measure of the agreement between the
data views presented by an information
system and that same data in the real
world.

PHM [68]

The data quality should reflect the suit-
ability of data to satisfy the modeling for
purposes of failure detection, diagnosis and
prediction.

Although there are various definitions of data quality in different domains, a
common consensus is that data is considered high quality when it is well suited
for the intended purposes in the application context.

III.2.2 Data quality metrics

In the research literature, the term "data quality metrics" is synonymous with
a variety of terms, including "data quality dimensions" [65], "data quality indica-
tors" [72], and "data quality characteristics" [73]. The data quality metrics are a
set of data quality attributes that represent a single aspect or construct of data
quality [65]. There are two widely recognized international standards related to
data quality. The first one is the standard ISO/IEC25012. In this international
standard, the data quality metrics are classified into two categories: inherent and
system-dependent [70].

— Inherent data quality refers to the degree to which quality characteristics of
data have the intrinsic potential to satisfy stated and implied needs when
data is used under specified conditions.

— System-dependent data quality refers to the degree to which data quality is
reached and preserved within a computer system when data is used under
specified conditions.

For inherent data quality, five data quality metrics are defined: accuracy, com-
pleteness, consistency, credibility, and currentness. On the other hand, system-
dependent data quality is assessed using three metrics: availability, portability,
and recoverability. Additionally, there are seven metrics that jointly consider in-
herent and system-dependent data quality.

28



III.2. Related works

The other international standard is ISO 8000-8:2015 [74]. This standard iden-
tifies three categories to measure data quality, which are

— syntactic quality: degree to which data conforms to its specified syntax;
— Semantic quality: degree to which data corresponds to what it represents;
— pragmatic quality: degree to which data is found suitable and worthwhile

for a particular purpose.
In addition to the two international standards, researchers have identified var-

ious data quality dimensions from different perspectives or application contexts.
For instance, In the sensor data streaming environment, Klein and Lehner adopted
a set of five metrics to represent data quality. These metrics include accuracy, con-
fidence, completeness, data volume, and timeliness [75]. Rekatsinas et al. used
metrics such as coverage, accuracy, timeliness, and position bias to assess the
quality of data sources, which are well suited for applications involving data inte-
gration and fusion [76]. Purnomoadi et al. applied six dimensions of data quality
for asset health indexing [77]. The six dimensions are accuracy, completeness, va-
lidity, consistency, uniqueness, and timeliness. Iturry et al. found that in health
records, most data quality problems are related with completeness, followed by
consistency, correctness and accuracy [78]. Xu et al. defined five data quality met-
rics for imbalanced data in multiple products manufacturing process: free of error,
appropriate amount of data, ease of manipulation, relevance, and imbalance level
[79]. Merino et al. proposed the three data quality characteristics for assessing the
levels of data quality-in-use in big data projects: contextual adequacy, operational
adequacy and temporal adequacy [80]. From a product perspective, Wang et al.
proposed a comprehensive framework consisting of four categories of data qual-
ity metrics: intrinsic data quality, contextual data quality, representational data
quality, and accessibility data quality, each of which includes several subcriteria
[81]. The framework provides a detailed taxonomy for assessing data quality from
different perspectives.

Given the wide variety of data quality indicators, careful consideration must
be given to selecting these indicators, because not all have uniform applicability or
relevance in different contexts. Similar to the contextual relevance of data quality,
the selection of data quality metrics should be based on the precise requirements
and objectives inherent in the intended application.

Table III.2 summarizes definitions of a few widely used data quality metrics.
It is noteworthy to acknowledge that the enumeration of metrics presented herein
is not comprehensive; rather, it serves to provide a representative overview of the
research endeavors undertaken in this domain.

III.2.3 Data quality related works in engineering asset
management

While the field of data quality management has seen significant developments,
it is worth noting that the majority of research efforts have been directed to-
wards data quality measurements and monitoring within databases or information
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Table III.2 – Definitions of widely used data quality metrics

Metric Definition

Accuracy The degree to which the data values reflect the actual
event state in a specific context of use [70].

Completeness The ratio of complete elements. An element can refer to
any data unit, e.g., an attribute, a record, or a table [82].

Data volume The number of raw data items (values) available for use
to compute a result data item [66].

Consistency The degree to which the data’s format and value conform
to the predefined schema [83].

Timeliness The probability that an attribute value is still up-to-date
[84].

Currency Time difference between when data are stored in the sys-
tem and when data are updated in the real world [82].

management contexts [82, 85]. In contrast, the domain of engineering asset man-
agement, which deals with critical industrial systems, has received relatively less
attention in terms of data quality management research.

Existing research work about data quality management in engineering assets
management mainly focuses on different data quality issues in various engineering
asset management tasks, including failure detection, fault diagnosis, degradation
assessment, maintenance decision-making, and structural health monitoring. Ta-
ble III.3 provides a concise overview of the explored data quality issues of these
data quality-related works.

The existing body of work in the literature has primarily concentrated on
discrete facets of data quality management, often lacking discussions on holistic
frameworks that encompass the complete data lifecycle—from data generation to
the development of data-driven models. Additionally, there has been a noticeable
scarcity of emphasis on data quality within the specific context of equipment risk
estimation. Consequently, there is a discernible need for a comprehensive data
quality management framework tailored specifically for equipment risk estimates.
The subsequent section will introduce a novel data quality management framework
designed to address this specific requirement.
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Table III.3 – Summary of data quality related works in engineering asset manage-
ment

Reference Task Explored data quality issue
[86] Fault diagnosis Data quality requirement
[87] Fault diagnosis Data quality assessment

[68] Fault diagnosis Data quality assessment and im-
provement

[87, 88]
Fault detection, fault
diagnosis, and degra-
dation assessment

Data quality assessment

[89] Degradation assess-
ment

Data quality assessment and im-
provement

[90] Maintenance
decision-making Data quality improvement

[91] Maintenance
decision-making Data quality assessment

[92] Maintenance
decision-making

Investment decision-making for
data quality improvement

[93] Structural health
monitoring Data quality metric selection

III.3 Proposed data quality management frame-
work

The proposed data quality management framework for equipment risk estima-
tion is illustrated in Figure III.1. This comprehensive framework is composed of
five phases: data development, data quality assessment, data quality requirement,
data quality improvement, and risk estimation model development. Each of these
phases is explained in detail in the following paragraphs.

III.3.1 Data development

As mentioned in the Introduction section of this chapter, the cornerstone of
building data-driven models for estimating equipment failure risk lies in the data,
because the efficacy and usefulness of these models depend heavily on the data
quality. This section on data development outlines the four key steps required to
formulate and process the data, that is, data collection, data preprocessing, feature
extraction, and data labeling.
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III.3.1.a Data collection

In the risk-based maintenance decision-making framework outlined in the previ-
ous chapter, the data layer includes data collection that extends beyond equipment
risk estimation to include operational environment risk estimation and data for the
decision layer. In the specific context of data quality management discussed in this
chapter, the first step is also data collection. However, the scope of this data collec-
tion is smaller, which can be consider as a subset of the data collected of the data
collection in the data layer. Typically, these data come from the Computerized
Maintenance Management System (CMMS) associated with the equipment. A
CMMS embodies software infrastructure tailored to centralize maintenance intelli-
gence and streamline the orchestration of maintenance activities. It is designed to
optimize the utilization and availability of physical equipment such as machinery,
vehicles, transportation infrastructure, plant facilities, and associated resources
[94].

An extensive spectrum of information is stored within the CMMS database,
encompassing details about equipment identity, operation data, work orders, mate-
rials inventory, and more. Equipment operation data includes readings taken from
various sensors mounted on the equipment. Some of these sensors are attuned
to multiple aspects of the operational environment, including temperature sensors
employed to gauge equipment temperature and accelerometers used to quantify
equipment vibration. Additionally, specific sensors, such as transmitters and re-
ceivers, are integral to the equipment’s function. The scope of work orders include
various categories, including maintenance, equipment order, shipment, and related
operational tasks. To provide a more straightforward overview of the primary data
stored in a CMMS, Table III.4 presents a summary of the key elements.

As evident from the preceding description, the CMMS database is abundantly
stocked with a profusion of data. However, utilizing all these data to estimate
the risk of equipment failure is neither practical nor necessary. In practice, it is
common to selectively extract specific subsets of data from the CMMS database.
For equipment failure risk estimation, it is often required to collect equipment
identity information, equipment run history, operational environment data (e.g.,
temperature, vibration) in equipment measurement data, and associated mainte-
nance work orders. This careful selection of data elements emphasizes a pragmatic
approach to identifying the data needed for accurate equipment risk assessment.

III.3.1.b Data preprocessing

Data preprocessing is a process of refining and reshaping raw data into a format
suitable for subsequent risk estimation model training. Traditionally, this process
requires significant engineering effort and is characterized by iterative improvement
through rigorous trial and error handling [95].

As shown in Figure III.2, data preprocessing consists of four key steps, namely
data cleaning, feature extraction, feature transformation, and feature reduction,
each of which plays a different role.
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Table III.4 – CMMS data summary

Data group Sub-group Characteristics

Equipment
data

Equipment identity information (e.g.,
equipment id, revision number, equip-
ment type, status, location)

structured

Equipment run history (e.g., equip-
ment id, run id, run start and end date-
time, run duration)

structured

Equipment measurement data (e.g.,
run id, equipment id, temperature, vi-
bration, pressure, current, voltage, and
other measured parameters)

unstructured or
semi-structure,
time series

Equipment manuals (e.g., operation
manual, repair manual)

unstructured,
text, images,
videos

Workorder
data

Equipment order (e.g., order id, client,
order date, equipment id, cost) structured

Equipment shipment (e.g., shipment id,
order id, delivery company) structured

Equipment maintenance workorder
(maintenance workorder id, equipment
id, failure description, shop analysis,
failure consequence)

structured, text

Inventory
data

inventory records (e.g., material type,
amount, cost) structured

1. Data cleaning involves carefully identifying and correcting errors and in-
consistencies in the dataset, such as missing values, outliers, and duplicates.
In Section III.3.4, the authors will describe missing-value handling, outlier
detection, and data deduplication in detail; the readers can refer to that
section for more information on data-cleaning methods. It is important to
note that industrial equipment operational data cleansing typically requires
additional steps beyond regular data cleansing. These extra steps usually
rely on the knowledge of Subject Matter Expert (SME)s, who have devel-
oped superior expertise and experience in the equipment. SMEs may belong
to diverse fields, including reliability, electrical, and physics engineering, and
bring a wealth of specialized knowledge to bear on the task. For example, it
is often recommended that operational data during equipment startup and

Data cleaning Feature extraction Feature
transformation Feature reduction

Figure III.2 – Data preprocessing steps
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shutdown be deleted, because data recorded during these periods usually
contains too much noise due to unstable operation. Therefore, it is neces-
sary to rely on SME knowledge to determine the stable operation phase of
the equipment[30, 50]. Additionally, leveraging unsupervised methods can
aid SMEs in effectively exploring data within a specific domain [96].

2. Feature extraction aims to extract discriminative features from the raw
data that can be consumed by failure risk estimation models. Many stud-
ies have been conducted on general-purpose equipment such as gearboxes
and motors. Common statistical features can be extracted for these types
of equipment based on existing methods such as time-domain, frequency-
domain, and time-frequency-domain analysis methods [97]. However, for
specialized equipment, such as D&M tools in the oil and gas industry, the
feature extraction process usually requires SMEs to guide the feature ex-
traction. Even though there are numerous published works of equipment
prognostics based on deep learning, these methods can automatically learn
features through deep networks. However, the transfer of deep learning to
real industrial applications is limited because of its weak interpretability
and computational complexity [98]. In many real-world industrial artificial
intelligence applications, conventional feature extraction techniques are still
favored to ensure interpretability of results and reduce sensitive information
[95].

3. Feature transformation involves transforming original features into new
representations to improve model performance. Commonly used feature
transformation methods include normalization and standardization. Nor-
malization scales the data to a common range like [0,1] or [-1,1], while stan-
dardization converts the data to zero mean and unit variance. Both methods
aim to promote uniformity of data magnitude across attributes, ensure that
all features contribute equally to the model, and avoid the dominance of fea-
tures with larger values. Other techniques include Box-Cox transformation
for transforming skewed data and generating new features by multiplication
between features.

4. Feature reduction includes two approaches: feature selection and dimen-
sionality reduction.

■ Feature selection is a process that entails the choice of a subset of in-
put features from a dataset. Feature selection methods can be classified
into two categories: unsupervised and supervised [99].

— Unsupervised Feature Selection: Unsupervised methods do
not rely on the target variable (e.g., the failure risk in the context
of equipment risk estimation) for selection. Instead, these methods
eliminate redundant features based on correlations among features.
The goal is to retain only the most informative features while re-
moving highly correlated ones, which can lead to multicollinearity.
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— Supervised Feature Selection: Supervised methods, in contrast,
employ target variables in the selection process. These methods
can be further categorized into three subtypes: wrapper methods,
filtering methods, and embeded methods [100].

• Wrapper Methods iteratively search for a subset of features
that yield best model performance. Examples include back-
ward elimination, where features are removed step by step, and
forward selection, which adds features incrementally.

• Filtering Methods select a subset of features based on their
relationship with the target variable. This relationship is quan-
tified using various metrics like Pearson’s correlation coefficient
or Spearman’s rank correlation, depending on the nature of
the variables involved (continuous or categorical). Features are
ranked or scored, and a predetermined threshold is applied to
select the best subset.

• Embedded Methods integrate feature selection into the model
training process. Features are automatically chosen during
model training based on their importance in predicting the tar-
get variable. Examples of embedded feature selection methods
include decision trees, lasso regression, and ridge regression.

The choice of which feature selection method to implement depends on
the specific problem, the dataset’s characteristics, and the goals of the
analysis. Each method has advantages and limitations, and selecting
the most suitable approach is essential to optimize model performance
and interpretability.

■ Dimensionality reduction is another aspect of feature reduction that
aims to transform high-dimensional features into a low-dimensional
space while retaining salient information. One of the most widely used
methods of dimensionality reduction is principal component analysis.

III.3.1.c Data labeling

Data labeling is an essential process in data development. It involves attaching
one or more meaningful and informative labels to raw data, usually time series
sensor data, in the context of industrial equipment failure risk estimation. These
labels typically convey information regarding the equipment’s health status (or
fault mode) and the underlying failure mechanisms, enabling data practitioners
(e.g., data scientists) to select correct data for model training.

Maintenance work orders can also be initiated in response to suspected equip-
ment failures; notably, maintenance technicians rather than maintenance experts
often record the failure description and shop analysis provided in maintenance
work order data. As a result, there can be uncertainty regarding the accuracy
of the failure reports in the maintenance work order and the identification of the
failure root cause.
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Furthermore, unlike more common annotation tasks, such as image or text
annotation, which can be assigned to individuals with general expertise, labeling
data derived from industrial equipment sensor readings is a more complex and
costly endeavor. This complexity arises primarily from the need for an in-depth
understanding of equipment operations, maintenance protocols, and the underly-
ing mechanisms of failure. Consequently, the responsibility for labeling industrial
equipment sensor data is usually entrusted to SMEs. SMEs play a critical role in
reviewing the sensor data, along with the failure descriptions and shop analyses
contained in the associated maintenance work order data to validate the failure’s
occurrence and its root cause. To gain a deeper understanding of the failure and its
contributing factors, in some instances, failed equipment may return to the tech-
nology center to undergo a more extensive investigation process, where a detailed
analysis is conducted.

III.3.2 Data quality assessment

Data quality assessment is one of the five key phases in data quality man-
agement. It aims to evaluate the suitability of a dataset for its intended purpose.
Section III.2.2 described widely used quantitative data quality metrics. These met-
rics enable data practitioners to calculate values that offer insights into the data’s
fitness for use. The process of data quality assessment consists of the following
two key steps:

1. Data Quality Metric Selection: This initial step involves identifying and
selecting pertinent data quality metrics. The choice of metrics should align
with the specific application context and the data characteristics. Heinrich et
al. proposed five requirements for data quality metrics, namely, the existence
of minimum and maximum metric values (R1), the interval scaling of the
metric values (R2), the quality of the configuration parameters, and the
determination of the metric values (R3), the sound aggregation of the metric
values (R4), and the economic efficiency of the metric (R5) [101]. These
criteria support both decision-making under uncertainty and economically
oriented data quality management.

2. Data Quality Metric Calculation: Once the relevant data quality metrics
are chosen, the next step is to apply these metrics to the dataset. This step
involves calculating the metric values based on the dataset’s characteristics
and the definitions of the selected metrics. For example, completeness met-
rics involve calculating the percentage of missing values, while data volume
metrics assess the number of samples.

III.3.3 Data quality requirement

Once the data quality assessment has been completed, it is necessary to deter-
mine whether the data quality meets the data quality requirements. A straightfor-
ward approach is establishing thresholds for data quality metrics, but determining
these thresholds remains challenging.
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This chapter proposes a new method for determining if the data quality meet
specific requirements. The method is based on the relationship between model
performance and data quality, and a decision tree model. In addition, model per-
formance is evaluated based on the average maintenance cost. Thus, this method
for determining data quality requirements takes costs into account. This section
will first present an indicator for assessing the performance of the equipment risk
estimation model. Subsequently, it will describe how to acquire knowledge of the
relationship between model performance and data quality. Finally, this section
will outline the process of constructing a decision model to determine data quality
requirements.

III.3.3.a Risk estimation model performance metric

When assessing the risk of equipment failure in an industrial environment, it
is often challenging to determine the actual risk of failure over time, which is
especially true for complex equipment with particularly complicated failure mech-
anisms. In such cases, available data usually only provide information on when
equipment failures occurred.

On the other hand, cost factors play a pivotal role in maintenance decisions
guided by risk estimation. Consider the scenario where a critical component (or
subsystem) is the primary driver of the equipment failures, and this component
cannot be repaired but only replaced. In this case, the risk-based maintenance
decision-making process involves three principal costs: component replacement
cost, cost associated with undetected failures, and cost associated with premature
component replacement. The first of these costs is often deterministic, while the
latter two depend on the accuracy of the risk assessment model.

Specifically, suppose the risk estimation model can predict the component fail-
ures accurately. In that case, the components can be replaced at the optimal time,
thus avoiding any losses due to failures or premature replacement. However, if
the model predicts the failure too late, it can incur costs associated with equip-
ment failures. Conversely, if the model predicts failures too early, it may lead to
unnecessary component replacement costs.

Given the above analysis, this chapter proposes a loss function for assessing
the performance of a risk estimation model as defined in Equation (III.1).

ℓ =

N∑
i=1

[
c1I(T̂i ≥ Ti) + c2(Ti − T̂i)I(T̂i < Ti)

]
N

, (III.1)

where
— N : the number of components.
— T̂i: the time when the component i is replaced based on failure risk estimate,

assuming all components’ lives start at time 0; specifically, the component i
is replaced when the failure risk estimate reaches a certain level.

— Ti: actual life of component i, i.e., the time when the component actually
failed.
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— c1: unit failure cost, i.e., the cost caused by one undetected failure.
— c2: premature replacement cost per unit of time.
— I is an indicator function. In other words, T̂i ≥ Ti means the component

i is replaced too late, which incurs failure cost, while T̂i < Ti means the
component i is replaced too early, which incurs premature replacement cost.

Different components could have different unit failure cost and premature re-
placement cost. In order to capture the effect of these cost differences on the loss
function and reduce the number of cost parameters, a new parameter called cost
ratio (denoted as r = c1/c2) is introduced; then, Equation (III.1) can be written
as Equation (III.2).

ℓ = c2

c1

c2
×

N∑
i=1

I(T̂i ≥ Ti)

N
+

N∑
i=1

(Ti − T̂i)I(T̂i < Ti)

N

 . (III.2)

Since the cost parameters c1 and c2 are constants for the component, Equation
(III.2) can be further reformulated as Equation (III.3) by substituting r for c1/c2.

ℓ ∝ r ×

N∑
i=1

I(T̂i ≥ Ti)

N︸ ︷︷ ︸
term 1

+

N∑
i=1

(Ti − T̂i)I(T̂i < Ti)

N︸ ︷︷ ︸
term 2

. (III.3)

This new expression consisting of two different terms as shown in Equation
(III.3). The first term can be interpreted as the average undetected failures, while
the second term can be interpreted as the average premature replacement time.
Both these terms are influenced by the data quality, while the parameter r is
inherent to the component itself. The inclusion of r is essential as different com-
ponents exhibit distinct values for ratio between unit failure cost and premature
replacement cost per unit of time.

III.3.3.b Knowledge of data quality vs. model performance

Failure risk estimation of industrial equipment is inherently contextual. Differ-
ent types of equipment have different characteristics and monitoring parameters
and, therefore, cannot be cross applied. For example, it would be unwise to at-
tempt to use a model trained on gearbox data for electronic boards, because the
fundamental nature of these equipment types and their associated data varies
widely. Consequently, the knowledge gained through simulation studies on pub-
licly available datasets, which are often not correlated with the equipment under
study, cannot reflect the true relationship between the quality of the data from
the equipment under study and the performance of the model.

Adding to this challenge is that obtaining large amounts of high-quality data
for newly implemented or infrequently used equipment can be daunting. This
chapter proposes a new approach for indirectly acquiring knowledge about the re-
lationship between data quality and model performance, as illustrated in Figure
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III.1, that is, using data from similar equipment, which have more data than the
equipment under study. Based on the data from similar equipment, knowledge
about the relationship between data quality and model performance can be ob-
tained through simulation studies. In this chapter, this knowledge is succinctly
represented as K(Q, Ω, r, ℓ), where Q denotes a vector containing data quality
metrics, Ω represents risk estimation models, r is the cost ratio, and ℓ corresponds
to the previously defined loss function in Equation (III.3).

The simulation studies are based on carefully processing data from similar
equipment. By selectively removing or modifying data segments, data with dif-
ferent levels of data quality can be simulated. These synthetic datasets can be
used to train risk estimation models, thus effectively exploring the relationship
between data quality and model performance. Subsequently, these trained models
are tested on the same test dataset and compared by the loss function values. For
more robust assessments of model performances, it is recommended that cross-
validation techniques are used.

III.3.3.c Decision model

Once the knowledge K(Q, Ω, r, ℓ) is obtained, along with the minimum per-
formance requirement, it becomes feasible to develop a decision model using the
decision tree algorithm. The choice of the decision tree algorithm in this chapter
is motivated by its simplicity, ease of understanding, and the capacity to visualize
the decision model. The decision model can be mathematically expressed as in
Equation (III.4). The developed decision model can then determine whether the
data quality of the equipment under study should be improved and, if not, which
risk estimation model is the best.

D = g(C, K(Q, Ω, r, ℓ)), (III.4)

where C is the minimum performance requirement. It can be determined based
on the average cost requirement thanks to the definition of the loss function. D is
the decision predicted by the decision model.

A detailed case study will be presented in Section III.4 to illustrate the prac-
tical application of the method to acquire the knowledge K(Q, Ω, r, ℓ) and make
decisions based on the decision model.

III.3.4 Data quality improvement

Data quality improvement involves two key steps: analyzing the root causes of
low data quality dimensions and identifying data quality improvement actions.

1. Root Cause Analysis of Low Data Quality Dimensions: The first
step in the data quality improvement process is to examine the dimensions
of low data quality to discover the root causes of low data quality, which
requires a comprehensive understanding of the data generation mechanisms
and collection process. The root causes can be grouped into three categories:
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hardware-related issues, software-related issues, and human factors. Hard-
ware problems may include insufficient sensor accuracy, capacity limitations
and physical damage of memory storage boards, and communication errors
during data transfer from lower to upper computer systems. These problems
are rooted in the design and infrastructure of the hardware system. Software
issues include data loss or inconsistency due to CMMS system migration or
limitations. In addition, data loss issues may occur during the data col-
lection process, which often stems from human error, including inadvertent
data overwriting and field engineers neglecting to upload data to the server.

2. Identification of Data Quality Improvement Actions: After thor-
oughly analyzing the root causes of data quality deficiencies, the next step is
to develop corresponding data quality improvement measures. Improvement
measures may include a variety of strategies and initiatives, each aligned with
the specific causes and dimensions of data quality that need to be improved.
Based on the above analysis of the root causes of low data quality, the data
quality of industrial equipment can be improved in the following three areas:

■ System Upgrades: This area focuses on improving data quality from
a hardware and software technology perspective. For example, deploy-
ing enhanced sensors with higher accuracy and upgrading communica-
tion systems can reduce measurement errors and inaccuracies, directly
affecting data quality. Choosing a powerful, stable, and mature CMMS
can also help manage equipment data, avoiding data loss or inconsis-
tency caused by frequent CMMS migrations.

■ Management Improvement: Management improvement centers on
optimizing data quality from a management and human factor per-
spective. Many data quality issues often stem from human error or
negligence. As analyzed above, data loss can be due to field engineers
forgetting to transfer the data from the built-in memory storage boards
to the server. To minimize such issues, increased training and intro-
duction of Key Performance Indicator (KPI)s, such as data collection
ratios, for field engineers can increase their awareness of the importance
and responsibility of data collection.
Both technical and management improvements require a significant in-
vestment of time and resources. In addition, they require sustainable
commitment and ongoing efforts to significantly improve data quality.
They are essential for continuous data quality improvement but may
not produce immediate results and/or business value.

■ Data Preprocessing Improvements: In contrast, data preprocess-
ing improvements offer an immediate and practical approach to improv-
ing data quality. One can quickly resolve some data quality issues by
employing data preprocessing techniques such as deduplication, outlier
detection, and missing value imputation.
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— Data deduplication aims to compress data through removing
duplicated data items and replacing them with a pointer to the
unique remaining copy [66]. Intrinsically, it reduces the amount of
data and affects the data quality of data volume.

— Outlier detection focuses on finding observations significantly dif-
ferent from most data [102]. Outlier detection methods can be cate-
gorized into four groups: statistical-based, distance-based, density-
based, and clustering-based methods [103]. Statistical-based meth-
ods rely on statistical techniques to identify outliers. Distance-
based methods assess the dissimilarity or distance between data
points to determine outliers. Density-based methods focus on the
density distribution of data points. They identify outliers as data
points existing in regions of low data density. Clustering-based
methods seek to partition data into clusters, with outliers being
data points that do not conform to any cluster or belong to small,
isolated clusters. For more details on outlier detection methods,
readers can refer to two review articles: [103] and [104].

— Missing value imputation attempts to replace missing data with
estimated values. Missing value estimation methods can be catego-
rized into two types: statistical-based and machine learning-based
method [105, 106]. Statistical-based methods rely on statistical
measures and patterns within the data to impute missing values.
Widely used statistical-based techniques include expectation maxi-
mization, linear regression, and imputation using the mean or mode
of the available data. Machine learning leverages algorithms and
models to predict and impute missing values. Typical machine
learning-based techniques for missing value imputation include re-
gression trees, random forests, support vector regression, and k-
nearest neighbor. For more details on missing value estimation,
readers can refer to two review articles: [105] and [106].

III.3.5 Risk estimation model development

Once it has been determined that the data quality meets the minimum re-
quirements, developing a risk assessment model can begin. This phase involves
well-defined steps, including model building, testing, deployment, and monitoring.
These critical steps in the model development phase are described in detail below.

1. Model Building: The foundation of risk estimation lies in building the
model. In this initial step, data practitioners use the features and data labels
from the data development phase to create a robust, accurate model that
effectively captures the relationship between input data and risk estimates.
The risk estimation model can be formulated as in Equation (III.5).

Risk = Ω(X, y), (III.5)
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where X are the extracted features from the data development phase, and
y are the data labels. It is important to note that the data labels here are
not the equipment’s failure risk, because the actual risk is often difficult to
access, as described earlier. The data labels here are more of failure modes
or failure mechanism analysis for each device, which helps data practitioners
select the right data for training risk estimation models.

2. Model Testing: Rigorous testing is critical to assess the performance and
reliability of the risk estimation model. In this step, the model built above
is delivered for field testing to a small group of users who apply the model
to new unseen data. Testing helps to identify any issues, such as over- or
under-fitting, and ensures that the model generalizes risk estimates well to
the new data.

3. Model Deployment: Once the model has performed satisfactorily during
testing, the machine learning engineer or software engineer can deploy it into
a production environment, including integrating the model into a system
or application for real-time or batch processing of risk estimates. Factors
to consider when deploying the model include scalability, reliability, and
ensuring the model is synchronized with the latest data.

4. Model Monitoring: Model monitoring is a continuous process to ensure
that models continue to perform accurately and reliably in the production
environment, including tracking KPIs, detecting deviations from expected
behavior, and initiating corrective action where necessary. Monitoring may
also include periodically retraining the model with new data to adapt to
changing patterns and maintain its predictive accuracy. In addition, mon-
itoring the model can help identify and mitigate potential biases that may
arise.

In summary, developing a risk estimation model is a comprehensive process
involving multiple players, starting with sufficiently good-quality data and then
building, testing, deploying, and monitoring the model. Each of these steps is
critical to ensure that the model performs well in the initial stages and maintains
its validity and fairness in real-world applications.

III.4 Case study

III.4.1 Data development

The raw data used in this case study were collected during drilling operations
in multiple fields worldwide. These drilling operations varied in terms of duration
and operating environment. Specifically, operating environment data (i.e., temper-
ature, shocks, and vibration) of 554 failed Central Processing Unit (CPU) boards
of a type of RSS (similar equipment, as shown in Figure III.4) were collected. The
lifetimes of these boards span a range from 500 to 3000 hours. For the CPU board
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of a type of LWD tool (equipment under study, as shown in Figure III.3), data
were gathered from 18 failed boards. These boards had lifetimes ranging from 700
to 3700 hours. Among these, 12 boards were utilized as training data, while the
remaining six boards, which had nearly complete data, were designated for use as
test data. All the boards mentioned have been confirmed as failed by SMEs, and
their raw data are stored in the CMMS.

The data preprocessing steps are adapted from the authors’ previous work in
[52]. However, due to space limitations and data preprocessing is not the core
of this chapter, the authors will not delve into the details of data preprocessing
here. Interested readers can refer to [52] or the next chapter for a comprehensive
understanding of how features are extracted from the raw time series data of
temperature, shock, and vibration for the CPU board.

Figure III.3 – LWD tool

Figure III.4 – RSS

III.4.2 Data quality assessment

As mentioned earlier, the selection of data quality metrics should align with the
specific application context and the characteristics of the data. In this case study,
the equipment failure risk estimation is conducted offline, meaning it occurs after
the tool has been pulled up from the oil well and is not during drilling operations.
Therefore, metrics related to timeliness and currency are not crucial. Additionally,
the sensors in the tool are assumed to be robust, and the readings are considered
correct. As a result, there is no need to specifically evaluate the accuracy of the
raw data. Instead, the operational environment data of the drilling tool may have
missing values. Moreover, data volume is typically considered important for data-
driven models. Hence, in this case study, the selected data quality metrics are
completeness (denoted as Comp) and data volume (denoted as n). Data volume is
the number of failed CPU boards, while completeness is the life cycle data coverage
of the board.

Based on these two metrics, the data quality of the training data for the equip-
ment under study is calculated to be Q = [12, 0.76]. Similarly, the data quality of
the test data for the equipment under study is calculated to be Q = [6, 1], where
Q = [n, Comp].
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III.4.3 Data quality requirement

III.4.3.a Acquire the knowledge

The procedures for acquiring the knowledge K(Q, Ω, r, ℓ) are shown in Algo-
rithm 1. In this case study,

— the number of simulations m = 60,
— the data volume sequence L1 = [2, 3, 4, . . . , 30],
— the completeness sequence L2 = [0.50, 0.55, 0.60, . . . , 1.00],
— the cost ratio sequence L3 = [50, 100, 200, 400, 500, 1000, 1500, 2000, 3000,

4000, 5000, 6000],
— the number of test boards ntest = 50.
Four models are compared in this case study, namely, Mean Time To Fail-

ure (MTTF), Median Time To Failure (MeTTF), Quantile Regression (QR), and
HMM. When calculate the loss function values for MTTF, the test CPU board
is replaced when it reaches the mean time to failure of training boards/data; for
MeTTF, the test CPU board is replaced when it reaches the median time to failure
of training boards; for QR, the test CPU board is replaced when the predicted re-
maining lifetime is less than 200 hours; for HMM, the test CPU board is replaced
when the estimated risk level reaches the highest risk level.

Table III.5 gives an excerpt of the acquired knowledge K(Q, Ω, r, ℓ). One can
also store the average undetected failure, i.e., first term in Equation III.3, and
premature replacement time, i.e., second term in Equation III.3 to preserve the
knowledge and then calculate the loss using Equation III.3. This way, one can
save storage space.

III.4.3.b Build the decision model

Based on the acquired knowledge, one can decide which model is best by com-
paring the loss function values if the data volume, completeness, and cost ratio
are known. For example, based on the acquired knowledge shown in the first row
of Table III.5, it can be inferred that the best model is MTTF when the data vol-
ume, the completeness, and the cost ratio are 5, 0.5, and 400, respectively, because
MTTF obtains the minimal loss function value among the four models. Figure III.5
shows the best model under different data volumes, completeness, and cost ratios.
The figure indicates that the QR model tends to perform best when the data vol-
ume or the cost ratio is high, the HMM model excels when the completeness is
high, and MTTF is favored when the completeness and the cost ratio are low.
MeTTF emerges as the top choice in very few scenarios. To enhance precision in
model selection, a decision tree is constructed on top of the information presented
in Figure III.5. The decision model for determining the best model without mini-
mal performance requirement is shown in Figure III.6. The term "unused" in the
legend indicates the presence of the corresponding category in the training data
used to train the decision tree model. However, since their number is very small,
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Algorithm 1 Knowledge K(Q, Ω, r, ℓ) acquisition
Input: entire dataset of the CPU in the RSS tool, the number of simulations

m, sequence L1 containing the numbers of training CPU boards, sequence L2
containing the completeness of each training CPU board, sequence L3 containing
the cost ratios, the number of test boards ntest

Output: K(Q, Ω, r, ℓ)
1: for i ∈ {1, 2, 3, . . . , m} do
2: sampling observations of ntest boards from the entire dataset without re-

placement as the test data
3: for n in L1 do
4: sampling observations of n boards from the remaining data without

replacement as temporary dataset Temp
5: for Comp in L2 do
6: remove some observations from Temp to make the completeness of

each board equal to Comp, use the data after removal operation as
the training data

7: train the four candidate risk estimation models Ω using the training
data

8: predict the replacement time of test boards using the models Ω
9: for r in L3 do

10: calculate the loss function and store the result in Ki(Q, Ω, r, ℓ)
11: end for
12: end for
13: end for
14: end for
15: calculate the average loss over m simulations, i.e., K(Q, Ω, r, ℓ) =

1
m

∑m
i=1 Ki(Q, Ω, r, ℓ)
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Table III.5 – Excerpt of the acquired knowledge K(Q, Ω, r, ℓ)

n Comp r ℓHMM ℓMTTF ℓMeTTF ℓQR

5.00 0.50 400.00 618.04 479.89 507.74 783.38
5.00 0.50 500.00 652.42 538.09 559.49 798.96
5.00 0.50 1000.00 824.29 829.14 818.24 876.88
5.00 0.50 1500.00 996.17 1120.18 1076.99 954.79
5.00 0.50 2000.00 1168.04 1411.22 1335.74 1032.71
5.00 0.50 3000.00 1511.79 1993.30 1853.24 1188.54
5.00 0.50 4000.00 1855.54 2575.39 2370.74 1344.38
5.00 0.50 5000.00 2199.29 3157.47 2888.24 1500.21
5.00 0.50 6000.00 2543.04 3739.55 3405.74 1656.04
5.00 0.55 50.00 455.13 276.16 326.61 656.34
5.00 0.55 100.00 472.76 305.26 352.49 667.06
5.00 0.55 200.00 508.01 363.47 404.24 688.52
5.00 0.55 400.00 578.51 479.89 507.74 731.44
5.00 0.55 500.00 613.76 538.09 559.49 752.90
5.00 0.55 1000.00 790.01 829.14 818.24 860.19
5.00 0.55 1500.00 966.26 1120.18 1076.99 967.48
5.00 0.55 2000.00 1142.51 1411.22 1335.74 1074.77
5.00 0.55 3000.00 1495.01 1993.30 1853.24 1289.36
5.00 0.55 4000.00 1847.51 2575.39 2370.74 1503.94
5.00 0.55 5000.00 2200.01 3157.47 2888.24 1718.52
5.00 0.55 6000.00 2552.51 3739.55 3405.74 1933.11
5.00 0.60 50.00 412.46 276.16 326.61 617.42
5.00 0.60 100.00 432.17 305.26 352.49 628.96
5.00 0.60 200.00 471.59 363.47 404.24 652.04
5.00 0.60 400.00 550.42 479.89 507.74 698.21
5.00 0.60 500.00 589.84 538.09 559.49 721.29

their impact on the estimation of the decision tree model parameters is negligible.
A node on a split indicates that the corresponding category is the main category
on a particular split in the decision tree. In other words, it indicates that most of
the data points on that split point belong to that particular category. The decision
process follows the left branch if the condition on the node is true, and the right
branch otherwise. The node on the leaf (i.e., the most bottom) represents the final
decision in the decision tree model. These implications also apply to subsequent
visualizations of the decision tree.

Furthermore, if the minimum model performance requirement is also given,
e.g., a requirement that the loss must be not greater than C, then the data quality
must be improved if the ℓ∗ > C (ℓ∗ is the loss function value of the best model).
Otherwise, the best model can be determined. For instance, if the minimum model
performance requirement C is set at 500, then referring to the information in the
initial row of Table III.5, it can be deduced that MTTF is the best model when the
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Figure III.5 – Best model under different data volume, completeness, and cost
ratio

r >= 750

Completeness >= 0.68

r < 1250

Completeness < 0.88

Volume < 11

HMM

HMM

HMM

QR

HMM QR

MTTF

MTTF

QR

MTTF QR

yes no

HMM
MeTTF (unused)
MTTF
QR

Figure III.6 – The decision model for determining the best model without minimal
performance requirement

data volume, the completeness, and the cost ratio are 5, 0.5, and 400, respectively.
This is because MTTF achieves the minimum loss function value among the four
models, and its loss is below 500. However, in cases where the data volume, the
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r >= 150

Completeness < 0.93

Volume < 17

Volume < 22

r >= 75

Improve DQ

Improve DQ

Improve DQ

Improve DQ

Improve DQ

Improve DQ

QR

QR

Improve DQ QR QR

yes no

Figure III.7 – The decision model under C = 250

completeness, and the cost ratio are 5, 0.5, and 500, respectively, as indicated in
the second row of the table, then the decision is to improve the data quality. This
is because MTTF obtains the minimum loss function value among the four models,
but its loss exceeds the specified threshold C of 500.

The decision models for several values of C are illustrated in Figure III.7
through III.11. In these figures, the notation “Improve DQ" signifies “the need
to improve data quality." It is evident that the predominant decision leans towards
“improve DQ" for small values of C. Conversely, as the value of C becomes signif-
icantly larger, the decision model tends to align with the decision tree model that
does not specify a minimum performance requirement. This observation is logical
because when the value of C (i.e., the minimum model loss) is small, there is a
higher performance requirement for the model, which typically results in all four
models failing to meet the requirement. On the contrary, when the value of C is
large, the performance requirement of the model is lower, and at least one of the
four models meets the specified requirement.

III.4.4 Make the decision and act

To facilitate a comparison of model performance before and after data quality
improvement, 10 boards are utilized as training data before data quality enhance-
ment. The average completeness score for these 10 boards is 0.76. Then, all 12
boards are used as training data after data quality improvement by filling in the
missing data using mean imputation. Consequently, the data quality metrics be-
fore data quality improvement can be represented as Q = [10, 0.76]. In contrast,
the six test boards remain unchanged, ensuring the models are tested on the same
dataset.

As previously mentioned, the decisions made by the decision tree-based model
depend on the knowledge K(Q, Ω, r, ℓ) and the minimum performance requirement
C. To rigorously validate the proposed framework, confusion matrices are gener-
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Improve DQ

Improve DQ
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MTTF
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Figure III.8 – The decision model under C = 500

r >= 1750
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Completeness >= 0.63
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Volume < 11
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Figure III.9 – The decision model under C = 1000

ated to compare the predicted decisions derived from the decision models with
the actual decisions inferred from the test results on the test data (i.e., The four
trained models are applied to the test data, and the model losses are calculated
and compared to the minimum model performance requirement C. If the loss of
all four models is greater than C, the actual decision is “Improve DQ", otherwise,
the corresponding model with the smallest loss is the best model.). These com-
parisons are made under varying cost ratios r and C. The cost ratios used in this
subsection are the same as defined above in the sequence L3, while the values of
C are consistent with the decision models shown in Figure III.7 through III.11

The result of the confusion metrics under different C is shown in Table III.6.
From the table, the average decision accuracy can be computed, that is,

10 + 9 + 10 + 9 + 9 + 10
12 × 6 × 100% = 79.17%, (III.6)
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Figure III.10 – The decision model under C = 2000
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Figure III.11 – The decision model under C = 3000

which proves the effectiveness of the framework.
Given the cost ratio and minimum model performance requirement, the need to

improve data quality can be determined with the help of the corresponding decision
model. As an example, suppose the minimum model performance requirement C
is fixed at 1000. The authors examine two scenarios involving the cost ratio r of
the equipment under study.

In the first scenario, when the cost ratio r is set at 1000, the decision model
depicted in Figure III.9 suggests that the data quality (i.e., Q = [10, 0.76]) does
not require improvement, and as a result, the HMM is chosen to construct the risk
estimation model.

In the second scenario, with the cost ratio is r set at 2000, the decision model
indicates that the data quality needs enhancement. The decision derivation process
for both scenarios is illustrated in Figure III.12.
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Table III.6 – Confusion metrics under no minimal performance requirement and
different C

No minimum performance requirement
Actual decision

Improve DQ HMM MeTTF MTTF

Predicted decision
HMM 7
MeTTF
MTTF 2 3

C=250
Actual decision

Improve DQ HMM MeTTF MTTF

Predicted decision

Improve DQ 9 3
HMM
MeTTF
MTTF

C=500
Actual decision

Improve DQ HMM MeTTF MTTF

Predicted decision

Improve DQ 7
HMM
MeTTF
MTTF 1 3

C=1000
Actual decision

Improve DQ HMM MeTTF MTTF

Predicted decision

Improve DQ 4 1
HMM 2
MeTTF
MTTF 2 3

C=2000
Actual decision

Improve DQ HMM MeTTF MTTF

Predicted decision

Improve DQ 1 1
HMM 5
MeTTF
MTTF 2 3

C=3000
Actual decision

Improve DQ HMM MeTTF MTTF

Predicted decision

Improve DQ
HMM 7
MeTTF
MTTF 2 3
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Additionally, Figure III.13 showcases the model’s performance before and after
the data quality improvement, achieved by including two additional failed boards
and addressing missing values.The data quality after data quality improvement is
Q′ = [12, 1]. From the figure, it can be seen that the data quality improvement
leads to a reduction in losses, especially when the cost ratios are large.

(a)

(b)

(c)

𝑟 = 2000 𝑟 = 1000

Figure III.12 – Decision derivation process for two scenarios (r = 2000 and r =
1000) with C fixed at 1000 and [Volume, Completeness] = [10, 0.76]
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Figure III.13 – Comparisons of the best model and loss before and after data
quality improvement under different cost ratios
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III.5 Conclusion

This chapter introduces an innovative framework for managing data quality,
which is specifically tailored for estimating the risk of industrial equipment fail-
ure. This comprehensive framework encompasses data development, data quality
assessment, decision-making for data quality requirements, data quality enhance-
ment, and model development. It furnishes valuable guidance for data practitioners
seeking to manage the data quality for risk estimation. Noteworthy advancements
in this framework include incorporating a decision tree-based model for evaluating
data quality compliance and selecting the best risk estimation model. Addition-
ally, it introduces an improved loss function featuring a "cost ratio" parameter,
enabling the model to accommodate equipment with varying failure costs versus
early replacement costs.

The efficacy of this framework is exemplified through a case study utilizing
actual data of D&M tools from actual oil well drilling operations. The proposed
framework’s practical utility is showcased by comparing four risk estimation mod-
els, including baseline and machine learning. The framework’s validation em-
ploys a confusion matrix across different cost ratios and minimum performance
requirements, revealing an average decision accuracy of 79.17%, confirming the
effectiveness of the decision-making approach in this framework. In real-world
situations, the decision-making model aids data practitioners in making informed
decisions, enabling them to determine if data quality meets specific criteria and
if not, guiding improvements. The presented case study results underscore the
tangible advantages of enhancing data quality, especially when the cost ratio is
substantial.

In summary, this chapter establishes a comprehensive framework for data qual-
ity management, featuring a decision model that empowers data practitioners in
engineering asset management to make informed decisions regarding the need for
data quality improvement and the best selection of a risk estimation model. This
framework plays a critical role within the data layer of the risk-based maintenance
decision-making framework proposed in Chapter II. The subsequent chapter will
delve into the subsequent layer of the proposed risk-based maintenance decision-
making framework, that is, risk estimation.
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IV.1 Introduction

The previous chapter presented a data quality management framework for
equipment risk estimation, which is an important component of the data layer
in the proposed risk-based maintenance decision-making framework in Chapter II.
This chapter will further explore the subsequent layer, namely, the risk estima-
tion layer. The risk estimation layer consists of two key aspects: equipment risk
estimation and operational environment risk estimation. Specifically, this chapter
will present an electronic board risk estimation method. In other words, it is how
to build the equipment risk estimation model in detail if the data meets the data
quality requirements. In addition, a method of operational environment risk es-
timation will be introduced. Both methods are only applicable to D&M tools in
the oil and gas industry. It is worth noting that the equipment risk estimation is
closely related to the data quality management framework presented in the previ-
ous chapter. However, the data quality management framework presented in the
previous chapter is generic and can be applied to a wide range types of equipment,
whereas the methods presented in this chapter are only applicable to D&M tools.

The drilling process has undergone a remarkable transformation in the oil and
gas industry, evolving into a complex and sophisticated endeavor. This increased
complexity stems directly from the necessity of accessing and extracting valu-
able resources hidden deep within the earth’s crust. In order to accomplish this
daunting task, the industry relies heavily on D&M tools, which are the tech-
nological cornerstones underpinning these operations. D&M tools represent ex-
ceedingly intricate systems enriched with electronics, comprising a multitude of
electronic boards, each meticulously designed to fulfill specialized functions that
are of paramount significance to the success of drilling operations. These elec-
tronic boards function as the central hubs of technological operations, assuming
responsibilities encompassing data acquisition, signal processing, management of
control systems, and the facilitation of seamless communication. Thus, the re-
liability and performance of these electronic boards are inexorably linked to the
overall effectiveness of drilling endeavors. However, the harsh operating condi-
tions encountered downhole, including elevated temperatures, dynamic vibrations,
and substantial shocks, render these boards susceptible to complex failure modes,
potentially resulting in drilling operation failures.

Furthermore, as expounded upon in both Chapter I and Chapter II, the sec-
ondary significant factor influencing the efficiency and success of drilling operations
is the field environment. This factor substantially impacts the reliability of the
D&M tools deployed. Given that drilling operations are executed across diverse ge-
ographical regions, each characterized by varying degrees of environmental harsh-
ness, assessing the probability of encountering adverse field environments (i.e.,
operational environment risk) is imperative. This assessment is critical in guiding
optimal tool maintenance scheduling and fleet maintenance planning strategies.
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The remainder of this chapter is structured as follows: Section 2 reviews ex-
isting related works concerning electronics health assessment, failure prognostics,
and risk estimation. Section 3 provides a brief introduction to the theory of HMM,
which forms the foundation of the electronic board risk estimation method. Section
4 details the electronic board risk estimation method along with a case study. Sec-
tion 5 outlines the operational environment risk estimation method and presents
a case study. Finally, Section 6 concludes this chapter and introduces the topic
for the next chapter.

IV.2 Related works

IEEE Standard 1856-2017 [4] provides a comprehensive framework for cate-
gorizing electronics into six distinct levels, ranging from individual devices and
components to larger assemblies, subsystems, systems, and even complex systems
of systems, as outlined in Table IV.1. A substantial body of research has delved
into the domain of health prognostics and condition monitoring of electronics, as
evidenced by the documentation in [107, 108, 109]. However, it is worth noting
that the majority of these research endeavors have primarily centered on assessing
the health or predicting the failure of electronic components, such as capacitors
[110, 111, 112] and transistors [113, 114, 115]. There exists a conspicuous dearth of
research initiatives aimed at comprehensively assessing the health and predicting
the failure of electronic assemblies, exemplified by electronic boards or Printed
Circuit Board Assembly (PCBA)s, which comprise an amalgamation of multiple
integrated components. Furthermore, a considerable proportion of these studies
has limited their scope to a singular environmental loading or stress, primarily
focusing on either temperature [116, 117] or vibration [118, 119], with scant at-
tention dedicated to elucidating the combined impact of multiple environmental
factors on electronics health.

The oil and gas well electronics industry has a low volume compared to other
electronic industries [120]. Electronics within D&M tools constitute a subcategory
of oil and gas well electronics specifically engineered for the challenging conditions
of oil and gas well drilling and measurements. Consequently, most of the research
on health assessment and failure prediction of D&M tool electronics has been led
by prominent oil and gas service companies. For example, for the fault detection
and diagnosis of D&M tools, Mosallam et al. introduced a fault detection method
for the neutron generator subsystem in multifunction LWD services, leveraging
the empirical mode decomposition algorithm [7]. Bhatnagar et al. proposed a
data-driven fault detection approach tailored to electronic boards within intelli-
gent remote dual-valve systems [121]. Gupta et al. presented an automatic fault
detection method based on support vector machine for resistivity subystems in
LWD tools [50]. Sobczak et al. introduced a data-driven fault detection for trans-
mitter subsystems in LWD tools [51]. Mosallam et al. proposed a data-driven
fault diagnostics for three power supply boards in LWD tools [30].
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Table IV.1 – Definitions and examples of six levels of electronics by IEEE Standard
1856-2017 [4]

Level Definition Examples

Device
level
(Level 0)

The device level represents the lowest level of
complexity that makes up an overall system.
For electronics applications, the device level
would include the chip and on-chip sites.

chips, circuits, die,
and metallization

Component
level
(Level 1)

The component level represents the low-
est level of a packaged product comprising
the lower level elements within the prod-
uct. Component-level electronics include
packaged semiconductor devices, and mem-
ory storage devices, and other packaged cir-
cuit elements.

diodes, transis-
tors, integrated
circuits, induc-
tors, resistors, and
capacitors

Assembly
level
(Level 2)

The assembly level includes the printed cir-
cuit board and various board-specific fea-
tures. The assembly includes the compo-
nents as well as the support structures and
interconnects that provide mechanical stabil-
ity and at the same time provide electrical
and functional connectivity.

PCBA

Sub-
system
level
(Level 3)

The sub-system level for electronics can be
defined on the basis of the functionality of
a group of assemblies. A sub-system may
include the enclosure, PCBAs, and inter-
connections between PCBAs and associated
electro-mechanical parts.

hard disk drives,
line replaceable
unit boxes, trans-
mitters, receivers,
and power sup-
plies

System
level
(Level 4)

The system level includes a more integrated
and standalone functioning product. The
system could be made up of many sub-
systems or could be a functional combination
of PCBAs and associated electro-mechanical
components within an external enclosure.

radar installa-
tions, computers,
and televisions

System-
of-systems
level
(Level 5)

System-of-systems is defined as a set or ar-
rangement of systems that results when in-
dependent and useful systems are integrated
into a larger system that delivers unique ca-
pabilities. The system-of-systems level incor-
porates many systems into a complex over-
arching product.

aircraft, trains,
automobiles, or
seagoing ves-
sels; aircraft
communication,
navigation, and
identification sys-
tems
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For the failure prediction or risk estimation of electronic boards in D&M tools,
Kale et al. presented a probabilistic method for estimating the risk associated
with D&M tool electronics, relying on reliability functions such as Weibull, log-
normal, and exponential distributions in conjunction with stress levels [122]. Zhan
et al. introduced a cumulative damage model incorporating the Weibull distribu-
tion [123, 124], which shares similarities with Kale’s work but with slight variations
in stress levels. These methods presuppose a predetermined form for the reliability
function based on prior knowledge, and estimating the function’s parameters often
necessitates a significant volume of failure data. Drawing on the resemblance in
cumulative stress paths between different tools, Garvey et al. introduced a pattern
recognition-based approach for estimating the remaining useful life of D&M tools
[125]. However, this method relies on a strong assumption that the stress path is
linear, which may not always hold in practice. Additionally, it does not provide a
quantification of the prognostic result’s uncertainty.

In addition to the limitations highlighted in the existing methods described
above, the failure prognostics or risk estimation for electronic boards in D&M
tools presents a unique and intricate set of challenges. These challenges include
but are not limited to insufficient condition monitoring information, with oper-
ational environment data typically measured at the tool or system level rather
than at the granularity of individual electronic boards or electronic components,
as detailed in subsection II.2.6. Moreover, D&M tools operate under dynamic and
extreme environmental conditions. For instance, temperature variations during a
single drilling operation can range from 30 °C to 150 °C in an erratic and irreg-
ular manner. Furthermore, the electronic boards in these tools are affected by a
combination of environmental factors, such as temperature, shock, and vibration,
rather than just a single environmental factor.

The limitations and challenges described above underscore the need for more
robust and adaptable approaches to evaluate the performance and health of elec-
tronic boards within D&M tools, particularly given the complexity and criticality
of these tools in the oil and gas industry.

To the best of our knowledge, there are no published works specifically ad-
dressing the operational environment risk estimation of oil fields. This gap in the
literature may be attributed to the highly specialized nature of oil well drilling
and the unique environmental challenges associated with it. Existing research
in related areas often focuses on environmental and natural resource protection
[126, 127, 128] rather than the specific environmental risks tied to operating con-
ditions of D&M tools in the oil and gas industry.

IV.3 Hidden Markov model introduction

HMM, initially proposed by Baum and Petrie [129], has become a foundational
statistical model with widespread applications in diverse fields, including speech
recognition [130, 131, 132, 133], bioinformatics [134, 135, 136, 137], and natu-
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S1 S2 S3 St

O1 O2 O3 Otobservation sequence

hidden state sequence

Figure IV.1 – Illustration of HMM

ral language processing [138, 139, 140, 141]. HMMs excel at capturing complex
temporal dependencies in data by representing systems that evolve through a se-
quence of hidden states, generating observable outputs [142]. This unique ability
to model latent variables makes HMMs indispensable for tasks such as equipment
risk modeling, where understanding sequential relationships is critical.

An HMM consists of two parts, including an unobservable or hidden state
sequence and a state-dependent observation sequence, as shown in Figure IV.1.
The unobservable state sequence St : t = 1, 2, . . . satisfies the Markov property; i.e.,
that the conditional probability of the state at time t (i.e., St) on previous states
is equivalent to the conditional probability of St only on the most recent state
St−1. Mathematically, this condition is expressed as Pr(St|St−1, St−2, . . . , S1) =
Pr(St|St−1), t = 2, 3, . . . . The observation sequence {Ot : t = 1, 2, . . . } is state-
dependent. In other words, the distribution of Ot depends only on the current
state St and not on historical states or observations. This can be expressed as
Pr(Ot|S1, S2, . . . , St, O1, O2, . . . , Ot−1) = Pr(Ot|St) [143].

The HMM parameters can be characterized by a 3-tuple, Ω = (M, Φ, π),
where M is the state transition probability matrix, Φ is the observation probability
distribution, and π is the state initial distribution.

Two problems can be formulated for HMM when applying the method to risk
level estimation in this study.

IV.3.1 The learning problem

Given T consecutive observations O = {O1 = o1, O2 = o2, . . . , OT = oT }, the
learning problem of HMM aims to find the model parameter Ω that maximize the
likelihood L shown in Equation (IV.1).

L = Pr (O) = Pr (O1 = o1, O2 = o2, . . . , OT = oT )

=
m∑

s1,s2...,sT =1
Pr(O1 = o1, O2 = o2, . . . , OT = oT , S1 = s1, S2 = s2, . . . , sT = ST )

= πMΦ(o1)MΦ(o2) · · · MΦ(oT )1′

(IV.1)

The Baum-Welch algorithm is commonly used to solve this problem [131].
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IV.3.2 The decoding problem

Given the HMM model parameter Ω and T consecutive observations, O =
{O1 = o1, O2 = o2, . . . , OT = oT }, as well the decoding problem of HMM is to
determine the hidden state sequence S = {S1 = s1, S2 = s2, . . . , ST = sT } that
are most likely to generate the observation sequence, which is mathematically
expressed as follows:

max Pr(S1 = s1, S2 = s2, . . . , ST = sT |O1 = o1, O2 = o2, . . . , OT = oT ) (IV.2)

This problem can be solved by the Viterbi algorithm [144].

IV.4 Electronic board risk estimation

As mentioned in the chapter introduction, the electronic boards in D&M tools
are exposed to high temperatures, dynamic vibrations, and extensive shocks when
the tool is drilling or measuring formation properties. These environmental condi-
tions are the critical factors that cause the declined reliability or even the failure
of the electronic boards. Thus, sensors are installed on the D&M tool to collect
environmental data such as temperature, vibration, and shock during drilling oper-
ations. One could estimate the risk level of the electronic board through analyzing
these environmental data.

IV.4.1 Assumptions

In order to implement the HMM for estimating the risk levels of electronic
boards using operational environment data, the proposed method relies on three
key assumptions as follows.

1. Gaussian Distribution of Observations: The observations, representing
the final features used to train the HMM, are assumed to follow a Gaussian
distribution. Additionally, it is assumed that these features are mutually
independent. This assumption simplifies the modeling process and facilitates
using HMM for risk estimation.

2. Four Risk Levels: The risk associated with the electronic boards is con-
sidered unobservable, but the model assumes four distinct risk levels: Level
1, Level 2, Level 3, and Level 4. These levels are used to categorize the risk,
with Level 1 indicating the lowest risk and Level 4 representing the high-
est risk. Furthermore, electronic boards are assumed to start in a functional
state at the beginning of the monitoring process. In other words, the HMM’s
initial distribution of risk levels is π = [1, 0, 0, 0], signifying that the boards
begin in Level 1.
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3. Transition Between Risk Levels: The model assumes that the risk level
of electronic boards at the next time step can either transition to the next
risk level in sequence or remain at the same risk level as the current time step.
This implies a left-to-right HMM structure, where the transition between risk
levels follows a sequential order [145]. This assumption reflects the notion
that electronic boards may gradually deteriorate or experience changes in
risk over time.

IV.4.2 Proposed method

Based on the previously stated assumptions, the framework of the proposed
method is shown in Figure IV.2. The framework includes four parts, namely, data
collection, data preprocessing, learning, and decoding.

IV.4.2.a Data collection

The data collection process here is the same as the data collection process
in the data quality management framework detailed in Chapter III. This process
involves gathering the tool measurement data from the CMMS database. To offer
a comprehensive view of how the tool measurement data are acquired, Figure
IV.3 presents a graphical representation of the data collection process for tool
measurements. In drilling operations, each D&M tool within the BHA is tasked
with measuring a substantial volume of analog signals via its integrated sensors.
These analog signals are subsequently converted into digital format through signal
acquisition cards or analog-to-digital converters. However, the transmission of
data to the surface rig is constrained by bandwidth limitations. Most of the
acquired data undergoes real-time processing within the tool, accomplished by a
field programmable gate array or a digital signal processor. Subsequently, the
processed information is directed to a CPU, which contributes to the automated
control of the tool’s functions or is stored on a memory board for subsequent offline
analysis. Upon the conclusion of the drilling operation, the tool is extracted from
the well. At this juncture, the data stored on the memory board is transferred
to the hard disk and subsequently uploaded to a data cloud, contingent upon the
availability of an internet connection. The raw data in the cloud can then be
retrieved and harnessed to construct the risk estimation model of the electronic
boards housed within the D&M tool.

IV.4.2.b Data preprocessing

The data preprocessing part consists of five steps; i.e., channel selection, his-
togram feature extraction, construction of cumulative exposure data sequence,
data enrichment, and feature aggregation. These five steps are described as fol-
lows.

— Channel Selection: The channel selection is to choose the relevant signal
channels for the risk level estimate. Because the D&M tool acquires an enor-
mous number of channels of information during drilling operations, many
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Figure IV.2 – Proposed risk level estimate framework

channels, however, do not contain information concerning failure risk of the
electronic boards. Removing these channels does not only reduce the compu-
tation complexity in the following analysis, but also improves the estimation
performance. Therefore, only the most important channels are selected for
the risk-level estimate. In general, channels containing temperature, vibra-
tion, and shock data are selected because they are believed to have significant
impacts on the electronic board lifetime [107, 108].
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While selecting channels, we opted not to include channels related to elec-
trical signatures, such as those for current and voltage. This decision was
driven by the fact that D&M tools incorporate specialized circuitry designed
to regulate electrical signals and maintain consistent currents and voltages.
Furthermore, we limited the measurement of electrical signals to specific
boards, with most boards not requiring such measurements.
Additionally, we did not account for potential factors such as dust, humid-
ity, chemicals, and radiation. This omission is because D&M tools do not
typically measure these parameters for electronic boards. The physical ar-
rangement of electronic boards within these tools inherently protects against
exposure to dust, humidity, radiation, and chemicals that may be present in
the wellbore. These tools are typically enclosed within robust steel tubing,
shielding internal electronics from direct contact with these environmental
factors. Moreover, before deployment, field engineers frequently introduce
nitrogen into these tools, reducing the likelihood of exposure to potentially
harmful substances. As a result of these protective measures and practices,
the risk of electronic board damage due to dust, humidity, radiation, and
chemical exposure is significantly mitigated.

— Feature Extraction: The histogram feature extraction computes exposure
time under different environmental levels (also referred to as stress levels)
using the data from the selected channels of each run. Environmental levels
are equivalent to histogram bins, and exposure time of these levels corre-
sponds to the histogram frequencies multiplied by the data recording rate.
The histogram feature of board b under environmental level i of channel j of
run k is mathematically expressed as follows:

H
(b)
ijk = Frequency

(b)
ijk ∗ RecordingRate (IV.3)

— Construction of Cumulative Environmental Exposure: Electronic
board failures are usually caused by accumulative effects of environmental
exposure during the numerous downhole drilling runs. Thus, environmental
exposure data from a single run is not sufficient for determining electronic
board risk. To use cumulative environmental exposure data, multiple drilling
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runs are required. This step aims to construct cumulative environmental ex-
posure data over runs based on the extracted histogram features. Specifically,
the cumulative environment exposure data of board b under environmental
level i of channel j after run K is denoted as follows:

C
(b)
ijK =

K∑
k=1

H
(b)
ijk (IV.4)

— Data Enrichment: Training an HMM typically requires substantial data
or observations. However, for each electronic board, only one observation can
be obtained for each run after collecting cumulative exposure data. More-
over, obtaining complete life-cycle data for electronic boards in a D&M tool
is challenging. This difficulty arises because the tool’s measurement data re-
trieved from cloud storage often contains missing values for some runs due to
various reasons, including tool loss in the borehole, memory board damage,
and oversight by field engineers in data retrieval, as discussed in subsection
III.3.4 in the last chapter. Therefore, to augment the data volume for train-
ing the HMM, a linear interpolation method is adopted to generate synthetic
data. The linear interpolation method is simple. Specifically, given two cu-
mulative exposure data points from board b under environmental level i of
channel j at time t0 (end time of run K − 1) and t1 (end time of run K), the
interpolated cumulative exposure data point at time t between t0 and t1 is
given by:

C
(b)
ijt = C

(b)
ij,K−1 + (t − t0)

C
(b)
ijK − C

(b)
ij,K−1

t1 − t0
(IV.5)

In this chapter, an equally spaced time sequence from time zero to the life end
time of the board is first generated, and then new cumulative exposure data
points are interpolated using Equation (IV.5). It is important to note that
the data enrichment step is optional if a large amount of data is available.

— Feature Aggregation The D&M tool is less likely to be exposed to high-
temperature, high-vibration, and high-shock peak environments, which makes
cumulative environmental exposure data at those levels not change signifi-
cantly with time. Analyzing HMM parameters would fail if directly using
these data. The reason is it would be impossible to estimate the state-
dependent Gaussian distribution parameters when the observations are the
same. In addition, it is difficult to determine which histogram features should
be used. Nevertheless, the model complexity would substantially increase if
all of the histogram features are used for HMM learning. Therefore, to sim-
plify the model and achieve successful HMM parameter learning, we use
weight sum to aggregate features from the same channel. The aggregated
feature of board b of channel j at time t is formulized as follows:

AggF
(b)
jt =

nj∑
i=1

wijC
(b)
ijt (IV.6)
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where nj represents the number of levels of channel j, and wij denotes the
feature weight of level i of channel j.

IV.4.2.c Learning and decoding

After data preprocessing, the aggregated features can be used to build an
observation of board b at time t as shown in Equation (IV.7). Then, it becomes
possible to construct the observation sequence for each board. The boards are
further divided into training boards and test boards. The observation sequences
of the training boards are used to learn the HMM model parameter Ω. Because the
Baum-Welch algorithm is a type of Expectation Maximization (EM) algorithm,
the solution of EM is not unique. It is possible to train the HMM model many
times and select the best model according to the Akaike Information Criterion
(AIC) and Bayesian Information Criterion (BIC) as shown in Equation (IV.8).
The less are the AIC and BIC, the better the model. With the trained HMM
model and observation sequence of the test boards, the sequences of risk level and
probabilities of those boards can be estimated. It should be noted that one can
also estimate the same information for training boards.

O
(b)
t = [AggF

(b)
1t , AggF

(b)
2t , . . . , AggF

(b)
Nt ]T (IV.7)

where N means the number of channels.
AIC = −2log(L) + 2p

BIC = −2log(L) + plog(T )
(IV.8)

where L is the log likelihood of the HMM shown in Equation (IV.1), p is the
number of model parameters, and T denotes the number of observations.

IV.4.3 Case study

In this case study, historical tool measurement data obtained from D&M tools
are employed to validate the effectiveness of the proposed methodology. These data
were gathered during actual oil well drilling operations, focusing on a specific type
of RSS. This tool is critical in directing the drilling direction while simultaneously
rotating the drill string. Various types of electronic boards are integrated into this
tool to support its multifaceted functions. In this case study, particular attention
is given to the CPU board.

The dataset used in this case study comprises historical tool measurement
data obtained from a total of 21 CPU boards, all of which experienced failures
associated with thermal and mechanical loading. As previously discussed in the
Data Enrichment part, collecting complete life-cycle environmental exposure data
from these failed boards proved challenging. Thus, some of the boards in the
dataset exhibit missing data.

For further clarity, Table IV.2 provides a detailed description of the 21 CPU
boards included in the study. These boards serve as the foundation for the subse-
quent analysis and validation of the proposed risk level estimation method.
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Table IV.2 – Data description of the 21 electronic boards

Board ID Runs Missing
Runsa Data Coverageb Total Pumping

Time (hr)c

x1005 18 4 92% 1104.5
x4028 20 2 87% 862.6
x1014 11 0 100% 714.4
x6054 19 1 93% 742.2
x9031 18 2 89% 1355.9
x9046 33 9 83% 1328.1
x0048 15 2 95% 1037.2
x5005 19 3 92% 1186.2
x5050 18 1 97% 1110.1
x5010 22 3 87% 1403.7
x0405 17 1 95% 1210.2
x1012 3 0 100% 125.7
x9045 43 8 80% 2067.2
x3007 11 1 94% 963.2
x9035 28 10 72% 1176.5
x7043 25 8 73% 1371.3
x7079 23 7 71% 1608.2
x9003 29 5 84% 1691.2
x9049 22 4 84% 1239.3
x6004 11 0 100% 450.3
x1260 20 2 90% 1324.2

a number of runs that have missing data.
b total pumping time of runs with data/total pumping time of all runs.

c total pumping times of all runs.

Additionally, four channels of tool measurement data, specifically, temperature,
lateral vibration, axial vibration, and lateral shock peak were selected for this case
study. The number of levels for the four channels and the corresponding weights for
feature aggregation are summarized in Table IV.3. The time allowed for generating
the time sequence for the Data Enrichment step is set to 10 hours.

The tool measurement data from the 21 boards were processed following the
steps described in the Data Preprocessing part. Then, the first 11 boards listed in
Table IV.2 were selected as training boards, and the remaining 10 boards as test
boards.

The software used for the HMM learning and decoding in this paper is the
depmixS4 [146] R package. The HMM model was trained 100 times using the
training boards data. The best HMM model has an AIC of 52887.48 and a BIC
of 53124.96. The learned state transition probability matrix of the HMM is as
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Table IV.3 – Description of environmental levels and weights

Channel
Name

Number
of Levels

Level 1
Weight

Level 2
Weight

Level 3
Weight

Level 4
Weight

Temperature 4 0.5 1.5 2 10
Lateral vibra-
tion 3 0.5 1.5 10 –

Axial vibra-
tion 3 0.5 1.5 10 –

Lateral shock
peak 3 0.5 1.5 10 –

follows:

M =


0.95 0.05 0 0

0 0.963 0.037 0
0 0 0.967 0.033
0 0 0 1

 (IV.9)

The learned observation probability distribution (Gaussian distribution) pa-
rameters are shown in Table IV.4, where µ and σ denote the mean and standard
deviation of the Gaussian distribution, respectively.

Table IV.4 – Learned observation probability distribution parameters

State
(Risk
Level)

Aggregated
Tempera-
ture

Aggregated
Lateral
Vibration

Aggregated
Axial Vi-
bration

Aggregated
Lateral Shock
Peak

– µ σ µ σ µ σ µ σ
Level 1 67.4 42.6 57.2 33.4 58.8 35.4 52.6 30.0
Level 2 288.5 127.9 182.7 46.7 184.0 46.4 68.0 41.1
Level 3 557.7 235.8 30.9 56.1 330.1 53.2 308.8 46.8
Level 4 803.2 299.6 546.6 116.0 533.1 102.5 491.1 81.1

Using the trained HMM model, the risk level and its probability can be esti-
mated on the condition of observing the sequence of each run. It should be noted
that the risk estimation for the runs with missing data is not included. The se-
quences of risk level estimates and probabilities of training boards are shown in
Table IV.5.

The sequences of risk level estimates and probabilities of test boards are shown
in Table IV.6.
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Table IV.5 – Sequences of risk level estimates and probabilities of training boards

Board ID Risk Level Sequence Probability Sequence

x1005 1-2-2-2-2-3-3-4-4-4-4-4-4-4 1-1-1-1-0.999-1-0.999-0.06-
1-1-1-1-1-1

x4028 1-1-2-2-2-2-2-3-3-3-3-3-3-3-
4-4

1-1-1-1-1-1-1-0.597-1-1-1-1-
1-0.993-0.793-1

x1014 1-1-1-2-2-2-2-2-2-3-3 1-1-1-0.838-1-1-1-1-0.998-1-
1

x6054 1-1-1-2-2-2-2-2-2-2-2-3-3-4-
4-4-4

1-1-1-0.825-1-1-1-1-0.999-
0.999-0.996-0.991-0.999-
0.169-1-1-1

x9031 1-2-2-3-3-3-3-3-3-3-4-4-4-4-
4-4

1-1-1-0.044-0.125-0.579-
0.974-1-1-1-0.626-1-1-1-1-1

x9046 1-1-2-2-2-2-3-3-3-3-3-3-4-4-
4-4-4-4-4-4-4-4-4

1-0.991-0.741-1-1-0.998-
0.955-1-1-1-1-0.979-0.993-1-
1-1-1-1-1-1-1-1-1

x0048 1-1-1-2-2-2-2-3-3-3-4-4 1-1-1-1-1-1-1-0.956-1-1-1-1

x5005 1-1-1-2-2-3-3-3-3-3-3-3-4-4-
4-4

1-1-1-1-1-0.062-1-1-1-1-1-
0.992-1-1-1-1

x5050 1-1-2-2-3-3-3-3-3-3-4-4-4-4-
4-4-4

1-0.999-1-1-0.114-1-1-1-
0.999-0.997-1-1-1-1-1-1-1

x5010 1-1-1-1-2-2-2-2-2-3-3-3-3-3-
4-4-4-4-4

1-1-1-0.987-1-1-1-1-1-1-1-1-
1-0.996-1-1-1-1-1

x0405 1-1-2-2-2-2-3-3-3-3-4-4-4-4-
4-4

1-1-0.915-1-1-1-1-1-1-0.991-
1-1-1-1-1-1

From these results, almost all of the boards (10/11 of training boards, 8/10
of test boards) are predicted to be at risk of Level 4 in their last run, which is
consistent with the actual situation because all of the boards failed. The three
boards whose risk level in the last run is not estimated as Level 4 have much less
pumping time (714.5 hr, 125.7 hr, and 450.3 hr) than the other boards according
to the pumping time in Table IV.2. This result implies that the proposed method
might not be suitable for boards with minor failures.

Considering that most boards do not have full-life cycle coverage, the proposed
method is still capable of achieving acceptable results. Thus, the proposed method
is effective for estimating the risk level of electronic boards.
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Table IV.6 – Sequences of risk level estimates and probabilities of test boards

Board ID Risk Level Sequence Probability Sequence
x1012 1-1-1 1-1-1

x9045
1-1-1-1-2-2-2-3-3-3-3-4-4-4-
4-4-4-4-4-4-4-4-4-4-4-4-4-4-
4-4-4

1-1-1-1-1-1-1-1-1-1-0.99-1-
1-1-1-1-1-1-1-1-1-1-1-1-1-1-
1-1-1-1-1

x3007 1-2-2-2-2-2-3-3-3-4 1-1-1-1-1-1-1-1-1-0.21

x9035 1-1-1-1-2-2-2-3-3-3-3-4-4-4-
4-4-4-4

1-1-1-1-1-1-0.98-1-1-1-1-
0.05-1-1-1-1-1-1

x7043 1-2-2-2-2-2-3-3-3-4-4-4-4-4-
4-4

0.97-1-1-1-1-1-1-1-0.99-1-1-
1-1-1-1-1

x7079 1-1-2-2-2-3-3-3-4-4-4-4-4-4-
4

1-0.99-1-1-1-1-1-1-0.08-1-1-
1-1-1-1

x9003 1-1-1-1-2-2-2-3-4-4-4-4-4-4-
4-4-4-4-4-4-4-4-4

1-1-1-1-1-1-1-1-1-1-1-1-1-1-
1-1-1-1-1-1-1-1-1

x9049 1-1-2-2-3-3-3-3-3-4-4-4-4-4-
4-4-4-4

1-1-0.98-1-0.04-1-1-1-1-1-1-
1-1-1-1-1-1-1

x6004 1-1-1-1-1-1-2-2-2-2 1-1-1-1-1-0.95-1-1-1-1

x1260 1-1-2-2-2-2-3-3-3-3-3-4-4-4-
4-4

1-1-0.06-1-1-0.99-1-1-1-1-1-
0.2-1-1-1-1

IV.5 Operational environment risk estima-
tion

IV.5.1 Proposed method

As previously discussed, the environmental risk is crucial as the conditions
where a D&M tool is operated can significantly affect its reliability, thus impacting
drilling job efficiency and success. In light of this, properly assessing environmental
risks is imperative when making an investment plan for tool upgrades. To address
this issue, we present a novel method for environmental risk estimation, as shown in
Figure IV.4. The method includes four main steps: environmental level definition,
exposure time computation, risk level assignment, and risk index calculation, which
are elaborated as follows:

Environmental
level definition

Exposure time
computation

Risk level
assignment

Risk index
calculation

Figure IV.4 – Flowchart of operational environment risk estimation
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1. Environmental Level Definition: In the initial phase, we define three
distinct environment levels, denoted as Level 1, Level 2, and Level 3, for
each environmental category that affects the efficiency and success of drilling
operations. For instance, if we consider temperature, then these three levels
can be defined as follows: (a) temperatures below 100◦C, (b) temperatures
ranging from 100◦C to 130◦C, and (c) temperatures exceeding 130◦C. The
determination of these risk levels and environmental categories is guided by
the technical specifications and requirements of the specific drilling tool in
use.

2. Exposure Time Computation: For each historical drilling operation (or
run), we extract precise information concerning the exposure time endured
under each environmental level within every environmental category. This
valuable data is obtained from the historical tool measurement database in
CMMS, where meticulous records of drilling environmental conditions have
been diligently maintained.

3. Risk Level Assignment: Building upon the extracted exposure time, we
assign a risk level (i.e., low, medium, high) to each environment category
for each historical drilling operation. This assignment is based on predefined
time thresholds for each category and the computed exposure time from
the previous step. The decision-making process for determining the risk
level of an environment category is detailed in Figure IV.5. Here, ETg3 and
ETg2 represent the exposure time for Level 3 and Level 2 of environment
category g. At the same time, Thg3 and Thg2 are the corresponding time
thresholds. These thresholds are also subject to adjustment in accordance
with the drilling tool’s technical specifications.

No

YesIf High risk

No

Yes

Low risk

Medium riskIf 

Figure IV.5 – Flowchart for determining the risk level of environment category g
of a drilling operation

4. Risk Index Calculation: We proceed to group drilling operations by field
(location or geo unit) and calculate the percentage of operations falling into
each risk level for every environment category. It’s worth noting that a geo
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unit encompasses several locations, and a location can comprise multiple
fields. Subsequently, a risk index for each environment category within a
field (location or geo unit) is computed as expressed in Equation (IV.10):

rg = W × Pg2 + Pg3 (IV.10)

where rg denotes the risk index of environment category g, while Pg2 and Pg3
represent the percentages of jobs in the medium-risk and high-risk levels,
respectively. The weight W is determined by domain experts to combine the
percentages of medium-risk and high-risk jobs into a single value, typically
ranging from 0.1 to 0.5.
By applying Equation (IV.10) to all fields, locations, or geo units, we can
calculate comprehensive environmental risk indices for each category within
every field, location, or geo unit. This method offers a systematic approach
to assessing environmental risks, facilitating data-driven decisions on tool
upgrades by considering the nuanced influence of environmental conditions
on tool reliability.

IV.5.2 Case study

In order to illustrate the practical application of the proposed environmental
risk estimation method, this case study employs data collected from ten drilling
operations involving a specific LWD tool as a demonstrative example. These ten
drilling operations were conducted within a specific geographical location in a
particular country.

In this case study, we initiate by defining three distinct environmental tem-
perature levels: <100◦C, 100-130◦C, and >130◦C. Subsequently, we compute the
exposure duration for these three temperature levels across the ten drilling op-
erations, as depicted in Figure 1. Following this, we establish the two critical
thresholds for exposure time: one for high risk (Thg3), set at 5 hours, and the
other for medium risk (Thg2), set at 20 hours. These threshold values are also
visually represented in Figure IV.6.

Utilizing the computed exposure durations and the two thresholds, we assign
risk levels to the ten drilling operations, as delineated in Table IV.7. Finally, we
calculate the risk index based on Equation (IV.10) as follows:

rg = 0.3 × 8
10 + 1

10 = 0.34 (IV.11)

where W is defined as 0.3. This calculated risk index serves as a quantitative
characterization of the likelihood of encountering adverse temperature conditions
during a drilling operation conducted within this specified location.
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Figure IV.6 – Computed exposure time of the three temperature levels and the
two thresholds

Table IV.7 – Risk level assignments for the ten drilling runs

Run ID 1 2 3 4 5
Risk Level Low Medium High Medium Medium

Run ID 6 7 8 9 10
Risk Level Medium Medium Medium Medium Medium

IV.6 Conclusion

This chapter underscores the fundamental importance of risk estimates in com-
plex drilling operations within the oil and gas industry. As the drilling process has
evolved into a complex endeavor heavily reliant on sophisticated tools, the reli-
ability of the electronic boards in these tools has become a significant concern.
A review of relevant research in health assessment, failure prognostics, and risk
estimation of electronic equipment reveals two significant research gaps. Firstly,
existing research has predominantly focused on individual electronic components,
neglecting the examination of electronic assemblies such as circuit boards, which
are prevalent in D&M tools. Secondly, many studies have limited their investi-
gations to a single environmental category, primarily focusing on factors such as
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temperature or vibration, without exploring the combined effects of multiple en-
vironmental variables on electronics health. However, D&M tools are exposed to
various environmental combinations, including high temperatures, wide-ranging
shocks, and dynamic vibrations.

To address these gaps, we introduce an innovative method that utilizes HMM to
estimate the risk of electronic boards. This method considers cumulative environ-
mental exposures to temperature, shock, and vibration during multiple drilling pro-
cesses, providing a holistic and comprehensive understanding of electronic board
health. A Case study conducted to validate this method demonstrates its effec-
tiveness. The sequence of risk level estimates for the training and test boards
closely matched the actual conditions. Notably, most of the failed boards were
correctly identified as high-risk. This encouraging result highlights the practical
applicability and validity of the proposed method even when full life-cycle data
are unavailable.

Furthermore, understanding and estimating operational environment risks are
essential to guide decision-making for tool maintenance scheduling and fleet main-
tenance planning. Therefore, we introduce a systematic method for assessing the
likelihood of encountering unfavorable operating conditions during drilling opera-
tions in a given geographic location. The method involves defining environmental
risk levels, calculating exposure times, assigning risk levels, and calculating a risk
index. We demonstrate how to implement this method in a case study. In the
next chapter, we will show how to make risk-based maintenance decisions based
on the risk estimation results in this chapter. Risk-based decisions constitute the
next layer of the proposed risk-based maintenance decision-making framework, the
decision layer.
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V.1 Introduction

In the previous chapter, we outlined the process of estimating risks associated
with electronic boards of D&M tools and oilfield operational environments. In this
chapter, we will detail how to make maintenance decisions for D&M tools based
on the risk estimation results from the preceding chapter. The decision approaches
presented in this chapter align with the decision layer in the proposed risk-based
maintenance decision-making framework introduced in Chapter II. Specifically,
the decisions cover two aspects: maintenance scheduling for individual tools and
maintenance planning for tool fleets. As highlighted in Chapter II, maintenance
scheduling aims to select the most suitable D&M tool for the specific operational
environment resulting from a given drilling job. In instances where no suitable
tools are available, tool upgrades are tailored based on the associated risk of the
operational environment. On the other hand, maintenance planning aims to ensure
that a sufficient number of suitable D&M tools are available to address potential
risks related to the operational environments of upcoming drilling jobs in the next
year.

In the earlier discussed Chapter I of the General Introduction, we established
the fundamental role of the BHA in drilling operations and highlighted its con-
figuration variability based on specific job requirements. The BHA, a vital part
of a drilling system, comprises various D&M tools, each representing a complex
electronic system. Through decades of development, the built-in electronic boards
in these D&M tools have undergone various design revisions, resulting in varia-
tions in electronic board reliability. This diversity in reliability, in turn, affects the
overall tool reliability. Meanwhile, the reliability of D&M tools plays a vital role
in drilling operation [122].

Another main factor affecting the success and efficiency of drilling operations is
the oilfield operational environment because operational environment could have a
great impact on tool reliability. For example, elevated vibration can cause mechan-
ical structure damage, and high temperature and humidity can cause electronic
malfunctions [108]. For an upcoming drilling job, if the D&M tools that make
up the BHA are not compatible with the operational environment, this would
cause the job to fail and/or tool failures, resulting in a substantial economic loss.
From the perspective of field engineers, they definitely would prefer to use the
most reliable D&M tools to configure the BHA. This way, the BHA reliability
can be maximized, but this is unrealistic and non-optimal. On the one hand,
the availability of tools of high reliability is limited. If these tools were used for
drilling operations of low-risk operational environments, then there might not be
suitable tools for drilling jobs of high-risk operational environments. On the other
hand, tools of low reliability might not be compatible with harsh environments but
could be used for drilling operations in moderate environments. In addition, tools
of higher reliability or configuration generally mean added manufacturing costs.
Therefore, selecting the right D&M tool for the right field environment is of great
significance for tool maintenance scheduling and cost savings.
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However, the current tool selection process is primarily based on the "first come,
first serve" principle. Specifically, once a contract is agreed upon between the client
and the service provider company and a tentative shipment date is established, the
field engineer will allocate available tools based on specific requirements of the oil
well parameters, such as hole size. Importantly, this allocation is made without
considering the tools’ operational history and their parts’ revisions. In addition,
the tool selection usually requires the field engineer to manually check many data
sheets, which is labor-intensive and inefficient. Moreover, this decision-making
process neglected the impact of environmental factors on the drilling operations
and tool reliability. Operational environment risks can significantly affect the re-
liability of D&M tools and result in the need for high-reliability tools in drilling
operations with high-risk operational environments[52]. A more detailed exam-
ination of the current tool selection decision-making process will be provided in
the following section. In light of these challenges, we propose a novel indicator
designed to characterize the compatibility or fitness of tools with different field
operational environments. This indicator can facilitate more informed decisions
regarding tool selection and upgrades, i.e., maintenance scheduling for individual
tools.

The process of recovering failed D&M tools is a protracted one and is contingent
upon the lead time for delivering new parts. This delivery time can vary consid-
erably, spanning from a few weeks to several months, influenced by factors like
the complexity of part manufacturing and the efficiency of the delivery company.
Thus, maintenance bases have endeavored to proactively plan for their D&M tool
fleets to mitigate these delays. This decision-making process involves forecasting
drilling operations and maintaining an inventory of tools based on past failures,
ensuring they always have tools available for new jobs. However, once again, this
decision-making process relies on manual analysis of extensive data sheets and
subjective expert opinions, which is both time-consuming and subject to subjec-
tivity. A more detailed examination of the current fleet maintenance planning
decision-making process will be provided in the following section.

In response to the challenges posed by the current maintenance planning of
D&M tool fleets, we propose a novel D&M tool fleet maintenance planning so-
lution that centers around data-driven decision-making. This solution systemati-
cally analyzes multiple existing data sources, encompassing historical operational
environment data, part reliability levels, instances of part failures, and cost con-
siderations. It aims to provide decision-makers with straightforward insights to
purchase new parts for D&M tool fleets, aiming to enhance the overall reliability
for handling upcoming drilling jobs in the next year.

The remainder of this chapter is structured into six sections. Section 2 delves
into the current decision-making processes for D&M tools in the oil and gas in-
dustry. Section 3 elucidates compatibility rules and offers an example for clarity.
Section 4 introduces an indicator called tool compatibility index for facilitating
risk-based tool selection and upgrade decision-making. Section 5 unveils a novel
solution tailored for risk-based fleet maintenance planning. Section 6 illustrates
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the application of the two decision frameworks through various use cases. Finally,
Section 7 serves as the conclusion, summarizing key insights and underscoring the
significance of data-driven risk-based decision-making in the oil and gas industry.

V.2 Current decision-making processes

In this section, a concise overview of the Digital Fleet Management System
(DFMS) utilized in the current decision-making process for maintenance schedul-
ing and planning is provided. Subsequently, a comprehensive description of the
existing D&M tool selection processes and their limitations is presented. Finally,
this section details the current D&M fleet maintenance planning decision-making
processes and their associated limitations.

V.2.1 Brief introduction of DFMS

The DFMS is a commercialized business information dashboard to help field
engineers choose the most reliable D&M tool for a given drilling job. As mentioned,
the revision design of D&M tool electronic boards develops with time. Even with
the same design, the electronic parts can slightly differ from batch to batch. Indeed,
no two tools today have the same hardware configuration or reliability. The DFMS
is designed to extract necessary CMMS data for all parts of D&M tools, and
compute a reliability score based on the following information:

— Manufacturing process changes
— Supplier traceability
— Design changes

The reliability score has three levels; i.e., Level 1 meaning the least reliable and
Level 3 indicating the most reliable.

The DFMS output materializes as an intuitive dashboard, offering a compre-
hensive overview of active D&M tools for each location. The dashboard encom-
passes vital configurations, including equipment hierarchy, part status (e.g., active,
junked, lost in hole), and detailed part identity information (e.g., part number and
serial number). Additionally, the dashboard provides insights into parts revision
and assigns reliability scores to offer a quick and concise assessment of tool relia-
bility.

V.2.2 Current tool selection process and limitations

Currently, the tool selection decision-making involves the following three steps
as shown in Figure V.1:

1. The field engineer obtains some general parameters (e.g., geographical coor-
dinate, temperature, flow rate, and hole size) of the planned well where the
upcoming drilling job will take place.
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2. The field engineer refers to the DFMS where information is available about
equipment revision design, equipment status and parts reliability levels of
tools in the location.

3. According to the DFMS output and experience, the field engineer decides
which tool to deploy.

3

• Equipment revision design 

• Equipment status 

• Reliability levels

Tool Selection

1

Planned well parameters

2

Digital Fleet Management System

Figure V.1 – Illustration of current tool selection decision-making process

Despite the richness of the DFMS data, a critical nuance comes to the fore. The
parts’ reliability levels, while valuable, do not encompass environmental definitions
or systematic criticality information. In other words, they fail to consider the
dynamic oilfield operational environment and the relative importance of parts when
determining reliability scores. Consequently, the current DFMS output informs
which tool or part boasts superior reliability but falls short in quantifying the
tool’s compatibility with the operational environment. Consequently, tool selection
continues to rely heavily on empirical knowledge.

As highlighted in Section V.1, this process is not only reliant on empirical
wisdom but is also labor-intensive. In order to achieve objective, effective, and
efficient tool selection decision making, it was decided to develop a tool compat-
ibility computation method, which can provide the field engineer a score range
from 0% to 100%. This score serves as an indicator of the tools’ suitability under
a specific field environment (e.g., high temperature, medium vibration, and shocks)
where the upcoming job will demonstrate. This innovative solution is poised to
improve tool selection and upgrade decision-making, infusing it with precision and
data-driven prowess.
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V.2.3 Current fleet maintenance planning decision-making
process and limitations

The current fleet maintenance planning decision-making process, as depicted
in Figure V.2, involves the following steps:

1. Year-End Fleet Examination: At the conclusion of each year, mainte-
nance and operation bases conduct a comprehensive assessment of their tool
fleet. During this assessment, they determine which parts or tools should be
discarded, and then they update this information within the CMMS system.

2. DFMS Dashboard Update: The updated information from the CMMS
is integrated into the DFMS dashboard, effectively refreshing the dashboard
with the latest fleet status.

3. Drilling Operations Forecast: The marketing team provides forecasts for
the drilling operations expected in the upcoming year. These forecasts are
then delivered to the decision maker, who is typically the location or geounit
manager.

4. Data Collection: The decision maker collects additional data, including
historical fleet utilization statistics and failure statistics from the CMMS.
Furthermore, they review summary information of fleet status from the
DFMS dashboard.

5. Decision-making: Armed with this collected information, the decision
maker proceeds to make crucial decisions regarding tool and part orders
from the manufacturing center.

It is worth noting that this process exhibits several limitations. Specifically, it
involves a labor-intensive manual examination of various data sheets. Furthermore,
it does not account for the potential impact of risks of operational environments
of future drilling jobs. These shortcomings align with the issues identified in the
tool selection decision-making process discussed previously.

V.3 Compatibility rules

V.3.1 Definition

The compatibility rules are defined by SMEs. Different tools have different
rules. The rules contain parts criticality information and compatible environment
definitions, which overcome the disadvantages of the DFMS reliability levels.
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Table V.1 – An excerpt from the compatibility rules of a specific LWD tool

Part
Name

DFMS
Reliability

Level
Temperature Lateral

Vibration
Lateral
Shock Criticality

X215 1 NA NA NA 4
X215 2 1,2 1,2 1,2 4
X215 3 1,2,3 1,2,3 1,2,3 4
X105 1 NA NA NA 3
X105 2 1,2 1,2 1,2 3
X105 3 1,2,3 1,2,3 1,2,3 3
SX207 1 1 1 1 2
X207 2 1,2 1,2 1,2 2
X207 3 1,2,3 1,2,3 1,2,3 2
X117 1 1 1 1 1
X117 2 1,2 1,2 1,2 1
X117 3 1,2,3 1,2,3 1,2,3 1

Not all parts exhibit the same level of impact in the event of a failure, and
their failure rates vary. Therefore, SMEs define the significance of each part based
on historical service quality statistics, specifically, the occurrence of failure events.
These statistics enable SMEs to determine the number of failure events associated
with each part and classify their criticality using straightforward binning methods.
For instance, parts with five or fewer failure events may be assigned a criticality
rating of 1, while those with six to ten failure events receive a rating of 2. Fur-
thermore, SMEs assist in establishing rules that map the reliability levels of parts
to critical operational environments. These critical environments pertain to the
environment categories (e.g., temperature, vibration, shocks) capable of causing
tool failure, which may differ among various D&M tools.

Table V.1 offers a segment of compatibility rules for a specific LWD tool, as
defined by the corresponding tool SME. In the table, "NA" signifies that the part
is not suitable for any environment, rendering it obsolete. Numerical values, such
as 1, 2, and 3 in the Temperature, Lateral Vibration, and Lateral Shock columns,
denote low, medium, and high levels of these environment categories, respectively.
The Criticality column shows the importance of parts. The larger the value, the
more important or critical is the part. For example, the first row of the table
indicates the X215 part with reliability level 1 should not used, the X215 part has
criticality value of 4. The fifth row suggests that the X105 part with reliability
level 2 can be used for a drilling operation of low and medium temperature, low
and medium lateral vibration, low and medium lateral shock. the X215 part has
criticality values of 3.
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V.3.2 Effects of electronic board risk estimates on com-
patibility rules

The results of electronic board failure risk estimation can have an impact on
compatibility rules. However, this influence is confined to specific types of elec-
tronic boards where sufficient failure data is available, allowing the construction
of effective risk estimation models for estimating the failure risk of correspond-
ing electronic boards. In addition, whether the data is sufficient or not can be
determined by the data quality management method proposed in Chapter III.

We can modify the compatibility rules for the electronic boards with effective
risk estimation models. For instance, in a four-level risk estimation model like
the one introduced in Chapter IV, if the electronic board is estimated as risk
level 4 (the highest risk level), it necessitates replacement (resulting in a forced
incompatibility with any environment, i.e., changing the compatible environment
to "NA"). Conversely, if the board is assessed as risk level 1 (the lowest risk
level), the corresponding compatibility rules remain unchanged. In other cases
(estimated as levels 2 and 3), the board is designated for use only in jobs of low-
level environments (e.g., low temperature, low vibration, and low shocks) in the
compatibility rules. In other words, its compatible environment is forced to "1".

V.4 Risk-based maintenance scheduling for
individual tools

V.4.1 Proposed solution

This section will commence by introducing a method for calculating the tool
compatibility index. Subsequently, we will conclude this section by presenting an
overview of the framework for the proposed solution for tool maintenance schedul-
ing.

V.4.1.a Tool compatibility index

To account for part criticality and the suitability of different environments in
the decision-making processes for risk-based maintenance scheduling for individual
tools, we introduce a novel metric called tool compatibility index. Denoted as I,
this index is formally expressed in Equation (V.1). This indicator leverages a
straightforward weighted average method, which ensures ease of comprehension
and straightforward interpretation of the results. The values of this indicator are
confined within a range of 0% to 100%.

I =
∑N

i=1 wixi∑N
i=1 wi

× 100%, (V.1)

where
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— N is the number of parts in the tool,
— wi is the criticality value of part i in the tool,
— xi is 1 if part i can be used for the specific environment; otherwise, xi is 0.

We can infer the wi and xi according to the compatibility rules defined by
SMEs.

To illustrate how the tool compatibility index is calculated, we provide an
example using an LWD tool, as depicted in Figure V.3. Let consider that the
upcoming drilling job will be conducted in an oil field characterized by a medium
temperature, high lateral vibration, and high lateral shock environment.

Using the information from the DFMS output and the predefined compatibility
rules, we can deduce the compatibility values xi for the components of the tool,
as shown on the right-hand side of the figure. For instance, the X105 part in the
fifth row is suitable for use in a medium-temperature environment but is not rec-
ommended for high lateral vibration or high lateral shock environments, resulting
in a corresponding xi value of 0.

After obtaining the xi values for all parts within this tool, we incorporate both
the criticality values wi and xi into Equation (V.1). This calculation reveals that
the tool compatibility index for this particular tool, when operating in the specified
environment, is 60%. It’s important to note that the zero values of xi highlight the
non-compatible parts of this tool, indicating that these parts would need upgrades
if the field engineer intends to use this tool in the specified environment.

V.4.1.b Framework of the proposed solution

The framework for the new solution for tool maintenance scheduling, based
on the compatibility rules and the tool compatibility index calculation method, is
depicted in Figure V.4. The framework encompasses the following steps:

1. SMEs define compatibility rules for D&M tools. These rules are established
by mapping parts to specific environmental conditions, taking historical ser-
vice quality statistics into account, and incorporating DFMS reliability levels
and electronic board risk estimates if applicable.

2. Using the information provided by the DFMS, the tool configurations are
determined. These configurations are then combined with the field environ-
ment parameters selected by the field engineer. Subsequently, this data is fed
into the Tool Compatibility Analyzer, which calculates the tool compatibility
index based on Equation (V.1).

3. The tool compatibility index for the tool is generated as an output. In ad-
dition, information about non-compatible parts and the associated upgrade
costs can be obtained.

4. By applying the steps mentioned in 2 and 3 to the entire tool fleet and all
possible field environment combinations (e.g., considering all permutations of
three environmental categories, each with three levels, resulting in 33 = 27
combinations), compatibility indices, non-compatible parts and associated
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upgrading recommendations and costs for the entire tool fleet under each
environment combination are obtained. These outputs can be used to create
a dashboard for decision-makers.

This framework enhances tool maintenance scheduling by providing a system-
atic and data-driven approach that considers both part criticality and potential
field operational environment. It facilitates informed decision-making while opti-
mizing the reliability and performance of D&M tools in various drilling environ-
ments.

DFMS output

Part 

name

Reliability 

levels

X215 3

X103 2

X106 3

X106 3

X105 2

X102 2

X010 3

PNG 3

X316 2

X207 2

X001 2

X211 3

X113 3

X012 2

X214 3

X022 3

X123 3

X004 3

X117 1

BU201 3

BD001 3

X009 3

Compatibility Rules

Temperature
Lateral 

Vibration

Lateral 

Shock

Criticality

wi

1,2,3 1,2,3 1,2,3 4

NA NA NA 4

1,2,3 1,2,3 1,2,3 4

1,2,3 1,2,3 1,2,3 4

1,2 1,2 1,2 3

NA NA NA 3

1,2,3 1,2,3 1,2,3 3

1,2,3 1,2,3 1,2,3 2

1,2 1,2 1,2 2

1,2 1,2 1,2 2

1,2 1,2 1,2 2

1,2,3 1,2,3 1,2,3 2

1,2,3 1,2,3 1,2,3 1

1,2 1,2 1,2 1

1,2,3 1,2,3 1,2,3 1

1,2,3 1,2,3 1,2,3 1

1,2,3 1,2,3 1,2,3 1

1,2,3 1,2,3 1,2,3 1

1 1 1 1

1,2,3 1,2,3 1,2,3 1

1,2,3 1,2,3 1,2,3 1

1,2,3 1,2,3 1,2,3 1

xi

1

0

1

1

0
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Figure V.3 – Tool compatibility index computation example
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Field engineer

• Environment filter

• Location filter
Table

➢ Compatibility indices

➢ Non-compatible parts

➢ Upgrading recommendations 

and cost 

➢ etc.

Tool compatibility dashboard

Figure V.5 – Use case diagram for tool compatibility dashboard

V.4.2 Use Cases

The proposed solution delivers a dashboard as its output, which provides com-
patibility indices for the tool fleet across various environmental conditions. In this
subsection, we showcase the use case diagram for the dashboard and two applica-
tion scenarios to illustrate the practical value of our solution. It should be noted
that certain details have been omitted to ensure confidentiality.

V.4.2.a Use case diagram

A use case diagram is a visual representation that illustrates how a system
interacts with external entities, such as users or other systems, by depicting various
use cases. It helps understand the high-level functionalities and the relationships
between external entities and use cases in a system [147].

Figure V.5 depicts the use case diagram. The users of the dashboard are field
engineers tasked with tool operation responsibilities. In this diagram, the field
engineer initiates actions such as selecting the field environment for an upcoming
job and specifying the maintenance base location by employing the environment
filter and location filter functionalities. Subsequently, the dashboard responds by
providing a table that contains compatibility index information regarding the tool
fleet in the selected location. Additionally, it offers suggestions for upgrades and
the associated costs for non-compatible parts of each tool.

V.4.2.b Application scenarios

This subsection presents two scenarios, as depicted in Figure V.6, to illustrate
the proposed solution.
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Base

Location A 

Field I 

Field II 

Tool fleet

Figure V.6 – Two application scenarios for tool compatibility index dashboard

— Scenario I: In this scenario, a new drilling operation is scheduled for Field
I, an environment characterized by high temperature, high lateral vibration,
and high shock. The job is designated for the Location A base. The corre-
sponding compatibility indices of the tool fleet for this specific environment
are displayed alongside "Field I" in Figure V.6.

— Scenario II: In the second scenario, a new drilling job is planned for Field
II, featuring a medium temperature, low lateral vibration, and low shock en-
vironment. Once again, the job is assigned to the Location A base. The
compatibility indices of the tool fleet for this environment are presented ad-
jacent to "Field II" in Figure V.6.

The comparison of compatibility indices for these two scenarios reveals that the
same tool fleet exhibits distinct tool compatibility indices under varying environ-
mental conditions. The tool compatibility indices for the challenging environment
(Scenario I) are lower than those for the milder environment (Scenario II). By
establishing a compatibility index threshold of 90% as the tool selection criterion,
it becomes evident that only the first five tools are compatible with the harsh en-
vironment (Scenario I). Consequently, these tools can be designated for use in the
Scenario I drilling job. Conversely, all of the tools can be selected for the Scenario
II drilling job because all of their compatibility indices exceed the 90% threshold.
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V.5 Risk-based maintenance planning for tool
fleets

V.5.1 Proposed solution

The proposed solution for fleet maintenance planning hinges on the tool com-
patibility index and operational environment risk estimation introduced in Sec-
tion IV.5. This solution comprises three essential components: fleet compatibility
assessment, operational environment risk estimation, and maintenance planning
optimization modeling. Since the preceding chapter thoroughly covered opera-
tional environment risk estimation, it will not be rehashed here. Instead, this sec-
tion will begin by introducing a method for evaluating fleet compatibility, building
upon the tool compatibility index detailed in the previous section. Following that,
we will formulate a mathematical optimization model to address the D&M tool
fleet maintenance planning problem. Finally, we will conclude this section by pre-
senting an overview of the framework of the proposed solution, which integrates
these three core components.

V.5.1.a Fleet compatibility assessment

By applying the tool compatibility calculation to a fleet of D&M tools, one
can get the compatibility indices for the entire fleet. Suppose we define a value
Ith as the compatibility index threshold. In other words, if the tool compatibility
index of tool j is greater than Ith, then this tool is considered compatible with
the environment; otherwise, it is deemed incompatible. Then, we can assess what
percentage of tools in this fleet are compatible with the given environment, which
is mathematically expressed as in Equation (V.2).

Prt =
∑M

j=1 I(Ij > Ith)
M

, (V.2)

where M denotes number of tools in the fleet, Ij represents the tool compati-
bility index of tool j, and I is an indicator function.

V.5.1.b Fleet maintenance planning optimization modeling

As mentioned in Section IV.5, the operational environment risk index serves
as a statistical representation of historical drilling jobs potentially exposed to haz-
ardous conditions, such as elevated temperatures, shocks, and vibrations. This
index can therefore be regarded as a probability or likelihood that a future drilling
job will encounter a risky environment.

It is imperative for the field (location or geounit) to sustain a sufficient number
of tools compatible with harsh environments to ensure the readiness for future
drilling jobs that pose operational environment risks such as high temperature,
shock, and vibration. The percentage of compatible tools is recommended to be
not less than the risk index plus an additional buffer within the range of 10% to
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30%. This additional buffer serves as a precautionary measure to guarantee the
continued availability of tools even in the event of unavailability caused by tool
failures and maintenance needs.

Based on the fleet compatibility assessment, we can obtain the percentage
of tools compatible with harsh or risky environments for the field (location or
geounit). Suppose the field (location or geounit) does not have the number of
compatible tools as recommended. In that case, a fleet maintenance plan is nec-
essary to determine the most cost-effective replacement of parts to ensure the
adequate availability of compatible tools. This chapter will focus on fleet mainte-
nance planning at the geounit level. The fleet maintenance planning at the field
level and the location level are similar.

Suppose the geounit has M tools and each tool has N parts, and the geounit
does not have adequate compatible tools. A part will be compatible with the
harsh environment if it is replaced with one of the latest revision design. Then,
based on the above analysis, the fleet maintenance planning optimization problem
is formulized as follows:

— Decision Variables

Xij ∈ {0, 1}, i = 1, 2, . . . , N ; j = 1, 2, . . . , M (V.3)

where Xij denotes if the part i in tool j is replaced, with 1 indicating replaced,
and 0 meaning not.

— Objective Function

min
M∑

j=1

N∑
i=1

Xijci, (V.4)

where ci denotes the replacement cost of part i.
— Constraints

Xij = 0 if zij = 1 (V.5)

z′
ij = Xij + zij (V.6)

Prt′ ≥ r + b (V.7)

• The first constraint means that if part i in tool j is compatible with the
environment, then there is no need for replacement.

• In the second constraint, z′
ij is the compatible flag of part i in tool j

after part replacement. In other words, if part i in tool j is replaced
with a new part, then it is compatible with the environment; otherwise,
its compatible flag remains unchanged.

• In the third constraint, r is the operational environment risk index of
the geounit; b is the buffer size; Prt′ is the percentage of compatible
tools after part replacement, which can be computed via Equation (V.1)
and Equation (V.2).
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The previously discussed optimization problem is a simple integer program-
ming problem that can be solved using various methods, including conventional
methods like cutting plane, branch and bound [148], or evolutionary algorithms
[149]. Additionally, due to the binary nature of the decision variables, a brute-force
search method can also be used to solve this problem, which is relatively simple
to understand and implement. This chapter will solve the optimization problem
based on the brute-force search method, and the solution involves the following
two steps:

1. Determine the minimum cost for replacing parts of each incompatible tool
to reach the compatibility threshold. This cost is obtained by enumerating
all possible solutions of the decision variables of the tool. Furthermore, sort
these minimum costs in ascending order.

2. Based on the required number of compatible tools (i.e., M × (r + b)) and the
available number of compatible tools, one can determine the number of tools
that need part replacements, referred to as m. Then the tools corresponding
to the top m costs in Step 1 are the tools that require part replacement, and
the sum of these m costs is the minimum value for the objective function.

By implementing the above modeling process for each environment category,
one can obtain fleet maintenance planning solutions for all environment categories.

V.5.1.c Framework of the proposed solution

The proposed solution integrates fleet compatibility and operational environ-
ment risk estimates into D&M tool fleet maintenance planning. The framework of
the proposed solution consists of three layers: data, model, and decision, as shown
in Figure V.7.

— Data Layer: This layer serves as the input and incorporates three primary
sources of information:

• Tool Measurement Data: This includes historical operational envi-
ronment information such as temperature, shocks, and vibration mea-
surements.

• Asset Information: This source provides details about tool identity,
composed parts, and their locations.

• SME Knowledge: SMEs defines the compatibility rules based on their
knowledge.

— Model Layer: The model layer comprises three distinct models correspond-
ing to the three core components mentioned earlier. These models are:

• Operational Environment Risk Estimation Model: This model,
using tool measurement data, computes risk indices for all environment
categories within a geounit.

• Fleet Compatibility Assessment Model: The second model evalu-
ates the compatibility indices of all tools within the fleet and determines
the percentage of tools that are compatible with the specified environ-
mental requirements.
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• Fleet Maintenance Planning Optimization Model: The third
model integrates the requirements for compatible tools, taking into ac-
count the calculated risk indices and the compatibility data obtained
from the fleet compatibility assessment. This information feeds into an
optimization model that forms the basis for decision-making.

— Decision Layer: Serving as the output, this layer takes the results gener-
ated by the optimization model, which is typically solved using the brute-
force search method. It determines which parts should be replaced and
calculates the associated costs. These decisions guide the fleet maintenance
planning process, ensuring the D&M tool fleet is adequately equipped to
handle operational environment risks.

V.5.2 Use cases

Like the risk-based tool maintenance scheduling discussed in the previous sec-
tion, the output of the proposed solution for fleet maintenance planning is pre-
sented as a dashboard that displays maintenance plans for various geounits. In
order to showcase the effectiveness of this solution, this section provides a use case
diagram and two real-life scenarios. It is important to note that certain informa-
tion is omitted due to confidentiality constraints.

V.5.2.a Use case diagram

The use case diagram presented in Figure V.8 illustrates the interaction be-
tween geounit managers, who are the users of the dashboard, and the dashboard of
fleet maintenance planning. These managers are responsible for making fleet main-
tenance planning decisions regarding the purchase of new tools or parts to for their
respective geounits. The dashboard serves as a valuable tool for providing them
with a holistic view of relevant information. This information aids them in making
well-informed decisions. The dashboard offers several key features, including:

— Operational Environment Risk Indices on a Map: This feature dis-
plays operational environment risk indices of various locations within the
selected geounit on a map.

— Compatibility Information: Geounit managers can access compatibility
information for the entire fleet in the geounit. This information is presented
in a tabular format.

— Required Percentage of Compatible Tools: The dashboard provides a
bar chart that indicates the required percentage of compatible tools based
on the risk index and buffer.

— New Part Order Suggestions: Users can receive suggestions for new
part orders to replace the non-compatible parts, including associated costs,
specifically tailored to the selected environment categories.
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Figure V.7 – Framework of proposed solution for D&M tool fleet maintenance
planning

This comprehensive dashboard equips geounit managers with the data and in-
sights they need to make informed fleet maintenance planning decisions, optimizing
the maintenance and readiness of their tool fleet.
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Figure V.8 – Use case diagram for fleet maintenance planning dashboard

V.5.2.b Application scenarios

Two scenarios (see Figure V.9 and Figure V.10) are presented in this subsec-
tion to demonstrate the solution. The compatibility threshold and buffer are set
in both scenarios to 93% and 20%, respectively. The colored circle in the envi-
ronmental risk index diagram indicates the average operational environment risk
indices for the two environment categories, with darker colors indicating higher
risk and lighter colors indicating lower risk.

— Scenario 1: The first scenario is about a geounit with a high-risk environ-
ment but low-percentage compatible tools. In this scenario, the environment
risk index indicates that the environment is harsh. The compatibility infor-
mation of the entire fleet shows that the current percentage of compatible
tools is lower than the required percentage of compatible tools based on the
risk index and buffer. The dashboard suggests several part replacements,
and associated costs ensure the required number of compatible tools. The
geounit manager can then make an informed decision based on the suggested
part replacements and their costs and take the necessary action to invest in
new parts to improve the compatibility of the fleet.

— Scenario 2: The second scenario is about a geounit with a low-risk envi-
ronment. In this scenario, the environmental indices of the locations within
the geounit indicate that the environment is relatively mild. The compat-
ibility information of the entire fleet shows that the current percentage of
compatible tools is already higher than the required percentage of compat-
ible tools based on the risk index and buffer. The dashboard suggests no
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Figure V.9 – Application scenario 1 for fleet maintenance planning dashboard

part replacements, indicating that the current fleet is sufficient to handle the
environmental conditions. The geounit manager can save investment costs
and allocate resources to other areas.

These scenarios demonstrate the effectiveness of the proposed solution in pro-
viding actionable information to the geounit managers for fleet maintenance plan-
ning, taking into account both the operational environment risk estimates and
the compatibility of the fleet. The solution enables managers to make informed
decisions about which parts to replace and how much to invest, leading to im-
proved reliability and cost savings for D&M tools compared to the existing fleet
maintenance planning decision-making process.

V.6 Overall risk-based maintenance decision-
making framework for D&M tools

The detailed overall framework for risk-based decision-making for D&M tools
in this study, as depicted in Figure V.11, builds upon the concepts and research
findings from previous chapters. It represents an enriched version of the framework
introduced in Chapter II, offering a more intricate understanding of the underlying
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Figure V.10 – Application scenario 2 for fleet maintenance planning dashboard

processes specified for D&M tools. This framework is particularly detailed in its
approach to data utilization and flow. It begins with the data layer, where all in-
formation is gathered from the CMMS. Within this data layer, compatibility rules
and DFMS reliability levels are derived from the available data, while data quality
management methods (as discussed in Chapter III) are employed to evaluate the
data’s adequacy for training the electronic board failure risk estimation model.

Moving to the second layer, we enter the risk estimation phase, which en-
compasses two critical dimensions: operational environment risk estimation and
electronic board failure risk estimation. The results of electronic board failure
risk estimation can, in turn, have an impact on compatibility rules and DFMS
reliability levels, which was detailed in the subsection V.3.2.

The third layer is the decision-making phase, which involves computing the
tool compatibility index based on compatibility rules and asset information. Ad-
ditionally, the dashed line connecting the operational environment risk estimation
and the tool compatibility analyzer suggests that operational environment risk
estimation can also assist in determining the operational environment risk level
for upcoming drilling jobs. This is achieved by applying two risk index thresholds
to the operational environment risk estimation result (i.e., operational environ-
ment risk index rg), resulting in the classification of the operational environment
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risk index into three levels. With the tool compatibility analyzer and operational
environment risk estimation method in place, the fleet maintenance planning op-
timization model can be developed.

The final layer encompasses the HMI. The outcomes from the tool compatibility
analyzer and the fleet maintenance planning optimization model contribute to the
creation of two dashboards, forming the HMI system designed for accessible and
actionable decision-making.

V.7 Conclusion

In conclusion, this chapter addresses critical challenges related to tool main-
tenance scheduling and fleet maintenance planning of D&M tools in the oil and
gas industry. It begins by highlighting the prevalent "first come, first serve" ap-
proach in tool selection, largely neglecting tool operation history and operational
environment risks. Similarly, the existing fleet maintenance planning process re-
lies heavily on manual analysis and lacks consideration for environmental factors.
These limitations underscore the need for data-driven and risk-based solutions.

The chapter introduces two innovative solutions to address these challenges.
The first solution, the tool compatibility index, optimizes tool maintenance schedul-
ing by incorporating operational environment risks and part criticality. This so-
lution enhances objectivity and efficiency in tool selection and upgrades decision-
making through practical implementation in Microsoft Power BI and field testing.

The second solution leverages the tool compatibility index and operational
environment risk estimation methods to provide cost-effective fleet maintenance
planning decisions. This solution offers a more comprehensive and objective ap-
proach to decision-making, eliminating the pitfalls of experience-based judgments.
Use case diagrams and application scenarios validate the effectiveness of this solu-
tion in providing valuable insights to decision-makers.

Furthermore, the detailed framework of risk-based maintenance decision-making
for D&M tools, presented in the end of this chapter, builds upon earlier concepts
and research outcomes. It offers a clearer global view of the decision-making pro-
cesses, emphasizing data utilization and flow compared with the generic framework
in Chapter II.

In summary, this chapter presents innovative solutions for tool maintenance
scheduling and fleet maintenance planning, and a comprehensive framework that
integrates data, risk estimation, and decision-making. These solutions are poised
to transform the industry’s decision-making processes, ensuring optimized main-
tenance decision-making for D&M tools.
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VI.1 Conclusion

D&M tools are integral to drilling operations in the oil and gas industry. These
tools perform essential functions, including communicating with the surface, mea-
suring formation properties, and controlling drilling direction. Given the impor-
tance of these functions, proactive maintenance measures must be implemented
to address potential failures before they occur. Proactive maintenance strategies
include approaches such as PM, CBM, PdM, and RBM.

PM can lead to unnecessary maintenance activities and avoidable costs. CBM
and PdM strategies involve continuous monitoring of the tool and initiating main-
tenance actions when early failures are detected, or significant degradation of sub-
systems or components is predicted. CBM and PdM are expected to prevent
major failures, maintain tool integrity, and reduce downtime. The effectiveness of
CBM and PdM relies on a comprehensive understanding of failure mechanisms,
observable failure symptoms, and sufficient condition monitoring information to
construct effective PHM models. However, D&M tools are intricate systems hous-
ing numerous electronic components, posing challenges in comprehending failure
mechanisms, and observing symptoms. Moreover, for most electronic boards in
D&M tools, only operational environment data (e.g., temperature, shock, and vi-
bration) are measured, and these measurements are taken at the tool level rather
than at the electronic assembly (e.g., electronic board) or component level. Ad-
ditionally, D&M tools are deployed in diverse missions across different locations,
introducing variations in operational environments.

Considering the limitations of these strategies, this study delves into RBM for
D&M tools in the oil and gas industry. RBM is not intended to replace exist-
ing strategies but to complement them. We introduce a specialized risk-based
decision-making framework explicitly addressing drilling and measurement tool
management in the oil and gas industry. The framework comprises four layers:
data, risk estimation, decision, and HMI. Based on this framework, we explored
various aspects, including data quality management, risk estimation of electronic
boards (key components of D&M tools), operational environment risk estimation,
risk-based maintenance scheduling for individual tools, and risk-based maintenance
planning for tool fleets.

VI.1.1 Contributions

The aim of this thesis is to comprehensively explore risk-based maintenance
decision-making approaches for D&M tools, providing a fresh perspective on how
RBM can improve the current maintenance workflow for D&M tools in the oil and
gas industry. The contributions of this study can be summarized as follows:
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1. Risk-Based Decision Framework: We introduced a novel risk-based
maintenance decision-making framework consisting of four interconnected
layers: Data, Risk Estimation, Decision, and HMI). This is a versatile frame-
work that can be applied not only to D&M tools but also to other systems
with similar characteristics as D&M tools.

2. Data Quality Management: An innovative framework for data quality
management was presented, emphasizing the pivotal role of data in equip-
ment risk estimation. This framework comprises five components: data de-
velopment, data quality assessment, data quality requirement, data quality
improvement, and risk estimation model development. It provides valuable
guidance for data practitioners aiming to manage data quality for industrial
equipment risk estimation.

3. Electronic Board Risk Estimation: We proposed a groundbreaking
method using HMM for electronic board risk estimation, providing a holistic
understanding of board health. This approach addresses the shortcomings
of traditional models and aligns with real-world scenarios.

4. Operational Environment Risk Estimation: A systematic method for
assessing risks of operational environments during drilling operations in spe-
cific geographical locations was introduced. This method offers valuable in-
sights into the likelihood of encountering adverse conditions, a critical aspect
of RBM.

5. Tool Compatibility Index: We introduced the tool compatibility index,
a novel solution that improves tool selection and upgrade decisions by in-
corporating operational environment risks and part criticality. This method
enhances objectivity and efficiency in tool selection.

6. Risk-Based Fleet Maintenance Planning: A comprehensive solution for
fleet maintenance planning was presented, leveraging the tool compatibility
index and operational environment risk estimates to provide cost-effective
decisions. This approach eliminates the pitfalls of experience-based judg-
ments.

In light of these contributions, we have published or submitted a series of papers
as follows:

1. J. Kang, C. Varnier, A. Mosallam, N. Zerhouni, F. B. Youssef and N. Shen,
"Risk Level Estimation for Electronics Boards in Drilling and Measurement
Tools Based on the Hidden Markov Model," 2022 Prognostics and Health
Management Conference (PHM-2022 London), London, United Kingdom,
2022, pp. 495-500. (Best Paper Reward)

2. J. Kang, C. Varnier, A. Mosallam, N. Zerhouni, F. B. Youssef and N. Shen,
"Tool Compatibility Index: Indicator Enables Improved Tool Selection for
Well Construction". PHM Society European Conference, Turin, Italy, 2022,
pp. 239–244.
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3. J. Kang, N. Shen, F. B. Youssef, A. Mosallam, C. Varnier and N. Zerhouni,
"Integrating Fleet Compatibility and Environmental Risk in Downhole Tool
Investment Planning," 2023 Prognostics and Health Management Conference
(PHM), Paris, France, 2023, pp. 112-116.

4. J. Kang, Z. A. Masry, C. Varnier, A. Mosallam, N. Zerhouni, “Data Man-
agement Framework for Risk Estimate of Electronic Boards in Drilling and
Measurement Tools". IFAC World Congress 2023, 2023, Yokohama, JAPAN.

5. J. Kang, Z. A. Masry, C. Varnier, A. Mosallam, N. Zerhouni, “A data quality
management framework for equipment risk estimate: application to oil and
gas industry". Engineering Applications of Artificial Intelligence (2nd round
review).

In addition to the publications mentioned, I have collaborated with colleagues
on other papers related to maintenance in the oil and gas industry, as listed below.

1. K. Sobczak-Oramus, A. Mosallam, C. Basci, and J. Kang. "Data-Driven
Fault Detection for Transmitter in Logging-While-Drilling Tool". PHM So-
ciety European Conference, Turin, Italy, 2022, pp. 458–465.

2. G. Cao, X. Wang, J. Kang, Q. Liang, Y. Xie, P. Williams, G. Kartoatmodjo,
R. Henson, F. Florez, J. Cui, A. Fendt, X. Mu, L. Wang, W. Yang, B. Zhang,
J. He, and H. Zheng, "A Novel Approach to Building an Autonomous System
that Enables Predictive Maintenance for Compression Systems". ADIPEC,
Abu Dhabi, UAE, 2022.

3. V. Gupta, J. Kang, A. Mosallam, N. Shen, F. B. Youssef and L. Laval, "Au-
tomatic Fault Detection for Resistivity Systems in Logging-While-Drilling
Tools," 2023 Prognostics and Health Management Conference (PHM), Paris,
France, 2023, pp. 128-132.

4. A. Mosallam, J. Kang, F. B. Youssef, L. Laval and J. Fulton, "Data-Driven
Fault Diagnostics for Neutron Generator Systems in Multifunction Logging-
While-Drilling Service," 2023 Prognostics and Health Management Confer-
ence (PHM), Paris, France, 2023, pp. 171-176.

5. A. O. Gonzalez, W. C. Tartari, J. Kang, F. B. Youssef and A. Mosallam, "Pre-
dictive Maintenance Planning for Mechanical Components of Bottomhole
Assemblies," 2023 Prognostics and Health Management Conference (PHM),
Paris, France, 2023, pp. 194-199.

6. A. Mosallam, F. B. Youssef, K. Sobczak-Oramus, J. Kang, V. Gupta, N.
Shen, L. Laval, "Data-Driven Degradation Modeling Approach for Neutron
Generators in Multifunction Logging-While-Drilling Service," 2023 Prognos-
tics and Health Management Conference (PHM), Paris, France, 2023, pp.
101-106.

Additionally, the successful industrialization and deployment of the two risk-
based maintenance solutions within our company’s platform have generated sub-
stantial business value. When applied to the top seven types of D&M tools used
by the company, these solutions have the potential to yield savings of up to 300
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million dollars compared to the full upgrade approach. This significant cost reduc-
tion underscores the practical impact and relevance of this PhD research in the oil
and gas industry.

VI.1.2 Limitations

While this thesis has made significant strides in advancing the understanding
and application of risk-based maintenance decision-making for D&M tools in the
oil and gas industry, it is essential to acknowledge its limitations. The limitations
are summarized as follows:

1. Specificity to D&M Tools: The proposed risk estimation and risk-based
maintenance decision-making approaches are tailored specifically for D&M
tools and cannot be easily extended to other equipment types due to the
extensive domain knowledge required for feature extraction, threshold defi-
nition, and compatibility rules creation.

2. Data Requirements: The electronic board failure risk estimation method
requires full-life cycle data, which can be challenging to obtain due to missing
data. The weights for feature aggregation are experience-based and lack
theoretical support.

VI.2 Future works

To build on the foundations laid in this thesis and further advance the field of
risk-based maintenance decision-making for D&M tools in the oil and gas industry,
several avenues for future research are proposed:

1. Incorporating economic considerations: One key direction for improve-
ment is the integration of cost and gain considerations related to data qual-
ity enhancement within the decision-making model. Understanding the eco-
nomic implications of data quality improvements can lead to the development
of more cost-effective data quality management strategies. This approach
can help organizations make informed decisions about allocating resources
for data improvement.

2. Assessing label quality: The quality of data labels, especially those re-
lated to failure modes and causes, significantly impacts the accuracy of risk
estimation. Investigating the influence of label quality on model performance
is essential. In practical engineering asset management scenarios, obtaining
accurate labels can be a complex and resource-intensive process, especially
when dealing with complex equipment. Addressing this challenge is cru-
cial for more realistic data quality management. One promising research
direction for addressing this problem could involve leveraging large language
models to analyze the failure description and analysis text in maintenance
data. This approach has the potential to significantly reduce the burden on
SMEs by automating or assisting in the labeling of data.
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3. Diverse data formats: Real-world data quality management often involves
dealing with diverse data formats, including time series, tables, text, images,
and more. Expanding our understanding of methodologies and frameworks
for assessing data quality across these heterogeneous formats is vital. Each
format poses unique challenges, and future research should aim to develop
versatile quality assessment techniques to handle this diversity effectively.

4. Deep learning-based data augmentation: In addition to the three data
preprocessing approaches mentioned—outlier detection, missing value han-
dling, and data deduplication—deep learning methods, such as generative
adversarial network [150], can be employed to generate synthetic data and
in turn improve the data quality. These methods can further enhance data
quality and expand the repertoire of data quality improvement strategies.

5. Feature extraction improvement: Feature extraction remains a criti-
cal aspect of the risk estimation model, profoundly impacting model per-
formance. When a risk estimation model performs poorly, prioritizing the
refinement of feature extraction methods should be considered. Improving
the model by extracting more informative features can lead to more mean-
ingful insights. Consequently, focusing on feature extraction enhancement
may take precedence over data quality management efforts in some cases.

6. Hybrid Model for Electronic Board Risk Estimation: Throughout
the product life cycle of electronic boards in D&M tools, much data re-
mains untouched to build the risk estimation model. For example, mechan-
ical modeling results (e.g., finite element model simulation results), verifi-
cation and validation (V&V) testing results, and accelerated aging testing
results for specific electronic components during design and failure investi-
gation phases. Investigating how to integrate these laboratory or computer
simulation-derived data with tool measurement data obtained during actual
drilling operations to develop hybrid models that combine physics-based and
data-driven approaches for electronic board risk estimation is a worthwhile
avenue for exploration.

7. Optimizing Weighted Models: In the HMM-based electronic board fail-
ure risk estimation model, the weights for feature aggregation are defined
based on experiences, which lacks theoretical support. The weights can be
further optimized based on accelerated factors learned from highly acceler-
ated life tests.

8. Considering More Constraints in Fleet Maintenance Planning: Con-
sidering tool transfer between geo units and part swapping between tools,
incorporating client importance and budget limitations as additional con-
straints in the optimization problem for enhanced fleet maintenance plan-
ning.

9. Hybrid Maintenance Strategy: Extending the maintenance decision-
making framework to include condition-based and predictive maintenance
techniques to improve drilling operations’ reliability further and minimize
downtime.
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VI.2. Future works

The future research outlined in these areas aims to address the limitations and
further enhance the practicality and effectiveness of the risk-based maintenance
decision-making framework developed in this thesis. By delving into these direc-
tions, we can contribute to continuously improving maintenance for D&M tools in
the oil and gas industry, ultimately leading to more reliable and efficient drilling
operations.
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Titre : Approches décisionnelles de la maintenance basées sur le risque pour les outils
de forage et de mesure
Mots clefs: estimation des risques, prise de décision, pétrole et gaz, outils de forage,
cartes électroniques

Résumé : Les outils de forage et de mesure
(F&M) sont essentiels pour assurer l’effica-
cité et le succès des opérations de forage dans
l’industrie pétrolière et gazière. La mainte-
nance proactive est essentielle pour mainte-
nir la fiabilité de ces outils. Cette étude se
concentre sur les stratégies de maintenance
basées sur le risque.
Le cœur de cette thèse est l’introduction d’un
cadre décisionnel complet de maintenance
basé sur le risque pour les outils de F&M. Ce
cadre est composé de quatre couches inter-
connectées. Ce cadre se compose de quatre
couches interconnectées : Données, Estima-
tion du risque, Décision et Interface homme-
machine. Sur la base de ce cadre, nous pré-
sentons des solutions innovantes, notamment
un cadre de gestion de la qualité des don-
nées pour la couche Données, une méthode
d’estimation des risques liés à la carte élec-
tronique et une estimation des risques liés à

l’environnement opérationnel dans la couche
Estimation des risques, un indice de com-
patibilité des outils pour une sélection plus
éclairée des outils et des décisions de mise à
niveau, et une solution de planification de la
maintenance de la flotte basée sur les risques
dans la couche Décision. Ces solutions sont
conçues pour surmonter les limites des pra-
tiques de maintenance existantes, en fournis-
sant des processus de prise de décision de
maintenance plus objectifs et mieux infor-
més. En outre, ces solutions ont été déployées
avec succès, ce qui a permis à l’entreprise de
réaliser des économies substantielles.
En résumé, cette étude marque une avancée
significative dans la maintenance basée sur le
risque pour les outils de F&M, offrant des so-
lutions pratiques et efficaces pour améliorer
la prise de décision en matière de mainte-
nance dans l’industrie pétrolière et gazière.

Title : Risk-based maintenance decision-making approaches for drilling and measu-
rement tools
Keywords : risk estimate, decision-making, oil and gas, drilling tools, electronic boards

Abstract : Drilling and Measurement
(D&M) tools are essential in ensuring the ef-
ficiency and success of drilling operations in
the oil and gas industry. Proactive mainte-
nance is essential to maintain the reliability
of these tools. This study focuses on risk-
based maintenance strategies.
The core of this thesis is introducing a com-
prehensive risk-based maintenance decision
framework for D&M tools. This framework
consists of four interconnected layers : Data,
Risk Estimation, Decision, and Human-
Machine Interface. Building upon this fra-
mework, we present innovative solutions, in-
cluding a data quality management frame-
work for the Data layer, an electronic board
risk estimation method and an operational

environment risk estimation within the Risk
Estimation layer, a tool compatibility index
for more informed tool selection and upgrade
decisions, and a risk-based fleet maintenance
planning solution within the Decision layer.
These solutions are designed to overcome
the limitations of existing maintenance prac-
tices, providing more objective and informed
maintenance decision-making processes. Fur-
thermore, these solutions have been success-
fully deployed, resulting in substantial cost
savings for the company.
In summary, this study marks a significant
advancement in risk-based maintenance for
D&M tools, offering practical and effective
solutions to enhance maintenance decision-
making in the oil and gas industry.

Université Bourgogne Franche-Comté
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25000 Besançon
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