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Abstract

The rise of quantum machines poses both challenges and opportunities for cryptography.
In particular, security proofs may require revisions due to adversaries’ quantum capa-
bilities. This thesis presents two contributions in this respect: a positive result and a
negative one.

The Fiat-Shamir transform with aborts is one of the major paradigms for designing
post-quantum secure signature schemes. Part of this thesis consists of a detailed security
analysis of this transform in the quantum random oracle model. It is worth noting that all
previous works have neglected subtle details, jeopardizing the correctness of their proofs.
Consequently, our security proof stands as the first of its kind that is correct. Moreover,
we analyze the runtime and correctness of the signatures obtained from this transform.

The learning with errors (LWE) problem has been extensively utilized to construct
cryptographic schemes that are secure against quantum adversaries. A knowledge as-
sumption of the LWE problem states that obliviously sampling an LWE instance, namely
without knowing its underlying secret, is hard for all polynomial-time algorithms. One
can use this assumption to prove the security of some succinct non-interactive arguments
of knowledge (SNARKSs). While it seems a hard task for classical algorithms, we demon-
strate a quantum polynomial-time oblivious LWE sampler. Consequently, our sampler
breaks the security analysis of the mentioned SNARKS in the quantum setting.






Résumé

L’émergence des machines quantiques crée des défis et des opportunités pour la cryptogra-
phie. En particulier, les preuves de sécurité doivent étre révisées en raison des capacités
quantiques des adversaires. Cette these propose deux contributions a cet égard : un
résultat positif et un résultat négatif.

La transformation de Fiat-Shamir avec des rejets est I'un des principaux paradigmes
pour concevoir des schémas de signature post-quantiques. Une partie de cette these con-
siste en une analyse détaillée de cette transformation dans le modele de 1'oracle aléatoire
quantique. Tous les travaux précédents proposant une analyse de sécurité de cette trans-
formation ont négligé des détails subtils, compromettant la correction des preuves. Par
conséquent, notre preuve de sécurité est la premiere de son genre a étre correcte. De plus,
nous analysons le temps d’exécution et la correction des signatures obtenues a partir de
cette transformation.

Le probléme learning with errors (LWE) a été largement utilisé pour construire des
schémas cryptographiques sécurisés contre les adversaires quantiques. Une hypothese liée
a LWE stipule que la génération d'une instance LWE sans connaitre son secret est difficile
pour tous les algorithmes polynomiaux. On peut utiliser cette hypotheése pour prouver la
sécurité de certains arguments de connaissance succints. Bien que cela semble étre une
tache difficile pour les algorithmes classiques, nous présentons un algorithme quantique
polynomial qui géneére des instances LWE sans connaitre le secret. Notre algorithme
invalide ainsi les analyses de sécurité de ces arguments de connaissance succints dans le
contexte quantique.
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Chapter

Introduction

1.1 Cryptography

Cryptography, in its most general sense, is the scientific discipline for constructing schemes
that allow to securely manipulate information. An old example is the communication be-
tween two individuals while ensuring that no third eavesdropper party can understand the
relayed messages. This protective measure is commonly referred to as encryption. Nu-
merous attempts were made by many to construct secure encryptions schemes. However,
the precise definition of what constituted security was ambiguous. The devised schemes
were initially considered secure until subsequent efforts were made to break them. It was
not until the seminal work of Shannon [Sha49] that cryptography was raised as a form
of science where mathematics was hugely incorporated in its body. Shannon defined the
notion of perfect secrecy for communication channels. Despite its innovation, Shannon’s
approach (known as information-theoretical) encountered significant challenges due its
very hard-to-achieve conditions of perfect secrecy.

The celeberated work of Diffie and Hellman [DH76] paved the way to establish a
complexity-theoretical foundation for cryptography. They could construct a secure en-
cryption scheme based on the (conjectured) computational hardness of a number-theoretic
problem. Besides the fact that the computational hardness seems a plausible assump-
tion, the structure of the problem allowed the expansion of the cryptographic schemes
to various functionalities with more advanced security properties. This success was soon
followed by the RSA cryptosystem [RSAT78|. In all mentioned works, the security defini-
tions were mostly ad-hoc, lacking a precise and conclusive framework. This last piece of
puzzle was solved by the seminal work of Goldwasser and Micali [GM82] in which they
defined a flexible and formal definition for secure communication. Their work, together
with [DH76, RSAT78], laid a solid foundation to formalize and expand cryptography into
much more advanced notions of security. This foundation is what we refer to as modern
cryptography, and we begin by introducing some of its basic tools.

Syntax

A cryptographic scheme is defined as a tuple of algorithms with a set of specifications.
Take the example of digital signatures. Let A € NT. A digital signature scheme consists of
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a tuple of probabilistic polynomial-time algorithms (KeyGen, Sign, Ver) with the following
specifications:

e KeyGen(1*) — (vk, sk) : it takes a parameter A and outputs a secret key sk and a
verification key vk;

e Sign(sk, ) — o : it takes a secret key sk and a message p, and outputs a signature o;

o Ver(vk,(pu,0)) — b€ {0,1} : it takes a verification key vk and a message-signature
pair (i, o), and ouputs a bit representing rejecting or accepting.

The parameter A, known as the security parameter, allows to parameterize the construc-
tions. The size of the parameters vk, sk, and ¢t are measured as a function of A\ as well
as the runtime of the algorithms. In practice, the quantity of A and the description of all
algorithms are public, only the keys can remain secret.

The above syntax captures real-world signatures on papers. First, the algorithm KeyGen
is run by a party for some appropriately chosen security parameter A, then the party
broadcasts vk to everyone (for instance by writing it on a public bulletin) while keeps sk
for herself/himself. Then the owner of sk can sign p in a way that anyone, by having vk,
can verify whether the signature is authentic or not.

The syntax merely captures the formal aspects of a real-world scenario, and not the
correctness nor the security. For this system to actually work, a message signed by the
true algorithm Sign and the secret key sk must be valid. More precisely, the algorithms
must satisfy the following property: for every message u, it holds that

]P)(vk,sk)eKeyGen(l)‘)[Ver(vka Sign(Ska ,u)) = 1] =1.

Cryptographic game

What could go wrong in the presence of an adversary? The security definition models the
adversarial behaviour; it encompasses properties such that if the scheme satisfies them,
then it is secure against the adversarial behaviour. The appropriate definitions are rooted
from paractical concerns and abstract analysis. One may also be interested in how various
definitions imply or are separated from each other.

In the so-called game-based approach, the security is defined as a game between a
challenger (modeling an honest party) and an adversarial entity. The adversary is allowed
by the game to ask particular types of questions to the challenger, and the challenger
responds honestly. After the game ends, an assessment determines whether the adversary
wins or loses. The security requires that any efficient adversary loses. We refer to this
game as cryptographic or security game.

As an example, we explain one of the principal security definitions for signature
schemes. In the beginning of the game, the challenger generates a pair (vk,sk) <«
KeyGen(1*) and sends vk to the adversary. During the game, the adversary is allowed to
ask the following type of questions: it chooses an arbitrary message p and ask the chal-
lenger to sign it. The challenger responds honestly. The goal of the adversary is to find a
message-signature pair (u*, 0*) such that Ver(vk, (u*,0*)) = 1. The message u* cannot be

2
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one of the previously asked questions. This is called Existential-Unforgeability Chosen-
Message Attacks (UF-CMA) security game. We say that a signature scheme is UF-CMA-
secure if every polynomial-time (in \) adversary cannot win with a non-negligible proba-
bility in A.

Cryptographic assumption

The security of a cryptographic scheme, i.e., the adversary does not win the corresponding
cryptographic game with significant probability, is mostly established via a computational
reduction to a simple and well-studied computational problem. More explicitly, if A wins,
one can turn it (in time polynomial in the security parameter \) into an algorithm that
solves the computational problem.

In practice, there are a few computational problems that are conjectured be hard
and at the same time can be massaged into cryptographic constructions. Let us briefly
explain this idea with the example of Lamport signature scheme [Lam10]. We consider
the instantiation of the scheme based on the the Discrete Logarithm (DLog) problem
defined as follows. Let G be a cyclic group of order p with a generator g. Given g*
where z is sampled uniformly from Z/pZ, find x. We say that the DLog assumption holds
for G if no polynomial-time (in the security parameter A which is usually set as log |G|)
algorithm can solve this problem with non-negligible probability. In the Lamport signature
scheme, the message space is set to be {0, 1}* for some positive integer k. For the sake of
simplicity, we set k& = 1. The secret key consists of two uniformly sampled elements (¢, 1)
from Z/pZ. The verification key is then evaluated as (2, z1) where z; = g”. One can sign
a message p € {0,1} by outputting x,. For the verification, it suffices to check whether
the equality g"* = z, holds or not, and accept if it holds.

This scheme is One-Time (OT) secure under the DLog assumption. The OT security
is similar to the UF-CMA security with the exception that the adversary is restricted to
one query. We sketch the proof as follows. Assume that there exists a polynomial-time
adversary breaking the OT security of the Lamport signature when k = 1. Let z be an
instance of the DLog problem. To solve z, one can trick the adversary in the following
way. First, sample a uniform element = from Z/pZ and a uniform bit b € {0,1}. Then,
set

ok — (z,g%) ifb=0,
(¢%,2) ifb=1.

The distribution of vk is correctly chosen according to the Lamport’s construction. How-
ever, here the discrete logarithm of z is not known while it is known in the construction.
This may raise some issues. On the negative side, if b = 0 and the adversary asks for
a signature of the message u = 0, then one cannot output a correct signature without
knowing the discrete logarithm of z. Similar failure occurs when b = p = 1. On the
positive side, if for instance b = 0 and u = 1, then z would be a valid signature. In
this case, the adversary wins if it generates a valid signature for p* = 0, i.e., the discrete
logarithm of z. Note that the probability of b = u is 1/2 since the choice of p is indepen-
dent of b. Therefore, if the adversary wins with a non-negligible probability v()), one can
solve z with probability v(A)/2, which is still non-negligible. This contradicts the DLog
assumption.
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Random oracle model

Some cryptographic constructions may use a function that is publicly accessible to all
parties including the adversary. An example is a hash function such as SHA3 : {0,1}* —
{0,1}™. Tt is designed to satisfy a key property: the output of the function on an
arbitrary input must look uniformly random. Consequently, it is computationally dif-
ficult for practical algorithms to find a collision, namely, two strings z and ' such
that SHA3(z) = SHA3(z’). Note that such a collision necessarily exists. In practice,
a description of SHA3 is public. An adversary can use the description of H to evaluate it
by itself.

As mentioned above, SHA3 is designed to look uniformly random on its evaluations.
Although this is not correct (the function is deterministic and thus not randomized), such
a property is very helpful in security analyses. In a widely used paradigm, known as
the Random Oracle Model (ROM), the hash function is modeled as a uniformly sampled
function. The parties can issue oracle queries to evaluate the function.

Random Oracle Model: In the cryptographic game, all parties have oracle access to a
uniformly sampled function H : {0,1}* — {0, 1}™ for some integer m > 1.

Note that H cannot be described nor sampled. In fact, no Turing machine can evalu-
ate H since every input is mapped to a uniformly sampled output. The Turing machine
must encode infinite amount of information to be able to evaluate H.

In a standard method, the random oracle can be simulated on the fly, also known as
the lazy sampling method. Every time the oracle is queried on a fresh input, it returns a
fresh uniformly sampled element from {0, 1}™; if it is queried twice on the same input, it
outputs the same value.

The random oracle model was first used by [FS86, BR93] to argue the security of
cryptographic protocols. The constructions designed in this model often enjoy more op-
timized features, such as runtime or compactness. The Fiat-Shamir [FS86] and Fujisaki-
Okamoto [FO99] transforms are two well-known examples of how hash functions help to
optimize cryptographic designs. Moreover, some protocols are not known to exist from
certain type of assumptions (falsifiable) in the standard model, while they exist in the
ROM (see, e.g., [Mic00]).

1.2 Quantum Computation

The idea of building quantum computers began in 1980’s by Manin and Feynman. They
put forward the question of how quantum models of computation look like. The goal
was to simulate quantum phenomena, which was beyond the reach of classical (based on
integrated circuits) computers. The quantum superposition of matter, roughly speaking,
provides the capability of having many classical states at the same time which allows
manipulating larger amount of information in smaller memory/time capacity compared
to classical computers. The intuition is that such computers are sufficiently strong to
simulate the huge space of possible states of a quantum system. Below, we briefly recall
basic tools of quantum computation.

The state of a quantum system is represented using a unit vector (up to scalar mul-
tiplication) in a Hilbert space (mostly a C-vector space). A special case is a quantum

4
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system, such as a photon, whose state belongs to C?. The computational basis of C? is
the orthonormal basis |0) := (1 0)T and |[1) := (0 1)T. Any state is a linear combina-
tion « |0) + 3]1) for some «, 3 € C such that |a|>+|S]? = 1. Such a state is called a qubit
(quantum bit) since it can be regarded as a superposition of classical bits 0 and 1, being
represented by |0) and |1), respectively. The joint state of a many-body quantum system
is always a unit vector in the tensor product space obtained by tensoring the Hilbert
spaces of all partial systems. Consequently, the state of n qubits is a unit vector in the
span of {|z1) ® -+ ® |Tn) }o, . 2nefo,1}- For the sake of convenience, we sometimes drop
the tensor product notation, or we define |z1, -+ ,z,) == |71) ® - - - ® |x,). We also let (x|
denote the complex conjugate of |x).

The unitarity principle states that the evolution of an isolated quantum system is
reversible. The evolution |¢)) + [¢)') can be represented by a unitary map, acting on
the corresponding Hilbert space of the system. As long as the system is isolated and is
not measured, the evolution is reversible. To revert the system, the inverse of U, denoted
by UT, is applied. A major difference of quantum theory of physics with its classical coun-
terpart occurs when one decides to measure/observe the system. The unitarity principle
does not hold in this case since the system is not isolated. Measuring a quantum system
possibly changes the state of the system. A quantum measurement can be formalized by
a set of projections over the Hilbert space that sum up to identity. Then by measuring
a quantum system with respect to a given set of projections, the post-measurement state
(up to normalization) can be computed by projecting the current state of the system
under a randomly chosen projection in the set. The probability that a given projection
is applied is proportional to the norm of the image of the state under the projection. For
instance by measuring « |0) + 5 |1) with the two projections into the spans of |0) and |1),
one observes |0) as the outcome with probability |a|* and |1) with probability |3]?.

To build a simple prototype of a quantum computer, one can implement a physical
apparatus in the lab that simulates very basic unitary and projective operators. If the
set of the unitary operators are chosen to be universal (e.g., see [NC11]), then one can
simulate any arbitrary quantum evolution. Once having this machinery, we can encode
the binary description of any computational problem into quantum states and look for
a quantum evolution that maps this state into a one that encodes the solution of the
problem. If a solution exists, such a quantum evolution necessarily exists.

The quantum circuit model of computation is widely used to measure the runtime
of quantum algorithms. A quantum circuit operates on some number of qubits, using
a universal set of one-qubit or two-qubit unitary gates (maps) and one-qubit quantum
measurements. The measurements consist of projections onto the spans of the compu-
tational basis vectors. The outcomes of some of the final measurements are flagged as
the output of the algorithm. An algorithm may use ancilla qubits, i.e., extra quantum
registers initialized to |0). We say that a sequence of quantum circuits (Q;); is Quantum
Polynomial-Time (QPT) if there exists a classical deterministic polynomial-time algo-
rithm that takes ¢ in unary as input and outputs the description of @); with gates and
measurements.

Assume that a Boolean-circuit implementation of a function f : {0,1}" — {0,1}™ is
given. What is an appropriate model for quantum evaluation of f? One model that is
widely used is a unitary map Uy that acts on the computational basis as follows:

Vo € {0,1}",y € {0,1}™: |2) |y) — |2) |y ® f(x)) |
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which can be uniquely extended to the whole space by linearity. The above unitary
allows to evaluate f over a superposition of a wide range of inputs. Moreover, given
the Boolean circuit description, one can implement U using a basic set of one-qubit or
two-qubit unitaries (see, e.g., [NC11]). The number of unitaries is linear in the size of the
Boolean circuit. Another model of quantum evaluation of f is the so-called phase oracle.
When m = 1, one can use U to implement a unitary acting on the computational basis
as follows:

Ve e {0,1}": |z) — (—1)f(x) |z) |

which can be extended by linearity to the whole space. The choice of the oracle depends
on the application. In some cases the phase oracle is more helpful such as Grover’s
algorithm [Gro96], while in some other cases the oracle Uy is more frequent such as in
algorithms designed for solving the Hidden Subgroup Problem (see, e.g, [NC11]).

The ability of building a superposition of inputs is crucial in quantum computation.
Let H be the Hadamard transform with the matrix representation in the computational

basis as follows:
1 1
(ﬂ ] )
1 1
V2 V2

It is a unitary map. The reader may note that by applying it to the computational basis,
we obtain
0) +11)

_ 1) =11)
73 and H|1) = :

H|0) = 7

1.3 Cryptographic Impacts of Quantum Computa-
tion

Some computational assumptions that have been used to analyze the security of cryp-
tographic schemes break against quantum adversaries. Shor’s algorithm [Sho94, Sho97]
provided a first example by solving the DLog problem in any cyclic group in polynomial-
time (with respect to the size of the instance). So far, no classical polynomial-time algo-
rithm is known that solves DLog in arbitrary cyclic groups. For prime order subgroups
of the multiplicative group of finite fields with large characteristics, the best known algo-
rithms achieve superpolynomial runtime (see, e.g., [Gor93,Mat03,JL.SV06,BP14,BGK15]).
The DLog problem has been extensively used in the classical-setting cryptography. As
a consequence of Shor’s algorithm, all constructions based on DLog are insecure against
quantum polynomial-time adversaries.

To briefly explain what is pivotal in Shor’s idea, we use the Deutsch-Josza algo-
rithm [DJ92]. Assume that f : {0,1} — {0,1} is a function that is either constant
or balanced, namely, either f(0) = f(1) or f(0) # f(1), respectively. The Deutsch-Josza
problem asks, given oracle access to f, to tell which one is the case. Clearly, any classical
algorithm requires 2 queries to the oracle. However, one can use a single quantum oracle
query to the phase oracle of f to solve the problem due to Deutsch and Josza [DJ92].
The principal idea is to evaluate f over all possible inputs using the phase oracle. The

6
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obtained state is called the phase state of f. To do so, it suffices to first prepare the
following superposition of all inputs:

0) + 1)
7B

and then apply the phase oracle of f to obtain

(=D@10) + (=1)7 1)
V2

Note that the phase state is equal to (|0) +|1))/v/2 if f is constant, and (]0) — [1))/v/2 if f
is balanced. These two states are orthogonal, therefore, the measurement that consists of
projections into the spans of these states can perfectly tell them apart. This solves the
problem with one quantum oracle query to f.

The measurement above is performed using the projections into spans of the states H |0)
and H|1). This is known as the Fourier basis as opposed to the computational ba-
sis {]0), [1)}. With this terminology, the Deutsch-Josza algorithm is simplified as follows.
First, build a superposition of all inputs using the Hadamard /Fourier transform. Second,
apply the classical function in superposition. Finally, analyze or measure the final state
in the Fourier basis.

The power of Fourier: the phase state of a classical function reveals
useful information when analyzed in the Fourier basis.

Shor’s algorithm for solving DLog is more involved and its details are beyond the scope
of this thesis. However, the principal idea follows similar techniques to the Deutsch-Josza
algorithm. The role of Fourier analysis on a particular set of states constructed out of
the DLog instance is significant.

In addition to the promising directions for designing more efficient algorithms, quan-
tum computers have some drawbacks for cryptography; most notably for security reduc-
tions. Recall that in a cryptographic game, an adversary makes queries to the challenger
during the game. The security reduction that transforms a winning adversary into a solver
for the underlying computational problem can observe the queries of the adversary. The
success of the reduction may depend on the values on which the adversary makes queries.
Many schemes require this type of reductions for their security proofs (we will provide a
concrete example later).

With classical adversaries, the reduction can read, measure, or copy the queries of the
adversary, or simply can inspect it during the execution without changing its behaviour.
However, extracting information from a quantum adversary is quite challenging. The first
issue is the quantum measurement effect. As discussed above, measuring a quantum state,
being the query or being the state of the adversary, potentially changes the state. This
can destroy the correct execution of the adversary such that there is no more promise
that the adversary wins despite being measured.

Quantum measurement effect: measuring a quantum state
changes the state itself.
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The second issue is raised when one attempts to copy the state of the adversary.
There is no quantum algorithm, that given an arbitrary quantum state, generates a copy
of it. Consequently, the security reduction cannot make multiple copies of the state of
the adversary and measure some of them to gain information, while keeping one copy
untouched.

No cloning theorem: arbitrary quantum states cannot be cloned.

More issues could be encountered by the security reduction in the presence of quantum
adversaries. There is no general lifting theorem saying that if a scheme is secure (against
classical adversaries) under a quantum-secure assumption, then it is also secure against
quantum adversaries. On the contrary, there exist counterexamples [BDF™11,YZ21]. For
these reasons, the security analyses are mostly case-dependent.

Quantum random oracle model

The description of the hash function H : {0,1}* — {0,1}™ is public. Therefore, a
quantum adversary is able to evaluate it in a superposition of a wide range of inputs.
More precisely, an adversary can evaluate H as follows. It first builds a state of the form

Z ey ) [Y)

reX,yey

where X C {0,1}* and Y C {0,1}™. Then it applies the quantum evaluation of H,
say Upg, to obtain

> uyl)ly® H(z)) .

rzeX,yeyY

Note that for a polynomial-time adversary, the quantity of log|X| must be polynomial.
This stems from the fact that the required number of qubits to represent the elements
of X must be polynomial. Without loss of generality, one can assume that X is {0,1}"
for a sufficiently large n.

In the Quantum Random Oracle Model (QROM), the parties are granted quantum
access to a uniformly sampled function. The description of the function is not public.

Quantum Random Oracle Model: In the cryptographic game, all parties have quan-
tum oracle access to a uniformly sampled function H : {0,1}"* — {0,1}™ for some
integers m,n > 1.

As opposed to the classical case, the random oracle can be (inefficiently) described or
sampled. Therefore, every oracle query can be answered by the quantum evaluation of
the sampled function.

In many scenarios, an efficient simulation of the random oracle similar to the on-the-fly
sampling is required. Various techniques have been introduced for this purpose, such as
using k-wise independent hash functions [Zhal2b] or compressed oracles [Zhal9]. We do
not discuss the details since it is beyond the scope of this thesis.
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1.4 A Conjectural Quantum-Hard Problem

Shor’s algorithm gave a motivation to study computational problems that are hard-to-
solve for QPT algorithms and are simultaneously useful for cryptography. There are a
few candidates based on Euclidean lattices, error-correcting codes, elliptic-curve isognies,
and multivariate polynomials. In this thesis, we only discuss the lattice-based ones.

A Euclidean lattice L is a discrete subgroup of R™. There always exists a basis B =
(by | +-- | bg) with & < n of linearly independent vectors such that L is the integer
span of {b;};. In other words, we have L = BZ*. The choice of basis is not unique. In
fact, for every integer matrix U with determinant 1, the two bases B and BU define the
same lattice. For a lattice L, we let A\;(L) denote the minimum fs-norm of the elements
in L\ {0}. The Approximate Decisional Shortest Vector Problem (GapSVP) for the
parameter v > 0 is defined as follows:

GapSVP.: Given a lattice L and a distance threshold r > 0, with the promise that
either Ay (L) <1 or \{(L) > vr, decide which one is the case.

Some results about this problem have been discovered depending on the quantity of
as a function of the dimension of the lattice, i.e. n. The main hardness result states
that GapSVP () is NP-hard under randomized reductions [Ajt98, CN98, Mic98, Kho03,
Kho05]. There are barriers to extend the hardness to larger quantities of . For instance,
when v = /n, the problem falls in co-NP (see, e.g., [AR05]) and it is unlikely to be NP-
hard. On the other hand, the best known polynomial-time algorithms succeed when ~
is roughly as large as exp(nloglogn/logn) [LLL82,Sch87, AKS01]. Taking into account
both the hardness and the algorithmic results, the problem is conjectured to be quantum
worst-case hard when ~ is chosen to be polynomial in n.

GapSVP and several other lattice-based problems establish a foundation for post-
quantum cryptography where schemes are devised to be secure against quantum ad-
versaries. Particularly, the Learning With Errors (LWE) problem, which was introduced
by [Reg09], is widely used in cryptographic designs.

LWE: Let m,n,q be positive integers, and x be a distribution over Z/qZ. Let A €
(Z)qZ)™", s € (Z/qZ)" be sampled uniformly and e € (Z/qZ)™ from x®™. The
search LWE,, ,, 4 problem asks to find s and e given the pair (A, As + e).

The vectors s and e are respectively called the secret and the noise.

In most cases, the dimension m is polynomial in a security parameter \ and the
modulus ¢ ranges from polynomial to exponential in A; the distribution y is often set
as an integer Gaussian of standard deviation parameter o € [Q(y/n),O(q/+/n)] that
is folded modulo ¢, which will be subsequently denoted by 9,,. We have 9,,(e) =
S ez exp(—|e + qk|?/o?) for all e € Z, up to a normalization factor. For sufficiently small
values of o, for example o = O(¢"™~™/™ /y/)), one can show that the valid LWE instances
are sparse in (Z/qZ)™: a uniformly sampled vector b is unlikely a valid LWE instance.

The LWE problem has profound connections with Euclidean lattices. The quantum
hardness of the LWE problem for various distributions of the noise and the secret has
been extensively studied (see, e.g., [Reg09, Pei09, GKPV10,MM11,BLP*13,BD20]) and it
is known that LWE is no easier than worst-case GapSVP for certain parameters [Reg09].

9
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More precisely, it was shown in [Reg09] that the LWE problem with parameters m,n, q, ¥, ,
is quantumly at least as hard as worst-case GapSVP, in dimension n when o > Q(/n)

and v = O(qn/o). The reduction was later “dequantized” by [Pei09] under the condition
that ¢ > 24", Moreover, the authors of [BLP*13] showed that the LWE problem with
parameters m, n?, q, 9, , is classically at least as hard as worst-case GapSVP in dimension n
when o is larger than some polynomial in n. From an algorithmic viewpoint, there is no
known solver for LWE with runtime lower than exp (Q(n log nlog ¢/ log*(q/ a))), when m
is polynomially large (see, e.g., [HKM18]).

The subdiscipline of cryptography that mostly exploits the problems related to Eu-
clidean lattices including the LWE problem is known as lattice-based cryptography. The
security of most elementary lattice-based schemes, such as signatures and encryptions,
translates to the hardness of GapSVP, with v being a low-degree polynomial. Conse-
quently, they are conjectured to be secure against quantum adversaries. In this thesis,
we do not use lattices anymore; the LWE problem and its black-box hardness results are
sufficient to present our contributions.

Hardness of oblivious sampling

Recall that in the LWE problem an instance consists of a pair (A,b) € (Z/qZ)™™ x
(Z/qZ)™. A formal definition of LWE samplers is as follows.

LWE sampler: A polynomial-time algorithm S, that takes as input a uniform matriz A
and outputs a correctly distributed b:

Sm,n,q,x cAe (Z/qz)mxn — b=As+tec (Z/qZ)m .

A naive way of sampling an LWE instance is as follows: sample s and e with the
correct distributions, and then compute As + e mod ¢. However, in this way of sampling
the pair (s,e) is exposed to the sampler. Intuitively, it already knows the underlying
secret. How can one mathematically formalize the notion of knowing the underlying
secret?

If the sampler is classical, then it is also given a polynomial-length (in n) uniformly
random bit-string besides A. In this case, the notion of knowing the underlying secret
can be roughly defined as follows. We say that a classical sampler S,,, 4, knows the
underlying secret if there exists a polynomial-time (in n) extractor algorithm, that given
the randomness of S, 5, 4.y, €xtracts the secret. Note that once the randomness is fixed,
the generated instance is fixed. Note that by having the randomness, the extractor can
run the sampler or observe and copy the state of the sampler at any step.

A way of sampling LWE instances without knowing the underlying secrets could be
carried out by sampling a vector b € (Z/qZ)™ from the uniform distribution and hoping
that b = As + e mod ¢ for some vectors s and e, with high probability. The probability
is taken over the distributions of s and e. For the typical parametrizations of the LWE
problem in cryptography, the distribution of LWE instances is considerably sparse over
the vectors in (Z/qZ)™ and a correctly sampled one most likely admits a unique witness
pair (s, e). Therefore, such vectors b are far from the correct distribution of LWE.

10
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To our knowledge, no candidate oblivious sampler for LWE has been proposed. Fur-
thermore, it is conjectured that no such sampler exists. This conjecture has been used to
analyze the security of several cryptographic schemes. An early occurrence was [LMSV12],
to build a homomorphic encryption scheme. The precise algebraic framework was differ-
ent and led to a quantum polynomial-time attack in [CDPR16], but the usefulness of the
assumption can be explained in the LWE context as follows. Assume a ciphertext corre-
sponds to an LWE instance b = As+e belonging to the ciphertext space (Z/qZ)™, and that
the plaintext of a well-formed ciphertext is a function of s (the matrix A is publicly known,
and could for example be part of the public key). In the context of chosen-ciphertext secu-
rity, the attacker is allowed to query a decryption oracle on any element in the ciphertexts
space to extract useful information. In the scheme, if the query is not a well-formed cipher-
text, the challenger will be able to detect it and reply with a failure symbol. The oblivious
sampling hardness assumption ensures that if the adversary makes a decryption query on
a well-formed b = As+e, then the reply to the query does not give it anything more than
it already knows. The oblivious sampling hardness assumption was used more recently in
a series of works building Succinct Non-interactive Arguments of Knowledge (SNARKSs)
from lattice assumptions [GMNO18,NYT"20,ISW21,SSEK22, CKKK23, GNSV23].

1.5 Fiat-Shamir Transform

We illustrate how a random oracle can be used in cryptography. Our example is centered
around constructing secure signature schemes. We consider the UF-CMA security for
the signature schemes that can be briefly described via the following game. First, the
challenger generates (vk,sk) < KeyGen(1*) and sends vk to the adversary. During the
game, the adversary is allowed to ask signatures of arbitrary messages from the challenger.
Finally, the adversary wins by outputting a valid message-signature pair for a message
that was not queried before.

Let us first recall some background. An interactive proof for a language L C {0,1}*
is a two-party system wherein one party (the prover) is determined to convince the other
party (the verifier) that a public instance x belongs to the language. Further, the protocol
must satisfy the following properties:

e [t is complete, i.e, for every instance x € L, the verifier is convinced;
e [t is sound, i.e, for every instance z ¢ L, the verifier is not convinced;

e [t is zero-knowledge, i.e, for every x € L, the verifier will not learn anything beyond
the membership = € L.

More precisely, the zero-knowledgeness requires the existence of an algorithm Sim that
generates a fake transcript of the whole communication by only using x with the following
property: the statistical difference between the distributions of the fake transcript and
the honest transcript is negligible in the size of x.

We are interested in the special case of 3-round interactive protocols where the message
of the verifier is chosen uniformly at random from a fixed set C of challenges. This is known
as X-protocol. See Figure 1.1.

When L is an NP language, the special-soundness of a ¥-protocol is more desirable
than the soundness property. It states that by having two successful transcripts (w, ¢, 2)
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P(z)

c c+C

z

Figure 1.1: The interaction in a Y-protocol between the prover and the verifier.

and (w,c,z") such that ¢ # ¢/, one can find a witness for z. In fact, special-soundness
implies soundness. In the following, we consider special-sound protocols.

The Fiat-Shamir transform [FS86] turns a Y-protocol into a signature scheme, by
replacing the challenge of the verifier with hash function evaluations. For signing a mes-
sage p, the prover replaces ¢ as H(w||u), runs the protocol, and outputs (w,z) as the
signature. To verify a signature, it suffices to check V(w, H(w||u),z) = 1. Intuitively,
if H is a random oracle with codomain C, then its outcome has the same distribution
as the verifier’s challenge. The obtained signature from the Fiat-Shamir transform is
indeed UF-CMA secure. The proof in the random oracle model consists of two steps.
First, it is proven that the adversary gains roughly no advantage by asking signature
queries from the challenger, according to the zero-knowledge property of the ¥-protocol.
Second, assuming that the adversary makes no signature queries (without loss of gener-
ality due to the first step), it is shown that any successful adversary can also break the
special-soundness of the X-protocol. We briefly explain the two steps below.

1. When the adversary asks for a signature of a message u the challenger must return
a correct signature of the form (w, z) such that V(z,w, H(w||u), z) = 1. Consider a
cheating challenger that signs as follows. It samples a fake transcript (v, ¢, 2’) using
the zero-knowledge simulator and outputs (w’, z’) as the signature. Note that the
fake transcript does not necessarily satisfy V(z, w’, H(w'||u), 2') = 1. However, when
the hash query w'|| is queried by the adversary, the challenger can simply answer
by ¢’. Note that ¢ must have a distribution very close to uniform because of the
zero-knowledgeness. Therefore, answering the hash query by ¢’ does not significantly
change the distribution of the random oracle. The response is most likely consistent
with the previous hash queries of the adversary if w’ has high entropy from the
viewpoint of the adversary (hence unlikely that the adversary queried it before).
Based on the zero-knowledgeness property, the fake answer by the challenger is not
detectable by the adversary. Therefore, the adversary gains almost no knowledge
by signature queries. This technique is known as reprogramming the random oracle
since it reprograms H(w'[|p) := ¢/. Note that this is not possible if H was a fixed
hash function: we use the properties of the random oracle model.

2. Assume that the adversary outputs a successful forgery (w*, z*) for some message 11*
with probability €. It must hold that V(z,w*, H(w*||u*), 2*) = 1. Intuitively, the
adversary must have queried the hash function on input w*||u*, otherwise since
the outcome of H is uniformly sampled, it is highly unlikely the forgery gets ac-
cepted by the verifier. Now, we rewind the state of the adversary back to the step
exactly before the hash query w*||p*. We let the adversary run again but with
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reprogramming H (w*||u*) := ¢ where ¢ is uniformly sampled independent of c¢*.
The adversary must win with the same success probability since the distribution
of ¢ does not change the distribution of H. Due to a probabilistic argument known
as the rewinding lemma (see, e.g., [BS23]), the adversary outputs a forgery of the
form (w*, 2’) for the same message p* with probability at least e — /N where N is
the size of the challenge space (the range of H). Note that if the challenge space is
sufficiently large, this breaks the special-soundness since ¢* # ¢ and both transcripts
get accepted by the verifier.

However, one encounters multiple issues when analyzing the security in the QROM.

e In the first part of the reduction above, the reprogramming cannot be carried out
as before due to the fact that the reduction cannot observe the value of the input
without possibly destroying it.

e In the second part, one cannot resort to the rewinding lemma. More precisely, after
one execution of the adversary and obtaining the first successful forgery, the second
execution is not guaranteed to succeed anymore. This is because the adversary may
perform quantum measurements for outputting the forgery. These measurements
possibly destroy the reversibility of the execution. For instance, the adversary may
use an auxiliary quantum state, which is not cloneable in general, such that after
the measurement cannot be restored. Therefore, it is not clear how one can run the
adversary twice and obtain two accepting transcripts.

These issues have been addressed by [Unrl7, KLS18, DFMS19,.Z19, GHHM21]. The
authors of [GHHM21]| showed how to successfully perform the reprogramming of the
random oracle for the first part of the reduction. They showed that the same naive repro-
gramming of the random oracle, as in the classical case, works via a more sophisticated
analysis. Their approach exploits the compressed oracle technique that was first developed
by [Zhal9]. The authors of [DFMS19] showed how to adaptively reprogram a quantum
random oracle at one input. More precisely, for any adversary A that makes quantum
queries to the random oracle H and outputs a pair (w, z) such that V(w, H(w||n), 2) = 1,
they construct the following extractor: it measures one of the queries of A randomly to ob-
tain w'[|, reprograms H (w'||i) to ¢ for some uniformly sampled ¢/, and outputs (w’, 2’)
that likely satisfies V(w’, ¢/, z’) = 1. This measure-and-reprogram technique can be used
to perform the second part of the reduction. We note that the approach of [KLS18] has
some flaws, which will be discussed later.

Fiat-Shamir with aborts

By applying the Fiat-Shamir transform to an aborting identification scheme, where the
prover can reject or stop responding by outputting a special symbol 1, one also obtains
a signature scheme. However, the correctness of the signature is no longer guaranteed.
To amplify the correctness, one can simply repeat the protocol many times and hope for
finding a non-aborting transcript with higher probability. Then the transform replaces
the challenge of the non-aborting transcript with a hash function evaluation. We refer to
this modified transform as Fiat-Shamir with Aborts (FSwA).

13
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FSwA has been used to construct post-quantum secure signature schemes. In [Lyu09,
Lyul2], Lyubashevsky proposed a lattice-based signature scheme that can be regarded
as the first application of FSwA. The underlying interactive proof system has a non-
negligible probability of aborting. Aborting allows to make the signature distribution
independent of the signing key and is necessary to avoid attacks against the signature
schemes (see [ASY22, Section 4.1}).

There are two variants of FSwA: with bounded or with unbounded number of aborts.
In the Fiat-Shamir with Bounded Aborts (FSwBA), a parameter B restricts the number
of repetitions. The signing algorithm stops after B number of repetitions, even if the
signing algorithm does not succeed to find a non-aborting transcript. With FSwBA | the
runtime analysis is trivial. In the security proof, the upper bound on the number of
iterations is technically convenient as it provides a bound on how many random oracle
values are being programmed by the challenger, which eases the analysis of the random
oracle programming impact on the adversary’s view. The most detailed security analyses
are provided in [AFLT16] for the ROM, and in [KLS18] for the QROM. An alternative
proof strategy in the QROM is suggested in [GHHM21], but not detailed. In the Fiat-
Shamir with Unbounded Aborts (FSwUA), the repetition does not stop until a non-
aborting transcript is obtained. This variant is more desirable in practice since it is
simpler to implement and it enjoys better correctness (see, e.g, [DKLT18]). However, it is
more difficult to analyze, as arbitrarily many hash values may be reprogrammed by the
challenger in the security proof.

1.6 Our Results

We provide two independent results in the scope of security proofs and attacks in the
quantum setting. In both cases, we leverage the power of quantum tools and show how
they can be manipulated to obtain positive and negative results.

Oblivous LWE sampling

One encounters multiple issues when studying oblivious samplers in the quantum setting.
The first one is to generalize the definition of oblivious sampling to include quantum
samplers. This is not a trivial task. In the classical setting, the generated instance is
determined by the randomness. When the computation is repeated with the same ran-
domness, it consistently produces identical results. In a quantum sampler, each execution
potentially yields a different instance due to internal quantum measurements. The ran-
domness induced by quantum measurements cannot be fully determined, as in the classical
case, by a fixed bit-string. On the other hand, observing the sampler using quantum mea-
surements possibly destroys its state and consequently its outcome distribution, changing
the sampler to something different. These issues prompt a question: what specific infor-
mation must be given to the extractor, or what kind of operations the extractor is allowed
to perform on the sampler?

As a first result, we extend the definition of oblivious sampling to quantum algorithms.
A prior definition was put forward in [LMZ23]. We propose an alternative definition that,
in our opinion, better models what an extractor should be allowed. For the class of
quantum algorithms that first perform a unitary and then a measurement, we show that
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Figure 1.2: The circuit of the oblivious sampler in Theorem 1.

these two definitions are equivalent. We believe that our new definition is valuable as it
provides further insight on oblivious sampling.

Our main result is a polynomial-time quantum LWE sampler that we prove oblivious
under the assumption that LWE is intractable, under very mild parameter restrictions.

Theorem 1. Let m > n > 1 and q > 3 be integers and o > 2 be a real number. The
parameters m,n,q,o are functions of the security parameter \ with m,logq < poly(\)
and q prime. Assume that the parameters satisfy the following conditions:

4q

V8mIng

Then there exists a poly(\)-time quantum oblivious L\WE,, ,, , 9, . instance sampler, under
the assumption that \WE,, ,, 4.9,., s hard.

m >no-w(logA) and 2<o0<

The proof technique and result are quite flexible. For example, the secret s can have
any efficiently sampleable distribution. Moreover, only some mild conditions restrict the
shape of the matrix A and the error e. This allows us to extend Theorem 1 to obliv-
ious samplers for LWE with more algebraic structures such as to the module version of
LWE [BGV12,LS15]. Also, we will show that obliviousness is preserved through ran-
domized Karp reductions. Then, by using reductions from LWE with a parametrization
satisfying the conditions of Theorem 1 to LWE with a second parametrization, we obtain
the existence of an efficient quantum oblivious LWE sampler for the second parametriza-
tion, under the assumed hardness of LWE for the first parametrization. We can notably
throw away superfluous samples (i.e., decrease m), take an arbitrary arithmetic shape
for ¢ and choose larger values for o, by using modulus-dimension switching [BLP*13].

The oblivious sampler in Theorem 1 can be roughly illustrated as in Figure 1.2, where
the quantum state C|LWE) is

> (H f(ei)> |As +e) (1.1)

s,e

and / is a sufficiently large polynomial. When disposing the ancilla and measuring the final
state, the outcome of the measurement is indeed an LWE,, ,, 4|72 instance for a uniformly
distributed A. We prove that such a circuit is oblivious, whatever the description of U,
assuming the hardness of LWE,, ,, 2.

We use an algorithm from [CLZ22] as a framework to obtain a candidate for the
unitary above. The analysis is mostly centered around the following set of states:

Vi€ ZjqZ, )= Y f(e)lj+emodq) . (1.2)
e=0
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Roughly speaking, the success probability of the framework relies on designing good mea-
surements for identifying a given state [¢;) whose index is unknown. The measurement
of [CLZ22] imposes the following condition for the algorithm to succeed:

M (log ) . (1.3)

~ min, |f(z)]?

This result has two limitations. First, the lower bound on m and the runtime both grow
at least polynomially with ¢ (note that min |f| < 1), which prevents us from choosing
an exponential g. Second, the quantity min |f]| is extremely small for a wide range of
amplitude functions, notably f = m up to a normalization factor (recall that 9,
denotes the folded discrete Gaussian distribution). Indeed, we prove that if o > 1, we

have ,
q- mxln\f(:z;)|2 < 320 - exp <—min <7TZ, 4%‘2>> .

This expression is most often extremely small. For example, for ¢ = Q(y/n) and ¢ =
Q(y/no), the expression is 27",

We enhance the result of [CLZ22]. Our enhancement is three-fold. First, we note that
a proposed quantum measurement in [CB98] can substantially increase the probability of
success in the above task. However, it is not clear how to implement this measurement in
time polynomial in m and log ¢q. Note that this is necessary to handle exponentially-large
moduli. As the second enhancement, we show how to implement this measurement in
time polynomial in m and log q. Overall, the result of our analysis imposes the following

condition:
n

m > — -w(log A) .
q - min, |f(z)[?

While this is ¢? times better than Equation (1.3), it is still not sufficient to achieve
2

~

Theorem 1. The quantity of ¢-min, |f(z)|* is still extremely small for f = m (up to a
normalization factor). To increase this quantity, we introduce the last enhancement. We
observe that for the purpose of oblivious LWE sampling for a distribution x, we do not
need to set f = ,/x but can set f = ,/x - u for any function u : Z/qZ — C taking values
on the unit circle. Indeed, the new phases disappear when we measure the C |LWE) state
to obtain the LWE sample. Interestingly, we show that the phases can greatly help to

increase min | f 2. We suggest to set u as the sign function:
Vee ZN[0,q/2] :u(x) =1 and VzeZN(—q/2,0):u(zx)=—1.

For f = m (up to a normalization factor), one can show that ¢-min, |f - u(z)?> > 1/o.
This yields Theorem 1.

Finally, we consider the application of our result to the security analyses of SNARK
constructions. In particular, this requires to adapt our analysis of the oblivious sampler
to matrices A corresponding to the module version of LWE [BGV12,LS15]. We note
that the proof of knowledge security of our selection of SNARKSs rely on the the hard-
ness assumption of Linear-Only Vector Encryption/Encoding. We show that the adapted
oblivious sampler invalidates this hardness assumption against quantum algorithms. Con-
sequently, this invalidates the security analyses of several standard model lattice-based
SNARKs [GMNO18, NYI+20,I1SW21, SSEK22, CKKK23, GNSV23]. We stress that this
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does not break the constructions themselves. For instance, the authors of [BISW17] men-
tion a different route to analyze their SNARK construction in their Remark 4.9. Their
approach is inspired by [BCIT13, Lemma 6.3] and can be applied to several constructions
of SNARKS.

Analysis of Fiat-Shamir with aborts

We provide a detailed analysis of the correctness, security, and runtime of the signatures
obtained via FSwA. Although there have been analyses of FSwA such as [AFLT16] for
the ROM, and [KLS18] for the QROM, all of them contain a subtle common flaw. An
alternative proof strategy in the QROM is suggested in [GHHM21], but not detailed.

We briefly explain the main difficulty for obtaining a UF-CMA security proof, and
point out to the most common flaw. For aborting >-procotols, two different flavors of
zero-knowledgeness are conceivable, depending on whether the zero-knowledge simulator
is obliged to also fake aborting transcripts or not. The existence of a zero-knowledge
simulator for all types of transcripts is a stronger condition. The previous works on
FSwA only considered or provided the weaker notion of zero-knowledgeness for their -
protocols. Recall that in the security proof of the plain Fiat-Shamir transform, a real
transcript (w, H(w||u), z) is replaced by (w’, ¢, 2") sampled by the zero-knowledge sim-
ulator and then the random oracle is reprogrammed as H(w'||p) := ¢/. With the weak
notion of zero-knowledgeness, one may expect that the same technique for answering a
sign query g as in the plain Fiat-Shamir proof applies here. Ideally, one would expect that
replacing the last successful transcript (if there exists any) of the repetition by a fake one
obtained by the weak simulator is sufficient for the argument. However, this approach
has an issue that we explain below.

1. Assume the challenger in the genuine UF-CMA security game answers a sign query
i using a sequence of strings wy, ws, . ... Assume that aborting is a deterministic
function of w and ¢ (this is for example the case for Lyubashevsky’s signatures with
the parameters considered in [AFLT16]). Then, as soon as w; fails to produce a
valid transcript, since the hash value H(ws||p) is fixed, the signing algorithm can
no longer return a valid signature which uses w;. This is not the case in the game
where the challenger cheat with the simulated transcripts. The reason is that the
challenge is sampled fresh in each repetition, and the sign query could return a
signature (wy,c, 2') for ¢ # c.

One possible approach to circumvent the above issue is to consider the strong notion of
zero-knowledgeness. Then one may expect that, in a sign query u, replacing all transcripts
during the repetition by the fake ones generated by the strong simulator solves the issue.
Yet, it is not sufficient. We explain below.

2. Recall that the zero-knowledge property of the underlying -protocol is for a single
execution of the protocol (as opposed to correlated repetition). Hence, replacing rep-
etitions which rely on challenges computed as hash values by simulated transcripts
requires challenges to be statistically independent. This is only possible if the hash
function is evaluated on distinct inputs w||g, which is not guaranteed: there might
be collisions among the strings w’s used within a sign query for a message .
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FSwA has been analyzed and used numerous times, yet the second item above has been
neglected in all of them (see, e.g., [Lyul2, Lemma 5.3|, [Lyul6, Lemma 4.1], [KLS18, Theo-
rem 3.2], and [Kat21, Lemma 4.6]). It is also neglected in [AFLT16]. Finally, the difficulty
with the reprogramming inconsistencies seems identified in [ABB*17, Appendix B.4], but
the authors do not handle the case of inconsistencies between different sign queries for
the same message.

Our first set of results concerns the correctness and the runtime. Relying on a neg-
ative result, we first modify the signing efficiency requirement in the FSwUA paradigm.
Generally, it is required that the signing algorithm must be expected polynomial-time,
where the expectation is taken over its internal randomness and that of the random ora-
cle. We argue that this requirement is flawed and propose the following one: the runtime
must be bounded by a polynomial with overwhelming probability. Then, we provide a
runtime and correctness analysis of the FSwUA. We also provide a correctness analysis
for FSwBA. As far as we are aware of, there is no detailed correctness analysis of FSwA
in the literature.

Our second set of results relates to the security analyses of FSwA. We provide two se-
curity analyses for FSwBA in the QROM, the first one by correcting the one from [KLS18],
and the second by adapting the approach suggested in [GHHM21]. For the result based
on [KLS18], we rely on a detailed history-free analysis of the random oracle in the quan-
tum setting, while For the other approach based on [GHHM21], a less involved analysis
suffices thanks to the adaptive reprogramming approach. We further analyze the strong
UF-CMA security of the signature. In this model of security, the adversary is allowed to
produce a forgery for a message that is queried before, but the forgery must be different.

We provide an overview of our results about FSwBA in Table 1.1. The “reduction
loss” is a bound on the difference of success probabilities of the adversary in the UF-CMA
and UF-NMA security games, where in the latter the adversary makes no sign query. We
assume the circuit model for quantum computations, except when mentioned otherwise.
The numbers of hash and sign queries the adversary is allowed to make are respectively
denoted by Qg and Q5. The losses and runtimes are also parameterized by the maximum
number of repetitions B, the min-entropy « of the first message of the prover and zero-
knowledge error e, of the underlying interactive protocol (see Definitions 28, 29 and 31).
The table assumes that Qy > B - Qg (this assumption is justified by the fact that hash
evaluations can be made without restriction whereas sign queries require interaction with
the signer). Similarly, the zero-knowledge simulation time is neglected (unless it is very
large, its contribution is typically dominated by the terms in the table). We also omit
constant factors.

We observe that the QROM analyses are incomparable. In particular, the analysis
based on the adaptive reprogramming technique from [GHHM21] is tight only when as-
suming Quantum Random Access Classical Memory (QRACM), which is not necessarily
implied by the quantum circuit model of computation. The analysis based on th history-
free technique from [KLS18] is tight only when considering adversaries that may make at
most one sign query for any message (UF-CMA; security). This covers the deterministic
version of the resulting signature, obtained by deriving the randomness from the message
via a pseudo-random function evaluation. For UF-CMA security, the reduction is not tight
(even assuming QRACM) and the reduction loss is higher than the one obtained with the
adaptive reprogramming technique.
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1.7. Organization

Analysis Hash Reduction loss Reduction runtime
function overhead
Adaptive reprogramming 27*BQsQy
Adaptive reprogramming QROM 2-92BQ SQ}{Q Qrlog(BQs) with QRACM
History-free 2-2BQy
for CMA; security (Th. 11) QROM + 5%231/2 3’1{2 BQn
History-free 272 BQsQu
for CMA security (Th. 13) QROM + gi]éQBl/Q 32 BQsQn

Table 1.1: Comparison of the security analyses of FSwBA.

We then give a security analysis for FSwUA in the QROM (with a tighter reduction
in the ROM), by relating it to the security of FSwBA. Simplifying the terms as above,
we prove that the adversary cannot distinguish the signing algorithm with B-bounded
repetition and the signing algorithm with unbounded repetition unless with the following
advantage:

Bo—a 2B in the ROM,
QSBB + 6 { QSQH

+ o 1
(1—-75)3 272 BQsQ% in the QROM,

where [ is the probability of aborting for the underlying »-protocol.

Finally, as a side contribution, we generalize our analysis to rely on a X-protocol
whose simulator’s quality is measured in terms of the Rényi divergence (rather than the
statistical distance) for non-aborting transcripts. As pointed out in [DFPS22], in the case
of Lyubashevsky’s signature with Gaussian distributions [Lyul2], when the signature is
replaced with the non-aborting simulator in the security proof, the analysis based on the
divergence provides security for a larger range of parameters. This allows one to decrease
the standard deviation of the distribution in the signature, which in turn reduces the
signature size by a small amount.

Related publications

[DFS24] Quantum Oblivious LWE Sampling and Insecurity of Standard Model Lattice-
based SNARKSs, with Thomas Debris-Alazard and Damien Stehlé. To appear
in Symposium of Theory of Computing (STOC) 2024.

[IDFPS23] A Detailed Analysis of Fiat-Shamir with Aborts, with Julien Devevey, Alain
Passelegue, and Damien Stehlé. In CRYPTO 2023.

1.7 Organization

The results related to the oblivious LWE sampling is discussed in Chapter 2, and the
analysis of Fiat-Shamir with aborts is presented in Chapter 3. The chapters can be
read independently. Some general notations are introduced in Chapter 1.7. Further
preliminaries are recalled in each chapter.

19






General Notations

We let \ denote the security parameter in all chapters. We implicitly assume that all
variables are parameterized by the security parameter .
The functions In and log refer to the logarithm in base e and 2, respectively.

Definition 1. Let f,g: N* — R be two functions. The Landau notations are defined as
follows:

f=0(g) <= IN,c€RYn> N+ |f(n)] < clg(n)
f=0g) < IN,ceRYn>N: |f(n)| > clg(n)
f=0(g9) < [=0(g) and f =Qg),

. )]
f=wlo) = By =0

» o) _
J=olo) = ) =

When it is not clear from the context, we use subscripts to clarify the input parameter,
for instance €2, (-).

Definition 2. We let poly(\) denote any function which is of order O(A*) for some
constant a.

Definition 3. We let negl()\) denote a function that is of order O(1/\%) for every con-
stant b > 0.

Furthermore, a function of A is called overwhelming if it is equal to 1 — negl(\).

Sometimes, we will use a subscript to stress the random variable specifying the as-
sociated probability space over which the probabilities or expectations are taken. For
instance the probability Py (E) of the event E is taken over the probability space S with
respect to the induced measure by X. We let U(.S) denote the uniform distribution over S.
Given any distribution X, the distribution X®™ is defined as (X1,..., X,,) where X;’s
are independently distributed as X.

Definition 4. For any two discrete probability distributions X and Y over a set S, their
statistical distance (also called the total variation distance) is defined as:

A(X,Y) = ; S [Px(s) — Py(s)] .

seS
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General Notations

We define probabilistic polynomial-time algorithms as follows.

Definition 5. We say that a sequence of classical circuits (C;); is Probabilistic Polynomial-
Time (PPT) if there exists a deterministic polynomial-time Turing machine that takes i
i unary as input and outputs the description of C; with logical gates. The circuit C; is
allowed to use an auxiliary poly(i)-large uniform bit-string.

We recall quantum polynomial-time algorithms as follows

Definition 6. We say that a sequence of quantum circuits (Q;); is Quantum Polynomial-
Time (QPT) if there exists a deterministic polynomial-time Turing machine that takes i in
unary as input and outputs the description of Q; with quantum gates and measurements.
The circuit Q; is allowed to use an auziliary poly(i)-large ancilla.
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Chapter 2

Oblivious LWE Sampling

The results of this chapter are based on the collaboration of the author with Thomas
Debris-Alazard and Damien Stehlé. The following article is related to this chapter.

[DFS24] Quantum Oblivious LWE Sampling and Insecurity of Standard Model
Lattice-based SNARKSs, with Thomas Debris-Alazard and Damien Stehlé.
To appear in Symposium of Theory of Computing (STOC) 2024.

As discussed earlier, the quantum setting causes difficulties for the definition of obliv-
iousness. In Section 2.3, we first discuss this matter and propose a quantum definition of
obliviousness which consistently covers the classical one. We then show how obliviousness
can be reduced to synthesizing a quantum state that is, roughly speaking, a superposition
of LWE samples.

The main result of this chapter is Theorem 1. The proof is presented in Section 2.4
and 2.5. The oblivious LWE sampler is detailed in Algorithm 1. In Section 2.1, we provide
a high-level overview of how this sampler is constructed.

In Section 2.6, the application of our main theorem is discussed. We show how obliv-
iously sampling LWE instances breaks the hardness assumption of Linear-Only Vector
Encryption/Encoding.

2.1 Overview of the main result

Assume we have a (classically) known matrix A € (Z/qZ)™ ", and that we manage

to build the quantum state from Equation (1.1) using a unitary transformation (with
possibly auxiliary registers equal to zero). Creating such a state was studied in [SSTX09]
and referred to as the C|LWE) problem in [CLZ22]. We show that oblivious LWE sampling
reduces to C|LWE). Intuitively, a measurement of the state above provides an LWE
sample As+e for a uniformly distributed s and a vector e with distribution y proportional
to |f|?: there is no reason for a specific s to be privileged, and this algorithm does
not seem to have any additional knowledge about the LWE solution. We formalize this
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Chapter 2. Oblivious LWE Sampling

intuition using the obliviousness sampling definitions discussed above (which coincide
here, as we have a unitary-then-measure algorithm). The result also holds if we add non-
constant phases for s (for example to obtain s that is uniform among those with binary
coordinates). It also allows the parameter m from C|LWE) to be larger than the one
we want for oblivious LWE sampling, as we may throw away the superfluous coordinates
without compromising the obliviousness.

We now discuss two existing approaches for solving C |LWE). The first one, derived
from the LWE hardness proof from [Reg09], is to generate the following quantum state

> (Tt ) ) as + ¢ 21)
s,e 4
up to normalization, and then to uncompute |s) from |As + e). Generating this state can
be done efficiently (possibly under some conditions on f) by first creating the superposition
over all s and e of |s) |e) with proper amplitudes, and then multiplying the first register
by A to add it to the second one. To remove s, i.e., to replace s by 0 in the first register,
the approach from [Reg09] is to recover s from the second register and subtract it to
the first one, by using a quantized LWE solver. This leads to a reduction from C|LWE)
to LWE. Unfortunately, in our context, this is not satisfactory, as LWE must be assumed
difficult for oblivious LWE sampling to be feasible.

Another approach for solving C|LWE) was recently proposed in [CLZ22, Sec. 5|. The
proposed algorithm does not require any oracle for a presumably hard problem, but seems
restricted to specific parametrizations of C [LWE), as we discuss below.

e First, it builds the quantum state from Equation (2.1). It can be rewritten as
follows:

S Q@ ls) fle) [fans) +e) = Sl (® S F(e) l(ans) + >)

s,e i<m i<m e;

- 309 (® )

<m
where i) = >, f(e) |k + e) for all k € Z/qZ (up to normalization).

e Second, it individually considers all sub-registers [i(a,s)) of the |As+ e) regis-
ter, and performs a measurement for each one of them. For each 7, the mea-
surement consists in sampling a uniform k; € Z/qZ and applying a projective
measurement with respect to the (normalized) Gram-Schmidt orthogonalization
of |,41) s [Ukit2) s - - [¥ki—1) » [¥r,) (we assume that the |1);)’s are linearly indepen-
dent, and the indices are taken modulo ¢). If the measurement is on the last direc-
tion, then [t)(a, s)) cannot have a component on the span of |y, 1) , [Vk,42) - - -, [Ur,—1)
and must be equal to |1y, ). When successful, the measurement indicates that (a;,s) =
k; mod gq.

e Third, sufficiently many successful measurements are collected through the different
values of 7, to obtain many equations of the type (a;,s) = k;, where the a;’s and k;’s
are known. This is then fed to a quantized Gaussian elimination algorithm (recall
that we are working with a superposition over all s’s). The latter outputs s, which
is then subtracted from the first register.
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2.1. Overview of the main result

It was proved in [CLZ22] that this algorithm solves C [LWE) in polynomial time, if m and
q are polynomial in the security parameter ), if a state proportional to 3, f(e) |e) can be
efficiently computed, and if

cLz _ ming ’f(x)‘z _

m ~w(logA)  with p~° = .

— CLZ
»C

Here, the notation f refers to the Fourier transform over Z/qZ of f. The quantity p©“?
corresponds to the probability that an individual measurement of the second step succeeds.
This result notably allows to solve C|LWE) (and hence oblivious LWE sampling) for ¢
polynomial and x set as the uniform distribution in an interval [— B, B|NZ, for any B € Z
such that 0 < 2B+1 < g and ged(2B+1, q) = 1. Interestingly, by taking ¢ = 2, the result
also allows to solve the adaptation of C|LWE) to the decoding problem for uniform binary
codes (also known as Learning Parity with Noise), and to obliviously sample points near
codewords for the Bernoulli distribution with an arbitrary Bernoulli parameter in (0, 1/2).

This result has two limitations. First, the lower bound on m and the runtime both
grow at least polynomially with ¢ (note that min | 1] | < 1), which prevents us from choosing
an exponential g. This is in part due to the uniform guess of (a;,s) in the measurement,
which directly incurs a loss by a factor ¢ in the success probability of each individual
measurement. Note that for a fixed standard deviation o, LWE becomes no harder as ¢
increases, so that one can expect that it is indeed no easier to obliviously sample LWE
instances (intuitively, the easier is the considered problem, the harder it is to obliviously
sample instances). Most SNARKs that we consider use an exponential ¢q. Second, the
quantity min |ﬂ is extremely small for a wide range of amplitude functions, notably f =

\/Usq Up to a normalization factor (recall that ¥, , denotes the folded discrete Gaussian
distribution). Indeed, we prove in Lemma 18 that in that case and if o > 1, we have

2 2
cmin | f]? < 320 - exp | —min [ -, L)} .
q-min |f]* <320 - exp | — min 1 102

This expression is most often extremely small. For example, for ¢ = Q(y/n) and ¢ =
Q(\/no), the expression is 274" This prevents from meaningfully using the result for
the discrete Gaussian distribution, which is the most common choice of error distribution
for LWE.

As a remark, we would like to highlight that in the reduction from oblivous LWE
sampling to the C|LWE) problem, a crucial step consists in erasing the memory (up to
some negligible error) that has been used during the course of computation. Constructing
a superposition of the possible values for the secret s in a separate register is neccessary
for the algorithm to succeed, while the last step to revert it back to |0) is pivotal for
obtaining obliviousness. We note that in designing classical oblivious samplers, forgetting
the history of the computation remains a challenging obstacle.

Measuring with increased success probability.

The second step of the algorithm from [CLZ22] consists in taking |t);) for an unknown k €
Z/qZ as input and returning k, i.e., distinguishing the quantum states |¢y) , ..., |[t;—1).
One could proceed as follows if the states were orthogonal. Consider the well-defined
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Chapter 2. Oblivious LWE Sampling

projective measurement (E;); defined by E; = |[¢;)}1;| for 0 < i < ¢q. Then, if the state
|4by,) is given, the probability to see k as the outcome is (1| ELE, [4,) = 1. In other words,
this quantum measurement perfectly distinguishes the quantum states. However, when
the |¢y)’s are not orthogonal (which is our case except for particular amplitudes like f
being 1 in 0 and 0 elsewhere), it is known that there exists no quantum measurement to
perfectly distinguish them (see [NC11, Box 2.3]). The measurement from [CLZ22] may
output a special symbol L representing the “unknown” answer, but it does not make
any mistake, in the sense that it never outputs some ¢ € Z/qZ different from k. Such
a process is referred to as unambiguous. This property is important for the subsequent
Gaussian elimination step, as it requires all linear equations to be correct. We define the
error parameter of the unambiguous measurement as the maximal probability that the
measurement outputs L over all possible input states:

pr = max (Y| By [¢)

where E| corresponds to the outcome L. The measurement from [CLZ22| satisfies

min fQ
1_pSLZ:pCLZ_ q| | _

We propose to change the unambiguous measurement by the positive operator-valued
measure (POVM) from [CB98]. It is known to be “optimal” when the [¢;)’s are symmetric
and linearly independent, in the sense that it minimizes the error parameter p, over all
possible choice of POVMs. Here, symmetric means that there exists a unitary U such
that [1;) = U - |[¢)i—1moed q) for all 0 < i < ¢: our states indeed satisfy this property with
U being the mod-¢ translation operator. The linear independence property may or may
not be satisfied, depending on the choice of f (this is a difficulty encountered in other
sections of [CLZ22]). The measurement from [CB98| is defined as follows:

VO<i<qg:E;=a«- ¢1J_><¢zj_

and EL:I—ZEM

where wf> is a unit vector orthogonal to all |¢;)’s for j # 4, for all 0 < i < ¢. The
scalar « is chosen maximal such that the POVM is well-defined, i.e., such that E; is
non-negative: it is the inverse of the largest eigenvalue of Y, E;. We compute that this
measurement leads to:

¢ 2
— ‘_2:q~m1n‘f‘ .

1—pf® =
2zer/qr ‘f(x

Note that the success probability of the measurement is a factor ¢? higher than the
one from [CLZ22]. By the union bound (and still assuming ¢ prime), with the optimal
unambiguous measurement, it suffices to set

B u(log ) . (2.2)

¢~ min|f]?

26



2.1. Overview of the main result

How to implement the measurement in time polynomial in logg

Compared to the [CLZ22] approach, the quantum distinguishing measurement from [CB98|
allows one to choose m smaller by a factor ¢? and also to gain a factor ¢? in the runtime.
But beyond these considerations over the parameter m, that we discuss more deeply in
Subsection 2.1, recall that we are looking for a sampler whose runtime is polynomial in m
and log q. We therefore have to efficiently implement the above POVM. Although the mea-
surement was introduced in [CB98], this work does not specify how to efficiently compute
it. The POVM components (Ej)0§j<q turn out to be some projections (Wj)(zpﬂ)ogjq.
A first approach would be to compute the quantum states [¢;)’s, which are given by
(here w, refers to a primitive ¢-th root of unity.)

- ¥ w0 )

VJ : ’¢j> \/Nxez/qz

where N = 3=, cz/02 |f(—2)]"2 and (IX2))sez/qz denotes the Fourier basis, namely

1
Va ’XCB> = = Z wy? ‘y> .
\/ayEZ/qZ !

However, even if one were able to compute these quantum states in polynomial time,
there are ¢ of them, making it difficult to obtain a runtime polynomial in log g. One may
therefore try to find a way to efficiently compute a unitary sending |7) [0) to |j) ]w]l) for
all 7. This seems to be a challenging path, as such a unitary would need to implement
the POVM. Let us backtrack a little, and try to see how the POVM given by (E;)o<j<q
and E ;| acts on the [¢;)’s. First, let us decompose the |¢;)’s in the Fourier basis:

Vil = Y f=2) w7 xa) -

x€Z/qZ

To correctly identify |1);), we project it according to E; = |wf>(¢]l| This leads to
considering the following Hermitian product:

1 . :; wj‘r A_x 71. —T .wfjx
(Wien) = g 2 ea” Fa ™ Fee) e
1 - T
:\/N_q” > f(=2)7h - f(=a)

x€Z/qZL

In other words, when projecting [¢;) on [¢;"), we want to “remove” f(~x) in the am-
plitudes of [¢;) in its Fourier basis decomposition. Therefore, simulating the POVM
of [CB98| leads to considering the unitary performing this task, i.e., a unitary V such
that

min | f] min|f||2
x !X>!>Hf<_x)\x>\>+ o) Xa) 1)

(We note that a similar approach was considered in [CT23].) Such a unitary is effi-
ciently computable under the conditions that both min |f| and f(—x) can be efficiently
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Chapter 2. Oblivious LWE Sampling

approximated. Let us check that V indeed “simulates” the measurement from [CB98], by
computing how it acts on the [¢);)’s:

V ([45) 10) =V< > J=2) w7 Ixa) |0>)

x€Z/qZ
in |7]|
T N . min
= Z m1n|f|-wq3 |X$>|0>+f(—l’)'wq] == Xa) 1)
T€Z/qZ f(-l’)
min |f][

= Va-min|f] [7)[0) + > f(=z) w7 |1~

T€Z/qZ

In other words, we have (for some quantum state |7;)):

Vi{9;)10) = P15} 10) + /1= p©8 Inz) [1)

where p“B turns out to be equal to the success probability of the POVM given in [CB9S8],
i.e., p°8 =1—p{B. Therefore, by interpreting any quantum state whose last qubit is |1)
as L, applying V amounts to quantumly recovering j from |¢;) with probability 1 — p¢®.

Increasing the Fourier coefficients

At this stage, we have that the modified C|LWE) algorithm is polynomial in m and log g.
We also have decreased the feasibility threshold on m from ng/min |f]?-w(log A) to n/(q-
min | f|?) - w(log \). However, as observed in [CLZ22], the quantity min |f|® can be ex-
tremely low for distributions of interest.

Our last technical ingredient stems from the observation that for the purpose of oblivi-
ous LWE sampling for a distribution x, we do not need to set f = ,/x but can set f = |/x-u
for any function w : Z/qZ — C taking values on the unit circle. Indeed, the new phases
disappear when we measure the C|LWE) state to obtain the LWE sample. Interestingly,
the phases can greatly help to increase min | f 2. The astute reader will note that the
circuit described above then needs to be updated to account for the phases, but we show
that efficiency can be preserved, notably for the function v that we choose. We propose
to set u as the sign function:

VeeZN[0,q/2] :u(z) =1 and VeeZN(—q/2,0):u(x)=—1.

Then the following relations hold, for ¢ odd and for all © € Z/qZ viewed as an integer
n (—q/2,q/2]:

~ 1

fl) = — fy) -wy?

quZ/qZ
1 1

= — X)) wi? —— > x(y)-w
9 7(0,q/2] 9 7n(=q/2,0)
x(0) 1

- P S ) @ - )
V4 9 200,4/2] ! !
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2.2. Preliminaries

Note that the summand is an imaginary number and hence that (/x(0)/q is the real part of

f(x). As a result, we obtain that min |f| > \/x(0)/¢. By combining with Equation (2.2),
it suffices to set m = n/x(0) - w(log A). For the specific case of the folded integer Gaus-
sian distribution, we have that x(0) =~ 1/0, leading to an efficient algorithm when o is
polynomial in A.

We stress that we use both the phases and the improved unambiguous measurement to
obtain an efficient algorithm. We already saw that the the improved measurement alone
is insufficient. Conversely, if we use the phases and the measurement from [CLZ22], then
it seems that we need m to grow as ng®/o - w(log \), which forbids a runtime polynomial
in log q.

2.2 Preliminaries

We will consider the additive group Z/qZ for ¢ > 2 and may write its elements as

. qg . _q
7./q7 = 7. —Licdl
/q {JG 2<‘7_2}

We define w, as exp(27i/q). Recall that the discrete Fourier transform of every function f :
Z]qZ — C is defined as follows:

Vo € Z/qZ, [z \/a > fly
yEL/qZ

For an integer m and a real number r > 0, we let B,,(r) denote the ball of R™ with
radius 7. Vectors are in column notation and are written with bold letters (such as x).
Uppercase bold letters are used to denote matrices (such as A). For vectors ay, . .., a,, we
let (a;|...|a,) denote the matrix whose columns are the a;’s. For any two vectors x,y €
(Z/qZ)¢, we define their inner product as

(x,y) szyz mod ¢ .
=1

Let f : S — Cbea function. We define the function f®?: S¢ — Cas f®(zy,...,1q) :=
f(xy) - f(za), for all (z1,...,24) € S% When the dimension d is clear from the context,
we abuse the notation and write f instead of f®?. Let S be a finite set and f : S — C.
We say that f is an amplitude function if

o lf@)” =

€S

We note that f®? is an amplitude function whenever f is an amplitude function.

2.2.1 Quantum computations

We recall some background on quantum computation.

Partial trace. For our purposes, we need to describe sub-systems of a given “composite”
quantum system. This description involves the partial trace. Let A and B be two Hilbert
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Chapter 2. Oblivious LWE Sampling

spaces with {|a) }sez and {|b) }se 7 as their orthonormal bases, respectively. For all aj, as €
7 and by, by € J, tracing out the register of B is defined as follows:

trs (|agXaz| @ [b1)(b2]) := (b1]b2) |a1)az| -
It is extended by linearity.

Trace distance. We will also use the trace distance which is defined over two quantum
states p, o as follows:

Du(p,0) =50 (Vo= )0 =)

For pure quantum states |¢)) and |p), it can be simplified to /1 — | (¢|¢) |?. The trace
distance has the following properties (see [NC11, Th. 9.2]):

e for any joint states p, o over A ® B, it holds that Dy, (trz(p), tra(o)) < Dy (p,0);
e for any quantum states p, o, 7, it holds that Dy (p,0) < Dy (p, 7) + Dy (7, 0);
e for any quantum states p, o, 7, it holds that Dy (p ® 7,0 @ 7) = Dy (p, 0);

e for any quantum algorithm Q and any quantum states p, o, it holds that Dy, (Q(p), Q(c)) <
Dy (p,0).

Let M be the set of possible outcomes of a measurement on the above states. Let X
and Y be the distributions over M induced by measuring p and o, respectively. We have:

A(X)Y) < Dul(p,0) . (2.3)

Quantum Fourier transform (QFT). The QFT over the additive group Z/qZ, whose
characters are x, : y — wy¥ for x € Z/qZ, is defined as follows:

1
Ve e Z/qZ, QFT]|z) = ﬁ > wiVly) .
z€Z/qZ

The quantum states |x,) := QFT |z) for x € Z/qZ are called the Fourier basis, whereas
the states |z) form the computational basis. The following lemma recalls how the compu-
tational basis decomposes in the Fourier basis.

Lemma 1. For any q > 2, it holds that

1
T = Z Wq_yx|Xr> .

VyeZ/qZ, |y)= NG
T€Z/qZ

Proof. We have the following equalities:
QFT > w, " |xz)= > w," QFT|[xs)

x€Z/qZ x€Z/qZL

= > w ¥ > W™ QFT |m)
x€Z/qZ ! \/amEZ/qZ !

= Z (1 Z wj(m_y)> QFT |m)

meZL/qZ Va ©€L/qL

=VqQFTy) .
The result is obtained by applying QFT . O]

1
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2.2.2 Gaussian distributions

The Gaussian function centered around 0 with the standard deviation parameter o > 0

is defined as:
I |2

Vx € R™: p,(x) :=¢ " o2

where [|-|| denotes the Euclidean norm of x. The following lemma shows the concentration
behaviour of p, over Z™.

Lemma 2 (Adapted from [Ban93, Le. 1.5]). For any positive integer m and any real
numbers o > 0 and o' > o/+/2w, it holds that

/ 2

oo (27 \ Bl Vi) < (% VEe o7 ) (@)

We have the following inequality:.
Lemma 3. For every o > 0, we have 0 < p,(Z) <1+ 0.

Proof. We have p,(Z) < 142 [;+* p,(r)dx = 1+0, by comparing the sum and the integral.
Moreover, using the Poisson summation formula, one obtains po(Z) = 0-p1/,(Z) > 0. O

The discrete Gaussian distribution over Z™ centered around 0 with the standard
deviation o is defined as follows:

Vk € Z™ : Dym (k) :=

where p,(Z™) := Y yezm po(k). Folding Dzm , modulo an integer ¢ yields the distribu-
tion ¥, 4.

Definition 7 (Folded Discrete Gaussian Distribution). Let ¢ > 2 an integer and o > 0
a real number. We define the folded discrete Gaussian distribution over (Z/qZ)™ with
standard deviation o and folding parameter q by its probability mass function ¥, 4:

VX € (Z/qZ)™ : Do g(x) = Zkez; p(gztcﬁ kq)

We note that in all distributions above, the dimension of the input is implicit and can
be derived from the context. The distribution 9, , behaves very closely to Dzm .

Lemma 4. Let m > 1 and q > 2 integers and o > 0 a real number. Assume that q >
20+/m. Then for every x € Z™ N (—q/2,q/2|™, it holds that

2
9

DZmp'(X) S 190-711 (X) S DZm,U(X) + e_ (20)27

and

q2

Dz o (x) < /U5 q(x) < /Do (x) + €757 .
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Proof. For x € Z™ N (—q/2,q/2]™, we have

Y ro(x+kg)=po(x)+ D po(x+kg)

kezm kezZ™\{0}

< po (X) + Z Po (k>

kezm: k> §
m q
I RNE)

< po(x) + <20?/ﬁ V2me e_WméUV) po(Z™) (Lemma 2 with ¢’ =
2

< po(x) + <e‘méa>2) po(Z™)

where the last inequality follows since for every x > 1, we have (1 —7)x* > Inz +In v/2me.
This gives the first statement. For the other one, we take the square-root of the last
inequality above to obtain:

polx) + B g @) _ [ |
po(Zm) ~\ ps(Zm) '

Voq(x) <

This completes the proof. O

2.2.3 Learning With Errors

We restate the definition of LWE here, with a minor additional notation.

Definition 8 (LWE). Let m > n > 1 and q¢ > 2 be integers, and x be a distribution
over Z/qZ. The parameters m,n,q and x are functions of some security parameter \.
Let A € (Z/qZ)™™, s € (Z/qZ)" be sampled uniformly and e € (Z/qZ)™ be sampled
from x®™. The search LWE,, ,, ., problem is to find s and e given the pair (A, As + e).
The vectors s and e are respectively called the secret and the noise.

Whenever x is equal to the folded discrete Gaussian distribution ¥, for some o > 0,
we overwrite the notation as L\WE,, 5, 4.»-

2.3 Witness Obliviousness

In this section, we are interested in the task of sampling an LWE instance (A, b), given a
matrix A. A direct approach (which follows the definition of the LWE problem) is, using a
source of randomness, to produce a secret vector s and a noise vector e with appropriate
distributions, and then to output b = As + e. This sampler has a particular property: it
itself knows the secret s. In a sense, the LWE problem with the vector b is not hard for the
sampler. In that case, we say that an LWE sampler is witness-aware. We are interested
in samplers that are not witness-aware, i.e., that are witness-oblivious.

Below, we discuss instance samplers and knowledge assumptions with a focus on
the LWE problem. We start by splitting our discussion about obliviousness between the
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2.3. Witness Obliviousness

classical and quantum settings in Subsections 2.3.1 and 2.3.2. Furthermore, we show in
Subsection 2.3.3 how to deduce from a given oblivious sampler another one via reductions.
Finally, we show in Subsection 2.3.4 how to design a quantum oblivious sampler for LWE.

2.3.1 Classical Setting
We begin by the definition of a classical LWE sampler.

Definition 9 (Classical LWE Samplers). Let m > n > 1 and q¢ > 2 be integers, and x
be a distribution over Z/qZ. The parameters m,n,q,x are functions of some security
parameter \. Let S be a PPT algorithm that has the following specification:

S(1*, A;7): Given as input the security parameter 1* (in unary), the matriz A €
(Z/qZ)™™ and an auxiliary bit string r of size poly(\), it returns a pair (A,Db)
with b € (Z/qZ)™.

We say that S is a classical L\WE,, 5, o sampler if, for a uniformly distributed input ma-
triz A and a statistically independent random string r, the distribution of S(1*, A;r) is
within statistical distance negl(\) from the distribution of LWE,, , 4 as given in Defini-
tion 8.

As discussed above, some samplers, during their course of execution, might need to
produce the witness in order to be successful, namely they are aware of the witness.
Assume that we are given the concrete machine that implements the sampler. If we
carefully inspect all steps of the machine, the witness must show up at some point (in
an easily recoverable way), which allows us to extract it. We grasp this intuition in the
following definition.

Definition 10 (Witness-Oblivious LWE Samplers). Let m,n,q, x, A as above. We say
that a classical L\WE,, ,, ;. sampler S is witness-oblivious if for every PPT extractor &,
we have

A< U((Z/q2)™")

P U ({0, 1)
(A,b:=As+e)«+ S(1A;r)
(s',e') < E(1*,A,b,r)

Pls'=sande =e < negl(\) ,

where the probability is also taken over the randomness of €.

This definition implies that given (A,b), finding a witness is hard for all PPT algo-
rithms.

Lemma 5. Let m,n, q, x, A as above. Suppose that there exists a classical witness-oblivious
LWE,, n.qx sampler. Then the L\WE,, ,, 4 problem is hard for every PPT algorithm; for
all PPT algorithm B, we have

(s, ¢) « B(1*, A, b) =

IP) /: /:
(s sande =e = negl()

(A,b = As+e) « LWE,, .o ) 1

where the probability is also taken over the randomness of B.
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Proof. Let S denote the witness-oblivious sampler and B be an arbitrary PPT algorithm.
By assumption, if given as input a uniformly distributed matrix A, the output distribu-
tion of algorithm & is within statistical distance negl(\) from the instance distribution
of LWE,, . 4. Therefore, by properties of the statistical distance, we have:

P(s’:sande’:e <

(A,b:=As+e) <+ LWE,, 4y
(s',€') + B(1*, A, b)

A< UW(Z/qz)™")
r U ({0,1}7o¥™)

P|s = de = (A .
S=sade=cl ) 2 Aste) LS A | TEW
(s',€) < B(1*, A,b)
Define the following PPT algorithm &:
E(1* A,b,r) :=B(1*, A,b) .

Therefore, as S is a classical witness-oblivious sampler, we have

A < UW(Z/qz)™ ")

, ;o r < U({0, 1}PovV)
Plsi=sande =e| \ ' agie) SN A | ="V

(s',€e) + E(1*, A b, 1)

which completes the proof. O

Lemma 5 states that the existence of a witness-oblivious LWE sampler implies the
hardness of the LWE problem. We are interested in the converse, i.e., in obtaining an
oblivious sampler, under the assumption that LWE is hard.

2.3.2 Quantum Setting

To discuss the post-quantum security of cryptographic schemes, we must migrate to quan-
tum algorithms with appropriate extension of obliviousness. Before going into the details,
we need an appropriate definition of quantum samplers.

Definition 11 (Quantum LWE Samplers). Let m > n > 1 and q > 2 be integers, and x
be a distribution over Z/qZ. The parameters m,n,q,x are functions of some security
parameter \. Let S be a QPT algorithm that has the following specification:

S (1’\,A, |O)p°|yo‘)>: Given as input the security parameter 1* (in unary), the ma-

triv A € (Z/qZ)™*", and a polynomial number of ancillas each initialized to |0) as
inputs, it returns a pair (A,b) with b € (Z/qZ)"™.

We say that S is a quantum LWE,, ,, . sampler if, for a uniformly distributed input
matriz A, the distribution of S(1*, A, |0)P*Y™) s within statistical distance negl(\) from
the distribution of LWE,, ,, 4, as given in Definition §.
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Figure 2.1: The execution of the sampler.
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Figure 2.2: The execution of the extractor between Steps ¢ and ¢ + 1 of the sampler.

The main principle we use to base our obliviousness definition on is that observing
or measuring the execution of a machine (be it classical or quantum) must not change
the view that the sampler has of itself. Assume that an extractor is observing a sampler.
Let pqgee represent the joint state of the sampler S and the extractor £ at some step.
The extractor might have carried out particular inspections that ended up in entangling
its register with that of the sampler, so the state pqge might not be separable. We
intuitively expect from a valid extractor that if we trace out its register, the remaining
state must be as if no extractor was inspecting the sampler at all. Namely, if pq was the
state of an isolated sampler at the same step, we require that tre(pqge) = pq. We define
valid extractors as follows, based on the above discussion, except that we only require
that tre(pqee) and pq are close for the trace distance.

Definition 12. Let Q and E be two quantum registers initialized to 7q and Te where Tq
consists of classical information and ancillas while Te consists of only ancillas. Let G be
the set of one-qubit and two-qubit unitary gates. Let S be a quantum algorithm operating
on register Q with gates Sy, ..., Sy each of which either belongs to G or is a measurement in
the computational basis. Let £ be a quantum algorithm operating on the joint register QRE
with the gates (£o7)j<k(0), (E1,5)j<k(1)s - - - » (Eev1,5)j<k(e+1) each of which either belongs to G
or is a measurement in the computational basis.

In the first scenario, suppose that S is operating alone on Q. Let oq(i) be the density
matriz representing the state of Q just after the i-th step of S for i > 1 and just before
the first step of S fori =0, as depicted in Figure 2.1.

In the second scenario, suppose that S and &£ are operating jointly on the registers Q
and E as follows. After the i-th step of S fori > 1 and before the first step of S fori =0,
algorithm & is given both registers to perform its operations (€; ;) <k and sends register Q
to 8. For every 1 < j < k(i), let pqee(i,j) denote the joint state of the registers after
applying &;;, and let pqee(i,0) denote the state just before applying &;, as depicted in
Figure 2.2.

Let € > 0 be a real number. We say that £ is an e-valid extractor if for every 0 < i < /{
and every 0 < j < k(i), it holds that:

Dy (tre(paee(i, j)), oq(i)) < € . (2:4)
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We say that an extractor is perfect if it is e-valid for ¢ = 0. Furthermore, we
let (S,E)(1q, Te) denote the joint output.

We note that this definition does not assume that S is a sampler, nor that S and &
are efficient.

This definition covers all valid extractors in the classical setting. A classical sampler
only exploits classical registers. Observing and copying the internal states and the ran-
domness encoded in classical registers is perfectly doable. This translates to the extractor
having all the information of internal states and randomness of the sampler. This gives
exactly the same information to the extractor as in Definition 10.

Definition 13 (Witness-Oblivious Quantum Samplers). Let m,n,q,x, A as in Defini-
tion 11. We say that a quantum LWE,,, ., sampler S is witness-oblivious if for ev-
ery negl(\)-valid QPT extractor €, we have

Pls=sande =e A < U((Z/aZ)™™)
B "7 (Ab=Aste)(5.¢)) « (5.6) (11, A]0)). |0))
< negl(A) ,
where |0) := |0PYN) " and the probability is also taken over the measurements of S and &.

We note that a statement similar to Lemma 5 holds for quantum witness-oblivious
samplers.

Relation to the definition from [LMZ23]. The authors of [LMZ23] adopted a different
approach to define valid extractors. Their definition only deals with unitary algorithms
followed by a single final measurement. The sampler is first executed until it performs
its final measurement, and then the remaining working register and the measurement
outcome are handed over to the extractor. The extractor is not allowed to inspect or
observe the sampler during its execution. Using the notations of Figure 2.1, a valid
extractor, in their case, is only given the classical output y, and the quantum output |®).

Definition 14 (Adapted from [LMZ23]). Let S be a unitary algorithm with a pure initial
state and some classical string as input. Assume that S performs a final measurement
in the computational basis over part of its register. A quantum algorithm & is said to be
an LMZ extractor for S if it operates as follows: in the first phase, the sampler runs its
circuit and outputs |y, ®) where y is classical and |®) is quantum; in the second phase,
the circuit of the extractor runs over |y, ®), and possibly extra ancillas, and outputs a
classical string.

We stress that in the definition above, the extractor is not allowed to engage in the
first phase: it proceeds after the sampler. We show in the following lemma that, when
restricted to unitary algorithms with a pure initial state, our definition of perfect extractor
is equivalent to the one from [LMZ23].

Lemma 6. Let Q be a quantum register initialized with some classical string z and with
the pure state [0)q. Let E be a quantum register with pure initial states |0)g. Let S be
a quantum algorithm operating on Q by a series of unitary gates followed by a single
measurement. Let £ be a QPT e-valid extractor operating on two registers Q and E as
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per Definition 12. Then, there exists an LMZ extractor £ (as per Definition 14) that is

QPT, and
Dtr(<3,5> ((,10)). 0)e) + € (S (z,|o>Q))) <22 .

In the case of quantum LWE samplers, the classical string z will be 1* and A.

Lemma 7. Using notations of Lemma 6, for any (i, ), it holds that

Dur (paselis i), 0a(i) ® € (10))) < 2v/2 |

where 8('l-7j) is a QPT algorithm given as input a quantum state |0), and implicitly the
description of S and £ as well as the classical string z.

Proof. Let us first prove the statement for the perfect-case, i.e., ¢ = 0. We prove it by
induction on i. Suppose that the statement holds for (i —1) > 0 (it clearly holds for i = 0
as at this step neither S nor £ performs any computations). In particular, we have

paze(i — 1 k(i — 1)) =oq(i = 1) ® g(,i—l,k(i—l))(|0>) :
The statement holds for (z,0) by definition, namely,
paee(i; 0) = Sioq(i — 1) ® g(lifl,k(ifl))(‘()))
=oq(i) ® g(/i—l,k(i—l))(|0>) :

Note that £ is a perfect extractor, therefore according to Definition 12, we have

tre(pQee(i, ) = oq(i) -

The state oq(7) is pure since S only applies unitaries to Q which initially contains the pure
quantum state |0),. Therefore, according to the above equality, pqee(i,j) is a product
state. Furthermore, it is necessarily given by

O'Q(Z> ® PE ,

where pg is the quantum state obtained after applying &;1,...,&;; as in Figure 2.2 on

Paee(i,0) = 0q(i) ® &y 1i-1)(10)) ,

and then tracing out Q. On one hand, oq(7) can be computed via i steps of S given
the classical string z and the quantum state |0), where no measurement are performed.
Therefore, given the description of S, we can compute a polynomial time unitary U
(the sampler S is QPT) such that oq(i) = U0). On the other hand, the quantum
state pegq(i,j) is equal, by definition, to
Peeq(i: j) = &ij - - Eix (pawe(i, 0))
=&y &1 (0a(0) © Efr-1a1 (10))
=& Eia (U |0> ® g(ifl,k(ifl))(m))) :

37



Chapter 2. Oblivious LWE Sampling

The algorithm 5(,1',3‘) computes the above state and then it traces out its first register Q,
namely it keeps only the second register E. It shows that the lemma holds when ¢ = 0
for any ¢ and any 0 < j < k(i). It concludes the proof by induction in this case.

Now suppose that € > 0. Let us consider the same algorithm 5(’1.,]») as above. However,
in this case (when keeping the second register) it is not true anymore that, pqge(i, j) =
oq(i) ® &, ;) (|0)). Indeed, tre(pqee(i; j)) is not a pure state, therefore pqge(i, j) is not a
product state. To handle this case, let us introduce the fidelity F'(-,) between quantum
states, i.e., for all quantum states p and o

F(p,0) :=tr\/\/po\/p .

By Uhlmann’s theorem [NC11, Th. 9.14, Exercise 9.15], there exists some purifications
|p) and [1) of tre(pqee(i, 7)) and oq(i), respectively, such that

F(tre(paee(i, 1)), 0q(i) = [(el¥)] - (2.5)

Note that by definition: trg(|i)«|) = oq(i) which is a pure state. Therefore |¢) is a
product state, in particular

) = oq(t) ®p .
By Fuchs-van de Graaf inequalities, [NC11, Eq. 9.110], it holds that

F(tre(paze(is 1)), 0q(1)) = 1 — Dy (tre(paee(i; 1)), 0q(i))
>1—ce.

Therefore, by using Equation (2.5), we have

[(el)| =1 —¢

D (), 1)) < (/1= (1—¢)? < V2e .

The above inequality holds for any purification |p) of tre (pewe(4,j)), in particular for
paek (i, 7) (without loss of generality we can suppose that it is a pure quantum after some
purification), namely,

Dy (paae(i, §), [4) < /1 —(1—¢)? <V2e. (2.6)

Recall now that |¢) = oq(i)®p. In its last step, algorithm &, ;)(|0)) keeps only the second
register E of pqge(7,7) (it traces out its first register Q). Therefore, by properties of the
trace distance,

which implies that

Du (p, &.5(10))) < V2e . (2.7)
By using the triangular inequality,
Dy (paseli ), 0q(i) @ €5y (10))) < Dur (pase(is 5), [¢)) + D ([00) , 0q(i) @ &5 (0)))
= D (pase(i. 1), [9)) + Dus (70(i) @ p.oa(i) ® €, ([0)))
= D (pee(is ), [10)) + Du (p, ®E(; 5 (10)))
< 2V/2

where we used Equations (2.6) and (2.7). This completes the proof. O

38



2.3. Witness Obliviousness

Proof of Lemma 6. Let ¢ be the number of steps of the sampler S. Recall that after
the ¢(-th step, the sampler S measures part of the register Q. According to Lemma 7, we
have

D (PQ@E(& k(£)),0q(0) @ & ) (|0>)) <2V,

where & k(o) 18 @ QPT algorithm that only needs the description of §, £, and the knowledge
of the classical string z to run. Therefore, after performing the measurement of & on
0Q(l) ® & 11 (10)), the post-measurement state is within trace distance < 2/2¢ from the
post-measurement state after applying the same measurement on pqge(¢, k(¢)). Let the
former be

where y is classical. To build an LMZ extractor, it suffices to remove the interaction
between £ and S. We first run S once and let it perform its measurement to obtain |y, ).
Then, we let £ perform its last steps over |y, ®) ® &, (|0)). Note that this defines an
LMZ extractor since &, (|0)) can be computed in polynomial time and independent of
(i) the execution of S and (ii) its measurement output.

]

2.3.3 Obliviousness and black-box reductions

All definitions of this subsection can be extended to the general class of distributional
problems as well. Recall that a distributional problem P is a pair (R, D) where R is an NP
relation and D = {D,}, is a polynomially sampleable ensemble over the instances of R.
The problem P asks for finding a witness for an instance that has been sampled according
to D. We note that the search LWE problem belongs to this class.

Definition 15 (Quantum Samplers). Let A be the security parameter. Let P = (R, D) be
a distributional problem. Let S be a QPT algorithm that has the following specification:

S (1’\, 7, ]O}poIY(’\)) : Given the parameter 1*, a string &, and a polynomial number of
ancillas initialized to |0) as inputs, it returns a string x of size poly(X\) that has &
as a prefix.

We say that S is a quantum P sampler if there exists a probability distribution {IN),\}A
such that for @ sampled from Dy, the distribution of S (1’\, 7, ]O}pOIY(’\)) is within statistical
distance negl(\) from D,.

One can define witness-oblivious samplers by adapting Definition 13. We are inter-
ested in preservation of witness-obliviousness under reductions. We begin by recalling the
definition of reductions with respect to distributional problems.

Definition 16. A distributional problem Py = (Rq,D1) is randomized Karp-reducible
to Py = (Ra, Dy) if there exists:

e o PPT algorithm A that maps instances of Py to instances of Py such that A(Dy)
is within negligible statistical distance from Do over the randomness of A,
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e a PPT or QPT algorithm B for A such that
Vay,ys o (A7), 92) € Re = (21, B(z1,92,7)) € Ry,

with non-negligible probability over the randomness of B. Note that B has the ran-
domness v of A as part of its input (and can use extra randomness).

The following theorem states that witness-obliviousness is preserved under randomized
Karp reductions.

Lemma 8. Let Py and Py be two distributional problems. Assume that Py is randomized
Karp-reducible to Py with the associated algorithms A and B. If S is a quantum witness-
oblivious Py sampler, then A(S) is a quantum witness-oblivious Py sampler.

Proof. Let x1 <— S and 5 < A(xy;7). Suppose that there exists a valid QPT extractor &
that finds a witness yy for the instance x,. One can build a new extractor & for § as
follows. To find a witness for x;, the new extractor (i) collects the randomness r of A,
(1) finds the witness y, for x5 using &, and then (iii) applies B(z1,y2,7). The output
of B is a witness for x; according to the definition of the randomized Karp reduction. It
suffices to note that B is indeed a valid extractor for Q. O

Note that the P, sampler is witness-oblivious under the hardness assumption of P;.
Many classical reductions in the context of lattice problems fall into the above framework.

2.3.4 Reducing oblivious LWE sampling to C|LWE).

We complete this section by providing a general approach to design a quantum witness
oblivious sampler via a single unitary and a final measurement. We show that producing
LWE samples in an oblivious manner reduces to synthesizing a quantum state that is a
superposition of all LWE samples, as defined in [CLZ22]. This state synthesis problem is
called the C |LWE) problem.

Definition 17 (C|LWE) State). Let m > n > 1 and q > 2 be integers, and f be an
amplitude function whose domain is Z/qZ. The parameters m,n,q, f are functions of
some security parameter \. For A = (a;|...|a,)" € (Z/qZ)™"", the C|LWE(A))
state is defined as

m7n7q7f

C[LWE(A)) !

>

f(ei) [(ai, s) +e; mod q)
Zi(A) sez/qzy™ ec(z/qzym i

m
m,n,q,f =
-1
where Z(A) is the normalization scalar such that C[LWE(A)),, .« becomes a unit vector.

To simplify notation, when it is clear from the context, we will drop the dependency
on m,n,q, f, and the matriz A.

The normalization term Z(A), which guarantees that C|LWE) is a valid quantum
state, will play an important role. In particular, we will require that Z;(A) ~ ¢". We
will discuss this matter in detail in Section 2.5, when instantiating our algorithm to the
case where |f|?, i.e., the noise distribution of the measured LWE sample, is a Gaussian
distribution.
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2.3. Witness Obliviousness

Constructing this state was studied in [CLZ22] in order to solve the Short Integer
Solution (SIS) problem with some specific parameters. We note that [CLZ22] neglected
the normalization factor Z;(A) by assuming that it is always equal to ¢", see for exam-
ple [CLZ22, Def. 9 & Cor. 9]. In the general problem of constructing an C|LWE) state,
one should take the normalization into account. For instance, it was shown in [DRT21]
that this normalization factor should be handled with care when |f|? concentrates the
error weight close to the minimum distance of the spanned linear code.

We also stress that [CLZ22, Def. 9] only allows non-negative real-valued amplitude
functions, while we allow complex-valued ones. Although we only use real-valued (but
not positive) instantiations of the amplitude function in this work since they are sufficient
for our purposes, more choices of the function might have further applications.

Definition 18 (C [LWE) Problem). Let m,n,q, f, A as in Definition 17. The C[LWE),
problem is as follows: given as input a matriz A € (Z/qZ)™ ", the goal is to build
the C|LWE(A)),, ., state. More formally, we say that a QPT algorithm S solves
C|LWE),, . .. if there exists M < poly()) such that given 1*, a uniform A and |0y 184 |0y M
as inputs, then algorithm S builds a quantum state within trace distance negl(\) from
CILWE(A)), a0 0y, with probability 1 — negl()\) over the randomness of A and its
measurements.

Notice that measuring the C [LWE) state gives the following m LWE samples:
((a1, (ar,s) + e; mod q), ..., (am, (a,,s) + e, mod q)) ,

where the e;’s are i.i.d. with distribution |f|?, while s is uniform and independent.

In the following theorem, we show that solving C [LWE) using a unitary algorithm pro-
vides a witness-oblivious LWE sampler by measuring the final superposition. We stress
that the result holds even if the C|LWE) solver only provides a state that is only approx-
imately equal (in trace distance) to C[LWE(A)),, . 0yM.

Theorem 2. Let m,n,q, f, \ as in Definition 17. Assume that there exists a unitary QPT
algorithm S that solves C[LWE), . for some M < poly(\) number of auziliary ancillas
as input. Then S followed by a measurement in the computational basis is a witness-
oblivious quantum L\WE,, , 72 sampler, assuming the quantum hardness of LWE,, , 472-

Proof. Let Q = C® W be the register of S such that the final measurement is performed
upon C to obtain the classical output and W is the remaining register. Let |¢) be the final
state of the algorithm S over Q, right before the measurement. With probability 1—negl())
over the uniform choice of A, we have:

Dy (|¢0), CILWE(A)),, ... [0)™) < negl()) . (2.8)
After applying the measurement, the state |¢)) becomes a mixed state as follows:

os:= Y. Pb|b)b| @ [P}l ,

be(Z/qz)™

where py, is the probability of observing b as the outcome, and |¢y,) is the corresponding
state in the working space. After the measurement, the other state becomes:

OLWE = Z b |b><b’ ® ‘0><0’ )
bG(Z/qZ)’”
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Chapter 2. Oblivious LWE Sampling

where {gp}1, is the induced distribution of LWE,, ,, , s over its support, namely
@ =Psc (As+e=Dhb) , (2.9)

where s € (Z/qZ)" is picked uniformly at random and the e;’s are i.i.d. with distribution
|f|?. Using the properties of trace distance, we obtain for a proportion 1 — negl(\) of
matrices A:

Dy (0s,00e) < Du (), CILWE(A)),, . @ [0)™)

<
< negl(N) , (2.10)
where in the last line we used Equation (2.8). Using now Equation (2.3), we obtain for a
proportion 1 — negl(\) of matrices A:

A ({pptb, {gp}b) < negl(A) .

This proves, by using Equation (2.9), that the sampler S is a quantum LWE sampler as
stated in Definition 11.

Let us now show that S followed be a single measurement is a witness-oblivious quan-
tum sampler as stated in Definition 13. By assumption, the sampler S is a unitary
algorithm. We first consider the case where the extractor &£ is perfect, i.e., ¢ = 0 in
Lemma 6. Therefore, we can suppose that the input of £ is os.

Suppose that £ is instead given oywe, namely |b) [0)" with b := As + e € (Z/qZ)™
such that it has been picked according to gy, given in Equation (2.9). In that case, for a
uniform choice of matrices A, its probability to output (s’,€’) such that ' = s and ¢’ = e
is negl(\) as we assumed the quantum hardness of LWE,, , , s2. However the extractor
is given os. Using the properties of the trace distance, it holds that for a proportion
1 — negl(A) of matrices A:

Dy, (5 (0s),€ (ULWE)> < Dy (0s, oowe)
< negl(A) .

where in the last line we used Equation (2.10). This completes the proof in the perfect
case, i.e., € = 0.

Now, suppose that £ is negl(A)-valid extractor. According to Lemma 6, it is given a
quantum state a trace distance 2y/2negl(\) = negl(\) from os. To conclude the proof we
proceed as above. O

As a direct application of Theorem 2 and Lemma 8, we obtain that a unitary solver
for C|LWE),, .. 4. 8lves an witness-oblivious quantum LWE, ,, 4|2 sampler for any inte-
ger m' € [n,m]. Indeed, throwing away the superfluous coordinates is a Karp reduction.

2.4 An algorithm for C|LWE)

In Subsection 2.3.4, we have shown that witness-oblivious sampling reduces to the C |LWE)
problem (Definition 18). Solving this problem consists in building the C [LWE) state (as
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2.4. An algorithm for C|LWE)

per Definition 17). This state is an m-fold tensor product where each element corre-
sponds to a single LWE sample (a;, s) 4+ ¢; mod ¢. Like in [CLZ22], our approach to solve
the C|LWE) problem singles out each of these elements, analyzes them independently, and
finally recombines the results.

Definition 19 (Coordinate States). Let ¢ > 2 and f : Z/qZ — C be an amplitude
function. We define the coordinate states as follows:

q—1
Vj € Z/qZ, )= D f(e)|j+emodq) .
e=0

2.4.1 Description of the algorithm

Before going into the details, we briefly explain how our algorithm solves the C|LWE)
problem for some arbitrary amplitude function f. It proceeds in three general phases
that would ideally work as follows.

Phase A. First, it builds the following entangled state

1 1 m
Y S re)ls)Aste)=— Y [5)Q |, - (211)
VI se@/qny” eez/qz)™ VT se@wqny jl‘ ’ >

The efficiency of this step depends on the specific choice of f.

Phase B. For each j in parallel, it recovers (a;,s) from ‘¢<aj,s)> with some prob-
ability p (independent from j). If it fails, the outcome could be thought as special

symbol L. This operation is not allowed to “perturb” ¢(aj,s>>3 it has to be reversible.

We handle this by applying some polynomial-time unitary that maps ‘w<aj,5>> to the
state

VP l(a;,8))[0) + V1 =pla) [1)

for some |a) which does not play any role. We interpret any quantum state whose
last qubit is |1) as L. The quality of that step is quantified by the success proba-
bility p.

Phase C. Using the successful coordinates, the algorithm collects some linear
equations (a;,s) (for known a;’s). The next step is to recompute s by Gaussian
elimination. This allows to erase it from the content of the first register, i.e., dis-
entangling the state in Equation (2.11) and solving the C [LWE) problem. However,
note that Phase B only enables to recover each (a;,s) with some probability p.
Therefore our approach will work if the number of non-_L coordinates is no smaller
than n in order to expect to have a non-singular linear system to solve, namely
if m = (n + loglogq)/p - w(log \). Therefore, the success probability p considered
at Phase B has to be sufficiently large for the purpose of efficiency.
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Chapter 2. Oblivious LWE Sampling

Combining the steps above, one obtains Algorithm 1. Steps 1 to 4 of Algorithm 1
correspond to Phase A above, Steps 5 and 6 correspond to Phase B above, and Steps 7
and 8 correspond to Phase C above.

Algorithm 1 Quantum C|LWE(A))

g, f Solver.

Parameters: m,n,q and f.

Input: A = (ay|...|a,)" € (Z/qZ)™"".
Output: A quantum state |p).

1. Build the state

1
= > |s).
va se(ifi)"

2: Build the state Y ® fe)le:).
ec(Z/qL)™ =
3: Consider the joint state of Steps 1 and 2 to get

1
= D> 08 X & f(es) e
\/q_se(Z/qZ)" ec(z/qz)™ =1

4:  Apply the quantum unitary |s,e) — [s, (a;,s) +e1,...,(an,s) + e,) to get

L Soolsy Y ®feZ |{a;,s) +€;) =

VO se@jny eczlqn™ =1 VT se@jgoy =1
5. Append |0)™
: Apply the unitary I ® VO™ with V as defined in Equation (2.12), to obtain

1 m
W—RSG(Z ) @V ([t ) [0)) -

Zjqryn =1

=

Apply the quantum unambiguous Gaussian elimination as given in Equation (2.13)

to get
1 m
UAGE (\/q—n SG(ZX/q:Z)n ‘S> §V (‘w(ai,s>> |O>>) .

X@m
: Apply I® (V*) and output the resulting quantum state.

o

More details are required to make Steps 2, 6 and 7 explicit. For Step 2, we assume that
we can efficiently implement an approximation of the state (see Condition 1 of Theorem 3).
A realization for a specific amplitude function f will be discussed in Lemma 17. Step 6
relies on a unitary V satisfying:

Vo € 2/4Z:V () 10) = ) (1:10) + T = |1)) (212)

where u, is an approximation of (min |f])/f(—z) (see Condition 2 of Theorem 3). We will
explain in Lemma 14 how to implement V. Note that up to the numerical inaccuracy,
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2.4. An algorithm for C|LWE)

the unitary V can be viewed as an implementation of the unambiguous measurement
from [CB98] (see Appendix 3.6). Step 7 uses a version of a Gaussian elimination algo-
rithm Agg that works as follows when given as input a matrix A = (a;]...|a,)" €
(Z/qZ)™ " and m equations (y;)1<i<m Where y; = (a;,s) or y; =L (some equations may
be erased): it first tests whether the input matrix A is invertible modulo ¢ (which is not
required to be prime); if it is, it then outputs the unique solution s; if it is not, it out-
puts L. Algorithm Agg is deterministic polynomial-time and has the following properties
that will prove useful in our analysis of Algorithm 1:

e it is unambiguous, in the sense that it never outputs an incorrect solution, i.e., it
either outputs the valid s or it fails and outputs _L;

e if A issampled uniformly, and the number of non-_L input y;’s is (n+log log ¢)w(log \)
and the indices of the non-_L input y;’s are chosen independently from A, then Agg
returns L with probability negl(\) (this can be obtained, e.g., by adapting [BLP*13,
Claim 2.13));

e for any fixed A, if the indices of the non-_L y;’s are chosen randomly and indepen-
dently from the rest, then the success probability is the same for every (s € Z/qZ)".

In Algorithm 1, we consider a version of the Gaussian elimination Agg that is quantized
as follows. For any (s,x,b) € (Z/qZ)" x (Z/qZ)™ x {0,1}™,

Ustc : [8) @ [z bi) — |3 = Acn(A: W)1<icn)) @ o bi) (2.13)

where y; = x; if b = 0, and y; = L otherwise. To handle the potential output L of Agg,

we embed the first quantum register in Equation (2.13) into C* where (|x), L)) ez /az

is the computational basis (for some arbitrary symbols 1 ,).
The following theorem gives conditions under which Algorithm 1 solves the C|LWE)
problem in time poly(\).

Theorem 3. Let m > n > 1 and q > 2 be integers, and f : Z/qZ — C be an am-
plitude function. The parameters m,n,q, f are functions of some security parameter \
with m,log q < poly(\). Assume that the following conditions hold:

1. there exists a poly(X\)-time algorithm that builds a state within negl(\) trace distance
of the state Y .cz,/q f(€) |€);

2. there ezists a poly(\)-time algorithm that, given x as input, outputs
wy = (min [ f])/ F(=2) + €aps(2)
on poly(\) bits with max, |e.px(x)| = negl(\)/\/q";
3. we have that m = (n+ loglogq)/p - w(log \), where p := ¢ - min | f|?;
4. assuming that A € (Z/qZ)""" is uniformly distributed, we have

P, (’Zf(A) .
qn

> neglm) = negl()) |
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Chapter 2. Oblivious LWE Sampling

where Z¢(A) is the normalization scalar such that C|LWE(A))
vector, as per Definition 17.

g, f becomes a unit

Then Algorithm 1 runs in time poly (\) and, for a proportion 1 — negl(\) of matri-
ces A € (Z/qZ)™ ", it outputs a quantum state |p) such that

Dy (|i9) +10)" %7 C |LWE(A), 4.1 10)™) = negl(A) - (2.14)

The first two conditions enable an efficient implementation of Algorithm 1. In Con-
dition 3, the value p refers to the success probability in recovering j from |[¢;). This
condition ensures that m is sufficiently large for the unambiguous Gaussian elimination
algorithm to succeed with probability 1 — negl(\). Note that the condition on m and the
fact that m < poly(A) imply that we must have p > 1/poly(\). The latter implies that f(x)
is non-zero for all x € Z/qZ, a condition that is necessary to rely on the measurement
from [CB98] and, more concretely, for the unitary V used in Step 6 of Algorithm 1 to be
well-defined (see Condition 3). Still concerning Condition 3, the lower bound on m is to
ensure that a uniform m x n matrix modulo ¢ has an image of size (Z/qZ)" with over-
whelming probability. If ¢ is prime, this condition can be simplified to m = n/p-w(log \).
Finally, Condition 4 intuitively states that the parametrization of LWE provides a unique
solution with overwhelming probability. The last two conditions can be simplified if ¢ is
assumed to be prime.

We will first consider the correctness of Algorithm 1 (Lemma 13), and then analyze
its runtime (Lemma 15).

2.4.2 Correctness

The purpose of the unitary V (introduced in Equation (2.12)) is to recover the quantity
of (a;,s) from [¢(a,sy). More formally, we have the following lemma.

Lemma 9. Using notations of Theorem 3 and with V as defined in Equation (2.12), we

have
Vj € Z/qZ, V (|5)10)) = P13} 10) + VI = pln;) [1) + |error;)
for some quantum states |n;) and |error;) with max; || |error;) || = negl(X)/\/q"-

Proof. Let us write the |1);)’s (Definition 19) in the Fourier basis (|Xz))scz/qz. We have,
for all j € Z/qZ:

W)= > fle)lj+emodaq)

e€Z/qZ

71 E —(j+e)x
- \/a Z f <€> wq Grte) |Xx> (by Lemma 1)
e€Z/qZ z€Z/qZ

= > (1 > f(e)w;“) Wy | Xa)

©€Z/qL Vi e€Z/qL

= > f2)w ) -

z€L/qL
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2.4. An algorithm for C|LWE)

Therefore, by linearity and definition of V, we have:

V(57 10))
= F(=)w 7 V (|xa) 0))
x€Z/qZ
= | X ue f(-2) w;”lm)) |0>+( > V1= |wf? f(—2) w;jxlxﬁ) 1) .
x€Z/qZ *€Z/qL

=[5,0) =[v¥j,1)
Let us consider |1;¢). By definition of u, and p, we have:

|¢j70> = \/a - min |]?| (1 Z wq—j:c |Xx>> + Z eapx(x)f(_x)wq_jx |X:I:> .

\/a x€Z/qZ x€Z/qZL

=v/pl7) :=lerror; o)

Notice that:

Herror) [P = 3" cole)? |f<—x>|2§<max |eapx<x>|> .

i x€ZL/qZL

Hence, so far, we have:

V(1957 10)) = v/p13) [0) + |error;o) [0) + [¥;1) [1) (2.15)

where || |error; o) || = negl(\)/1/q", by assumption on max, |e,p(2)|. Notice that V(|1;) 0))
is a quantum state as V is unitary. Therefore, we can write

Y1) = V1 —pln;) + |error;,) |

for some quantum states |n;) and |error; ;) such that || |error; ) || = negl()\)/v/¢". Plugging
this into Equation (2.15) gives the result. O

As can be seen from Lemma 9, the transformation V introduces an error term. It basi-
cally comes from the fact that we only assume that we can approximate (min |f])/f(—z)
(as opposed to exactly computing it). This seems necessary for our subsequent choice
of f. Ideally, we would analyze the correctness of Algorithm 1 as if we were applying a
unitary W (that we do not know how to implement efficiently) such that

VieZ/qZ, W ([¢;)10)) = Vpl3)|0) + V1 =pln;) 1),

The value (a;,s) appears (in superposition) in the first register of W ( ‘1/)(ai,s>> |0)), for
all © < m. Therefore, applying the unitary U 4., as in Step 7 to the quantum state

LS 9 @W ([ts) )

V" se@qzyr =1
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Chapter 2. Oblivious LWE Sampling

will allow us to erase s from the first register. More precisely, we hope that after Step 7,
the quantum state

UAGE(jq—n S QW) 0 )

se(z/qz)" =1

will be “close” to the disentangled state

LS 0 ®@Wis) )

Zy(A) se@jqmym i=1

Notice now that applying I ® (VT>®m, as in Step 8, to the state above does not yield
the quantum state |0) C[LWE(A)),, . ¢10). Instead, this would hold if we were rather

applying I ® (W*)®m. But we do not know how to implement W efficiently. In the

following two lemmas we show that applying V and VT lead to a quantum state that
is close with respect to the trace distance to the case where we would instead apply W

and WT,

Lemma 10. Using notations of Theorem 3 and letting

) = (1®(VT)®”’) UAGE( > Is) é(m (ai,s)) |o>+¢—1—p\n<ai,s>>|1>)) :
e(Z/qz)"™ = 1
(2.16)

we have o)
neg
D (lp). I¢) = 552

Proof. Recall that |p) is obtained at the end of Step 8 of Algorithm 1. In particular,
thanks to Lemma 9, we have

9= (15 ()Y (£ W@V (o) )

Z/qZ)"

@m 1 S
:(I@(VT) )UAGE ( Z ®(\/_|az, Y10) +v1—p ’nals>
+ ‘error<ai’s>> )) .
Taking the Hermitian product, we obtain:
1

<%0/|90>:q7 3 H<1+\/_<a“ s), 0 ’erroras>+\/1— < ‘err0r<a S>>) )

e(zZ/qz)"
As max; || lerror;) || = negl(A\)/1/q", we have that
(¢'le) =q‘” S TI0+ 20
€(Z/qzZ)™ 1=1

for some zg; € C satisfying maxs; |2s:| < negl(\)/1/q". Using the fact that m < poly(\),
we obtain that (¢'|¢) = 1 — negl(\)/\/q". O
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2.4. An algorithm for C|LWE)

Lemma 11. Using notations of Theorem 3 and letting

) = (I ® (VT)W) (1 S 0® (v (21,80 10) + VT =p |nias) ) |1>))

Zy(A) se@qnyr i=1
(2.17)
we have

Dy ([¢'),10) CILWE(A)),,,,., £ 10)) < J1 - <1 - qu(;) negl(A)) .

Proof. By Definition 17, we have

0) CILWE(A)),, ,, ;10) = ——— 0) @ [t¥a.1) 10)

(e (v))

m

> 10)® (valas) o)

Z1(A) se@/qmyr =1

—_

+ JlTp)n<ai’S>> 1) + ‘error(ai7s)> )) )

Recall that max; || lerror;) || = negl(A)/y/q" (see Lemma 9). Therefore, we have

0) C[LWE(A)),, 107 10)™ = [4") + (I ® (VT>®’”) (Zl(A) (z/: | |0) ]errors>) ;
f se(Z/qZ)"

for some errorg satisfying maxg || [errors) || < m negl(\)/1/q" < negl(\)/\/q", since m <
poly(A). We hence obtain that

®m 1 qn negl()\) qn
<I ® (VT > ( Z |0) |errors)) < = = negl()\) |
) Zj(A) sez/amy Z;(A) V4 Z;(A)
which completes the proof. 0

The following lemma will help us in analyzing the effect of the unitary U 4.,. It con-
siders its application on a state whose second and third registers contain a superposition
of solved and undetermined linear equations. It is obtained from (2.13) by linearity and
the fact that y; in Equation (2.13) depends only in the last qubit.

Lemma 12. Let Uy, be defined as in Equation (2.13). Let xy,...,2, € Z/qZ and

M) 5., |nm) be some quantum states. We have

Uligs (rs> ® (vplai 0) + VI=pln) u>)) = 25— Acs(Ay) @Aw) joj,) -
i= yefa;, L}™ i=

where

s\ ._ ) |z |0) i yi = LB =
%i> _{ |n:) [1)  otherwise and - A(yi) = V1—7p otherwise °

49
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We can now show the correctness of Algorithm 1, i.e., that Equation (2.14) holds.

Lemma 13. Using the notations of Theorem 3, we have, for a proportion 1 — negl()\) of
matrices A € (Z/qZ)™ " :

Dy (I} [0)"1%9 C[LWE(A)),,,,., 0)"") = negl(A)

Proof. First, by Condition 1 of Theorem 3, we can build the quantum state Y- .cz .z f(€) |e)
up to a trace distance negl(A). Therefore, when analyzing the trace distance between the
output |p) of Algorithm 1 and |0) C[LWE(A)),, . |0), we can assume that it is ex-
actly Yec(z/qzmm Q=1 f(e) |e;) that is built at Step 2. Indeed, this only affects the trace
distance by an additive mnegl(\) = negl(\) term (recall that we have m < poly()\)).

By Lemmas 10 and 11, and the triangular inequality over the trace distance, we have

Dur(16)110)"7% C ILWE(A)),,,.,10)" )
< Dur (1) 1) + Das (1) 109)) + D (1) 10)"57 C |LWE(A)),,,,., 10)")

< Di (I¢), [07) + "qu'fj> + J 1- (1 - qu(;) negl(A)) , (2.18)

where |¢') and [¢)') are respectively defined in Equations (2.16) and (2.17). Applying the
unitary I® (VT) o does not change the trace distance. Therefore, by using the definitions
of |¢’) and [¢'), we have

Dy (l¢"), [¥) = D (|9) , [idear)) (2.19)
where
1 m
|77Z)> = UAGE (\/q—n seaTen) g (\/_| ai,8 |O S ‘7] (@i > ))
and

i) = e Y 10) @ (VB0 10} + VT =5 i) 1)
Zi(A) se@jaryr =1

By Lemma 12, we have

W= Y Y = Aa(Ay) @A)

v q S€(Z/q2)"™ ye{(a;,s),L}"™ i=1

s
%)

s\ . ’<ai7 S>> ‘O> if Yi = <ai7 S> . \/}_7 if Yi = <ai, S>
ayl_> T { ’77<ai,s>> |1) otherwise and - A(ys) = V1 —p otherwise
(2.20)
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Similarly, we have

i) = ——— > Y 0/@Aw)|a3)

Z1(A) se@/qn) ye((as), 1} i=1

We deduce that
1

<77Z)ideal |1/}> = T Z Z Z

q" Zf (A) s,8'€(Z/qZ)" ye{(a;,s),L}™" y'e{(a;,s’),L}™

(0f5' — Aap(A,y)) TTMw0Aw) (o3,

i=1

S/
Oéy;> .

=P sy y!

Our aim is to show that Py, is always equal to 0 except when s = s’ and y = y'.
First, notice that Ps¢ y, can be non-zero only if the following holds

S/ = AGE(A,y/) .

At this stage, recall that our Gaussian elimination algorithm Agg is unambiguous: with
the knowledge of y’, it can only output s’ of L (but not output another vector). Further,
to have Py ¢y, # 0, we also need

Vi : <a§i

a) £ 0.

>’s in Equation (2.20), it is necessary that for all i,

S

Therefore, by definition of the |aj,
we have y; = v

«

i. However, the y/’s uniquely determine s’, therefore s = s’ in that case.
Overall, we obtain that Psg .y # 0 implies that s = s’ and y = y’. Therefore, we obtain

1

<wideal|¢> == 771 Z Z H /\(yz)2
Zf(A) 4" se(z/q2)" ye({(ay;s), L})L,: =1
SZ.AGE(A,y)

n

Zf(A) p-AGE(A) )

(2.21)

where p ., (A) is the success probability of Agp when each of its m equations as input
is | with probability 1 —p and (a;,s), with probability p (recall that pa,,(A) is indepen-
dent from s). Now, by Condition 3 of Theorem 3, we have m = (n+loglogq)/p-w(log\).
Therefore, by assumption on algorithm Agg, except for a negl(\)-proportion of matri-
ces A, we have

Pags(A) =1 —negl()) .
By using Equations (2.18), (2.19) and (2.21), we deduce that for a proportion 1 — negl(\)
of matrices A, we have

Dtr(rsa>,\o>"1°gchvaE<A>>m,n,q,f\o>m)sw— T (1 _ negl(\))?

Zi(A)
2
negl(}) < q" )
+ +4ll—=(1- negl(\ .
T Z,(a) "¢
To complete the proof, it suffices to use Condition 4 of Theorem 3. O]
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Chapter 2. Oblivious LWE Sampling

2.4.3 Runtime

We now focus on the runtime of Algorithm 1. So far, we did not specify how to compute
the unitary V. This is the focus of the following lemma.

Lemma 14. Using notations of Theorem 3, we can evaluate a unitary V satisfying Fqua-
tion (2.12) in time poly(\).

Proof. Our objective is to implement V such that
Vo € Z/gZ: V () 0) = Ixa) (2 10) + 1= [wl? 1) -

By Condition 2 of Theorem 3, we can efficiently compute u, = (min | f|)/f(—z)+eap () €
C on poly(A) bits with max, |e.px(x)| = negl(A)//q". Without loss of generality, we
assume that u, is written as its magnitude and phase (m,,0,) where m, and 6, have
b = poly()\) bits. As z — u, is computable in time poly()), we can evaluate a unitary O,
satisfying the following, in quantum-time poly(\):

Vo 0, (|2) [02)) = |z) ma) [62) -
Now, consider the following two unitaries:

M= Y |uleLoF0)+y/1-721)0 .

ye{0,1}°

©:= Y L®lz):l® (|0}l +[1)1]) .

2€{0,1}b

where J = 30 5:/2" and 7 = 320, 2;/2". It can be checked that

OLOMO, (|z) [02°)]0)) = [z) |02 ) (u [0) + /T — Juz[2[1))

The unitary M can be implemented with O(b) = poly(A) unary and binary gates [dW23,
Ch. 9, Exercise 7.a]. Furthermore, we have

27rzz o H 2mi2~ k2

It shows that one only requires b = poly(\) controlled gates to implement @. This
completes the proof. O

We are now ready to prove that we can run Algorithm 1 in polynomial time.
Lemma 15. Using notations of Theorem 3, Algorithm 1 can be executed in time poly(\).

Proof. Step 2 of Algorithm 1 can be executed in time poly(\) by Condition 1 of Theorem 3.
All steps except Steps 6, 7 and 8 are readily seen to be computable in time poly(\)
as m,log ¢ < poly(\). By Lemma 14, Steps 6 and 8 can be executed in time m poly(\) =
poly(A). Finally, Step 7 applies Ugg. This unitary quantizes a poly(\)-time Gaussian
elimination algorithm. O]
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2.5. C|LWE) for the Gaussian distribution and witness-oblivious LWE sampling

2.5 C|LWE) for the Gaussian distribution and witness-
oblivious LWE sampling

Our aim in this section is to construct a witness-oblivious quantum LWE,, ,, ;2 sampler.
For this purpose, we use Algorithm 1 with a specific choice of parameter f, to obtain the
following theorem. The second part of the statement below is obtained by combining the
first part and Theorem 2. This proves Theorem 1.

Theorem 4. Let m > n > 1 and q > 3 be integers and o > 2 be a real number. The
parameters m,n,q,o are functions of the security parameter \ with m,logq < poly(\)
and q prime. Assume that the parameters satisfy the following conditions:

q

V8ming

m>no-w(logA) and 2<o0<
Furthermore, let f : Z/qZ — C be such that

f(l’) — {_Q?a,q(x) Zf() <z< % |

VUpq(x) otherwise

Then Algorithm 1 runs in time poly (\) and, for a proportion 1 —negl(\) of matrices A €
(Z/qZ)™"", it outputs a quantum state |p) such that Dy(|p) ,|0) CILWE(A)),, . +0)) =
negl(\).

In particular, if \WE,, 1, 4. i quantumly hard, then there exists a poly(\)-time quantum
witness-oblivious L\WE,,, ,, 4» sampler.

Note that Theorem 1 puts some constraints on the arithmetic shape of the modulus g,
on the number of samples m, and on the standard deviation parameter o. It would be
convenient to allow smaller values of m, arbitrary arithmetic shapes for ¢ and super-
polynomial values of o. Indeed, these are frequent parametrizations of LWE. To reach
such values, we can use randomized Karp reductions from LWE for some parameters to
LWE for other parameters. For instance, we can use Theorem 4 with many samples, and
just throw away the superfluous ones. We may also use Theorem 4 with some permit-
ted parameters n,o,q for which LWE is hard, and then perform modulus-switching or
modulus-dimension switching [BLP*13]. As an example, using modulus switching and
throwing away superfluous samples, we obtain the following corollary.

Corollary 1. Let m > n > 1 and g > 2 be integers and o > 2 be a real number. The
parameters m,n,q,o are functions of the security parameter X with m,o,logq < poly(\).
Assume that L\WE, ,, v o 5 hard, where ¢ < 2q is the smallest prime larger than g,
o =0o/(n+ ) Q1) and m" = max(m,no’ - w(log\)). If2 <o’ < ¢ /v/8m'Inq, then

there exists a witness-oblivious L\WE,, ,, , » sampler.

To prove Theorem 4, we show that the conditions of Theorem 3 are fulfilled for the
amplitude function of Theorem 4. This is the purpose of the rest of this section.
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Chapter 2. Oblivious LWE Sampling

2.5.1 On Conditions 1 and 2 of Theorem 3

In the lemmas below, we show that f and f can be approximated with sufficient precision
for Conditions 1 and 2 to apply.

Lemma 16. Let n > 1, ¢ > 3 integers, o > 0 a real number and f : Z/qZ — C as
in Theorem 4. Assume that n,o = poly(\) and ¢ = 2P°YN s odd, where X is security
parameter. Then we can compute u, = (min |f])/f(—z) 4 eapx(2) on poly(N) bits with
max, |eapx ()| = negl(X)/\/q", in classical time poly(X).

Proof. We show how to approximate f ( ) for every x within appropriate accuracy. This
also suffices to approximate min |f] because, by Lemma 19, we have min |f| = |f(0)|. As
seen in the proof of Lemma 19, we have, for all y € Z/qZ:
~ 0 .2 2mx
O . v

f(y) \/_ \/_xEZﬁZO:qQ f( ) n

First, note that one can efficiently approximate f(x) on poly(A) bits and within an absolute
error negl(\)/1/q", by relying on the Gaussian tail bound and summing poly(\) terms
(as 0 = poly(\)). The quantities sin(27xy/q) can be similarly approximated, using the
Taylor approximation of sin up to degree poly(\). To approximate f (y), we claim that it
suffices to compute the summation above for the summands = € {1,2,...,poly(A)}. We
use the tail bound for the Gaussian distribution. Let C := poly())% log g < poly(A). We
have, for all y € Z/qZ:

> Uy q(x) sin 2y <y Vo q(T)

x€ZN(C,q/2) z€ZN(C,q/2)
1

= Y. [ pela+kq)

Po (Z) z€ZN(C,q/2) \ keZ

! oD pyselr+kq)

Po(Z) 2ezn(Cq/2) kel

p\/ia' x
pa(Z) J:EZ\[—C C

7, 2
< Py (Z) V2re ¢ a7 (by Lemma 2)

_\/;T\/_U

1 C 2
< +\/\(_{_0 oo V2re e a2 (by Lemma 3)

< negl(\)/Vq" .

Finally, we observe that the truncated summation can be computed in time poly(A). [

<

Lemma 17. Let n > 1, q¢ > 3 integers, o > 0 a real number and [ : Z/qZ — C as in
Theorem 4. Assume that n,o = poly(A\) and q = 2P°YN  where X\ is security parameter.
Then we can build the following state in runtime poly(\) and within error negl(\)/\/q"

in trace distance:
Y flo)lz) .
x€ZL/qZL
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2.5. C|LWE) for the Gaussian distribution and witness-oblivious LWE sampling

Proof. Let C' = poly()\)5 logq < poly()). First, we build a state proportional to:

> pe(x)|z) .

z€ZN[—C,C]

Thanks to [GR02], such a state can be built in time poly()A). This state is within trace
distance negl(\)//q" (by using the same reasoning as in the proof of Lemma 16) from

S leglr)

x€Z/qZL

To complete the proof, it remains to add a —1 phase to the states |z) with x < 0. This
can be implemented by using a control gate on the appropriate register of |z). O]

2.5.2 On Condition 3 of Theorem 3

We now want to show that ¢-min | f|? is 1/poly()\). We first observe that, in most cases, the

direct choice of fo = /U, 4 does not satisfy this condition. This motivates the introduction
of +1 phases.

Lemma 18. Let ¢ > 2 and integer and 0 > 1 a real number. Let fo = /0, ,. We have:
- 7\'02 92
q - min |fo|* < 320 - max (64, e4cr2) :

Proof. Recall that
1

e + qkl2>
exp| ———— ] .
(@) ( =

Let A, B : Z/qZ — C be defined as follows:

Ve 2/ AW = Y @i (dnal®) — Do),

x€ZN(—q/2,q/2]

Yy € Z/qZ : B(y) := > w,? (Zkez PyaoT £ Re) \/DZ,O—(ZL‘)) :

v€Zn(—q/2.0/2] po(Z)

Ve € Z:0,,4(e) =

Then, for all y € Z/qZ, it holds that

%(y) = \;— Z Wgy V Voq(T)

9 zez/qz

- (A(y) B+ Y wp el kQ)) .

NG q

T€Z/qZ Po (Z)
By the Poisson summation formula, the above term is equal to:

\}6 (A(y) — B(y) + Zezzwéy %) = \;6 (A(y) — B(y) + pf:Z) %pﬁ (€ + %2 22-)



Chapter 2. Oblivious LWE Sampling

We now find upper bounds for the terms A(y) and B(y) and a lower bound for the
remaining term of Equation (2.22). Using the fact that \/p; = p,z,, we have, for all y €
Z7/qZ:

k
Bly)= > (Zkez o 2t Dz,a(x))
z€ZN(—q/2,q/2] PU(Z)

Pvas () -
— 2 Z wqy (ﬁx/ia,q(x) B DZ,\/§0<$)) )
Po(Z) zezn(=q/2.4/2]

By the triangular inequality, it follows that

Bly)| < Pvz=lZ) 9 5o (2) — Dy s (2
Pull= po(Z) xEZﬂ(—Zq/Z,q/Z]( Varal?) vaol )>

Z g2
< Py (Z) qge 32 (by Lemma 4) .

po(Z)

The use of Lemma 4 requires that o < ¢/2, which is implied by our assumptions.
We also have, for all y € Z/qZ:

|A(y)] < > (\/ﬁw(x) - \/Dz,g(x)> (by the triangular inequality)
x€ZN(—q/2,q/2)
q2
< > e 82 (by Lemma 4)
x€ZN(—q/2,q/2]

q2

—qge 52

Further, for every y € Z, it holds that

s rafied)ert
q

LeZ

To see this, note that the sum contains at least one term ¢ + y/q that has absolute
value < 1/2.

Going back to Equation (2.22) and using the triangular inequality, we see that, for
all y € Z/qZ:

— 5 2 ,
lfo(y)| < ﬁ (\/‘%e_”s +q e 87 + Pfa( ) X i )

2
< ﬁ ( Soe % + qe ~i + f\‘}“ q e_&c?>

0’2 2
<7 (T g )

where the second inequality follows from Lemma 3 and the third one from o > 1. O

The result shows that, for Condition 3 of Theorem 3 to have a chance to hold, one
is required to set the standard deviation parameter o as O(y/log\) or such that ¢/ =
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2.5. C|LWE) for the Gaussian distribution and witness-oblivious LWE sampling

O(v/log A). Unfortunately, in the first case, the LWE,, ,, ,» problem can be solved effi-
ciently [AG11], whereas the second one is too restrictive to enable cryptographic con-
structions.

To circumvent the above difficulty, we consider phases. Note that adding phases
to f does not have any impact on the measurements and, therefore, after measuring
the state, one still obtains an LWE sample with the same distribution. In the following
lemmas, we show that the phases considered in Theorem 4 can sufficiently increase the
quantity ¢ - min | f]2.

Lemma 19. Let ¢ > 2 an odd integer and [ : Z/qZ — R such that f(—z) = —f(z) for
all v € Z/qZ \ {0}. Then we have

q-min|f|* = ¢-[F(0)] = [F(O).
Proof. The discrete Fourier transform of f is given by

iy f(()) 1 Yy 1 Ty
f(y) \/_ \/_ :EGZF%(]/Z f( ) “e \/a xGZﬁa/ZO) f(x) “

M — Y as Va Cf(mx) = —f(x
\/_+\/_mezr%q/2f()( w™)  (as Vo £0: f(—x) = —f(x))

f(O) 2 . 2mxy
+1 )
ViV xezr§q/2 /() s q

for all y € Z/qZ. Since f is a real-valued function, the quantity |f(y)| is no smaller
than |f(0)/,/q| and the lower bound is reached at y = 0. O

We have the following lemma as a special case for the distribution 9, ,.

Lemma 20. Let ¢ > 2 an odd integer, o > 0 a real number and f : Z/qZ — C as in

Theorem 4. Then we have
1
2
> — .
g-min|f| T

Proof. The statement f(—x) = —f(z) holds for all z # 0. Therefore, using the positivity
of ¥, 4, we obtain

q-minf221907 0) > .
’| q() PU(Z)

Lemma 3 then gives the result. O]

Adding +1 phases “exponentially” increases the success probability p = ¢ - min | f %,
when choosing |f|* = ¥,,, which allows to fulfill Condition 3 of Theorem 2 under the
constraint that m,o < poly(A). This improvement is crucial as otherwise we could not
set m (which plays a significant role in the runtime of the algorithm) as some poly(\).
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Chapter 2. Oblivious LWE Sampling

2.5.3 On Condition 4 of Theorem 3

To instantiate Theorem 3, it now suffices to show that Condition 4 holds. Recall that it
involves Z¢(A), which is the normalization scalar ensuring that C [LWE(A)) is unit
vector.

m7n)q7f

Lemma 21. Let m,n > 1,q > 2 integers, A € (Z/qZ)™ ™, [ an amplitude function
over Z/qZ, and Z;(A) as per Definition 17. Then we have:

e N YT CRITES
efe?éer’n(A)

Proof. For every vector e € (Z/qZ)™, let |Im(A) + e) denotes the following state:

Im(A)+e):= > |Ax+e) .
x€(Z/qZ)"

(The state is purposefully not normalized.) For two vectors e, €/, we have

i (2.23)
0 otherwise

(Tm(A) + ¢/[Tm(A) + e) — {qn ife—e'elm(A)

Then the C|LWE(A)) state can be expressed as follows:

m,n,q, f
1
CILWE(A)), s = f(e)]|l +e) .
ILWE(A)) 1 1.0.1 Zf<A)ee(Zz/£Z)m (e)[Im(A) +e)
Therefore, we have
2
Zy(A)=| > fle)[Im(A)+e)

e€(Z/qZ)™
The above term is equal to:

> f(e)f(e) (Im(A) + ¢[Im(A) + ) = ¢" Z fle)fe)=q"+q" > fle)f(e),

e.e’ ee’
e—e EIm(A) e—e’'clm(A)

where we used Equation (2.23). We obtain:

Zi(A
-]y i)
q e#e’
e—e’€lm(A)
The result follows from the triangular inequality. O]

We now prove the following lemma.
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Lemma 22. Let m,n > 1 and q > 2 integers, and [ an amplitude function over Z/qZ.
Assume that q is prime. Let A be sampled uniformly in (Z/qZ)™*", and let Z;(A) be as
per Definition 17. Then we have, for any d > 0:

pu (|42 1 > 5) < e U011

Proof. We define:
Si= Y Ifle)-Ifle) .

ete’
e—e’€lm(A)

and view it as a random variable over the random choice of A. By Lemma 21, we have
that |Z;(A)/¢" — 1| < S holds for all A. Further, by Markov’s inequality, one obtains
that Pa(S > §) <Ea(S)/6 holds for every 6 > 0. Using the linearity of the expectation,
one obtains:

Ea(S) = EA( > Lincay(e —€) [f](e) - |f|(e’))

e#e’
= 3 Pale - cIn(A) I7li)- 1)
< LS i) 171 (224
¢ S

The last inequality follows from the union bound (over all elements in the image of A)
and the fact that ¢ is prime. m

We are particularly interested in the case where |f| = /¥, ,. The following lemma
allows us to apply the above result on this particular function.

Lemma 23. Let m > 1 and q > 2 integers, and o a real number such that 2 < o <

q/v/8mlIngq. Then we have:

S VOog(@)Uogle) < g +1.

e#e’

Proof. First, note that the summation can be rewritten in the following way:

Z \/ﬂdyq(e) \/ﬁa,q(el> = (Z \/m )2 — Z Vyqle) .

e#e’
By positivity of the second term, it suffices to find an upper bound for the first one. We
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rely on Lemma 4 to approximate 9, , with Dzm ,. We have

2
Z Voqle) < Z < Dym ,(x) + e_Sqa?> (by Lemma 4)
e€Zmn(—3,3]™ eczZmn(—4,4]™
7z 2
— 3 (p\/iﬂ() DZm7\/§J(X)+e_8qa2)
cczmn(~g,4Im \\/Po(Z™)
< Pyas (L") t e

(14 v20)™ 2

< + gme 5T (by Lemma 3)

2

< (2v/0)™ + e 5o

Since 0 < q/+/8mlIngq, we have that the last term is < 1. Finally, note that the same
upper bound on ¢ also implies that 2/0 < |/g. O

We can now conclude, by combining Lemma 22 and Lemma 23 with 6 = ¢7".

Lemma 24. Let m > n > 1, ¢ > 2 integers, o > 0 a real number and [ : Z/qZ — C
as in Theorem j. Assume that q is prime and 2 < o < q/+/8mlIngq. Let A be sampled
uniformly from (Z/qZ)™", and let Z;(A) as per Definition 17. Then we have

P, ( Zr(A)

2.6 On the security of some lattice-based SNARKSs

1

> q_n> < Mg 1)

Succinct Non-Interactive Arguments of Knowledge (SNARKSs) are cryptographic schemes
whose purpose is to prove NP statements with a succinct proof and fast verification, as
a function of the statement size. They must satisfy the property of knowledge sound-
ness: informally speaking, if a malicious prover manages to build a proof that passes
verification, then one can extract from its description and execution a valid witness for
the proved statement. Several candidate SNARKs based on lattices in the standard
model [GMNO18,NYI20,ISW21, SSEK22, CKKK23, GNSV23] have been proposed. As
these constructions rely on assumptions related to lattices, they are often conjectured se-
cure even against quantum adversaries. In terms of parameters, several of those SNARKSs
require an exponential gap between the noise and the modulus, i.e., a large ¢/o. For
example, one may choose g/ = 2*, & = poly()), ¢ = 29V, and n = ©(A?/log \). For this
parametrization, the runtime of the best known algorithm grows as exp(€2())).

All these suggestions assume the hardness of some type of knowledge assumption, i.e.,
an assumption that formalizes the intuition that an algorithm cannot achieve a given
task without knowing a specific information. This intuition is formalized using extractor
algorithms. The specific knowledge assumptions used in those schemes are typically de-
fined in terms of LWE-based ciphertexts (also sometimes called encodings) of a symmetric
encryption scheme.
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To simplify the discussion, we now focus on the constructions from [[SW21,SSEK22,
CKKK23]. The discussion can be adapted to the other schemes (see Section 2.6.4). The
corresponding encryption scheme handles plaintexts defined modulo an integer p, with
ciphertexts that are vectors modulo a much larger integer ¢, such that the scheme enjoys
a linear homomorphism property: given vy, ..., 4, € Z/pZ and ciphertexts cty,...,ct,,
decrypting to aq, ..., a,, the vector Y, y;ct; decrypts to > y;a;. It is then assumed that
the only way to compute a valid ciphertext is to take a linear combination of the available
ciphertexts (variants may be used in different schemes). To obtain SNARKSs, this is
formalized in terms of the existence of an efficient extractor: given the ct;’s, the description
of the algorithm producing a new ciphertext and its internal randomness, some efficient
extractor recovers scalars y;’s modulo p such that ct =}, y;ct;.

We observe that the knowledge assumptions involved in those schemes can be ex-
pressed in terms of the knapsack version of LWE. The knLWE problem asks to recover e
from the input (B, Be) where B is a uniformly chosen matrix from (Z/qZ)™=™">*™  for
some integers m > n > 1 and ¢ > 2. We are in a regime of parameters where e is
uniquely determined from Be, with overwhelming probability over the uniform choice
of B. We identify the matrix B with the matrix (cty,...,ct,,). Note that it is not uni-
form, we can pretend it is as it is computationally indistinguishable from uniform under
some LWE parametrization. We then argue that the knowledge assumption is quantumly
broken, by observing that our witness-oblivious quantum LWE sampler can be turned
into a witness-oblivious knLWE sampler by relying on the randomized Karp reduction
from LWE to knLWE from [MM11]. As some of the considered schemes rely on algebraic
variants of LWE, such as Ring-LWE [SSTX09, LPR10] or Module-LWE [BGV12,LS15], we
extend the witness-oblivious LWE sampler to those settings. The analysis extends with-

out difficulty, except for difficulties arising from the fact that the considered rings are not
fields.

2.6.1 Module Learning With Errors

All the SNARK constructions mentioned above can be framed into an algebraic variant
of LWE called MLWE, which captures LWE and the Ring Learning With Errors problem
(RLWE) [SSTX09, LPR10]. To recall the definition of MLWE and adapt the results on
oblivious LWE sampling to MLWE, we first provide some reminders.

Let d > 1 be a power-of-2 integer. The cyclotomic ring R of degree d is Z[x]/(x? +1).
Each element of R is a polynomial of degree at most d — 1 with integer coefficients.
We let ¢ : R — Z% denote the map that sends each element Y, ,a;x° € R to the
vector (ag,...,aq-1)T € Z%. For every element a € R, we define rot(a) as the matrix
whose i-th column is ¢(z*"t'a mod 2¢ + 1), for all 1 < i < d. Then we have ¢(a - b) =
rot(a)p(b) for all a,b € R. Let ¢ > 2 be an integer. Both ¢ and rot are extended to the
quotient ring R/qR. Similarly, we extend ¢ to (R/qR)™ and rot to (R/qR)™ ™ for any
integers m,n > 1.

For a distribution y over Z/qZ, we define x®¢ as the distribution over R/qR obtained
by independently sampling each coefficient from y. The notation is extended to distribu-
tions over (R/qR)™ for any m > 1.

Module Learning With Errors (MLWE) is a variant of LWE introduced and studied
in [BGV12,LS15]. It is defined by replacing Z/qZ by R/qR in the LWE definition.
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Definition 20 (MLWE). Let m > n > 1,q > 2 be integers, R be a cyclotomic ring of
degree a power-of-2 integer d and x be a distribution over Z/qZ. The parameters m,n,d, q
and x are functions of some security parameter . Let A € (R/qR)™ ", s € (R/qR)" be
sampled uniformly and e € (R/qR)™ be sampled from from x®¥™. The search MLWE,,, ;. 4.4 x
problem is to find s and e given the pair (A, As+e). The vectors s and e are respectively
called the secret and the noise.

Whenever x is equal to the folded discrete Gaussian distribution ¥, , for some o > 0,
we overwrite the notations as MLIWE,,, ,, 44,0 -

We now show how Theorem 4 can be extended to MLWE. The MLWE problem can be
viewed as a special case of LWE. Concretely, an MLWE,,, ,, 4, instance (A, b = As+e) €
(R/qR)™"™ x (R/qR)™ is mapped to the LWE, 4 n44. instance

(rot(A), ¢(b) = rot(A)g(s) + ¢(e)) € (Z/qZ)""" x (Z/qZ)™ .

Our goal is to use Theorem 3 with these specific matrices. By the identity above, one
can observe that Conditions 1 and 2 are not impacted by the change from LWE to MLWE.
Condition 3 is related to the Gaussian elimination subroutine of Algorithm 1. We note
that there is no ¢ such that R/qR is a field for d > 2 (as opposed to Z/qZ with q).
Instead, we choose ¢ prime such that ¢ = 3 mod 8. In that case, the ring R/qR is
isomorphic to F a2 X F /2. For m > n-w(log A), a uniform A € (R/qR)™*" has a set of n
rows that form an invertible matrix, with probability 1 — negl()). This allows us to adapt
the Gaussian elimination subroutine of Algorithm 1 to the module setting when d > 2.
Overall, for such a modulus ¢, Condition 3 is also not impacted by the change from LWE
to MLWE.

We now focus on Condition 4, which was proved in Subsection 2.5.3 to be fulfilled in
the LWE case for a specific choice of amplitude function (defined in Theorem 4). We keep
the same amplitude function, and adapt Lemma 24 to the module setting.

Lemma 25. Let m > n > 1,q > 2 integers, o > 0 a real number, f : Z/qZ — C
as in Theorem /J and R a cyclotomic ring of degree a power-of-2 integer d. Assume
that d > 2, q is prime and satisfies ¢ = 3 mod 8, and 2 < o < 4/q/(8mIngq). Let A be
sampled uniformly from (R/qR)™", and let Zs(rot(A)) as per Definition 17. Then we

have
pA<

Proof. We follow the proof of Lemma 24 in Subsection 2.5.3. Lemma 21 applies without
any change. For Lemma 22, the only step that needs to be adapted is Equation (2.24).
We have, for e # €' € (R/qR)™:

Zs(rot(A))

qnd —1

> q‘nd> < ¢ 41

Pa(e—e €Im(A)) <¢™ max Py(e—e =As) <¢™ ¢ % .
s€(R/qR)™

where we used the union bound in the first inequality and considered only one of the

“om—n»

components of R/qR ~ FF a2 X 4/> in the second inequality. As a result, the term “g
in statement of Lemma 22 is replaced by ¢™/>~™4_ The proof of Lemma 23 is unchanged,
but we strengthen the upper bound on o to ¢ < 1/q/(8mIngq) to be able to replace the

m/27 md/4 " This completes the proof of Lemma 25.

]

term*“q in statement of Lemma 23 by ¢
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Using the above, we obtain the following adaptation of Theorem 4.

Theorem 5. Let m,n,d,q, R,o,\ as in Definition 20. Assume that m,logq < poly(}\),
d > 2, and q is prime with ¢ = 3 mod 8. Assume further that the parameters satisfy the
following conditions:

q
8mlng

m>no-w(log)) and 2<o0<

Then Algorithm 1 runs in time poly (\) and, for a proportion 1 — negl(\) of matrices A €
(R/qR)™ ", it outputs a quantum state |p) such that Dy.(|) , |0) C[LWE(rot(A))), ;[0)) =
negl(\).

In particular, if MUMWE,, ;. 4.q.0 @s hard, then there exists a poly(\)-time quantum witness-
oblivious MLWE,,, ,, 440 sampler.

As in the LWE context, we could use Karp reductions from MLWE with one parametriza-
tion to MLWE with another parametrization to significantly extend the range of allowed
MLWE parametrizations in Theorem 5. We could notably throw away superfluous samples,
switch from one modulus to another [LS15] or trade modulus for dimension [AD17].

2.6.2 Knapsack MLWE
We generalize the knapsack variant of LWE from [MM11] to modules.

Definition 21 (knMLWE). Let m,n,d,q, R, x as in Definition 20. Let B € (R/qR)"*™
and e € (R/qR)™ be sampled from x®™™. The search knMLWE,,, ,, 4.4 problem is to find e
from (B, Be).

Whenever x s equal to the folded discrete Gaussian distribution 9, ,, we overwrite the
notation as knMLWE,, ;, 4.4.0-

A Karp reduction from LWE to its knapsack form was given in [MM11, Le. 4.8]. To
extend it to modules, one needs to be able to perform linear algebra efficiently and that
uniform matrices over (R/qR)™* (™~ contain a subset of m—n rows that is invertible with
sufficiently high probability. These conditions were already required to obtain Theorem 5,
so we can keep the same parameter constraints here. Using Theorem 5 and Lemma 8, we
obtain the following result.

Theorem 6. Let m,n,d,q, R,o,\ as in Definition 20. Assume that m,logq < poly(}),
d > 2, and q is prime with ¢ = 3 mod 8. Assume further that the parameters satisfy the
following conditions:

m>(m—n)o-w(logA) and 2<o< Smlng

Assume that MUIWE,,, ;,—pn 440 @ hard. Then there exists a poly(\)-time algorithm that
produces samples (B, Be) that are within statistical distance negl(\) from those obtained
by sampling B uniformly and e from 19%7”, and for which there exists no efficient extractor
algorithm that would recover the witness e.
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We discuss some restrictions of Theorem 6. For a large number of columns m, the
matrix B must be almost square for the condition m > (m—n)-w(log A) to be satisfied. If
we are interested in much fewer rows than columns (which is the case in our applications),
one may use Theorem 6 with a near-square matrix and then throw away the superfluous
rows. This preserves obliviousness.

Another restriction of Theorem 6 is that the modulus ¢ is required to be prime and
to satisfy ¢ = 3 mod 8. However, in most applications, the modulus is not of that form:
for example, in [ISW21], the considered moduli are powers of 2. We want to use modulus
switching for knMLWE, but there are two difficulties. First, modulus switching introduces
a small rounding error. We make it part of the weight vector e by putting the matrix B in
canonical form. Second, in our application, the matrix B is given as input to the instance
sampler rather than generated by the sampler itself. For this aspect, we note that the
sampler of Theorem 6 satisfies this property: given as input a uniform matrix B, with
probability 1 — negl()), it outputs Be such that e is within negl()\) statistical distance
from 929,

Algorithm 2 is designed to handle those aspects. Step 1 puts the input matrix in
canonical form. Step 4 performs a modulus switch for the non-trivial component B of the
canonical form. The new modulus ¢’ is prime and satisfies ¢ = 3 mod 8 (note that such
primes are frequent). By choice of E and 7, the resulting matrix B’ is within negligible
statistical distance from uniform (this may be proved using standard facts on discrete
Gaussian distributions, such as done for example in [BLP*13]). Step 6 randomizes to
hide the canonical form to obtain a uniform matrix B. Step 7 calls the algorithm from
Theorem 6 to obtain b = Be for some unknown e (as discussed above, the algorithm
from Theorem 6 satisfies the property that it outputs a vector for a given matrix, rather
than sampling them together). Finally, Step 8 sends b back to R/qR.

We can see that the output b is of the correct form. First, note that we have T 'b=
(I | B')e. Rounding from modulus ¢’ to modulus ¢ gives (I B')e + f for some small-
magnitude vector f. Letting e; denote the first n entries of e and e, the remaining m —n,
and using the definition of B, we see that At B')e + f is of the form Be, + g for
some small magnitude vector g. This can be rewritten as (I | B)(g'|e})T. Multiplying
by T gives that b is indeed of the correct form. Further, the transformation preserves
obliviousness. Assume by contradiction that an extractor can recover (g'|e])T. Then it
can in particular recover e,. From es, it can recover e; as e; = T 'b— EleQ. This
contradicts the fact that the algorithm from Theorem 6 is oblivious.

Finally, let us comment on the failure probability of Step 1 (as ¢’ is prime and satis-
fies ¢ = 3 mod 8, the failure probability of Step 5 is very low). Depending on the arith-
metic shape of ¢ and the values of m and n, this value could possibly be non-negligible.
Fortunately, in all the applications, the number of columns m is orders of magnitude
higher than the number of rows n, so that, with overwhelming probability, we can find
a subset of n columns that is invertible. It then suffices to apply Algorithm 2 after an
appropriate reordering of the columns.

2.6.3 SNARKS from linear-only vector encryption

For constructing SNARKS, the authors of [ISW21, SSEK22, CKKK23] adapt the ap-
proaches of [BCI*13] and [BISW17] to the LWE setting (the possibility of adaptation
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2.6. On the security of some lattice-based SNARKSs

Algorithm 2 Witness-oblivious knMLWE sampler for arbitrary g

Parameters: m,n, q,d,o and X\ as in Definition 20.

Input: B € (R/qR)"™.
Output: A vector b € (R/qR)".

Compute a matrix T such that TB = (I | B). If T does not exist, then abort.

. Set ¢’ as the smallest prime larger than ¢ such that ¢’ = 3 mod 8.

. Set 7 :=¢'/q - V.

Set B' := %E+ E with each entry of rot(E) sampled from DZd—q—,rot(Eij),T for all 4, 5.
Sample T € (R/q'R)™ ™. If it is not invertible, then abort.

6: Set B:=T(I|B).

=

ot

7. Apply the sampler from Theorem 6 with parameters m,n,q’,d, o on B to obtain b =
Be.

8: Compute b := T! L%(T_IB mod ¢')] mod q.

9: Return b.

to LWE was actually suggested in [BCIT13], see Remark 5.19 therein). They use secret-
key vector encryption schemes that are linear-only homomorphic. The plaintexts belong
to an R/pR-module, whereas the ciphertexts belong to an R/qR-module for some inte-
gers ¢ > p > 2 where R = Z[z] /(2% +1) for some power-of-2 degree d. Such schemes allow
the players to compute R/pR-linear functions of the ciphertexts but no other function
than those ones. This is called to the linear-only property.

Definition 22 (Vector Encryption over Cyclotomic Fields). Let {,m,n > 1 be inte-
gers, R = Z[z]/{x? + 1) with a power-of-2 degree d, ¢ > p > 2 be integers, and S be
a subset of (R/pR)™. All these are functions of the security parameter A. A secret-key
linearly-homomorphic vector encryption scheme with the message space (R/pR)* and the
ciphertext space (R/qR)" is a tuple of algorithms g, = (Gen, Enc, Dec, Add) with the
following specifications.

e Gen(1*) = (pp, sk): Given the security parameter X, it outputs public parameters pp
and a secret key sk;

e Enc(sk,v) — ct: Given the secret key sk and a vector v € (R/pR)*, it outputs a
ciphertext ct € (R/qR)";

e Dec(sk,ct) — v/L: Given the secret key sk and a ciphertect ct, it outputs a
vector v € (R/pR)" or a special symbol L ;

e Add(pp, {ct;}i, {yi}i) — ct*: Given the public parameters pp, a collection of cipher-
texts {ct;};, and a collection of scalars {y;}; from R/pR, it outputs a ciphertext ct*.

Moreover, Algorithm Add satisfies the following property:

o Additive homomorphism with respect to the set S: For all security parameters X\, all
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vectors {vi,...,Vp} from (R/pR)*, and (y1,...,Yym) € S, it holds that

m (pp, sk) < Gen(1%)
P | Dec(sk,ct*) = > y;v; | ct; < Enc(sk,v;) =1—negl(N) .
= ct” < Add(pp, {ct:}i, {vi}:)

The set S controls the level of homomorphic operations that are allowed. In [ISW21,
Th. 3.12], it is showed that the proposed vector encryption scheme allows homomorphic
operations with respect to the whole set (R/pR)™ when ¢ is chosen sufficiently large.
In [SSEK22, Th. 2], this set is more restricted.

When using lattice problems, the functionality of Definition 22 is obtained as fol-
lows. One typically relies on an LWE/MLWE encryption scheme with plaintexts defined
modulo p. Given ciphertexts ct;’s, which are vectors modulo ¢, and scalars y;, the Add al-
gorithm first computes the linear combination >, y;ct; and then possibly adds some large
amount of noise (a technique typically referred to as noise flooding or noise smudging) or
rounds. These operations can be publicly implemented. In terms of security, the cipher-
texts ct; are designed to be computationally indistinguishable from uniform, under an
appropriate LWE/MLWE parametrization, to ensure the IND-CPA security of the vector
encryption scheme. We note that all the schemes we consider follow this blueprint.

In this work, we are particularly interested in the linear-only security property. Note
that the adversary is allowed to be a quantum algorithm in the context of post-quantum
cryptography. This is taken into account in the following definition.

Definition 23 (Linear-Only Against Quantum Adversaries). A vector encryption scheme
ene = (Gen, Enc,Dec, Add) is linear-only if for all QPT algorithms A, there ezists a
valid QPT extractor € such that for all security parameters A, auxiliary mized states p
over CQPOIY(A), and any QPT plaintext generator M, it holds that

P (ExptLinearExtHEmA,M’&p(1’\) = 1) = negl(A) ,

where the experiment ExptLinearExtHEnmAM’g’p(1)‘) is defined as follows.

1. The challenger samples the public parameters and the secret key (pp, sk) < Gen(1*),
together with m vectors (vy, ..., Vy,) < M(1*,pp). It computes the ciphertexts ct; <
Enc(sk,v;) for alli.

2. Then it runs the extraction process with the outputs as follows:
((cth, ..., ct}), IT) < (A, E)(1Y, [pp,cta, .., ctm) @ p, |0)) .

Let V' = (vi|...|vu)IL. The output of the experiment is 1 if there exists an i < m
such that Dec(sk, ct;) # L and Dec(sk, ct;) # v, where v, is the i-th column of V'.
Otherwise, the experiment outputs 0.

As discussed in [ISW21, Rem. 3.6], the requirement that the extractor must succeed
for all auxiliary inputs p is too strong. In particular, no polynomial-time extractor exists
if p is the output of a one-way function that the extractor must invert in order to analyze
the behaviour of the sampler. In all cases that we consider, in the classical setting, the
auxiliary inputs are sampled as uniform strings. In the quantum setting, such a string
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can be simulated by Hadamard gates and projective measurements. Therefore, in our
applications, we choose p to be null.

In Definition 23, the adversary is given m ciphertexts C := (ct4| ... |ct,,) € (R/qR)"™™
and is supposed to output k distinct small linear combinations of these vectors,
namely Cry, ..., Cr where m; € R™ is the i-th column of IT, with each entry in (—p/2, p/2].
It asks the extractor to find the exact value of the matrix IT.

We observe that (C,Cm;) is a knMLWE instance, for all 4. In [ISW21], the authors
use MLWE with d = 2, whereas much larger degrees are considered in [SSEK22, CKKK23|.
In all cases, the knMLWE number of columns is very large, of the order of 2%°, whereas
the number of rows corresponds to MLWE-based ciphertexts is of the order of 2'2. The
plaintext modulus p has a bit-size that is much smaller than the one of the ciphertext
modulus ¢. The latter may have up to 100 bits in [[SW21].

We attack the linear-only property as follows. Let C = (ctq]...|ct,,) € (R/qR)™™
with ct; = Enc(sk,v;) for all i. Consider a quantum knMLWE sampler as in Subsec-
tion 2.6.2. Note that C is not statistically uniform but only computationally indistin-
guishable from uniform. This assumption holds for all secret-key encryption schemes
used in the considered SNARK constructions. We claim that the sampler is still oblivious
in this situation: if an extractor exists for C’s of this form, then we can distinguish C
from uniform (note that one can efficiently verify the validity of the extracted witness).
Now, let Ce be the output of the sampler, with e = (eq,...,e,)T small. It then holds
that e;cty + - - - + ep,ct,, decrypts to

eivi+---+env, = Vemod p ,

as g, is additively-homomorphic modulo p. Since Ce is a hard instance sampled obliv-
iously, extracting e out of Ce is not possible for QPT extractors, except with negligible
probability. This contradicts Condition 2 of Definition 23.

2.6.4 SNARKSs from encoding schemes

In [GGPR13], specific encoding schemes were introduced to build SNARKS from assump-
tions related to the discrete logarithm problem. Later, the framework was applied to lat-
tices for constructing presumably post-quantum SNARKs [GMNO18,NYI"20, GNSV23].
The constructions in [GMNO18,NYI*20] consider encodings for finite fields, while encod-
ings for rings of the form R/pR are designed. Concretely, the message space is of the
form R/pR for some integer p and ring of integers R of a number field, and the codeword
space is (R/qR)™ for some integers n,q > p. The ring R is usually chosen to be the ring
of integers of a power-of-2 cyclotomic field. We recall the definition of encoding schemes,
keeping only the parameters and properties that are relevant for our purposes.

Definition 24 (Encoding Schemes Over Cyclotomic Rings). Let m,n > 1 be inte-
gers, R = Zlx]/{x% + 1) with a power-of-2 degree d, and q > p > 2 be integers. All
these are functions of the security parameter A\. An m-linearly-homomorphic encoding
scheme with the message space R/pR and the codeword space C' C (R/qR)"™ is a tuple of
algorithms Mgy = (Gen, Encode, Eval) with the following specifications.

e Gen(1*) = (pp, sk): Given the security parameter X, it outputs public parameters pp
and a secret key sk.
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Encode(sk,a) +— cw: Given the secret key sk and a ring element a € R/pR, it
outputs a codeword cw € C with the following property: the subsets {C, | a € R/pR}
partition C where C, is the set of all possible encodings of a.

Eval(pp, {cwy,...,cwn,}, {c1,...,cn}) = cw*: Given the public parameters pp, m
codewords {cwy,...,cw,, }, and m scalars {c1,...,cn} in R/pR, it outputs a code-
word cw*.

Moreover, Algorithm Eval satisfies the following property:

e m-linearly homomorphism: For all ay,...,am,c1,...,cn € (R/pR)™, it holds that

(pp, sk) «+ Gen(1?)
Plcw” € Clac) | cw; < Encode(sk, a;) =1—negl()) .
cw” < Eval(pp, {ew;}i, {ci}i)

Algorithm Eval operates within the same framework as Algorithm Add of Definition 22.

Moreover, the encodings are such that the codewords are computationally indistinguish-
able from random elements in the codeword space.

The m-power knowledge of exponent assumption (m-PKE) is a generalization of the

knowledge of exponent assumption by [Dam91] to encoding schemes. We adapt this
assumption to the quantum setting.

Definition 25 (m-PKE Against Quantum Adversaries). An encoding scheme Ilgy =
(Gen, Encode, Eval) satisfies m-PKE assumption for the auziliary input generator Z if for
all QPT algorithms A, there exists a valid QPT extractor £ such that

P (ExptKnowIedgeExtHEcmA’Z’g’k(1)‘) = 1) = negl(A) ,

where the experiment ExptLinearExtHEcd’A’ZV&k(1’\) is defined as follows.
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1. The challenger samples the public parameters and the secret key (pp, sk) < Gen(1*),

together with o and s sampled uniformly from (R/pR)* and a fized subset of (R/pR)*,
respectively. It computes o as follows:

o= (pp,Encode(sk:, 1), Encode(sk, s), ..., Encode(sk, s™),
Encode(sk, ), Encode(sk, as), ..., Encode(sk, asm)) :

It also computes z < Z(0).

. Then it runs the extraction process with the outputs, as follows:

((cw, cw'), (ag, . . . ,am)) — (A, €)1 o, 2),]0)) .

The output of the experiment is 1 if cw’ — acw € Cy and cw ¢ Cg where S =
S agst. Otherwise, the output of the experiment is 0.
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In [GMNO18,NYT"20, GNSV23], it is assumed that Z is “benign”, in the sense that
the auxiliary information z is generated with a dependency on sk, s and « that is limited
to the extent that it can be generated efficiently from o. The extractor is also given the
randomness of the adversary. In the quantum setting, we allow the extractor to have
auxiliary inputs of the above type, while we omit the randomness of the adversary since
it can be simulated by Hadamard gates and projective measurements.

In [GMNO18,NYT*20], the authors use LWE symmetric encryption (i.e., with d = 1)
for the encoding scheme. The value of m is of order 2'°, which is significantly larger
than the rank of the ciphertext space n (chosen around 2!°). The ciphertext modulus ¢
can be as large as 736 bits, whereas the plaintext modulus p has 32 bits. The authors
of [GNSV23] rely on high-degree MLWE, whereas the (module) rank of their ciphertext
space is constant.

In Definition 25, the adversary is given 2(m + 1) encodings of the powers of s. We use
them to define the following matrix:

_ Encode(sk, 1) Encode(sk, s) Encode(sk, s™) o (m1
C:= < Encode(sk,«) | Encode(sk,as) ‘ ‘ Encode(sk, as™) ) € (R/qR™ ™.
A small combination Ce of the columns gives a pair of ciphertext (cw,cw’) that sat-
isfies cw — acw’ € (Y, by the (m + 1)-linear homomorphism property of the scheme.
The vectors cw and cw’ respectively correspond to the first and second halves of Ce.
Note that the auxiliary input z does not help to recover e. It contains codewords of
the form Encode(sk, fv(s)) where v is a publicly known polynomial and f is a uniformly
sampled element from R/pR that is independent from all other parameters. This does
not help the adversary to extract information about the matrix C, as can be shown using
a hybrid argument in which one replaces the plaintext Sv(s) with a garbage plaintext
(using the fact that the codewords are indistinguishable from uniform). By adapting the
arguments from Subsection 2.6.3, it can be seen that sampling Ce obliviously allows to
break the security assumption of Definition 25.
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Chapter

Analysis of Fiat-Shamir with Aborts

The results of this chapter are based on the collaboration of the author with Julien
Devevey, Alain Passelegue, Damien Stehlé, and Keita Xagawa. The following article
is related to this chapter.

[DFPS23] A Detailed Analysis of Fiat-Shamir with Aborts, with Julien Devevey,
Alain Passelegue, and Damien Stehlé. In CRYPTO 2025.

The first set of results concerns the correctness and the runtime in Section 3.2.

The second set of results relates to the security analyses of FSwA. We provide two
security analyses for FSwWBA in the QROM: the history-free approach and the adaptive-
reprogramming approach which are respectively detailed in section 3.3 and 3.4. We also
provide a ROM analysis based on a classical version of the adaptive reprogramming ap-
proach in Section 3.4. The security analysis for FSwUA is presented in Section 3.5.

Finally, the analysis of the Y-protocols whose simulator’s quality is measured in terms
of the Rényi divergence (rather than the statistical distance) is detailed in Section 3.6.

3.1 Preliminaries

We use code-based games to write the proofs. We use capital letters with fraktur font
(e.g., £) to denote the list of objects. We let Coll : £ — {0,1} be the function that takes
as input a list and outputs 1 if and only if at least two of the elements of the list are equal.
We sometimes abuse the notation and let Coll(£) denote the event that it returns 1. To
denote that a function f (or a database) is reprogrammed at input x to the value y we
use the notation f*7v.

3.1.1 Probabilities

Let X be a random variable over some finite space 2. The min-entropy of X is

Hoo(X) = —log TS%PX[UJ]'
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We recall an upper bound on the collision probability of i.i.d. random variables.

Lemma 26. Let £ be a list of i.i.d. random wvariables {X;}, over a finite set, each of
which has min-entropy . We have

P[Coll(g)] < |g>-27* 1.
Proof. Let ¢ denote the size of £. We bound this probability recursively:
P[Coll(£) = 1] = P[Coll({w; }icg) = 1]
< P[Coll({w; }iepe—17) = 1]

= P[Coll({wi}icpe-1y) = 1]+ (€ —1)-27°

<(l-1)-274+(f—-2)-27%+..- 4277
S ’£|2‘2—o¢—1.
O

Assuming now that Supp(X) C Supp(Y), the Rényi divergence of infinite order is

defined as follows: p
Ro(X|[Y) = max X0
z€Supp(X) Py(l’)

We will use the same notations if X, Y are probability distributions. In the following,
for the sake of simplicity, we restrict ourselves to discrete distributions. The definition
above and our results involving the Rényi divergence carry over to continuous ones. The
same holds for their applicability to Lyubashevsky’s signature, as argued in [DFPS22].
Some background on the Rényi divergence are reminded below.

The following lemma borrowed from [L.SS14] lists a few properties of the Rényi diver-
gence. Proofs can be found in [vEH14].

Lemma 27. Let P and () be two discrete probability distributions such that we have
Supp(P) C Supp(Q). The following properties hold.

e Log. Positivity: R..(P||Q) > R(P||P) = 1.

e Data Processing Inequality: R..(P'||Q7) < R.(P||Q) for any probabilistic
function f, where X7 denotes the distribution of f(x) where v < X.

o Multiplicativity: Let P and Q) be two distributions of a pair of random variables
X1 and X5 and P; and Q); denote the marginal distribution of X; under P and @,
respectively. We have

Roo(Pl|Q) < Roo(P1[|@Q1) - max  Roo((Pola1)[[(Q2]21)).

x1E€Supp(Pr)

e Probability Preservation: Let E C Supp(Q) be an arbitrary event. Then we
have

P(E) < Q(E) - Ruo(P[|Q).
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3.1.2 -protocols

We start by recalling various definitions pertaining to »-protocols.

Definition 26 (X-Protocol with Aborts). Let X and Y be two finite sets. A 3-protocol
for a relation R C X x Y with commitment set W, challenge set C and response set Z
is a 3-round interactive proof system between a prover written as P = (P1,Ps) and a
verifier V.= (V1,Vy) with the following specifications:

o Py :(z,y) = (w,st) is a PPT algorithm that takes as input a pair of strings in X x Y
and outputs a commitment w € W and a state st € {0,1}*;

oV, : (x,w) = ¢ is a PPT algorithm that takes as inputs a string v € X and a
commitment w € W and outputs a challenge c € C;

o Py : (v,y,w,c,st) — z is a PPT algorithm that takes as inputs a pair of strings
in X x )Y, a commitment w € W, a challenge ¢ € C, and a state st and outputs a
response z € ZU{L} (we say that Py aborts if it outputs L);

oV, : (x,w,c,z) — b € {0,1} is a deterministic polynomial-time algorithm that
takes as inputs a string x € X, a commitment w € W, a challenge ¢ € C, and a
response z € Z and outputs a bit b which represents acceptance or rejection; in the
case that z = L, it returns 0.

A Y-protocol is said to be public-coin if V1 outputs a challenge string c that is uniformly
sampled from the challenge space C, independently from its input.

Note that the above definition (and the following ones) is implicitly parameterized by
the security parameter A, that we omit for the sake of simplicity. Given a language £ =
{reX |JyeY: (z,y) € R} for arelation R C X x ), we are interested in the following
properties of a Y-protocol.

Definition 27 (Correctness). Let 7,3 > 0. A Y-protocol ((P1,P2),(V1,Vs2)) is (v, 5)-
correct if for every x € L and valid witness y € Y the following holds.

o [f the response of the prover is not L, the verifier accepts with probability at least ~y:

('lU,St) < Pl('ray)7
c<—V1(JC,w),z<—PQ(x,y,w,c,st), Z’y
z# L

P |Vo(z,w,c,2) =1

e The probability that the prover aborts is bounded by [3:

(w, st) < Pi(z,y),

P ¢« Vi(z,w), z < Po(z,y,w,c, st)

z=_1 <.

We also let 8 denote the probability of aborting. We are interested in the regime of
parameters in which 7y > 1 — A= and 8 < 1 — 1/poly(\). Note that by repeating the
protocol poly(\) times, the parameter 5 will be pushed toward 0, whereas ~ will stay close
to 1.

We consider the following statistical Honest-Verifier Zero-Knowledge (HVZK) defini-
tion, which benefits from a simulator even for aborting transcripts of the X-protocol.
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Definition 28 (Statistical Honest-Verifier Zero-Knowledge (HVZK)). Let €., T > 0.
A Y-protocol is (€., T)-HVZK if there exists a simulator Sim with runtime at most T,
that given x, outputs a transcript (w, ¢, z) such that the distribution of (w,c, z) has statis-
tical distance at most €, from a honestly generated transcript (w',c, z") produced by the
interaction. This includes aborting transcripts, i.e., those for which z = L.

If ¥ is public-coin, then without loss of generality, the challenge ¢ can be sampled
uniformly from the challenge space C and passed over as input to the simulator Sim. n
the rest of the paper, we limit ourselves to public-coin >-protocols.

Note that the zero-knowledge definition that is usually used in the literature of Fiat-
Shamir with aborts is the one that only concerns the non-aborting transcripts which is
a weaker requirement on the X-protocol. However, it is shown in [DFPS23| that Lyuba-
shevsky’s Y-protocols, one of the principal applications of FSwA transform and the main
concern of our analyses, satisfy this stronger notion.

We also consider a computational zero-knowledge definition. For having the equiva-
lency between the one-transcript vs many-transcript variants, we consider a strong notion
of computational zero-knowledge: computational indistinguishability is required to hold
even when the distinguisher is given the witness (of course, the simulator does not use
the witness). This definition is compatible with our Fiat-Shamir with aborts analyses.

Definition 29 (Strong Computational HVZK). Let ., T > 0 with ,; a negligible
function of the security parameter. A Y-protocol ((P1,P3), (V1,V2)) for a relation R is
(€., T)-sc-HVZK if there exists a simulator Sim with runtime at most T' such that for all
polynomial-time algorithm A and all (x,y) € R, the following advantage is < e,

(wust) — Pl(xvy)7
P |A((w, ¢ 2),y) =1 ¢+ Vi(z,w),
2 < Py(z,y,c,w, st) |

Adv(A) =

-P [A((w,c, 2),y) = 1{(w, ¢, z) + Sim(x)

One may consider classical or quantum adversaries A.

Note that in all the analyses we consider in this work, when we use the zero-knowledge
property, the witness y is available to the challenger. As in the statistical case, if the -
protocol is public-coin, then without loss of generality, the challenge ¢ can be sampled
uniformly from the challenge space C and passed over as input to the simulator Sim.

For cryptographic purposes, one instantiates the »-protocol with hard samples. This
notion is captured in the following definition.

Definition 30 (Identification Protocol). An identification protocol is a X-protocol for
an NP relation R, where the prover and verifier are dealt their statement and witness by
a PPT instance generator Gen.

A useful statistical property of a -protocol is the min-entropy of the commitments.
We borrow the following definition from [KLS18].

Definition 31 (Commitment Min-Entropy). For o > 0, we say that an identification
scheme ((P1,P2), (V1,V3)) with instance generator Gen has commitment min-entropy « if
Hoo[w|(w, st) < Pi(x,y)] > «, for all (z,y) < Gen(17).

74



3.1. Preliminaries

Note that we could accommodate our results to schemes for which the above holds
only with overwhelming probability over the randomness of Gen.

An identification protocol is said to be unique response if for every w, ¢ there exists
at most one response z such that the transcript (w,c,z) passes the verification. The
following definition relaxes this notion against computationally bounded adversaries.

Definition 32 (Computational Unique Response). Let ¥ = ((Py,P3), (V1, V2)) be an
identification scheme with instance generator Gen. For any quantum adversary A, we
define the following advantage function:

z# 2
AdVER(A) =P ceny) | Va(w,e,2) =1 | (w,c,2,2") + A(x)
Vo(w,c,2') =1

3.1.3 Signatures

Here we briefly recall the formalism of digital signatures.

Definition 33 (Digital Signature). A signature scheme is a tuple of PPT algorithms
(KeyGen, Sign, Verify) with the following specifications:

e KeyGen : 1* — (vk, sk) outputs a verification key vk and a signing key sk;

e Sign : (sk,u) — o takes as inputs a signing key sk and a message p and outputs a
signature o;

o Verify : (vk,pu,0) — b € {0,1} is a deterministic algorithm that takes as inputs a
verification key vk, a message u, and a signature o and outputs a bit b € {0, 1}.

Let v > 0. We say that it is y-correct if for any pair (vk,sk) in the range of KeyGen
and [,
P[Verify(vk, u, Sign(sk, 1)) = 1] > 7,

where the probability is taken over the random coins of the signing algorithm. We say that
it is correct in the (Q)ROM if the above holds when the probability is also taken over the
randomness of the random oracle modeling the hash function used in the scheme.

We also remind the definition of existential unforgeability against chosen message
attacks (UF-CMA).

Definition 34 (Security). Let T, > 0. A signature scheme SIG = (KeyGen, Sign, Verify)
is said to be (T,0)-UF-CMA secure in the ROM if for any quantum adversary A with
runtime < T given (classical) access to the signing oracle and (quantum) access to a
random oracle H, it holds that

]P)(vk,sk)<—KeyGen(1>‘)[Verify(vk7/L*a U*> = 1|(u*a U*) A AH,Sign (Uk)] < 57

where the randomness is also taken over the random coins of A. The adversary should
also not have issued a sign query for p*. The above probability of forging a signature is
called the advantage of A and denoted by Advg,Z-CMA(.A). If A does not output anything,
then it automatically fails.
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KeyGen(1*): Sign(sk, u): Ver(vk, u,o):

1: (x,9) + Gen(1%) L ki=1 1: Parse 0 = (w, 2)

2: (vk,sk) = (z,(z,y)) 2 Whilez=1landk<B 2 c= H(wlu)

3: return (vk, sk) 30 (w,st) < Pi(sk) 3: return Vy(vk, w,c, z)
4 c=H(wlp)
5. 2z Pay(sk,w,c, st)
6: K:i=r+1
7. if z = | return L
8: return o = (w, 2)

Figure 3.1: Signatures SIGg = FSp[X, H] and SIG,, = FS[X, H]. The signature SIGp
uses blocks highlighted with the blue color, whereas SIG,, does not.

If we allow the adversary to forge a new signature for a previously queried mes-
sage, the security is called strong existential unforgeability against chosen message attack
(sUF-CMA ). Euistential unforgeability against one-per-message (resp. no-message) cho-
sen message attack, denoted by UF-CMA; (resp. UF-NMA ) is defined similarly except that
the adversary is allowed to query at most one (resp. not allowed to query any) signa-
ture per message. Further, one can similarly define sSUF-CMA; by taking the conjunction

of sSUF-CMA and UF-CMA,.

Note that for deterministic signatures, the UF-CMA; and UF-CMA security notions
coincide.

3.1.4 Fiat-Shamir Transform

Let ¥ = ((Py,P2),(V1,Vs3)) be an identification protocol with an instance generator Gen
for a binary relation R. Further, let H : {0,1}* — C be a hash function where C is the
challenge space of ¥. Then, for every positive integer B, one can construct a signature
scheme SIGg = FSg[3, H| by applying the Fiat-Shamir transform with bounded aborts
(FSwBA) as in Figure 3.1. We are particularly interested in applying the Fiat-Shamir
transform without imposing a bound on the number of iterations in the rejection sampling
as it is the case for Dilithium [DKL*18], among other schemes. One can define the
unbounded version SIG,, = FS,[%, H]| of the Fiat-Shamir transform for a X-protocol X
as in Figure 3.1. Note that the signing algorithm of SIG,, may not be PPT as required
in Definition 33. Ideally, it would still be expected polynomial-time.

In this work we show that sUF-CMA security (and sometimes sUF-CMA;) of such
signatures can be reduced to their UF-NMA security. Here, we briefly recall two possible
ways to reduce UF-NMA security to the security of the underlying ¥-protocol. For more
details, we refer the reader to prior works (e.g., [Lyu09, Lyul2, AFLT16, DFMS19,L719]).

e In [AFLT16,KLS18], the authors consider lossy identification schemes in which there
exists another instance generator function Gens for the protocol that only outputs
an instance s without any witness. Moreover, its output distribution is computa-
tionally indistinguishable from the one of the real instance generator Gen. Further,
it is said to be g-sound if no cheating prover (even unbounded) can impersonate
the real prover given x5 as input and make the verifier to accept with probability
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more than . They reduce UF-NMA security of a signature based on the Fiat-
Shamir transform to the gg-soundness of the underlying identification scheme and
the indistinguishability of the outputs of Gen and Geny.

e In [DFMS19,LZ19] and implicitly in [Lyu09, Lyul2], the authors reduce UF-NMA
security of a signature based on the Fiat-Shamir transform to the proof of knowledge
property of the underlying >-protocol. Their reduction is less tight than the one
of [KLS18].

3.1.5 Quantum computations

A quantum state 1) of a system is a unit vector in the Hilbert space C?. Each step of a
quantum algorithm is either a unitary transformation or a quantum measurement over the
states. A unitary transformation over the space C? is a d x d matrix U such that UU* = I,
where U* is the conjugate-transpose of U. Let {|b;) }icq be an orthonormal basis for Ce.
Measuring a state |¢)) with this basis returns a value ¢ with probability | (b;|1) |?, and the
post-measurement state is |b;).

Let f:{0,1}* — {0,1}" be an arbitrary function. Then the quantum oracle |f(-))
is a unitary transformation, acting on the computational basis {|z) |y) : z € {0,1}",y €
{0,1}"} as |z) ly) — |z) |y @ f(x)), and extended by linearity. An oracle-aided quantum
machine A® is allowed to use an oracle O as a black box by querying O in some quantum
state.

Consider a scenario in which we have an array (a data structure) of N classical
strings @1,...,zy. Quantum Random Access Classical Memory (QRACM) allows us
to load this data to a quantum register in superposition. More precisely, a QRACM
operation is defined by

Uqraca = |9) |ys) = 19) [y © 4)

for all 7 and y;, and is extended by linearity. The efficiency of quantum random access
gates has been a point of debate [JS19]. In this work, we single out the results using
QRACM because of its difference from the quantum circuit model.

For more details on quantum computations, we refer the reader to [NC11].

We need the following lemmas for the history-free approach. The first one is the
one-sided O2H lemma.

Lemma 28 (One-Sided O2H [AHU19, Theorem 3|, adapted). Let X,Y, S be three finite
sets with S C X. Let H, G : X — Y be two functions such that H(x) # G(x) if and only
ifv € S. Let A be a quantum algorithm that distinguishes quantum oracles |G) and |H)
with q queries and success probability € 4. Then, there exists a quantum algorithm B that,
given access to the oracle |H) and A, finds an element in S with success probability >

%/ (4q°).
The next lemma links two notions of indistinguishability.

Lemma 29 (Oracle-Indistinguishability [Zhal2a, Theorem 1.1]). Let Dy and Dy be ef-
ficiently samplable distributions with supports contained in a finite set Y. Let X be an
arbitrary finite set. Let Oy and Oy be two functions from X to Y such that, on each
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Game Reprogram, : Reprogram(zs) :
1: Hy <+ U(YX1xXz2) 1: (z1,2') < D
2 H, := H, 2y« U(Y)
3: b« Alfb), Reprogram(;) > Quantum 3. Hy = {7
4: b « AMv: Reprogram() > Classical 4: return (zq,2)
5. return V'

Figure 3.2: The reprogramming game.

input x € X, they output an independent sample in' Y from Dy and D,, respectively.
Let A be a quantum adversary that distinguishes two quantum oracles |Oy) and |Oq) with
advantage € by making q quantum queries. Then there exists a quantum algorithm B that
distinguishes Dy and Dy with advantage > (6q) 3.

The following lemma gives an upper bound on succeeding in a generic search game.

Lemma 30 (Adapted from [AHU19, Lem. 2|). Let X and Y be two sets, and H : X — Y
be a random function drawn from a distribution such that P[H(z) = 1] < X for some
fized A € [0,1]. Let A be an (unbounded) adversary making q quantum queries to H.
Then it holds that P[H(x) = 1|z + A < 4(q+2)(q + 1)\

3.1.6 Adaptive Reprogramming in the QROM

We rely on the following lemma for one of our analyses in the QROM. Consider the
following decision game: Assume the hash function takes inputs of the form (z7,x2), and
an adversary (with quantum access to the hash function) has access to a reprogramming
oracle which can be queried with any value x5. On a query x, the oracle samples a value x;
and either leaves the hash function unchanged or reprograms it on input (z1,z2) to a
uniformly random value y from its range. It may also maintain a state . Given (z1, '),
the adversary’s goal is to decide whether the oracle reprograms the hash function or not.
The following lemma proves this game to be hard even for quantum adversaries.

Lemma 31 (Adaptive Reprogramming [GHHM21, Proposition 2]). Let X;, Xo, X" and Y
be finite sets, and let D be a distribution on X1 x X'. Let A be a distinguisher playing
in the reprogramming game in Figure 3.2 and making q quantum queries to the random
oracle and r classical queries to the Reprogram function. Then
A A 3r -

] — P[1 <= Reprogram ]’ < 5 q-27,

’IP’[l < Reprogram
where a is the min-entropy of the first component of D.
We finally state the classical variant of Lemma 31.

Lemma 32 (Classical Adaptive Reprogramming). Let X1, Xo, X’ and Y be finite sets, and
let D be a distribution on X1 x X'. Let A be a distinguisher playing in the reprogramming
game in Figure 3.2 and making q classical queries to the random oracle and r classical
queries to the Reprogram function. Then

)P[l < Reprogram;!] — P[1 < Reprogramf]‘ <rg-27°,

where « is the min-entropy of the first component of D.
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Proof. Note that the adversary makes ¢ random oracle queries, implying that at most ¢
input-output pairs of the random oracle are being revealed. If a reprogramming query
does not coincide with these values, then the view of the adversary is identical for b = 0
and b = 1. For each reprogramming query, the probability of having a collision with
the known random oracle values is at most ¢ - 27 since the input min-entropy of each
reprogramming call is a. One can complete the proof by using the union bound. O

3.2 Runtime of FSWUA and Correctness of FSwBA

In [DFPS23], a natural construction of ¥-protocol and an instantiation of a hash function
are exhibited, such that in the corresponding signature obtained by the FSwA transform,
the singning algorithm never halts.

Theorem 7. Let H be a random oracle. There exists a public-coin identification proto-
col 3 with instance generator Gen that is (1,1/100)-correct, sc-HVZK under the hardness
of LWE problem , its final verification is deterministic, and has the following property:
with overwhelming probability over the randomness of Gen, for every message j, the ex-
pected runtime of the signing algorithm of SIG, := FSo[2, H|, over the randomness of H,
is infinite.

The above result puts forward an anomaly in the runtime (and correctness) of the
corresponding signature in the random oracle model, implying that the definitions must
be updated. In Subsection 3.2.1, we propose minor updates to the signature definition so
that it supports such pathological behaviour. Note that FSwUA is the main paradigm
used in practice: there is no reason to add a bound for the number of loop iterations in
the code if the algorithm never reaches it except with negligible probability, but the latter
statement thus needs to be proven. In Subsection 3.2.2, we will prove FSwUA yields
signatures whose runtime satisfies the updated definition. Correctness of FSwBA is also
addressed in Section 3.2.2 as a corollary.

3.2.1 Updated signature definition

As mentioned previously, there are instances of identification protocols that yield signature
schemes with infinite expected runtime of the signing algorithm. This requires relaxing the
runtime requirement in the definition to be expected polynomial time with overwhelming
probability over the choice of the hash function. Yet, there is another subtlety doing so:
in the security game, an adversary might make a sign query that never halts. In the case
of the construction pertaining to Theorem 7, the challenger, which is unbounded, can
still notice it as the commitment space is bounded and the rejection step is deterministic.
Once all the potential commitments have failed to produce a valid signature, the challenger
knows that it cannot answer the query. This is however not the case of every signature
scheme. To take such event into account, we consider that an attacker automatically
wins if the challenger takes more than 7" time to answer a signature query, for some
parameter 7”. An alternative choice could be to consider that an adversary which makes a
non-terminating sign query loses, since the challenger does not answer anymore. We prefer
to add this parameter 7" as this makes the definition stronger by further guaranteeing
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that an adversary cannot find a query which forces the signer to run for a long time,
which could be desirable in practice as well.

We now state our updated definition for signatures. It is highly similar to the standard
Definition 33 and we only highlight the differences.

Definition 35 (Modified Digital Signature in the ROM). Let H be a random oracle to
which all algorithms have oracle access. A signature scheme is a tuple (KeyGen, Sign, Verify)
of algorithms with the following specifications. Fverything is as in Definition 33, except
for the runtime of Sign, which we define below, and a minor tweak in the security game.

e Sign : (sk, ) — o is a probabilistic algorithm that takes as inputs a signing key sk
and a message j1 € M and outputs a signature o. We denote with Tgg.m gy, ) the
runtime of Sign(sk, 1).

sk,p

Let v > 0,T = poly(\) and € = negl(\). We say that the signature scheme is y-correct if
for any pair (vk, sk) in the range of KeyGen and p,

P[Verify(vk, i, Sign(sk, i) = 1 | Sign(sk, ) halts] > ~,
and we say that it is (T €)-efficient if for any pair (vk, sk) in the range of KeyGen and p,
]P)H[TSignH(sk,u) > T] < E.

where both probabilities are taken over the random coins of the two algorithms and the
random oracle.

In addition, we update the security game as follows. Let T' be another function of \.
We define T"-UF-CMA security exactly as UF-CMA security in Definition 34, except that
we further make the adversary win as soon as it makes a sign query for which the signing
algorithm takes more than T" steps to halt.

3.2.2 Runtime and Correctness

Definition 35 does not forbid the situation described in the beginning of Subsection 3.2
from occurring but guarantees that it should be hard to find non-halting queries.

Theorem 8 (Runtime). Lety > 0,5 € (0,1) and H a hash function modeled as a random
oracle. Let ¥ = ((P1,P2), (V1,V2)) be an identification protocol that is (v, B)-correct and
has commitment min-entropy «. Let SIG,, = FS,[X, H|. Let M be the message space
and Igg,n(sk, i) denote the random wvariable counting the number of iterations of the
signing algorithm on input (sk, ) using a random oracle H where p € M. It holds that
for any (vk, sk) < KeyGen(1*), any message p € M, and any integer i:

R
(1=p)*

Proof. Let us start by introducing the random variables (w;, ¢;, 2;, acc;);>1. It denotes an
infinite sequence of transcripts, where acc; is the random variable denoting whether the
transcript is accepted or not. It takes value in {0,1}, where 0 denotes rejection and 1
acceptance. For the sake of the proof, let the sequence continue regardless of whether a

Pr(Isignrt (sk, p) > i) < B +
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prior transcript was accepted or not. Let N = Igm (g ). It denotes the index of the first
accepting transcript, i.e., N = argmin,({acc; = 1}). Let us denote by M the index of the
first collision, i.e., M = min{i|3j < 4, w; = w;}. Note that once H is fixed, a transcript
is a deterministic function of w;.

Let © > 1. Let us decompose:

Py(N > i) =Py(N < M) -Py(N > i|N < M)
+Py(N > M) -Py(N >ilN > M)
<1-Py(N >iN<M)+Py(N>M)-1

We now focus on studying each of these probabilities. The second one can be rewritten
as -
Py(N>M)=> Py(M =k) -Py(N > MM =k).

k=2
Let us first focus on Py(M = k). The random variable M only depends on the w;’s,
which are i.i.d.: we can bound the collision probability using Lemma 26. Hence Py (M =
k) < k*.27271 Next, as long as no collision occurred, all ¢;’s can be seen as “fresh”
randomness, i.e., all ¢;’s are uniform over the challenge space and most importantly, they

are independent. Hence conditioned on M = k, we know that the probability of rejecting
the first £k — 1 samples is *~!. Then

o ol gkl geaa BH1—(1-=p)
P N M k2' a—-1 klz a-1
H( > )Skzz:Q 2 5 2 (1_5)3
o, L
=T e

where the equality comes from the fact that >, k* - 8¥1 = (8 + 1)/(1 — 5)3. Now,

as we previously stated, conditioned on N < M, the distribution of N is geometric with

parameter 1 — 3. Hence, we have Py (N > i|N < M) = 3°. Plugging everything together,

we obtain o-a

PN > i) < 0+ 75
O

Assume that a = w(log(\)). Setting i = w(log(A)/log(1/3)) ensures that with over-
whelming probability over the choice of H, signing runs in polynomial time. We note that
this bound does not contradict the previous (negative) result. Indeed, it does not imply
any statement on the finiteness of the expected value of Tg;,,#, which is infinite in the
previous section.

We move on to checking that FSwUA satisfies the new v-correctness property, assum-
ing that the underlying identification protocol is (v, )-correct.

Theorem 9. Let v > 0,5 € (0,1) and let H denote a hash function modeled as a
random oracle. Let ¥ = ((P1,P3), (V1,V2)) be an identification protocol that is (v, 3)-
correct. LetT' denote the runtime of one interaction in the worst-case. Let o > 0 be its
commitment min-entropy. Let SIG,, = FSo[X, H]. Then for any i = w(log(\)/log(1/p)),
it is y-correct as well as (iT, " + 2% /(1 — B)?)-efficient.
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Proof. Let (sk,vk) < KeyGen and 1 € M. Conditioned on Sign(sk, p) halting, the output
transcript follows the same distribution as a transcript from the identification protocol
conditioned on not being 1. In particular, the challenge is uniform over C, as it is a hash
that comes from the random oracle. Only its marginal distribution is important here,
as well as the fact that it is independent from the first and last message of the prover.
Hence, this transcript is accepted with probability v over the random coins of Sign and
the random oracle. O

With FSwBA, the problem is reversed: bounding the runtime becomes easy, whereas
proving the correctness becomes mildly more tedious, as one needs to check that L is not
output too often.

Theorem 10. Let v > 0,8 € (0,1) and B > 0. Let H be a hash function mod-
eled a random oracle. Let ¥ = ((P1,P2),(V1,Va)) be an identification protocol that
is (v, )-correct and has commitment min-entropy «. Let SIGg = FSg[X, H|. Then,
for any (vk, sk) < KeyGen(1*) and any message j € M, we have

P[Verify(vk, u, Sign(sk, j1)) = 1] > 7 - <1 — 87~ (1—5)3> ’

where the randomness is taken over H as well as the coins of Sign.

Proof. The result follows from Theorem 8. Indeed, assuming that Sign did not output L,
then the final challenge that it outputs is uniform over the challenge space C. It may not
be independent from previous executions of the identification protocol, but nonetheless
its marginal distribution is uniform over C. Hence, assuming that Sign did not output L,
it outputs a signature that is accepted by Verify with probability at least v, by correctness
of the identification protocol. In the case where Sign outputs L, this signature is of course
rejected by Verify. Hence, by the law of total probabilities we have

P[Verify(vk, u, Sign(sk, p)) = 1] > - <1 — BB - (12_;)3> :

3.3 Security of FSwBA: the History-free Approach

In this section we discuss the security of the Fiat-Shamir transform with bounded aborts.
We first prove the UF-CMA; security of the signature in the QROM based on the (flawed)
proof in [KLS18]. Subsection 3.3.2 is devoted to extending the latter to obtain strong
unforgeability. Finally, we extend the results from UF-CMA; and sUF-CMA; security
to UF-CMA and sUF-CMA, respectively.

3.3.1 UF-CMA; Security of FSwBA

Below, we reduce the UF-CMA; security to its UF-NMA security using the statistical zero-
knowledge property of the 3-protocol. One can see this proof as a correction of [KLS18].
We claim that the same approach applies to UF-CMA security in Section 3.3.3.
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Theorem 11. Let ., a, Tsim > 0, B > 0, H and G hash functions modeled as random
oracles. Assume that ¥ = ((P1,P2), (V1,Vs)) is an (e.x, Tsim)-HVZK public-coin identifi-
cation protocol and that the commitment message of the prover has min-entropy «. For
any quantum adversary A against UF-CMA; security of SIGg = FSg[X, H| that issues at
most Qg quantum queries to the random oracle H and Qs classical queries to the signing
oracle, there exists a quantum adversary B against UF-NMA security of SIGg with

Time(B) ~ Time(A) + Tsim - B - (Qs + Qu) ,

and such that

AdvEEEMAL(A) < AdVIENMA(B) + 2757 - B (Qs + Qn)

+30\/ear - B+ (Qs + Qu)? .

The reduction holds in the QROM and relies on B having access to a private random
oracle H' with the same domain and range as H that is not accessible by A.

The results also hold if we replace HVZK by sc-HVZK and assume €,; to be negligible
in the security parameter.

Note that one could adjust the proof of the above statement (as well as those of the
next statements) to replace access to the private random oracle by relying on a quantum
pseudo-random function in the reduction [Zhal2a].

Proof. The proof of Theorem 11 is based on a sequence of hybrid games. Recall that we
assumed the reduction has access to another random oracle H' to which the adversary
does not have access to, which serves to simulate the random oracle.

Game (. This is the genuine UF-CMA; game, as described in Figure 3.3.

Game : H(wlp) :

L M:=0 1: return H'(w||p)

2: (vk, sk) < KeyGen(1?)

3. (,u*,a*) « .AIH>’ Slgn(Sk")(U/{Z> GetTrans(u) :

4: Parse o* = (w*, z%)

5 ¢t = H(w* || i) 1: k=0

o N . w 2: while z =1 and Kk < B

6: return p* ¢ M A Vy(vk, w*, c*, 2*) 3 (w,st) <« Py(sk)

. 4 ci= H(wllp)
Sign(sk, p) : 5. 2+ Py(sk,w,c, st)

1: if p € M return L 6: K:=k+1

22 M= MU {u} 7. return (w,c, 2)

3: (w,c,z) < GetTrans(u)

4: if z = 1 return L

5. return o = (w, 2)

Figure 3.3: Game Gy
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Game (1. In this game, described in Figure 3.4, we record all the transcripts produced
during GetTrans and return them as its output. The function Sign runs GetTrans on its
input . Hence, we modify it to single out the last transcript of the recording and continue
with it as before. Nothing else changes in this game. This change is only internal to the
oracles and the adversary’s view remains identical to that of Gj.

Sign(sk, p) : GetTrans(p) :

1: if p € M return L Lri=1 20:=1

2: M= MU {u} 2: while 20"V = | and k < B

3: {(wD, D, 20)}¢ + GetTrans(p) 3 (w®, st®) « Py(sk)

4: if 2% = | return L 4 = H' (w®||p)

5: return o = (w™, z(®) 5. 20 < Py(sk,w™, ) st)
6: kK:=r+1
7: return {(w®,c@ 2O},

Figure 3.4: Game G4

Game (5. Its only difference with Game G, is that we replace the randomness of the
prover in GetTrans with a uniform function RF : {0,1} x M x [B] — R which is hidden
from adversary’s view, to derandomize GetTrans. Note that it depends on the message u
and number of the round in the rejection sampling to ensure uniqueness of the random
coin with respect to them. It only changes the GetTrans subroutine. Further, the func-
tion GetTrans becomes a deterministic function with respect to the message p. We use
subscripts to emphasize this fact in Figure 3.5. Although the signatures become deter-
ministic, since we are only interested in UF-CMA; security, the adversary’s view remains
unchanged. The changes are depicted in Figure 3.5.

GetTrans(u) :

1: k=1, ZLO) =1

2: while zl(f_l) =1l and k <B

3 (wL”),stL“)) = Py(sk; RE(0||u|x))
4 dF) = H'(wP]|p)
5
6
7

i
) = Py(sk,w(, ¢, stle); RF (1] ullk))
k=K+1
: return {(wfj), CS), ZELZ))}iE[N]

Figure 3.5: Game G5

Game (F3. In this game, described in Figure 3.6, we change the way that the random oracle
queries are answered. Upon receiving an input w||u, the oracle H queries the GetTrans
function on input p to receive a sequence of transcripts. Then if w is equal to one of
the commitments in the transcripts, it returns its corresponding challenge. This is just
a syntactic change and the adversary’s view remains identical. The modifications can be
seen in Figure 3.6.

Game G4. Let £, be the list of commitments generated for the message 1 in the GetTrans( )
function. In this game, we modify GetTrans(s) such that if Coll(£,) occurs, then it returns
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H(wllp) :
L A{(w®, ), 20) e = GetTrans(u)

2:if do:w = w(z) return c()
3: return H/(w||,u)

Figure 3.6: Game G3

a special symbol T. We also change both Sign and H to return T if their call to GetTrans
returns Y. All these changes are reflected in Figure 3.7.

Sign(sk, ) : GetTrans(p) :
1. if p € M return L I k=1, Z;SO) = 1
QZM:MU{H} 2:whilez#*) 1l and k< B
3: if GetTrans(u) = T return T 5 (wl, st := Py (sk; RF(0]|l|x))
4: {( (1)702)’25))}16[5 = GetTrans( ) 4 C(H) . Hl(w(n HM)
. i p
5: if Zu = 1 return L 5 o) .—
6: return o, = w(“), 2(%) I k) (K K
o = (a0 P sk, wle), e, 05 RE (1)
6 Ki=r+1
H(w|p) : 7 L= {wP}icp
1: if GetTrans(u) = Y return T 8: if Coll(£,) return T
2: {(w (1)702),23))}16[5 := GetTrans(u) 9: return {(w(?, ), z0) e
3: if Ji:w =w{) return ¢!
4: return H’(w |1)

Figure 3.7: Game (4. The differences from Game (5 are depicted in blue.

Let C be the concatenation of two functions H ||GetTrans that sends w||p to the bit-
string H (w||p)||GetTrans(u). The queries of the adversary (both sign queries and random
oracle queries) can be answered by using quantum queries to C. Therefore, without loss
of generality, we assume that the adversary makes Qs + Qg quantum queries directly to
the concatenation function. Let C3 and C; be the concatenation functions in Game G5
and Game Gy, respectively. If an adversary distinguishes G5 from G4, one can construct
a wrapper around A distinguishing C3 from C4 since all the queries in the game can be
simulated by the concatenation function as described above. They behave differently only
on the inputs including a message that triggers T. Building on that, we use Lemma 28 to
construct an algorithm B based on A which extracts a message p triggering Y as follows

‘]P’[l — Al —P[1 « Al

2(Qs + QH)\/IP’[M triggers Y | pu < BICs)].

Now, note that C3 never outputs Y. In fact, for every w||u, the value of C3(wl|p) is inde-
pendent from Coll(£,). Therefore, algorithm B can do nothing except a totally random
guess. For each message p, the probability of Coll(£,) can be bounded by Lemma 26.
Hence we have

a—1

Pl G- Pl < G4]| < 2(Qs + Qu) - B- 27>

85



Chapter 3. Analysis of Fiat-Shamir with Aborts

Game G5. In this game, we let the challenges cff)’s in the GetTrans function be produced
as in the Y-protocol without using the random oracle and sampled from the uniform
distribution. To make GetTrans deterministic, we use a uniform function RF’ : M x[B] —
C as a function to sample the challenges. The domain M X [B] of the function suffices for
our purpose since within the UF-CMA; security the adversary is not allowed to query one
message twice. Replacing the verifier V; with RF” is sufficient, since the identification
protocol is public-coin. Note that both Sign and H change accordingly. Thanks to the
Coll(£,,) check, each invocation of H’' can be treated independently. Thus, the distribution
of GetTrans, and consequently those of Sign and H, remains identical to that of the
previous game. In this game the rounds of the rejection sampling are finally independent
and each one has the same distribution as the real transcript in the X-protocol. All these
changes are reflected in Figure 3.8.

GetTrans(u) :
1: k=1, zP(LO) =1
2: while sz‘l) =1l and k < B
3: (w&“),stﬁb")) = Py(sk; RE(0||p|=))
4: cl(f) := RF'(p||x)
5: zi(f) = Pg(sk,wﬁ"),cg‘), stff); RF(1]|u||k))
6: kKi=r+1
7 ’Qu = {wfj)}ie[ﬁ]
8: if Coll(£,) return T
9: return {(wl(}'), cff), zfj))}ie[,ﬁ]

Figure 3.8: Game (5. The difference from Game G is depicted in blue.

Game Gg. In this game, we replace the transcripts with the simulated ones in each round
of GetTrans. Let Sim be the zero-knowledge simulator of ¥. We use a new uniform
function RF” : M x [B] — R as the randomness generator of Sim. Note that RF" is not
accessible by the adversary. Figure 3.9 updates GetTrans accordingly.

GetTrans(u) :
1: k=1, ZLO) =1
2: while z}f‘l) =l and k< B
3: cl(f) = RF'(u||k)
4: (w&”),sz)) = Sim(vk:,cff); RF"(u||k))
5. k:=kK+1
6: £, = {wl(})}ie[“}
7. if Coll(£,) return Y
8: return {(wff), c/(j), z/(j))}ie[,d

Figure 3.9: Game G§¢. The difference from Game G5 is depicted in blue.

Let C5 and Cg be concatenation functions of H||GetTrans in games G5 and Gg. Without
loss of generality, we allow the adversary to make Qg + Qg direct quantum queries to
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them and is tasked to distinguish C5 and Cg. The distribution of the outcomes of Cs
and Cg are statistically (or computationally in the case of sc-HVZK) B - €,-far from each
other. Plugging C5 and C4 into Lemma 29 implies

P[1 = G3] = P[1 < G4| < (6Qs +6Qu)?\/B - 1.

In the case of sc-HVZK, note that the distributions with which Lemma 29 is instantiated
are indeed efficiently samplable, as the sc-HVZK definition lets the witness be known to
the distinguisher.

Game G7. In this game, we add one more condition for a valid signature in Line 6 of the
game as shown in Figure 3.10. This step simplifies the reduction from the UF-NMA game.

Game : H(wl|p) :
L M:=0 1. if GetTrans( ) T return T
2: (vk, sk) < KeyGen(1%) 2: {(w?), D, 20) i) := GetTrans(p1)
3 (u*,0%) « AIH), Siensk:) () 3. if Hz(w = w(Z ) return c{?
4: Parse o* = (w*, 2*%) 4: return H’(w| )
51 ¢t = Hw )
6: if ¢* # H'(w*||p*) return 0 GetTrans(p) :
7. return p* & M A Vy(vk,w*, c*, z%)
1: k=1, zlgo) =1
. . k—1) _
Sign(sk, 4) : 2: while z/g )=1 and Kk < B
) 3 "= RF'(u|x)
1. if p € M return L £ (W), (H))
2: M = M U {,u} . a S k RFI/
3: if GetTrans(u) = T return ¥ |m(11) ’CH ’ (pell)
4: {(w), P, 20 }iepq) = GetTrans(u) b RI=RA
5. if zl(f) = 1 return L o N {w Vel
 ret — () 209) 7: 1f CoII(S ) return T
6: return o, = (w”, 2 s: return {(w®, @, 20) i

p

Figure 3.10: Game G7. The difference from Game Gy is depicted in blue.

An adversary A distinguishes G7 from Gg only if it can find (u*, (w*, z*)) such that
H(w[l4) # B/ (w"|1°) A i & M AVa(ok, 0", ¢, 7).

For all 7, we define the game G, as the same as G; except that the adversary wins if it finds
a triple (u*, (w*,2*)) such that H(w*||u*) # H'(w*||u*). If A distinguishes G7 and G,

one can build a wrapper R around A that wins the game Gg¢. Hence,
Pl < G#]—P[1 « G| < P[1 « GF).

Since CNE has the same oracles and interaction rules as in G;, one can bound the winning
probability of R in G¢ with a similar argument as in the game transitions from G, to Gg.

P[1 < GF] < P[1 < GF] + (6Qs + 6QH)%\/B 4
+2(Qs + Qu) -
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This inequality gives an explicit upper bound on the distinguishing advantage of A since
the winning probability of R in Go is zero.

It remains to reduce the UF-NMA game of SIGg to G7. The adversary B/ can
perfectly simulate the signing oracle and H for A, and the random functions RF’ and RF"
using another hash function G that is modeled as a random oracle. Whenever A outputs
a forgery (u*,0*), it would also be a valid forgery for B and pass the verification thanks
to Line 6 in Game G7.

Runtime. For each signing or random oracle query, the reduction runs the HVZK simu-
lator B times. To simulate the random functions RF’ and RF”, one can use the private
random oracle G that is accessible to the reduction (it is also possible to replace G with
a quantum pseudo-random function). Therefore, the runtime of the reduction is essen-

3.3.2 Strong Unforgeability

We now analyze the strong unforgeability security of the signatures obtained by Fiat-
Shamir with bounded aborts. Contrary to the previous results, the strong unforgeability
security relies on both computational unique response and correctness of the underly-
ing sigma protocol. Although the proofs of the theorems in this section share strong
resemblances, they have delicate differences. We fully detail those differences.

In the next theorem, we reduce the sUF-CMA; security of a signature obtained by
FSwBA to its UF-NMA security. The proof is based on that of Theorem 11. A similar
result holds for the sUF-CMA security and is formally stated in Section 3.3.3.

Theorem 12. Let e, ., 3,7, Tsim > 0, B > 0, H and G hash functions modeled as
random oracles. Assume that ¥ = ((P1,P2), (V1,V2)) is an (e.x, Tsim)-HVZK and (v, 5)-
correct public-coin identification protocol, and that the commitment message of the prover
has min-entropy «. For any quantum adversary A against sSUF-CMA; security of SIGg =
FSgp[2, H| that issues at most Qu quantum queries to the random oracle H and Qg clas-
sical queries to the signing oracle, there exist quantum adversaries B and C respectively
against UF-NMA security of SIGg and the computational unique response property of %,
with

Time(B), Time(C) ~ Time(A) + Tsim - B - (Qs + Qn)
and such that

AdvZE M (A) < AdvgicMA(B) + AdvEYR(C)

—a+3

+272 - B-(Qs+Qn)

+60y/es - B+ (Qs +Qu)?

+4(Qu +2)*(1—v)+ B8+ B-27> .

Our reduction holds in the QROM and relies on B and C having access to a private random
oracle H' with the same domain and range as H that is not accessible by A.

The results also hold if we replace HVZK by sc-HVZK and assume €,5. to be negligible
in the security parameter.
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Proof. The proof is based on similar hybrid games as in the proof of Theorem 11. We
modify the games as follows. Instead of maintaining the list M of messages that were
queried by the adversary via the signature oracle, the challenger also keeps the corre-
sponding signatures to these messages. Let MS be the new list of message-signature
pairs. Each game, at its final step, also checks whether the forgery (u*, (w*, z*)) belongs
to this list or not, and returns 0 if it does.

In terms of the advantage of the adversary, with these modifications, everything re-
mains the same up to Gg. The adversary succeeds to distinguish the last game transition
only if it can detect the following event:

H(w||p*) # H'(w*[|") A (u, (w”, 27)) & MS AVa(vk,w*, ¢",27) .

Since H(w*||p*) # H'(w*||u*), the adversary must have queried p* before and w* must
have appeared in at least one of the transcripts produced during the rejection sampling
of Sign(sk, ©*). In the UF-CMA; security, the adversary is only allowed to query p* once.
Let (w», ¢u», 2,+) be the corresponding transcript of this query. We proceed by analyzing
different cases.

e Event; : The transcript (w~,c,~, 2,+) is the final transcript produced during the
execution of Sign(sk,u*) and it gets accepted by the verifier, namely, it holds
that Va(vk,w,», c,, 2z,») = 1. It violates the computational unique response of ¥
since (w*,c*, z*) # (w*, c*, z,~) and they both get accepted by the verifier. There-
fore, the adversary A can be turned into another adversary C (that observes A and
outputs the two transcripts) against the computational unique response property
of ¥ with an advantage that is at most AdvS Y (C). Note that C has the same runtime

as A.

e Event, : The transcript (wy,, ¢,», 2,+) is either the final transcript produced during
the execution of Sign(sk, 1*) that gets rejected by the verifier, or it is not the final
transcript. We reverse the hybrid games back to Gs5, where the transcripts are
honestly-generated. Following the same technique in the proof of Theorem 11, we
have

’P[Event2 | G4'] — P[Event, | Gg,“]‘ < (6Qs +6Qu)2\/B e -

Assume that the transcript is the final one and it gets rejected by the verifier.
In (G5 the transcripts are all generated honestly with independent challenges in each
iteration. Since ¥ is (7, 3)-correct, we have P[z,~ = 1] < 8. Conditioned on z,+ #
L, the adversary would attmept to find a message p* that produces an incorrect
transcript, i.e., z,» # L such that (w,-,c,», z,+) gets rejected by the verifier. The
hash queries of the adversary may provide some information to find such a message.
However, the success probability can be bounded by 4(Qy + 2)(Qy + 1)(1 — v)
using Lemma 30, where we used the fact that a non-aborting honestly-generated
transcript is incorrect with probability at most 1 — ~. Therefore, the probability of
this case is bounded by

4Qu +2)(Qu +1)(1 =71 = B%) + 87 <4Qu +2)*(L =) + 87 .
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Now, assume that it is not the final transcript. Recall that we have w,~ = w*. This
transcript has not been revealed to the adversary since it is not the final transcript.
Moreover, revealing the final transcript does not reduce the min-entropy of w,-
since it is independent from (w,, ¢+, z,+). In G5, the distribution of w,- has min-
entropy «, therefore, the probability of w* = w,« is at most 27*. Note that at
most B transcripts are produced during the game. Therefore, the probability of
this case is at most B - 27%.

By putting the two analyses together, we obtain

P[Event, | G{] < (6Qs + 6Qu)? /B - e + 4(Qu + 2)%(1 — 7)
+p884+B-27.

Finally, one can bound the distinguishing advantage of the adversary, using the union
bound, as follows:

IP[1 < G7'] — P[1 <= G']| < P[Event; | G4 + P[Event, | G7]

< AdvEPR(C) + (6Qs + 6Qu)? /B - e
+4(Qu+2*(1—v)+pP+B- 27 |

The adversary B can perfectly simulate the signing oracle and H for A, and the
random functions RF’" and RF” using another hash function G that is modeled as a
random oracle. To reduce the UF-NMA game of SIGg to G, the reduction plays in Gy
against .4, and whenever A outputs a forgery (u*,0*), it would also be a valid forgery
for B that passes the verification check. n

3.3.3 From UF-CMA; and sUF-CMA; to UF-CMA and sUF-CMA

In this section, we extend the results of Theorem 11 and 12 to the (s)UF-CMA security.

Theorem 13. Let e, ., 3,7, Tsim > 0, B > 0, H and G hash functions modeled as
random oracles. Assume that ¥ = ((P1,P2), (V1,V2)) is an (e.x, Tsim)-HVZK and (v, B)-
correct public-coin identification protocol, and that the commitment message of the prover
has min-entropy . For any quantum adversary A against UF-CMA (or sUF-CMA ) secu-
rity of SIGg = FSp[X, H] that issues at most Qg quantum queries to the random oracle H
and Qg classical queries to the signing oracle, there exist quantum adversaries B and C
respectively against UF-NMA security of SIGg and the computational unique response prop-

erty of &2, with Time(B), Time(C) ~ Time(A) + Tsim - B - Qs - Qu as follows:

e For the UF-CMA security, it holds that

+3
2

Adveic MM (A) < AdveicMA(B) +272 - B+ Qs - (Qs + Q)

+ 30/ - B+ (Qs + Qp)? .
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e For the sUF-CMA security, it holds that

Advgie - MA(A) < Advgign A (B) + AdveR(C)

—a+3

+272 - B-Qs- (Qs+ Q)

+60y/es - B+ (Qs + Qu)?

+Qs - (4Qu +2)*(1 =) + 8%+ B-27).

Both reductions hold in the QROM and rely on B and C having access to a private
random oracle H' with the same domain and range as H that is not accessible by A.

Proof. We first discuss the UF-CMA security. Since most of the proof is similar to that of
Theorem 11, we just give a sketch. Consider an imaginary two-dimensional data structure
(for example a table) that has | M| columns each one indexed by one message u, that
contains all the transcripts generated during the rejection sampling process in Sign(sk, ).
Part of this table contains the view of the adversary. In the proof of Theorem 11, in the
first two hybrid games we derandomized each cell of the data structure using a random
function which takes as input the coordinate of the cell; its message and the row number
(the iteration number). In the UF-CMA; game, the adversary is supposed to choose Qs
columns (messages) and receive some information of each column (the signatures) and
output a forgery. As long as the adversary is not allowed to query a message twice,
this derandomization does not change the view of the adversary. This is not the case
in the UF-CMA game. Moreover, we do not know the messages on which the adversary
will query the signing oracle, and so we cannot assign appropriate randomness to the
queries a priori. Instead, we consider a three-dimensional data structure such that each
cell is uniquely determined by a message, an iteration number in [B], and a query number
in [@s]. One can see this three-dimensional table as the previous table that each column
has expanded to )s columns. This new table contains the view of the adversary in
the UF-CMA game and if we derandomize it with a random function that takes as input
the coordinate of the cell, it does not change the view of the adversary. Now, the whole
proof of Theorem 11 can be similarly repeated here with a small modification that each
time we look into the two-dimensional table in the UF-CMA; proof, we replace it with the
three-dimensional one. We mention further details for the sake of completeness.

In the UF-CMA; game, to consistently answer the random oracle query on input w||u,
we output some uniform element from the range of the function, unless the column in-
dexed by p contains a transcript with the commitment w in which case we output its
corresponding challenge in the transcript. In the UF-CMA game, we search over the
whole section of the message p which contains roughly B - Qg cells. This lookup in the
table costs roughly B - (Qg operations.

In order to replace the real transcripts with the simulated ones, we take care of the
collisions in the outputs of the random oracle (the challenges of the transcripts) in the
table. This issue stems from the fact that in the simulated transcripts, all the challenges
will be replaced by fresh random elements if there is any collision, they have to be updated
accordingly. Recall that each challenge is evaluated as H(w||p). In the UF-CMA; game,
since there is no repeating message, the possible collisions only appear in the same column
which has size at most B. This probability of collision was captured in the fourth hybrid
game in the proof of Theorem 11. In the UF-CMA game, the possible collisions are
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spread over the whole section of the message pu. One can update the fourth hybrid game
accordingly and compute the probability of success similarly.

After handling the collisions, we change the real transcripts with simulated ones. The
only issue that requires to be taken care of is that the forged signature (u*, (w*, z*)) by
the adversary must not intersect with the reprogrammed ones. The proof is similar to
that of Theorem 11 in the last hybrid up to replacing the list £, which is the column
indexed by p* with the whole section of the message u* in the three-dimensional table.

For the sUF-CMA, we modify the games as follows. Instead of maintaining the list M
of messages that were queried by the adversary via the signature oracle, the challenger also
keeps the corresponding signatures to these messages. Let MS be the new list of message-
signature pairs. Each game, at its final step, also checks whether the forgery (u*, (w*, z*))
belongs to this list or not, and returns 0 if it does.

In terms of the advantage of the adversary, with these modifications, everything re-
mains the same up to the last game hop. Let G and Gy be the last two games. The
adversary succeeds to distinguish the last game hop only if it can detect the following
event:

H(w*HHJ*) 7& H,(w*”:u*) A (M*a (w*v Z*)) g MS A VQ(Uk7w*a C*v Z*) :

Since H(w*||u*) # H'(w*||p*), the adversary must have queried p* before and w* must
have appeared in at least one of the transcripts produced during the rejection sampling
of Sign(sk, 1*). Let & be the list of indices where the adversary asked for such queries.
We proceed case by case.

e Event; : There exists at least one signature query in & such that the value of w* has
appeared in the final transcript produced during the execution of Sign(sk, u*) such
that its corresponding transcript gets accepted by the verifier. Similar to the proof
of Theorem 12, the probability of this case can be bounded by AdviUR(C) where C
is an algorithm with the same runtime as A.

e Event, : For every signature query in G, if the value of w* has appeared in the final
transcript, then the final transcript gets rejected by the verifier. Let Ggpa be the
subset corresponding to these queries. We first replace the simulated transcripts
with the honestly-generated ones. Let (), denote this transition. Following the
same technique in the proof of Theorem 11, we have

’]P’[EventQ | G4] — P[Event, | Gf]‘ < (6Qs +6Qu)*\/B e .

In G}, the transcripts are all generated honestly with independent challenges in each
iteration. For each index ¢ € Gy, in game Gy, we have
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P[Ver(vk, Sign(sk, 1*)) = 0 | i-th query]
< P[Sign(sk, u*) = (-, L) | i-th query]
+ P[Ver(vk, Sign(sk, 1)) = 0 | i-th query A Sign(sk, u*) # (-, L)]
- P[Sign(sk, u*) # (-, L)]
< B® + P[Ver(vk, Sign(sk, 1*)) = 0 | i-th query A Sign(sk, p*) # (-, L)]
-(1-8%)
< B+ 4Qu +2)(Qu +1)(1 —7)(1 = 8%) (by Lemma 30)
< B7 +4(Qu +2)*(1 — ),
where we used the fact that ¥ is (v, 5)-correct. Note that this is an upper bound
on the probability of occurring of each signature query in Ggya.

Now, take a signature query in & \ Ggpa. Let (wyx, ¢yx, 2,+) denote the transcript
during the signing algorithm with w,- = w*. This transcript has not been re-
vealed to the adversary since it is not the final transcript. Moreover, revealing
the final transcript does not reduce the min-entropy of w,« since it is independent
from (w»,cux, z,+). In Gy, the distribution of w,~ has min-entropy «, therefore,
the probability of w* = w,~ is at most 27%. Note that at most B transcripts are
produced during the game. Hence, each signature query in & \ Ggya occurs with
probability at most B - 27°.

Putting the two analyses together with the fact that || < Qs, we obtain

P[Event, | GA] < (6Qs + 6Q)%\/B - e.4
+Qs(4Qu+2°(1—y) + 8"+ B-277) .
Finally, one can bound the distinguishing advantage of the adversary, using the union
bound, as follows:
IP[1 < G7] — P[1 <= G| < P[Event; | G| + P[Event, | G7']
< AdvEPR(C) + (6Qs + 6Qp)2\/B - e2x
+Qs(4(Qu+2*1 =)+ 87+ B-27°).

The remaining of the proof is similar to that of Theorem 12. O]

3.4 Security of FSwBA: the Adaptive Reprogram-
ming Approach

We show how to reduce UF-CMA security of the signature to UF-NMA security, separately
in the ROM and QROM. Our proof in the ROM yields a tighter bound compared to our
QROM proof.

We use similar frameworks for adaptive reprogramming (Lemmas 32 and 31) in the
ROM and the QROM. Also, we note that our proof is crucially based on the zero-
knowledge simulators in Definition 28 and 29.
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Theorem 14. Let ., a,Ts;m > 0, B > 0, and H a hash function modeled as a random
oracle. Assume that ¥ = ((P1,P2), (V1,V2)) is an (e.x, Tsim)-HVZK public-coin identifica-
tion protocol, and that the commitment message of the prover has min-entropy «. Let A
be any arbitrary adversary against UF-CMA security of SIGg = FSg[X, H] that issues at
most Qg queries to the random oracle H and Qs classical queries to the signing oracle.
There exists a quantum adversary B against UF-NMA security of SIGg as follows:

e In the ROM, the runtime of B is Time(A)+O((Tsim-B-Qs+Qu)log(B - Qs + Qn)),
and

Advgieh (A) < Advgic"™A(B) +27* - B+ Qs+ (B Qs + Qu + 1)
+ Exk * B . QS .

e In the QROM, the runtime of B is Time(A) + O((Tsim - B - Qs + Qu)log(B - Qs))
with QRACM, and Time(A) + O((Tsim - B+ Qs + Qu) - (B - Qg)) without QRACM,

and

- _a 3B
ADVEIA(A) < AGIEINA(B) + 272 - 2295 (B 0 gy )

+eu - B-Qs -

The reduction in the QROM relies on B having access to a private random oracle H'
with the same domain and range as H that is not accessible by A.

The results also hold if we replace HVZK by sc-HVZK and assume e, to be negligible in
the security parameter.

In the ROM, our reduction simulates the random oracle using the lazy sampling
method. We note that one can also use a private random oracle H' instead. Although
it would make the proof conceptually simpler by handling both cases in the same way, it
increases the runtime of the reduction.

Proof. The proof is based on a sequence of hybrid games.
Game Gy. The first game is the UF-CMA security game (Figure 3.11).

Game (5;. In this game, the challenges of the transcripts are not computed by the random
oracle anymore, but sampled independently and uniformly each time. Then, the random
oracle is reprogrammed according to the new challenges as in Figure 3.12.

To bound the distance between Gamey and Game;, we construct a wrapper D around A
that uses A to solve a reprogramming game. It works as in Figure 3.13.

Note that if b = 0 in Figure 3.13, then D perfectly simulates G, and otherwise it
perfectly simulates G;. Therefore,

‘IP’[l =G -Pll < G{‘]’ < ‘IP’[l < Reprogram}] — P[1 « Reprogramlp]‘ .

During the game, distinguisher D makes B - QQg reprogramming queries and B - Qg +
@y + 1 random oracle queries. In the ROM, Lemma 32 bounds the advantage of D
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Game : GetTrans(p) :
L M:=g 1: k:=0
2: (vk, sk) < KeyGen(1?*) 2: while z = 1 and Kk < B
3 (u*, o) « A Sientsks) () 30 (w,st) < Py(sk)
4: Parse o* = (w*, z%) 4: c:= H(w||p)
5. ¢ = H(w*||p*) 5. 2z < Po(sk,w,c, st)
6: return p* ¢ M A Vyo(vk,w*, c*, z*) 6: K:=r-+1
7. return (w,c, z)

Sign(sk, ) :
M= MU{u}
2: (w,c,z) < GetTrans(u)
3: if z= 1 return L
4: return o = (w, z)

Figure 3.11: Game G

Game : GetTrans(p) :
L M:=9g 1I: k:=0
2: (vk, sk) + KeyGen(1*) 2: while z = 1 and k < B
3 (p*,0%) « A Siensk) (y k) 3. (w,st) < Pi(sk)
4: Parse 0* = (w*, 2%) 4 ¢« U(C)
5 ¢ = H(w*||p") 5. z 4 Pa(sk,w,c, st)
6: return p* & M A Vy(vk, w*, c*, z*) 6. H = Hwlw—e
T ki=k+1
Sign(sk, p) : 8: return (w,c, z)

L M= MU {u}

2: (w,c,z) < GetTrans(u)
3: if z= 1 return L

4: return o = (w, z)

Figure 3.12: Game (. The difference from G| is highlighted in blue.

by B- Qs (B-Qs+ Qg+ 1)27*. In the QROM, using Lemma 31, it follows that the
advantage of D is bounded by

BBéQS : ¢(B-Q5+QH+ 1)2- .

Game (5. Let Sim be the zero-knowledge simulator for 3. In this game we modify GetTrans
such that the transcripts are now produced by Sim and without the secret key. See
Figure 3.14.

We would like to bound the distance between games (G; and G, using the zero-
knowledge property. First we discuss the QROM case. Suppose that we are given a
random oracle H and B - Qs transcripts that are either sampled honestly or sampled by
the simulator. We use them to simulate GG or G5, respectively. Note that in both games,
after each transcript, the random oracle is reprogrammed according to the transcript. In
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DHb;Reprogram . Sign(sk, ) :
L M= 1 M= MuU{u}
2: (vk, sk) + KeyGen(1?) 2 k=0
3: (u*, o)  AHe Siensk) (g ) 3: while z = | and K < B
4: Parse o* = (w*, z%) 4:  (w, st) < Reprogram(p, sk)
5. ¢* = Hy(w*||pu*) 5. ¢:= Hy(wl||p)
6: return p* ¢ M A Vs(vk,w*, c*, z*) 6: 2z < Po(sk,w,c,st)
7 ki=K+1
Reprogram(u’ Sk’) : 8 if z = 1 return L
9: return o = (w, 2)

1: (w, st) < Py(sk)
2: ¢« U(C)

3. Hy = H{"IWe
4: return (w, st)

Figure 3.13: The distinguisher D.

Game : GetTrans(u) :

L M= 1 k=0

2: (vk, sk) < KeyGen(1%) 2: while z = | and k < B

3 (p*,0%) « A Sien(sk) (y) 3 ¢« U(C)

4: Parse 0* = (w*, 2%) 4: (w, z) < Sim(vk, c)

5 ¢ = H(w*||pu*) 5. H = Hvlw=e

6: return p* ¢ M A Vy(vk,w*, c*, z*) 6: K:i=r-+1

7. return (w,c, 2)
Sign(sk, ) :
: M= Mu{u}

1

2: (w,c,z) < GetTrans(u)
3: if z = 1 return L

4: return o = (w, 2)

Figure 3.14: Game G,. The difference from G is highlighted in blue.

order to simulate the reprogrammed random oracle perfectly, we keep track of a list © of
the classical values in which the random oracle must be reprogrammed. We describe the
details in Figure 3.15.

Note that C can perfectly simulate G; or G5 with its respective transcripts. Further-
more, it is given B - (g transcripts. By the statistical HVZK property of the ¥-protocol,
it follows that

Pl <G~ Pl < G4]| <B-Qs e -

The ROM case is similar except that instead of using the private random oracle H' to
simulate H, we use the lazy sampling method. We obtain

Pl <G~ Pl < G4]| <B-Qs e -
Game (3. The signing algorithm does not use the signing key anymore and uses the zero-
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C‘H/>({wi,m Ci,k» Zi,n}ie[Qs],ne[B}) : Sign(sk, ) :
LM:=g 1 M= MuU{u}
2: 1:=0 2 1:=1+1
3D =0 3 k=0
4: (vk,sk) + KeyGen(1*) 4: while 2 = 1 and Kk < B
5: (u*,0*) + AIH), Sten(sk) () 5 (w, ¢, 2) = (Wi Cins Zix)
6: Parse o* = (w*, z*) 6: if 3¢ such that (w,u,d) € ®
7. " = Hy(w*||p*) D=9\ (w,ud)
8: return p* & M A Vy(vk, w*, c*, z*) 8 D :=DU(w,pu,c)
9: ki=r+1
H(wl|p) : 10: if z = 1 return L
1: if Je such that (w, u,c) € D 1: return o = (w, 2)
2: return c
3: return H'(w||p)

Figure 3.15: The distinguisher C for real and simulated transcripts of 3 based on A.

knowledge simulator to answer the sign queries. The technicality lies in how to simulate
the random oracle. In the ROM, we use the lazy sampling method. At each query to
the random oracle, we return a match if there exists any in the database, otherwise we
return an element freshly sampled from the range of H and we add it in the database. In
the QROM, we cannot simulate the random oracle with the lazy sampling method since
the access to it is quantum Therefore, the challenger uses a private random oracle H' to
simulate the hash queries of the adversary but also keeps a database of reprogrammed
inputs. Whenever it receives a hash query, it first searches the database for a match and,
if there is none, it returns the evaluation of the query with the private random oracle H'.
We refer the reader to Figure 3.16 for the details of this game. We note that this is only
a syntactic modification since the reprogramming has already been carried out in Gj.

Game (4. This game only concerns the QROM. We add one more statement to the
winning conditions. Let (u*, (w*, 2*)) be the forgery. The game aborts if H(w*||u*) #
H'(w*||p*) where H' is the random oracle used to simulate the hash queries of the ad-
versary in the previous game. The adversary can distinguish this modification if the
value w*||p* has been programmed during the game. This occurs only if the adversary
has made a sign query with p*. As the winning condition in the UF-CMA game already re-
quires a forgery for a message that has not been queried before, the view of the adversary
view is identical to that of the previous one.

It remains to reduce the UF-NMA game of SIGp to the last hybrid game (G5 in the ROM
and G4 in the QROM). In the QROM, using the UF-NMA game and its random oracle,
one can perfectly simulate G4 for the adversary. If the adversary A finds a forgery (u*, o*),
then the random oracle has not been reprogrammed at this value during the course of G4
since it has not been queried before. Hence, it would be a valid signature for the UF-NMA
game. In the ROM, the reduction from G35 to UF-NMA works as follows. The reduction
uses the random oracle of the UF-NMA game to answer direct random oracle queries.
More precisely, let H' be the random oracle of the UF-NMA game, then the reduction
modifies H as in Figure 3.17. Note that this perfectly simulates the view of the adversary.
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Game : GetTrans(p) : > ROM
L M:=9g 1: k:=0
22D =0 2: while z =1L and k < B
3: (vk, sk) < KeyGen(1%) 3 ¢« U(C)
4: (p*, o) « AH Sien(sks) () 4: (w, z) < Sim(vk, c)
5. Parse o* = (w*, 2%) 5. if dc such that (w, p, ) € ®
6: ¢* = H(w*||u*) 6: D=9\ (w,u,c)
7. return p* ¢ M A Vy(vk, w*, c*, 2%) 7 D :=0U{(w,uc)}
8 Ki=kr+1
H(wl|p) : > ROM 9: return (w,c, z)
1: if Je such that (w,p,c) € D
9. return c GetTrans(u) : > QROM
3: else 1: k:i=0
4: ¢« U(C) 2: while z =1 and Kk < B
5 =D U{(w,uc)} 3 ¢« U(C)
6: return c 4: (w, z) < Sim(vk, c)
5. if Je such that (w,pu, ) € ®
H(w||p) : > QROM 6: D=9\ (wp)
1. if Je such that (w, p,c) € © n D =D U{(w,p0)}
2: return c s me=rl
9: return (w,c, z)
3: else
4: return H'(w||p)

Figure 3.16: Random oracle simulation in Game Gs3.

H(wllp) :

1. if Je such that (w, p,c) € D
2: return c

3: else

4: ¢+ H'(w||p)

5 ©:=9U{(w,u,c)}

6: return c

Figure 3.17: The simulation of the random oracle in G3 by the reduction from Gj
to UF-NMA in the ROM.

A forged signature (u*,0*) in Gj is a forged signature in UF-NMA if ¢* = H'(w*||p*)
where H' is the random oracle of UF-NMA. This holds if the random oracle has not been
reprogrammed on input w*||p* during the game, which holds since the adversary is not
allowed to ask for a signature of u*.

Runtime. We discuss two cases separately.

e In the ROM. Each sign query requires to run the zero-knowledge simulator up
to B times. For each hash (resp. sign) query, the reduction performs 1 (resp. up
to B) programming operation. It maintains a sorted data structure © in order to
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search and insert in O(log(B - Qs + Qp)) steps. The runtime of the reduction is of
order Time(A) + O(Tsim - (B - Qs + Qp) -log(B - Qs + Qn)).

e In the QROM. We split the runtime analysis in two different models depending on
whether we have access to QRACM or not. To answer the hash and sign queries
properly, the reduction maintains a database of reprogrammed input-outputs, and
at each query, it searches over the database to find a match. Note that it is being
carried out in superposition. The size of the database is at most B - (Jg, and a
naive exhaustive search takes B - (Qs. Moreover, for each sign query, the reduction
runs the zero-knowledge simulator at most B times. Thus, the runtime would
be Time(A) + O((Tsim- B- Qs+ Qu)(B-Qs)). With QRACM, the reduction has the
advantage to maintain a sorted database and quantumly search over the database.
It reduces the search time to log(B - Qg). It yields the runtime Time(A) + O((Tsim -

B Qs+ Qu)log(B - Qs)).
O

3.4.1 Strong Unforgeability

The following theorem reduces the sUF-CMA security to the UF-NMA security for a sig-
nature obtained by FSwBA.

Theorem 15. Let e, 0, 5,7, Tsim > 0, B > 0, H a hash function modeled as a random
oracle. Assume that X = ((P1,P2),(V1,V2)) is an (€., Tsim)-HVZK and (v, B)-correct
public-coin identification protocol, and that the commitment message of the prover has
min-entropy . Let A be any arbitrary adversary against sUF-CMA security of SIGg =
FSgp[X, H] that issues at most Qu queries to the random oracle H and Qg classical
queries to the signing oracle. There exist quantum adversaries B and C respectively
against UF-NMA security of SIGg and the computational unique response property of X
as follows:

e In the ROM, both B andC run in Time(A)+O((Tsim-B-Qs+Qu)log(B - Qs + Qn)),

and
AdvEEA(A) < Advgic MA(B) + AdvE R(C)
+27-B-Qs-(B-Qs+Qn+1)
+2- e B-Qs
+Qs- (1=7)+p%+B-27) .
e In the QROM, both B and C run in Time(A) + O((Tsim - B - Qs + Qu)log(B - Qs))
with QRACM, and Time(A) + O((Tsim - B- Qs+ Qu) - (B - Qs)) without QRACM,

and
AdvEEt(A) < Advgic™MA(B) + AdvEYR(C)
e 3B M
vt B0 o Qn v )
+2-e-B-Qsg
+Qs- (=7 +p%+B-27) .
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The reduction in the QROM relies on B and C having access to a private random
oracle H' with the same domain and range as H that is not accessible by A.

The results also hold if we replace HVZK by sc-HVZK and assume €,i to be negligible in
the security parameter.

Proof. We base the proof on the hybrid games in the proof of Theorem 14. We modify
them as follows. Here, the challenger maintains the list MS of message-signature pairs
that were queried by the adversary via the signature oracle. Each game, at its final step,
also checks whether the forgery (u*, (w*, z*)) belongs to this list or not, and returns 0 if
it does. With these modifications, everything remains the same up to Gs.

We first discuss the QROM case. The two games G3 and G4 behave differently only
if we have the following conditions:

H(w*||p") # H'(w"||p") A (", (0", 27)) & MS A Va(vk,w", ", 2%) .

Since H(w*||p*) # H'(w*||p*), the adversary must have queried p* before and w* must
have appeared in at least one of the transcripts produced during the rejection sampling
of Sign(sk, 11*). Let & be the list of indices where the adversary asked for such queries.
We proceed case by case.

e Event; : There exists at least one signature query in & such that the value of w*
has appeared in the final transcript produced during the execution of Sign(sk, u*)
such that its corresponding transcript gets accepted by the verifier. This can be
bounded by the computational unique response of ¥. Let (w,, 2,+) < Sign(sk, u*)
be the output of this particular signature query and c,- := H(w,«||p*). It holds
that Vy(vk, w,«, c,x, z,+) = 1. Moreover, the forgery (w*,c*, z*) passes the verifi-
cation check. Therefore, the adversary A can be turned into another adversary C
(that observes A and outputs the two transcripts) against the computational unique
response property of ¥ with an advantage at most Adv%UR(C). Note that C has the
same runtime as A.

e Event, : For every signature query in G, if the value of w* has appeared in the final
transcript, then the final transcript gets rejected by the verifier. Let Ggpa be the
subset corresponding to these queries. We reverse the hybrid games back to G,
where the transcripts are honestly-generated. Following the same technique in the
proof of Theorem 14, we have

[P[Event, | G| — P[Event, | G{]| < B Qs - -

In G, the transcripts are all generated honestly with independent challenges in each
iteration. The Y-protocol is (7, 3)-correct. Therefore, each query in Ggp, occurs
with probability at most

(1= =8%)+8°<(1—-y)+8".

Further, we show that a signature query of type & \ Ggpa is unlikely to occur.
Let (wyx, cur, 2,+) be the corresponding transcript of such a query with w,- = w*.
This transcript has not been revealed to the adversary during the game since it was
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not the final transcript. Moreover, revealing the final transcript does not reduce
the min-entropy of w,,~ since it is independent from (w,, ¢, z,+). The distribution
of w,» has min-entropy « in Gy which implies Plw* = w,-] < 27*. Note that at
most B transcripts are produced during the game. Hence, each signature query
in &\ Ggua occurs with probability at most B - 27°.

By putting the two bounds above together, we obtain
P[Event; | G3] < B+ Qs - e+ Qs((1—7) + 5%+ B-277)
where we used |S| < Q.

Finally, using the union bound, it holds that:

IP[1 < G4 — P[1 < G3']| < P[Event; | G3'] + P[Event, | G3]
< AVSR(C) + B - Qs - .
+Qs(1=y)+ 8%+ B-27) .

The reduction from the UF-NMA game to the sUF-CMA game is similar to that of
Theorem 14.

For the ROM case, we reduce the UF-NMA game to G5 as follows. One can use the
random oracle of the UF-NMA game to answer the direct hash queries of the adversary
in G3. This preserves the view of the adversary. Therefore, showing that a valid forgery
for G3 is also a valid forgery for the UF-NMA game completes the proof. A similar
argument and upper bound, as in the QROM, holds here. O

3.5 Security of FSwUA

We finally prove the security of the unbounded version of the Fiat-Shamir transform
in both ROM and QROM. We note that our proof in the ROM is tighter. We reduce
the T"-UF-CMA security of the unbounded signature scheme to the UF-CMA security of
the bounded one in the QROM.

Theorem 16. Let « > 0,5 € (0,1), and let H be a hash function modeled as a random
oracle. Assume that ¥ = ((Py1,P2), (V1,V2)) is a (v, B)-correct identification protocol, and
that the commitment message of Py has min-entropy «. Let T denote the runtime of
one iteration of the protocol with the hash function. Let T' > BT. For any arbitrary
adversary A against T'-UF-CMA security of SIGo = FSo[2, H| that issues at most Qy
queries to the random oracle H and Qs classical queries to the signing oracle and for any
fized integer B, the same adversary A against UF-CMA security of SIGg = FSg[X, H] is
such that ]AdvggiF'CMA(A) — Adveig SMA(A)] ds bounded as

QS~BB+BB'2Q+{ 27%-B-Qs-(B-Qs+Qu+1) inthe ROM,

(1—p)3 27% . 2B8s .\ J(B.Qs+Qu+1) in the QROM.
This also holds replacing UF-CMA with UF-CMA; or sUF-CMA security.
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Proof. We proceed with three hybrid games.
Game Gy. We define Game G as the UF-CMA security of SIGp.

Game G;. Let Game G be game T’"-UF-CMA in which the adversary is promised to not
make any sign query that takes more than 7" steps to halt. In the ROM, if the advantage
of the adversary A to distinguish these games is non-zero, then A must have queried a
message 4 such that Sign(sk, ) = L in Game Gy. The similar statement holds in the
QROM. Note that we cannot assume A is a purified quantum circuit since the queries
to the signing oracle must be classical and cannot be purified. Nevertheless, we can
purify A between the sign queries (the random oracle queries are quantum and would
cause no problem for purification). This is equivalent to saying that after the i-th sign
query u;, and receiving o; as the outcome, the adversary applies U;, where U; comes from
a distribution derived from {o;},<;, and then measures one of its registers to obtain fi;;1.
It repeats this process Qs times. By doing so, we can prove the above statement. As long
as Sign(sk, p;) # L, the distributions of ¢; and thus U; are identical. It follows that the
mixed state of the adversary remains identical in both games.

Let RY#A be an algorithm that runs Gy with A as a subroutine, records the sign
queries of A, and wins if one of them is answered by L. We have

[P[1 < G = P[1 « Ggl]| < Plwin(R%)].

We aim at bounding the winning probability of R. Remember G from Figure 3.12, which
we rename Gj, in this proof. In Theorem 14, we proved that

3B

s | V(B - Qs+ Qp +1)2-2,

Pl «< G3) - Pl < G| < 5

in the QROM, and
Pl = G3] - Pl <G| <27 B-Qs- (B- Qs +Qu +1),

in the ROM. It follows that we can replace Game Gy in P[win(R4)] with G} and only
lose the above terms in their corresponding random oracle models.

Finally, using the union bound and the [-correctness of the identification protocol,
the winning probability of the algorithm R relative to G}, is bounded by Qg - 55.

Game (Gi5. This is the genuine T'-UF-CMA game. The distinguishing advantage of A is
bounded by the probability that A4 makes a sign query that takes more than 7" steps
to halt. Theorem 8 implies that this probability is bounded by g7'/7 4 2= /(1 — )% >
BB +27%/(1 — 8)3. This completes the proof. O

3.6 Security of FSwWBA with the Rényi Divergence

As [DFPS22| mentions, defining a version of HVZK that relies on the Rényi divergence
instead of the statistical distance allows to prove the security of a larger class of Fiat-
Shamir signatures. In some cases, this allows to achieve smaller signature sizes. For the
sake of simplicity, we restrict ourselves to the case of Rényi divergence of infinite order.
We need the following definition.
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Definition 36 (Decomposable Simulator). Let p € [0,1]. Let Sim be a zero-knowledge
simulator for a Y-protocol. We say that Sim admits a p-decomposition if there exist two
algorithms Sim and Simy such that the former only outputs transcripts with z = L, the
latter only outputs transcripts with z # 1, and Sim can be defined as in Figure 3.18

Sim(z) :

with probability p
(w, ¢, z) « Sim (x)
with probability 1 —p
(w, ¢, z) < Simy(z)
return (w,c, 2)

Figure 3.18: Simulator decomposition.

It is shown in [DFPS23] that there exists a decomposable simulator as above for Lyuba-
shevsky’s ¥-protocol. With this formalism, we are able to extend the HVZK definition
to the Rényi divergence.

Definition 37 (Decomposable Divergence HVZK). Let R, > l,e > 0,p € [0,1]
and T\, Ty > 0. A X-protocol is said to be (e, T\, R, Ty)-DDHVZK if there exists
a p-decomposable simulator Sim = (Sim, Simy) such that

e algorithm Sim is a (.5, T )-HVZK (or sc-HVZK) simulator for the X-protocol with
transcript (w', ', 2") conditioned on 2’ = L,

e algorithm Simy has runtime Ty, and given x outputs a transcript (w,c,z) such
that its distribution and the distribution of a transcript (w',c,2") of the S-protocol
conditioned on z' # L satisfy

Roo((w e 2|0 ¢, ) < R

Note that p can possibly differ from 5, but we are interested in the case where their
difference is negligible (as in the following theorem). We adapt Theorem 14 and its proof
to this new setting.

Theorem 17. Let R, > 1,6,,,T,Ty > 0,p € [0,1], and H a hash function modeled as
a random oracle. Assume that ¥ = ((P1,P2), (V1,V2)) is an (e, T\, R., Ty)-DDHVZK
public-coin identification protocol with a p-decomposable simulator, then we have the fol-
lowing updates on Theorem 14.

e [n the ROM:
the runtime of B is Time(A) + O(T (B — 1)Qs + TyQs)log(B - Qs + Qu)), and

its advantage satisfies

AdV§|“<";§(«4) < R?ks ’ <AdVlsJ|FG_;\IMA(B> + (eax +|p—5|) - B- QS)
+27*-B-Qs-(B-Qs+Qu+1) .
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e In the QROM:
the runtime of B is Time(A)+O((TL(B—1)Qs+TyQs)log(B - Qs)) with QRACM,
and Time(A) + O(T' (B — 1)Qs + TyQs) - (B - Qg)) without QRACM, and its

advantage satisfies

AWGEA(A) < RS - (AdVEGIMA(B) + (e + p = B1) - B Qs

.« 3B
+27% .

5 Bas v Qut )

The reduction in the QROM relies on B having access to a private random oracle H'
with the same domain and range as H that is not accessible by A.

Proof. The proof is similar to the one of Theorem 14. We replace Game G5 with three
different games Gg1,Goo and Ga3. The other changes between games remain similar.
Let Sim = (Sim,Simy) be the decomposition of the zero-knowledge simulator. We pro-
ceed as follows.

Game (. It is the same as in the proof of Theorem 14.

Game Gy 1. In this game, we change the signing algorithm. As soon as a transcript (w, ¢, z)
with z # L is being sampled during the rejection sampling loop, we discard it and replace
it with a transcript generated by Simy. The multiplicativity of the Rényi divergence
implies that

Pl < G < (14 £.4)9% - P[1 <= G3Y4].

Game Gg5. We modify the signing algorithm one step further. Let Bernoulli(5) denote
the Bernoulli distribution with parameter /3 (i.e., the probability of sampling 1 is 3). We
replace the honestly generated transcripts with the following distribution. Sample b «+
Bernoulli(8) and ¢ <— U(C). If b =1 run (w, 2) < Sim_ (vk,c), and if b = 0 run (w, 2) <
Simy (vk, ¢). Since the transcripts are being sampled independently from each other in
both games G5 1 and G55, one can bound the advantage of the distinguisher by e, - (B —
1) Qs.

Game Gy3. We replace Bernoulli(8) with Bernoulli(p). The distinguishing advantage of
the adversary between Gy and Go 3 would be less than [p— |- (B —1) - Qs.

The rest of the proof is similar to that of Theorem 14. ]

Finally, we adapt the above analysis to the strong unforgeability case as follows.

Theorem 18. Let R, > 1,¢.4, 1, Ty,v,5 > 0,p € [0,1], and H a hash function modeled
as a random oracle. Assume that ¥ = ((P1,P2), (V1,V2)) is an (e, T\, R., Ty )-DDHVZK
public-coin (v, B)-correct identification protocol with a p-decomposable simulator, then we
have the following updates on Theorem 15.

o Inthe ROM, B and C run in Time(A)+O((T.(B-1)Qs+TyQs)log(B - Qs + Qu)),

and

104



3.6. Security of FSwBA with the Rényi Divergence

AdvESMA(A) < RS - (Advg’,z‘;'MA(B) 1+ AdVEUR(C)
+2- (e +|p—0l)-B-Qs
+ Qs((l +eu)(1—7)+B- 2“))
+27-B-Qs-(B-Qs+Qu+1) .

e In the QROM, B and C run in Time(A) + O(TL(B — 1)Qs + Ty Qs)log(B - Qs))
with QRACM, and Time(A)+O((TL(B-1)Qs+T;Qs)-(B-Qs)) without QRACM,
and

AdvESMA(A) < R - (Advg,FG;“MA(B) + AVEUR(C)
$2- (et Ip—B) - B-Qs
—+ Qs((l + 5zk>(1 — ’)/) -+ B - 2a))

vt (2B G Qu ) iR

The reduction in the QROM relies on B and C having access to a private random
oracle H' with the same domain and range as H that is not accessible by A.

Proof. We only discuss the QROM case. The ROM proof is similar. We use the same
sequence of hybrid games as in the proof of Theorem 17. We modify the hybrid games as
follows. Each game maintains a list MS of all message-signature pairs generated during
the course of the game. We update the winning condition of the game by asking the
forged message-signature pair to not belong to MS. The advantage of the adversary
between GGy and (G5 can be bounded from above by a similar argument as in Theorem 17.
For the last game hop, note that the adversary can distinguish between G3 and G, if it
can detect the following event:

H(w*||p*) # H'(w*||p*) A (p*, (w*, 2%)) & MS A Vy(vk,w*, c*, 2%) .

We separately analyze the following cases.
Let & be the list of indices where the adversary asked for such queries. We proceed
case by case.

e Event; : There exists at least one signature query in & such that the value of w*
has appeared in the final transcript produced during the execution of Sign(sk, u*)
such that the corresponding transcript passes the verification. In this case, one
can construct an adversary C that attacks the computational unique response of X
by observing A and outputting the corresponding transcript and the forgery of A.
Note that both transcripts pass the verification, therefore, the output of C breaks
the computational unique response of X.

105



Chapter 3. Analysis of Fiat-Shamir with Aborts

e Event, : For every signature query in G, if the value of w* has appeared in the final

transcript, then the final transcript does not pass the verification. Let Ggpha be the
subset corresponding to these queries. It seems that one could reverse the hybrid
games back to Gy to obtain honestly-generated transcripts. However, since the
Rényi divergence is not symmetric, we do not know how to bound the distinguishing
advantage of the adversary from above in the reverse direction. We show how one
can bound P[Event,y] in Go;. Therefore, reversing the games back to Gy ; would be
sufficient. Following the same argument as in Theorem 17 that from G5 to Gs 1 the
cost is additive and is equal to:

[P[Event, | G4 — P[Event | G34]| < (e + Ip— B]) - B+ Qs -

In G4, the transcripts except the valid one (if there exists any it would be the last
transcript) are honestly sampled according to . In particular, the challenges are
sampled uniformly and independently from each other. According to the correctness
of ¥, the probability of obtaining a transcript where z # L is 1 — 8. Recall that
a valid (z # L) and honestly-generated transcript is also a valid signature with
probability at least v. In G5, the valid signature is replaced by a simulated one.
Therefore, we have

PIVa(vk, wys, €y 22) = 0 | Goly A 2 7 L
< (1+ ) - PVa(vk,wye, ey 240) = 0 | GRUA 20 # L]
< (14 ea)(1 - 7)1~ 87
< (LT+ea)(l-17).

Let (wys,cur, 2,+) be the transcript of a signature query in & \ Ggpa
with w,~ = w*. This transcript has not been revealed to the adversary since it
is not the final transcript. Moreover, revealing the final transcript does not reduce
the min-entropy of w,- since it is independent from (wx~,c,-, z,+). In Gaq, the
distribution of w,~ has min-entropy « implying that w* = w,~ occurs with prob-
ability < 27, Note that at most B transcripts are produced during the game.
Therefore, each signature query of type &\ Ggua occurs with probability < B-27¢.

The probability of Event; can be bounded as
P[Event; | GA] (e +|p—p|) - B-Qs
+Qs((1+ea)1—7)+B-27) .

Finally, using the union bound, one obtains
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IP[1 < G4 — P[1 < G7Y| < P[Event, | G¢'| 4+ P[Event, | Gg!]
< AdVeR(C) + (ex +p— Bl) - B+ Qs
+Qs((+ea)(1 -7 +B-27) .

The rest of the proof is similar to that of Theorem 17. m



Conclusion

In this section, we provide a wider perspective for our contributions and discuss future
directions.

Oblivious sampling

In Chapter 2, we proved Theorem 1 by constructing an algorithm, that given a uniformly
sampled matrix A € (Z/qZ)™*", obliviously generates an LWE,, ,, 4.9, instance (A,b).
The algorithm uses a subroutine to unambiguously distinguish the following coordinate
states:

q—1

VjeZ/qZ, ;)= > f(e)|j+emodyq)

e=0

where f is proportional to /9, .-« and u is the sign function. The subroutine is used to
extract linear equations from the following state:

> ls) <® \¢<ai7s>>> :
s i<m

Then the superposition of secrets s in the first register is uncomputed by coherently
applying Gaussian elimination, under the condition that sufficiently many linear equations
are extracted above. The success probability of the algorithm depends on the quantity ¢ -
min, | fi (z)[?, i.e, the success probability of the subroutine. The larger this quantity is, the
more linear equations can be obtained. The sign function u as the local phases is used for
increasing this quantity. This choice gives min, |f(z)[> = 1/(go). It allows achieving the
relaxed condition m > no - w(log \) compared to the exponential lower bound when one
is not considering u. We note that the choice of the sign function may not be optimal.
We believe that it is an intriguing question to search for the optimal choice of w.

Question 1. Does there exist a choice of u, that is efficiently implementable in log q, such
that min, | f(x)|* = Q(1/q) ?

A positive answer to this question would relax the condition of Theorem 1 to m >
Q(n) - w(log A). This would allow obtaining more flexible samplers under possibly weaker
assumptions. For instance, it would imply an oblivious sampler for ¢ = 2*,0 = 2‘&,
and n = A2, under the hardness of LWE with the same parameters. With the current ver-
sion of Theorem 1, such a sampler can be achieved via the modulus-switching reduction,
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under the hardness of LWE with parameters g = 2>~V poly()\), o = poly(A), and n = A\2.
When the noise-to-modulus ratio o/q is fixed, the hardness of LWE can be roughly mea-
sured by the quantity nlogq (see, e.g, [BLP*13]). Therefore, the latter assumption is
supposedly stronger. We also believe that studying a wider class of phase functions can
shed more light on our understanding of the hardness of the LWE problem. For instance,
the author of [Che24] aims at solving the LWE problem in polynomial time, using the
phase function u(x) := exp(—imz?/7%). Although this approach fails due to a technical
error, we believe that such phases deserve further exploration.

It seems that the algorithm for Theorem 1 does not require any special property of the
matrix A. In fact, it is not necessary for A to be uniform. An interesting open question
is to devise oblivious samplers for the bounded distance decoding problem. Informally
speaking, this problem asks, given a basis for a lattice L and a vector t € R™ that is
guaranteed to be close to L, to find the closest point in L to t. The LWE problem can be
viewed as a distributional variant of the bounded distance decoding problem (see, e.g.,
the discussions in [GPV08,SSTX09]) over the following lattice.

L,(A):={Asmodq |s € (Z/qZ)"} +qZ™ .
We leave the following problem for future work.

Question 2. Which classes of lattices admit oblivious bounded distance decoding samplers,
under the hardness of the generated instance?

In the Common Reference String (CRS) model, in the beginning of the cryptographic
protocols, all parties obtain a string sampled from a fixed distribution by a trusted au-
thority. The distribution may have a specific structure such as that of the LWE problem,
which in this case the trusted authority knows the underlying secret. A malicious au-
thority might later use this information to attack the protocol. For this reason, when
it is possible, one would rather rely on unstructured strings, i.e., the uniform distribu-
tion. This is considered to be a relatively weaker-to-achieve model. The CRS model has
applications in designing Non-Interactive Zero-Knowledge (NIZK) proofs [DSMP88], for
which numerous constructions were found based on various structured strings [BFMS8S,
G094, FLS99, GOS12,PS19]. When a classical oblivious sampler C for a structured dis-
tribution is available, it can be generically used to transform the structured CRS to the
uniform one. The uniform CRS is the randomness used by C for generating the structured
sample. Since the circuit description of C is publicly available, anyone can compute the
structured string using the description and the randomness. A particularly interesting
case is the NIZK proof of [PS19] for all NP languages. Their structured CRS has the
shape of an LWE instance. If a classical oblivious LWE sampler was available, it could
be used to transform their structured setting to a uniform setting. We are not aware of
such a sampler. On the other hand, our quantum oblivious sampler cannot be used for
this purpose. The reason is that our sampler is purely quantum and its randomness is
inherently induced by the quantum measurements. Therefore, it is not possible to run
it twice and obtain the same string (unless with negligible probability). We believe that
studying mixed classical/quantum oblivious samplers would provide more perspective in
this regard.

Question 3. Does there exist a quantum LWE sampler that upon receiving a uniformly
sampled string r, outputs an oblivious LWE instance (A, b,)?
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Here, obliviousness requires that no extractor can find the witness even by having r. A
positive answer to this question would provide a deterministic quantum algorithm when r
is fixed, which can be used for the above purpose.

Analysis of FSwA

In Chapter 3, we provided detailed security analyses of FSwBA and FSwUA. In particular,
by combining Theorem 16 with any of our results for FSwBA, one obtains a reduction
from the UF-CMA security to the UF-NMA security in the unbounded regime. In the
QROM, the adaptive-reprogramming approach of Theorem 14 yields the most optimized
composition with respect to the reduction loss and runtime. With QRACM, up to a
constant factor, its reduction loss is bounded from above by roughly

/BB 9—a
(1-pp

where (g is the number of sign queries, Qg is the number of hash queries, B is the up-
per bound on the number of repetitions in the signing algorithm, [ is the probability of
rejection in the underlying identification protocol, a is the min-entropy of the first mes-
sage in the identification protocol, and ¢, is the error for the zero-knowledge simulator.
The runtime overhead of this reduction is BQ gy up to a constant factor. In the statisti-
cal zero-knowledge setting, the parameters are typically chosen such that e,, = 2790,
Moreover, Qg is typically orders of magnitude larger than () in practice, since hash
evaluations can be made without restriction whereas sign queries require interaction with
the signer. Therefore, the term BQge,; is relatively small compared to the others and
can be ignored for the sake of simplicity. When B is chosen as large as the security pa-
rameter A, the first two terms can also be ignored due to their small contribution in the
loss. With these considerations, the leading term in the reduction loss is 27*/?AQg Ql/ 2
and the runtime overhead is AQy. An interesting question is to study the tightness of
this reduction with respect to the runtime overhead and the security loss.

QsB” + + 2_7BQSQH + BQs¢ezk »

Question 4. How tight is the provided UF-CMA-to-UF-NMA security reduction for FSwUA
signatures?

In particular, the runtime overhead is caused by the number of times one reprograms
the random oracle. Can we use a different technique so that only one reprogramming
per sign query suffices as in the ROM? In other words, can we decrease the runtime
overhead from A\Q g to AQs? If not, does there exist a matching attack that distinguishes
the UF-CMA game from the UF-NMA game, in the unbounded regime? It is known that
in the adaptive reprogramming lemma, i.e, Lemma 31, the upper bound is tight up to
a constant for all adversaries running in time polynomial in ¢ [GHHM21, Theorem 7).
We note that the above security loss is dominated by the upper bound obtained by this
lemma. Therefore, we believe that the security loss is tight, however, it is not clear to us
how to extend the tightness of Lemma 31 to our setting.

In the statistical zero-knowledge setting, our reduction uses the HVZK property of the
underlying identification protocol. As discussed earlier, it is a stronger notion compared
to a simulator that only fakes the non-aborting transcripts. Whether it is possible to
replace the HVZK simulator with the weaker one remains an intriguing open question.
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Question 5. Does there exist a UF-CMA-to-UF-NMA security reduction for FSwUA signa-
tures with the same quality as above but only using the weaker zero-knowledge simulator?

In [BBD"23, Theorem 2], the authors provide such a reduction. Their overall reduction
loss is bounded from above by roughly

N 1 o 1
272QsQf +272QuQ% + Qsen

with runtime overhead approximately being (Qs. With the same considerations as above,
the leading term in their security loss is 27°/2Q HQ;/ ?. We note that their reduction has
worse loss but better runtime overhead than ours. Is it possible to enhance their technique
to obtain a smaller loss while keeping their runtime overhead? We leave this question for
future work.
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Appendix

Positive operator-valued measures

Positive Operator-Valued Measures (POVM) are defined as follows. They are the most
general measurements allowed within quantum information theory.

Definition 38 (POVM measurements). A POVM is a set {E;}iez of positive operators
where I is the set of measurement outcomes and the operators satisfy >, E; = Id. A
measurement upon a quantum state |1) outputs i with probability (V| E; |1).

POVMs are sometimes considered in the following situation: given a set of quantum
states [¢1), ..., [¢¥n), devise a POVM that when applied over [¢);), it either outputs the
correct index j or some special symbol L representing the “unknown” answer. In other
words, the measurement never makes an error when it succeeds to identify the prepared
state and we say that it unambiguously distinguishes the states |¢;)’s. The probability of
error is defined as the probability that the measurement outputs L, when it is maximized
over all possible input states:

pi = max (Y| By [r)

where E| corresponds to the outcome 1.

Discrimination of coordinate states

We now describe the POVM from [CB98]|, which is known to be optimal to unambigu-
ously distinguish the [¢;)’s (as given in Definition 19). Namely, it minimizes the error
parameter p, over all possible choice of POVMs. This optimality is enabled by the fact
that the |1y )’s verify the following “symmetry” condition:

Vk € Z/qZ, T |¢r) = |Vki1modq) -

where T denotes the translation operator, i.e., T'[a) = |a + 1 mod g) for all a, and from
the fact that they are linearly independent (which is ensured by f(z) # 0 for all z, as is
the case for our instantiation with the folded Gaussian distribution).

Theorem 19 (Adapted from [CB98|). Let g be an integer and f : Z/qZ — C be an
amplitude function such that f (y) # 0 for every y € Z/qZ. Let

1 0 _. ik
‘wjl> - \/Nye%:qu(_y)_l “u” D), where = ye%/:qz FWI™ (31)
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and

Vj e Z/qZ, E;:= i W Yo}

,and E; -=1— Z E; ,

JEZ/qZ

where Ay is the maximum eigenvalue of 3 cz/qz ’¢L><¢i’ Then the set {E;}jcz/qzyuq1y s
a POVM that unambiguously distinguishes the coordinate states with success probability p
as follows (it is independent of j):
~ 2
= (| B, [v) = ¢+ min |f(y),

YEL/qL

Representating the coordinate states in the Fourier basis is helpful to approach the
problem. The first lemma shows that ‘¢f> defined as in Equation (3.1) is a quantum
state orthogonal to all |¢);)’s where i # j.

Lemma 33. Using the notations of Theorem 19, we have:

Vi,j € Z/qZ, (¥

0 otherwise

)= { y o=
Proof. Let us write the [1);)’s in the Fourier basis. We have for all j € Z/qZ:

i) = >_ f(e)]j+emodq)

e€Z/qZ

— Y fle) > W, U+e)r |y ) (by Lemma 1)
V4 e€Z/qL ©€Z/qZ

1 —xe —jT
= xe%qz (\/6 ee%qu (e) w, ) Wy " [Xa)

= > J2)w ) -

x€ZL/qL

We thus have, for all ¢ € Z/qZ:

(vt

This completes the proof. n

VN .5 T e 0  otherwise

We now consider the maximum eigenvalue Ay of 3= ;cz/47 ‘w ><@/)L‘

Lemma 34. Using notations of Theorem 19, we have:

1

q
N R
i f (33)]

)\+:
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Proof. We have the following equalities:

> et =+ % (z fma)t w;jﬂm) ( > feyt w;‘y<xy|)
YEL/qZ

JEZ/QL JEZ/qZ \x€Z/qZ

:;f T ( $ wg@—ﬂ) F=2) 7 F=9) ™ )l

©,YyE€L/qL \JEL/qZL

=LY fe ]

z€Z/qZ

Therefore, as the |y,)’s define an orthonormal basis of the underlying Hilbert space, we

obtain .
q
A= —— 3 -
N min ‘ ‘
x€Z/qZ

This completes the proof. O]

Proof of Theorem 19. The fact that {E;};cz/qz)u1y defines a POVM follows from the
definition of A, : they are positive operators and sum to the identity.

By Lemma 33, the state wll> is orthogonal to [1);) for all j # i. Therefore, given |1);),
the probability to successfully measure j with the POVM {E;};c(z/qz)u1} is given by

2

Y

Ly oz ¢ |7
p=<¢j|Ej|@/)j>=)\+‘<1/Jj ’¢j>‘ “nN 4 min ‘f(y)

YyEZL/qQZ

where the two last equalities follow from Lemmas 33 and 34. n
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