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Abstract

This CIFRE PhD work between ENS and Sony CSL Paris led to designing a new instrument
and new protocols to characterize photosynthetic organisms’ physiological status. This objective was
addressed at the single-cell level to quantify three light-stress response mechanisms in the microalgae
Chlamydomonas reinhardtii. This PhD work further lays the grounds for the European project
DREAM, addressing its constraints in terms of generalization and applicability.

Chapter 1 describes the specifications for an epi-fluorescence microscope developed during the
project. A strong accent was put on modularity and automation. The long-term DREAM objective
to provide an affordable portable device was also taken into account in the design and hardware
choices. The calibration and quality control of the instrument is described. The calibration of light
intensity led to an extended work on the use of fluorescent actinometers in the visible spectrum, in 1D,
2D and 3D. It resulted in an accepted manuscript entitled “Fluorescence to measure light intensity”
(Nature Methods, 2023).

Chapter 2 introduces the role of chlorophyll fluorescence (ChlF) in remote sensing of photosynthe-
sis. The concept of de-excitation pathways of the energy harvested by the photosynthetic organisms is
described, allowing to introduce the classical methods in ChlF remote sensing. The article manuscript
“Leaves to measure light intensity” is introduced to describe the diversity of light-dependent phenom-
ena in plants. The challenge of adapting the current protocols to an imaging system with a CMOS
camera at the single-cell algae level was lifted using a new light protocol, and validated.

In Chapter 3, a manuscript under writing details the case study of the light-stress response
in Chlamydomonas reinhardtii after an introduction to the key concepts in the biological process
studied and the computational methods used. The experiments consist in collecting a video of ChlF
time traces, and retrieving the individual responses by image segmentation. The three elementary
light-stress responses studied are entangled and have dynamic signatures that overlap within the
ChlF time trace. A machine learning framework is introduced to convert the ChlF traces into stress
scores. A reference dataset was constructed to train the framework, relying on biological protocols
involving mutant strains and pre-conditioning. These protocols were used to individually explore
the three elementary components and establish the reference populations within the dataset. The
framework consists of two parts. Dictionary Learning first reduces the dimension of the ChlF traces
with optimized reconstruction. It is followed by a dimension reduction using Linear Discriminant
Analysis to maximize the separability of the annotated classes. This combination allows to project
a general stress response in a 3-dimensional space where each axis represents the amplitude of an
elementary stress-response. This method can unmix the stress responses within the ChlF traces of
wild-type strains. An emphasis is put on the reconstruction capability of the pipeline, which can be
used as a criterion to validate the hypothesis made to build the training dataset, or to identify new
stress-responses.

Chapter 4 presents a third draft manuscript. It describes the open-source hardware reproduction
of the epi-fluorescence microscope, demonstrating the reproducibility of the work but also providing
instructions to allow the targeted community to reproduce it. It also introduces tools to control
in a modular way several devices and to implement a database system which can be helpful when
designing Data Management Plans.
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Glossary

Application Programming Interface (API):

An Application Programming Interface (API) is a set of rules and protocols that allows
different software applications to communicate with each other. It defines the methods,
data structures, and protocols that developers can use to interact with a particular
software component, service, or platform.

Camera or Photodetector:

In this PhD work, the camera or photodetector captures the emitted fluorescence light
from the sample. It converts the light photons into electrical signals that can be further
processed and displayed as an image.

Chlorophyll a/b:

Chlorophyll (Chl) a/b are primary pigments found in plants, algae, and cyanobacteria.
They play a vital role in photosynthesis by absorbing light energy and initiating the
conversion of light energy into chemical energy. They differ slightly in their absorption
spectrum: Chl a absorbs red and purple light while Chl b absorbs blue and orange light.
Chl a has a methyl group attached to the C-3 position of the porphyrin ring, where
chlorophyll-b has an aldehyde group.

Chlorophyll Fluorescence:

Chlorophyll fluorescence is the emission of light by chlorophyll molecules when they re-
turn to their ground state from an excited state. It is used as a non-invasive and sensitive
tool to study various aspects of photosynthetic processes and plant stress responses.

Clustering:

A technique that groups similar data points together based on their inherent similarities,
aiming to discover underlying patterns or clusters in the data. It allows for unsuper-
vised identification of groups or clusters, which can be useful for tasks such as pattern
identification.

Dichroic Filter (Beam Splitter):

Optical device that selectively transmits or reflects light based on its wavelength or color.
It consists of multiple layers of thin films with varying optical properties, allowing it to
separate light into different spectral components by reflecting or transmitting specific
wavelengths while blocking others.

Dictionary Learning:

Dictionary learning is an unsupervised learning approach that aims to learn a dictionary
of basis elements (atoms) to represent the data in a sparse and efficient manner. It seeks
to find a set of dictionary atoms or basis functions that can reconstruct the data with
the minimum number of non-zero coefficients.
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Dimension Reduction:
Dimension reduction is the process of reducing the number of input features or variables
while preserving important information and structure in the data. It helps to simplify
the data representation and remove irrelevant or redundant features.

Driver:
A device driver is a computer program that operates or controls a hardware device
attached to a computer.

Electron Transport Chain:
The electron transport chain is a series of redox reactions that occur during photosyn-
thesis, involving the transfer of electrons from water molecules to NADP+ to produce
NADPH, which is used in the synthesis of carbohydrates.

Emission Filter:
The emission filter is a wavelength filter that allows only the emitted fluorescence light
to pass through to the detector. It blocks the excitation light and selects the specific
wavelength range of the emitted fluorescence to be detected.

Emission Spectrum:
The emission spectrum represents the relative emission of fluorescence photons over a
range of wavelengths emitted by a fluorophore when it transitions from an excited state
to a lower energy state. It provides information about the specific wavelengths of light
emitted by a fluorophore and is usually measured using a spectrophotometer.

Excitation Energy:
Excitation energy is the energy absorbed by chlorophyll molecules during the excitation
process. This energy is temporarily stored and is subsequently used in photosynthetic
reactions.

Excitation Filter:
The excitation filter is a specific wavelength filter that allows only the desired excitation
light to pass through to the sample. It selects the appropriate wavelength of light to
excite the fluorophores present in the sample.

Excitation Light:
Excitation light refers to the light energy that is absorbed by chlorophyll molecules
and other pigments to initiate photosynthesis. It is typically provided by a specific
wavelength of light.

FD:
Direct fluorescence, collected in response to actinic light (FDactinic) or saturating pulse
(FDsat). To compare it to the fluorescence classically described in chlorophyll fluo-
rescence literature FS (resp FM ), it has to be divided by the excitation light intensity
corrected by the absorption spectrum, and normalized.

Filters:
Filters are optical components used to selectively transmit or block specific wavelengths
of light.

Filter Cubes:
Filter cubes are assemblies that contain multiple filters, including the excitation filter,
dichroic mirror, and emission filter, all positioned in the correct alignment for fluores-
cence microscopy.
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Fluorescence Emission:
Fluorescence emission refers to the light emitted by fluorescent molecules as they return
to their ground state from an excited singlet state. The emitted light has a longer
wavelength than the absorbed light and can be detected and measured.

Fluorescence Excitation Spectrum:
The fluorescence excitation spectrum shows the range of wavelengths at which a fluo-
rophore becomes excited. It is obtained by measuring the fluorescence intensity while
scanning the excitation wavelengths.

Fluorescence Induction/Transient/Rise:
Fluorescence induction is a commonly used technique to study the kinetics of chlorophyll
fluorescence. It involves measuring the changes in fluorescence emission intensity over
time after the application of a short high-light pulse to a dark-adapted sample.

Fluorescent Labels or Fluorophores:
Fluorophores are specific molecules or dyes that absorb light at a certain wavelength and
emit light at a different, longer wavelength. They are used to label specific structures or
molecules of interest within the sample for visualization under fluorescence microscopy.

Fluorescent Dye:
Chemical compound that absorbs light in a wavelength range and can convert part of
the absorbed energy by emitting light in another wavelength range. These dyes are
designed to selectively bind to specific molecules or structures in biological samples,
allowing them to be visualized under fluorescence microscopy. Fluorescent dyes are
commonly used as labels in various applications, such as immunostaining, cell tracking,
and molecular imaging.

Fluorescent Protein:
A fluorescent protein is a protein that naturally exhibits fluorescence. These proteins
are derived from organisms such as jellyfish, coral, or bacteria, which produce these
proteins. Fluorescent proteins are widely used in biological research as genetic tags or
markers to label specific proteins or structures within cells or organisms. They can be
genetically encoded and expressed in living systems, enabling real-time visualization and
tracking of cellular processes.

Fluorescence Yield:
Fluorescence yield is the amount of fluorescence emission produced relative to the
amount of excitation energy absorbed. It is often expressed as the quantum yield,
which represents the efficiency of the fluorescence process.

Fluorophore:
A fluorophore refers to a molecule or a portion of a molecule that exhibits fluorescence
(see Fluorescent dye/protein).

Image Analysis Software:
Image analysis software is used to analyze, process, and quantify the acquired images.
It may provide tools for image segmentation, feature extraction, colocalization analysis,
and other image-processing tasks.

Image Processor:
The image processor is responsible for processing and enhancing the acquired images.
It may perform tasks such as noise reduction, contrast adjustment, and image analysis.
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kF, kP, kNPQ, ko:
Rate constants of the fluorescence, photosynthesis, non-photochemical quenching, and
other competitive phenomena (including intersystem-crossing and internal conversion)
for the deexcitation of P680∗.

KD-tree:
A KD-tree (short for k-dimensional tree) is a data structure used for organizing multi-
dimensional data in computer science and computational geometry. It provides efficient
searching of nearest neighbors in a multi-dimensional space. A KD-tree recursively
divides the data points along orthogonal axes, creating a binary tree structure. This
allows for faster search operations by selectively traversing the tree based on the distance
to the query point. KD-trees are commonly used in applications like k-nearest neighbor
search, range searches, and spatial indexing.

K-Means:
K-means is an unsupervised machine learning algorithm used for clustering analysis. It
aims to partition a dataset into K distinct clusters, where each data point belongs to the
cluster with the nearest mean (centroid). The algorithm iteratively assigns data points
to clusters based on their proximity in the feature space and updates the centroids until
convergence.

Light Source:
The light source provides illumination for the sample. In epifluorescence microscopy,
commonly used light sources include mercury lamps, xenon lamps, or LED light sources.

Light-Harvesting Complex (LHC):
The Light-Harvesting Complex (LHC) is a group of proteins and pigments found in
photosynthetic organisms. Its primary function is to capture and transfer light energy
to the photosynthetic reaction centers. The LHC acts as an antenna system, efficiently
absorbing light of various wavelengths and funneling it to the reaction centers, where
the process of photosynthesis initiates.

Linear Discriminant Analysis (LDA):
A supervised dimension reduction technique that seeks to find a linear combination of
features that maximizes class separability. It aims to project the data onto a lower-
dimensional space while maximizing the differences between classes and minimizing the
variations within each class.

Lumen:
The lumen is the internal space within the thylakoid membrane of the chloroplast. It is
involved in the accumulation of protons (H+) during photosynthesis, which generates a
proton gradient used in ATP synthesis.

Maximum Quantum Yield (Fv/Fm):
The maximum quantum yield represents the maximum efficiency of photosystem II
(PSII) in converting light energy into chemical energy. It is calculated as the ratio of
variable fluorescence (Fv) to maximum fluorescence (Fm) and serves as an indicator of
the overall health and photosynthetic performance of plants.

Non-Photochemical Quenching (NPQ):
Non-photochemical quenching refers to the protective mechanisms employed by plants
to dissipate excess absorbed light energy as heat, reducing the potential for damage to
the photosynthetic apparatus.
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NoSQL Database (see SQL database):
A noSQL (not only SQL) database is a type of database management system that
provides a flexible approach to storing and retrieving data. Unlike SQL databases,
noSQL databases do not rely on a fixed schema and can handle unstructured, semi-
structured, or polymorphic data.

Objective Lens:
The objective lens collects and focuses the light from the sample onto the detector. It
determines the resolution and magnification of the captured image. High numerical
aperture (NA) objectives are commonly used in epifluorescence microscopy to maximize
the collection of emitted fluorescence light.

OJIP curve:
See Fluorescence transient/induction/rise.

Overfitting:
Overfitting is a phenomenon that occurs in machine learning when a model becomes
excessively tailored to the training data, resulting in poor performance on unseen or
new data. It happens when a model learns noise or irrelevant patterns in the training
set, rather than the underlying generalizable patterns.

ϕF, ϕP, ϕNPQ:
Quantum yield of fluorescence, photosynthesis and non-photochemical quenching (see
Quantum yield).

Principal Component Analysis (PCA):
PCA is an unsupervised dimension reduction technique that transforms the data into a
new set of uncorrelated variables called principal components, ordered by their impor-
tance in explaining the variance in the data. It captures the most significant information
in the data while reducing its dimensionality.

Photosynthesis:
Photosynthesis is the process by which plants, algae, and some bacteria convert light
energy into chemical energy, utilizing chlorophyll and other pigments to capture sunlight
and convert carbon dioxide and water into glucose and oxygen.

Photosystem II (PSII):
Photosystem II is a protein complex located in the thylakoid membranes of chloroplasts.
It is responsible for capturing light energy and initiating the electron transport chain in
photosynthesis.

Photosystem I (PSI):
Photosystem I is another protein complex located in the thylakoid membranes of chloro-
plasts. It functions to absorb light energy and pass electrons to NADP+ to produce
NADPH, which is used in the synthesis of carbohydrates.

Plastoquinone Pool:
The plastoquinone pool is a collection of plastoquinone molecules that serve as electron
carriers in the electron transport chain of photosynthesis. They shuttle electrons between
photosystem II (PSII) and the cytochrome b6f complex.

P680,P700 (see Reaction center):
P680∗ and P700∗ represent the excited states.

qA and qB:
qA and qB are temporary electron acceptors in photosystem II (PSII). They receive
electrons from the reaction center of PSII and transfer them to the plastoquinone pool.
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Reversible Switchable Fluorescent Protein (RSFP):
RSFP defines a class of engineered fluorescent proteins derived from tetrameric Pectini-
idae coral fluorescent protein [1]. It can be reversibly toggled between different states
of fluorescence using specific wavelengths of light. These proteins exhibit the ability to
switch back and forth between "on" and "off" states, providing researchers with control
over their fluorescence emission.

Reaction Center P680:
The Reaction Center P680 is a chlorophyll a dimer located in the photosystem II (PSII)
complex of plants, algae, and cyanobacteria. The "P" stands for pigment, and "680"
indicates the peak absorption wavelength of this chlorophyll pigment at around 680 nm.
The P680 chlorophyll molecule plays a central role in capturing light energy and initi-
ating the primary photochemical reaction of photosynthesis within the photosystem II
complex.

Reaction center P700:
Reaction Center P700: The Reaction Center P700 is a chlorophyll a dimer located in
the photosystem I (PSI) complex of plants, algae, and some bacteria. Similar to P680,
the "P" represents pigment, and "700" refers to the peak absorption wavelength of this
chlorophyll pigment at around 700 nm.

Structured Query Language (SQL):
An SQL database is a type of relational database management system (RDBMS) that
uses a structured approach for organizing and managing data. It employs a tabular
structure where data is stored in tables consisting of rows and columns. SQL databases
follow a predefined schema, which defines the structure, relationships, and constraints
of the data.

Stage:
The stage is a platform that holds the sample in place and allows precise movement and
positioning. It enables scanning or imaging of different areas of the sample.

Sun-Induced Fluorescence (SIF):
The SIF is the endogeneous fluorescence emitted by photosynthetic organisms in re-
sponse to sunlight. It is used up to the kilometer scale to monitor vegetation. Multiple
fitness indexes derive from SIF.

Supervised Learning:
A machine learning approach where the algorithm learns from labeled training data
to make predictions or decisions on unseen data. It involves mapping input features
to known target labels, allowing the algorithm to learn the underlying patterns and
relationships in the data.

Stroma:
The stroma is the fluid-filled region inside the chloroplast, surrounding the thylakoid
membranes. It plays a role in various metabolic processes, including the synthesis of
carbohydrates during photosynthesis.

t-Distributed Stochastic Neighbor Embedding (t-SNE):
t-SNE is a dimension reduction and visualization technique that emphasizes the local
structure and preserves pairwise similarities between data points. It constructs a low-
dimensional representation of the data where similar instances are modeled as nearby
points, allowing for effective visualization and clustering analysis.
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Time series:
A time series is a sequence of data points collected or recorded in chronological order.
Time series data is characterized by its temporal dependency, meaning that the value
of each data point is influenced by its previous values.

UMAP (Uniform Manifold Approximation and Projection):
UMAP is a dimension reduction and visualization technique that preserves both local
and global structure in the data. UMAP constructs a low-dimensional representation of
the data while respecting both the local and global data relationships, making it useful
for visualizing high-dimensional datasets with complex structures.

Unsupervised Learning:
A machine learning approach where the algorithm learns patterns or structures from
unlabeled data without explicit guidance or labels. It aims to discover hidden patterns,
group similar data points, or find meaningful representations of the data without any
predefined output labels.

Water-Splitting Complex:
The water-splitting complex, also known as the oxygen-evolving complex, is a part of
photosystem II (PSII) responsible for oxidizing water molecules, releasing oxygen, and
providing electrons for the electron transport chain.

Wide-field microscope:
In a wide field microscope, the whole sample is exposed to the light source through a
microscope objective. The image is viewed by the observer either via a camera or the
microscope’s eyepieces.
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Chapter 1

Introduction

Managing the agriculture system in times of population growth and climate change will be a
major challenge of the 21st century. The IPCC’s special report of 2019 [2] reiterated the ambivalent
role of the food system, contributing to climate change by accounting for 21-37% of yearly greenhouse
gas emissions but also experiencing significant impacts, such as heightened vulnerability of crops to
more frequent extreme weather events (as evident already). One approach to address the current
challenges is to mitigate the contribution of agriculture to climate change, while the other is to adapt
the agricultural practices to incoming changes. These strategies are investigated by international
agencies such as the Food and Agriculture Organization (FAO) or the Intergovernmental Panel on
Climate Change (IPCC), which provide detailed reports as well as summaries for decision-makers.
While executives in relevant organizations or government bodies may be the primary recipients of
these summaries, they are also valuable for policymakers, funding agencies, researchers, and private
companies involved in making strategic decisions related to the addressed challenges.

The Sony Computer Science Laboratories (CSL) is a blue skies research laboratory, which allows
employees to work on research topics of their choice. The Sony CSL in Paris hosts a Sustainability
division (Peter Hanappe, David Colliaux and I) that focuses on sustainable agriculture strategies,
with research questions aligned with the problems described in the summaries for executives.

On the other hand, the team of Ludovic Jullien and Thomas Le Saux (Ecole Normale Supérieure)
has been active in imaging the dynamic response of photoactive fluorophores to time modulated illu-
minations. More recently, they applied their developments for harnessing the exogenous fluorescence
of genetically-modified plants to evaluate their stress level. After meeting specialists of photosynthe-
sis (notably in the Institute Bio Phy Chem - IBPC in Paris), they reached the conclusion that their
skillset would be relevant to address the same questions using the endogeneous fluorescence of plants
with remote sensing, which allows avoiding GMOs. In relation to agriculture, this fluorescence which
comes from chlorophyll is of high interest because its signature carries information on the health
status of the plant, as will be described in details.

We initiated a collaboration between Sony CSL and Ludovic Jullien to launch the PhD work
described in this manuscript. Rapidly, Ludovic Jullien took it to another level by preparing a Euro-
pean project proposal with complemented partners that was funded in 2021. The research strategy
proposed was deemed radically new and matching the current societal questions in agriculture, ad-
dressing both the capacity to mitigate the contribution of agriculture to climate change and to adapt
to climate change’s consequences.

I will begin by summarizing the current challenges identified in agriculture and selectively evoke
some solutions that resonate with the research project. Then I will introduce the various actors and
their projects related to agriculture. It will enlight how the complementarities between Sony CSL
Paris and ENS brought us to write a PhD proposal between an industrial partner and an academic

1
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partner (CIFRE grant1). Finally, I will introduce the plan of work followed throughout the PhD
project and detailed in the following chapters with their respective introductions.

1.1 Current challenges in agriculture
This section synthesizes the main challenges in agriculture in terms of contribution to greenhouse

gas (GHG) emissions, as it is the current method to evaluate impact on climate change. Unlike other
sectors where CO2 is the main contributor, two major outputs of the agrifood sector are gases with a
higher warming potential than CO2: methane (CH4) and nitrous oxide (N2O). The warming power
corresponds to how the presence of the gas in the atmosphere changes the radiative balance between
the energy received by the Earth from the Sun and the energy outgoing from Earth [3, 4]. Some
contributions to GHG emissions can also be specific to countries and/or management practices. It
includes deforestation [5], but also specific cases, such as artificial lightning in greenhouses. Reducing
GHG emissions is not the only challenge in agriculture. The management practices have numerous
consequences on the natural cycles and the biodiversity and need to be addressed.

1.1.1 Greenhouse Gas Emissions from the agrifood sector

Figure 1.1: EU GHG emissions in the agriculture sector by source. Adapted from [6].

Enteric fermentation and methane

The digestion process of ruminant livestock such as cattle principally involves microbial anaer-
obic fermentation. The major fermentation pathway is methanogenesis, which is evolved by hosted

1Industrial Research Training Agreements
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methanogen microorganisms [7] and leads to methane emissions. They contribute to 30% of the global
emissions of methane and 40% of the agricultural GHG emissions in Europe (Figure 1.1). Several
proposed solutions to reduce enteric fermentation involve, for example, modifying the diets of either
humans or livestock. In particular, studies have shown potential in complementing the cattle diet
with anti-methanogenic compounds, including microalgae [8].

Chemical fertilizer and nitrous oxide

Conventional agriculture practices rely on additive fertilizer of nutrients that cannot be regen-
erated by the soil, in particular nitrogen (N), phosphorus (P) and potassium (K). Since 1961, the
usage of nitrogen-based chemical fertilizers was multiplied by nine, correlated with an increase in
N2O emissions [4]. Overall they contribute to a significant part of emissions (Figure 1.1). The gas
emission is a result of nitrogen-evolving microbial processes in the soil [9–11]. A part of the N2O
emissions also come from manure spread over the fields [10]. The imbalance between nitrogen added
to the soil compared to harvested nitrogen is quantified as Nitrogen surplus (N-surplus) [12]. These
surpluses that are not absorbed by the crops are washed off by rains and end up polluting rivers and
sea. These flows contribute to the development of algal blooms [13] or dead zones [14], both phe-
nomena altering the local ecosystem balance. A more balanced fertilizer use combined with improved
nitrogen assimilation could help reduce these emissions [15]. The other chemicals are also a matter
of concern, such as phosphates and the disrupted phosphate cycle [16]. ENS has been granted from
the national research agency (ANR) for a project of phosphate farming with algae to clean up water
(2022 - ANR Phosphalgue [17]).

Artificial lighting

It is worth noting that in some countries, national agriculture strategies also have an environ-
mental cost. It is the case in the Netherlands, where greenhouses are widely spread. They depend
on electricity-powered illumination and heat and have a significant impact on the GHG emissions of
the country [18] (Figure 1.2). Indeed, the electricity generation of the country mainly comes from
gas (52%) and coal (27%) (numbers from 2018 [19]). Improving the efficiency of indoor farming
illumination to drive photosynthesis would result in energy savings in this scenario.

1.1.2 Farming footprints: the consequences of agricultural management
practices

GHG is not the only way to measure the impact of agriculture on the Earth’s geochemical cycles.
The management of resources and the impact of farming practices on the soil also have a significant
impact.

Water use

Although it does not appear in the carbon footprint, the water use was multiplied by two since
1961 [15]. It is bound to keep increasing if the global temperature increases, due to evaporation.
Efficient water management practices are a primary target to equilibrate the water cycle in crops.
Among the solutions come irrigation techniques, satellite monitoring, soil management and conser-
vation, water harvesting, crop selection. The solutions also include decontamination of water by
micro-organisms such as algae, for which Sony CSL has received funds starting in November 2023
(Mi-Hy).
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Figure 1.2: Netherlands GHG emissions in the agriculture sector by source. Adapted from [18].

Pest control

Pest control plays a crucial role in modern agriculture by minimizing pest damage while reduc-
ing the use of harmful chemicals. It is achieved through cultural practices, resistant varieties, and
proactive monitoring [20] to regulate pest populations and maintain a balance between economic and
environmental factors. A well balanced and living soil is often beneficial to reduce pathogen attacks
[21].

Land erosion

Soil erosion is one major consequence of industrial farming. It refers to the process of soil being
washed from its original location, leading to the loss of fertile topsoil. Some agricultural practices
are associated with long-term exposure of the soil to rainfalls, while the use of cover crops [22],
agroforestery [23], and hedgerows [23] can help mitigate soil erosion with other benefits: increasing
water-holding capacity, reduced nutrient loss, increased nutrient absorption by plants [22, 23].

Biodiversity

It is necessary to stress that these management practices highly affect biodiversity. In 2021, the
Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services (IPBES) was cre-
ated in order to enable and promote, among other, the conservation and sustainable use of biodiversity.

As the ecological challenges continue to grow, there is an urgent need for sustainable solutions that
can balance agricultural productivity with environmental preservation while addressing the issues de-
scribed above. Sustainable farming, with its focus on responsible resource management, regenerative
practices, and reduced chemical usage, stands as a promising set of solutions to mitigate the adverse
effects of conventional farming and spread more resilient and ecologically balanced strategies.
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1.2 Sustainable farming to restore natural cycles balance and
biodiversity

1.2.1 History of sustainable farming
The publication of Rachel Carson’s book "Silent Spring" in 1962 [24] brought attention to the

negative impact of synthetic chemical products on the environment, sparking discussions on natural
farming. This led to the formation of the International Federation of Organic Agriculture Movements
(IFOAM) in 1972, which played a crucial role in the development of organic farming regulations,
including the EU "Certified organic food" label [25]. Around the same time in Australia, David
Holmgren and Bill Mollison introduced Permaculture [26, 27], a holistic approach to sustainable
design principles that found resonance among non-professional farmers seeking self-sufficiency.

In the late 1970s, researchers such as Altieri and Gliessman in South America explored sustainable
farming systems, contributing to the emergence of agroecology [28, 29]. Agroecology encompasses
the scientific study and practice of sustainable agriculture, focusing on the use of ecosystem services
instead of chemical inputs. It has also expanded to include the study of the entire food system,
incorporating ecological, economic, and social dimensions. Various specific approaches have gained
recognition within agroecology, such as agroforestry (integrating trees in crops and pasture) and
intercropping (mixing cereals and leguminous plants).

Where organic farming’s main characteristic is the absence of chemical inputs, agroecology focuses
on the use of services provided by the ecosystem. A trivial example of such an ecosystem service is
the fertilization of fruit trees by pollinators.

1.2.2 Comparison between conventional and sustainable agriculture prac-
tices

In conventional agriculture, the farmer follows a set of well-defined processes, starting with a
plowed land, the seed selection, the application of fertilizer, the mechanical seeding of a single crop,
the irrigation and pest control, to obtain a consequent crop at the end of the season with a controlled
risk of crop losses. Despite their efficiency, these practices have caused several imbalances that
sustainable farming aims to correct. Yet farming is not a natural process: most of the products of
the agrifood sector would not grow in the wild. As a consequence, replacing chemical inputs with
ecosystem services while keeping high crop yields is a significant challenge.

In small-scale, vegetable production in moderate climates, excluding staple crops, dairy, livestock,
and fisheries, most of the abiotic stresses are relatively well mastered. Nutrient stress can be overcome
by the use of organic fertilizer to compensate for the export of nutrients through the sales of the
vegetables. Automated irrigation is effective against drought stress, although does not avoid flooding
and damage from hail. However, a soil management that pays careful attention to the soil’s aggregate
structure and carbon content can improve water retention, infiltration and flood control [30, 31]2.
Techniques to deal with chilling temperatures are well integrated into the practices of small vegetable
farming [33], however increasing climate variability exposes farmers to prolonged periods of high
temperatures. Adapted forms of agroforestry (e.g. combining fruit trees and vegetable production)
have been proposed to reduce the risk of heat and light stress [34, 35].

However, it is the abiotic stresses (viral, bacterial, or fungal plant diseases, aggressors including
nematodes, insects, molluscs and weeds) that pose the highest risks and against which, in the absence
of chemical perticides, there is often little to protect the plants. This explains why organic farmers
often rely on a catalog of sometimes heuristic methods to control pests [36] and why copper-based
fungicides are still tolerated in organic agriculture [37]. On the previously mentioned stresses, the
simplest is the management of weeds, which can be done mechanically after visual inspection. Tech-
nological advances can provide automated tools to reduce the drudgery and time spent weeding. For

2Minimal soil disturbance is one of the key focus points of conservation agriculture [32].
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the other stresses, in agroecology and organic agriculture, the focus is shifted from curative measures
to disease prevention in order to obtain reliable yields. Techniques such as crop associations [38],
habitat management [39], and selective plant breeding [40] have known benefits to limit the potential
of attacks of bioaggressors, however it is difficult to generalize as their study faces a combinatorial
explosion and depends on environmental conditions. When a pest does invade, early stress detection
is essential, both for conventional or organic agriculture [41]. Although the literature in agroecology is
abundant on pest prevention, little has been written on mitigation. However, the earlier that farmers
can detect an invasion, the easier it is to remove infected leaves or plants, or manually remove aggres-
sors, in the hope of reducing the spreading of the pest. Plant status monitoring through fluorescence
has also proved to be a useful method to anticipate risks [42].

The debate on whether organic agriculture sustains higher losses or has lower yields is very lively
[43, 44]. What should be obvious from the above discussion is that the agroecological approach is
more complex (in the sense of complex systems) because it takes into account the crop production
in its relation to the multitude of highly variable and often little-understood ecosystem services.
Its study necessarily combines know-how from multiple scientific fields [45]. Reintroducing diversity
and variability in the crop field increases the complexity of the management. Novel approaches to
measure, model, and predict agroecosystems may be beneficial to help spread sustainable practices.

1.3 The collaborative frame of the Cifre PhD
1.3.1 Industrial partner: Sony Computer Science Laboratories – Paris

SONY is a multinational consumer electronics Japanese company based in Tokyo, Japan. Estab-
lished in 1946 initially as a repair store, the team swiftly transitioned into manufacturing their own
products. Sony’s first products on the market came in 1955: transistors, six years after their invention
in the US. Sony is now renowned for its innovations, among them the Walkman, the Compact Disk
(CD), the Blue-Ray and many more. It is also well-known today for the audio-visual products, smart-
phones, video games and consoles (PlayStation), as well as the music and film industry (Spider-Man,
Men in Black...).
The company has kept a strong spirit of research and innovation and the best example was the cre-
ation of the Sony Computer Sciences laboratories in Japan in 1988. The inspiration of the laboratory
was to host researchers to work on their personal project, with the condition that their work would be
different from mainstream research. Historically the research was focused on operating systems and
the Internet, but the range has expanded to bioinformatics, economics, cooking, agriculture, music
and artificial intelligence. The daughter lab Sony CSL Paris was established in 1996, while Sony CSL
Kyoto and Sony CSL Rome opened in 2022. On the side, Sony AI was opened in 2020 in order to
meet the competition pressure in artificial intelligence lead by Google, Meta, Open AI and numerous
new actors, leaving the upstream research to Sony CSL.

Sustainability team

The four topics of research in CSL Paris at the moment are Sustainability, Creativity, Music
and Language, and they are all fueled by tools from artificial intelligence. The music team develops
generational models for music creation and collaborates with Sony Music France and artists. They
work on developing modular tools to generate synthetic music on demand and with flexibility. The
Language team works on the emergence and evolution of language through robotics and simulations,
as well as language generation and aid for speech and reading disabilities. The Creativity team
studies complex systems such as social networks, city organization, to question the emergence of
creativity. The Sustainability team builds open-source and open-hardware tools to answer challenges
in agriculture. It is currently focused on developing robotic platforms for organic gardening farms
and research centers, which started with the European project ROMI (Robotics for Microfarms). We
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concentrate mostly on organic, diversified market farms. In addition, we take inspiration from the 19th
century Parisian jardiniers-maraîchers who developed techniques to optimise vegetable production
both in space (no soil remains unused, apply mixed intercropping) and time (overlapping growth
cycles), and to grow vegetables out-of-season [46, 47]. It should also be noted that Sony CSL in
Tokyo works on the topic of Synecoculture, elaborated by Masa Funabashi [48, 49]. This approach
is inspired by Complex Systems and combines hundreds of different edible species randomly on small
plots with the objective to find an ecological niche in which the plants can thrive. It is well adapted
to re-created ecosystems on degraded soils.

The ROMI project

Between conventional and organic market farming lies a fertile field for sustainable innovation.
Sony CSL proposes smart robotic platforms developed for small organic market gardening farms [50,
51]. They are intended to improve the working conditions of farmers while respecting the complexity
of diversified agriculture. Our main contributions rely on imaging techniques using computer vision.
It was the objective of the H2020 ROMI project (Robotics for Microfarms) which was funded from
2017 to 2022. The outcome was the development of an automated robot designed for field work, a
robot held on a line cable to monitor the crops, and a 3D plant scanner to monitor growth. The
robotic developments continue with the Centrinno project (New CENTRalities in INdustrial areas
as engines for inNOvation and urban transformation - H2020 2020-2024). The tools are aimed at
maintaining crops by regular weeding and 2D/3D-monitoring (Figure 1.3). The tools developed can
also be used in academic research [52].

Figure 1.3: Romi Rover in the field of the Parc la Villette (Paris) for the FabCity Summit

The field-robot is able to distinguish weeds from crops with imaging techniques, and compute
a path to mechanically remove the weeds. To enhance the functionality of the ROMI rover, the
development of a technique to perform direct and non-invasive diagnostic of the stress status of the
plant before any damage is visible was a highly desired target. The idea to use fluorescence as a
reporter of photosynthesis was given by Ludovic Jullien and Thomas Le Saux at Ecole Normale
Supérieure (ENS) when I met them.
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1.3.2 Academic partner: Chimie Physique et Biologique de la Matière
Vivante

Ludovic Jullien and Thomas Le Saux are members of the group Chimie Physique et Biologique de
la Matière Vivante (CPBMV3) which is hosted by the Processus d’Activation Sélectif par Transfert
d’Energie Uni-électronique ou Radiative (PASTEUR4) laboratory of the Chemistry department of
ENS. It is a pluridisciplinary laboratory where a wide range of expertise is present, from analytical
chemistry to optical developments.

Fluorescent proteins

The group has worked on a collection of fluorescent dyes and proteins with a particular attention
on the dynamic fluorescence response to light stimulation and environmental changes. In recent years,
a focus was given to the study of Reversible Photoswitchable Fluorescent Proteins (RSFP) (see Chap-
ter 2). These proteins switch from a bright fluorescent state to a dark state upon illumination. The
illumination provokes a photochemical reaction, whose kinetic constant is related to the illumination
intensity. To exploit the RSFPs properties, further developments implying specific harmonic illumi-
nation strategies were implemented to leverage the tools of chemical kinetics and Fourier analysis.
The objective is to exploit the alternative representation of the fluorescence signals, either through a
kinetic model or a Fourier transform, to perform an analysis of the data that could not be possible
with time series alone.

The OPIOM strategy [53] allows to unmix fluorescence from background fluorescence using de-
modulation. It allows to better image a signal of interest lost within the background noise that
can come from unwanted fluorescent entities. The RSFPs respond with a phase-delay to the input
oscillating light. Therefore, retaining only the out-of-phase (delayed) component on the fluorescence
leads to discarding the background whose response is in phase with the excitation light.

The HIGHLIGHT [54] strategy aims at identifying RSFPs within a sample by exploiting the
non-linearity of their fluorescence response. When excited by a sinusoidal signal, a non-photoactive
fluorophore will emit a fluorescent signal at the same fundamental frequency. Instead, the non-linear
response of the RSFPs produce a signal with multiple harmonics, whose frequencies are multiples of
the fundamental frequency. By measuring the amplitude of the Fourier transform of the signal at these
specific frequencies, it is possible to distinguish RSFPs from fluorophores that are not distinguished
by the OPIOM protocol.

The LIGHTNING [55] strategy exploits the difference of kinetic response to the same input
pattern. Each RSFP has a specific photochemical constant. Therefore, it is possible to unmix
different RSFP tags by measuring their kinetic properties. It enables multi-labelling with up to
20 different – but spectrally similar – RSFPs (10 in a biological sample), while classical spectral
discriminations based on wavelength allow using a maximum of 3-4 spectrally distinct markers.

Fluorescent plants

In the midst of these projects, the group came to develop an imaging system that was used to
monitor the stress response to water or iron deficiency of plants by genetically expressing an RSFP
under the control of a stress-related gene. Although the results were very promising, enabling to
monitor stress in response to water and iron deficiency [56], the group met resistance when searching
for institutional financial support because it required genetic modification of the crops. This first
encounter with plants led them to consider using the endogeneous fluorescence of plants as a reporter
of stress instead of inducing the expression of external probes.

3Physical and Biological Chemistry of Living Matter
4Selective Activation Process by Uni-electronic or Radiative Energy Transfer
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1.4 Remote sensing of plants using chlorophyll fluorescence

1.4.1 A centenarian method to probe plants health
In Chapter 3, I detail the origin and the interpretation of the endogeneous fluorescence in plants

and how it can report on their physiological status. It has been used as a tool to monitor the photo-
synthetic chain since the first studies more than 90 years ago [57]. It is now used in multiple scales,
from micrometer (single-cell algae monitoring) to kilometers (forest monitoring). The objective is to
establish a health status of the photosynthetic organisms, be it a young plant shoot for selection in
a laboratory, or a canopy from a satellite. It relies on the collection of the photosynthetic organisms’
endogenous fluorescence, emitted in response to light stimulation, whether artificial or solar (Sun-
Induced Fluorescence, Figure 1.4). Remote sensing technologies can provide rapid and comprehensive
assessments of vegetation status over extensive areas, with the example of the FLEX (Fluorescence
Explorer) program, which aims at launching a satellite in 2025 with the objective to quantify photo-
synthetic activity of the terrestrial vegetation [58]. They can also be used at the field or laboratory
scales, with multiple companies developing instruments for that purpose (Walz, PSI, LICOR, Photo-
synQ, and more). They implement specific artificial illumination protocols, such as Pulse-Amplitude
Modulated (PAM) fluorescence [59] which forces the photosynthetic chain into specific regimes to
probe its status. By utilizing technologies like remote sensing and imaging, plant stressors can be
identified before they become visible to the naked eye or a camera [60, 61]. This enables targeted
application of inputs and reducing energy-intensive practices associated with excessive fertilizer use.
Furthermore, non-invasive methods can aid in optimizing irrigation practices, conserving water and
energy resources by delivering water only when and where needed based on plant stress indicators.
This capability facilitates early detection of stress conditions, enabling farmers and agronomists to
implement timely interventions and prevent widespread crop losses. Remote sensing also allows for
the identification of spatial variations in plant health, aiding in site-specific management practices
and resource allocation [62]. Plant sensing using fluorescence is a fertile field to bring new insights
from the fluorescence kinetics in chemistry – a topic of interest for the team of Ludovic Jullien and
Thomas Le Saux at ENS, described below.

By bringing together the drive to contribute to the development of sustainable agriculture from
Sony CSL and the scientific expertise of Ludovic Jullien and Thomas Le Saux, we built the project of
the PhD work presented in this manuscript. Although Sony CSL usually works with plants, we also
decided to work on microalgae. Indeed the species Chlamydomonas reinhardtii we used is a reference
organism in photosynthesis research, and an easy one to cultivate.

1.4.2 Presentation of the PhD project (Cifre)
The PhD proposal we wrote stated that the objective was to design a new protocol to study the

fluorescence response of photosynthetic organisms to changes in illumination. The protocol would
generate a significant amount of data, from which robust and independent parameters would be
extracted. These parameters would be processed using machine learning methods, which would
enable the differentiation of photosynthetic organisms and the determination of their physiological
status based on fluorescence response. In the long term, the optical instrument developed could be
implemented on a prototype robot intended to assist organic vegetable farmers. I will show how I
addressed these questions at the microscopic scale on microalgae.

From the beginning of the project, we consolidated collaborations with previous collaborators
from the group of CPBMV. In particular with Ladislav Nedbal (Forschungszentrum Jülich) who
has been involved in the stimulation of photosystems using oscillating light for several years [64],
with Dusan Lazár (Palacky University Olomouc) who developed kinetic models of the photosynthetic
apparatus [61, 65], and with Benjamin Bailleul (Institut de Biologie Physico-Chimique) who brought
his expertise on microalgae mutants and stress-response [66, 67]. We have collaborated to write several
publications, but the collaboration was brought further with the initiative from Ludovic Jullien to
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Figure 1.4: The different scales at which the SIF (Sun-Induced Fluorescence) is measured: from leaf to
canopy. Adapted from [63].

take the lead on a European Union funding proposal called DREAM (Dynamic contrast for Remote
sensing and EnvironmentAl Monitoring). In particular, the DREAM project follows up on the work at
the microscopic scale to bring it to the macroscopic scale on plants by using oscillating light excitation.
The consortium was complemented by the teams of Shizue Matsubara (Forschungszentrum Jülich) for
Plant Studies, Leyla Özkan (Eindhoven University of Technology) for System Identification, Jacques
Fattacioli (ENS) for Microfluidics, and Gilles Charvin (Institut de génétique, biologie moléculaire et
cellulaire) for photosynthesis enhancement. Below, the DREAM project is briefly introduced, as an
additional background for reading out the present PhD work. The DREAM project was granted by
EIC Pathfinder in 2021, one year after the beginning of my PhD thesis. I will highlight how the
development of my PhD project contributed to the objectives of DREAM.

1.4.3 Presentation of the DREAM project (EIC Pathfinder)
To cope with environmental fluctuations (e.g. light), photosynthesis regulation involves multiple

reactions over the 10−3 – 103 s range (from tuning electron transfers to driving syntheses/degradations)
[68–70]. The DREAM project aims at enabling its exploitation for production in controlled environ-
ments and hence, offer a complementary and synergistic strategy to genome engineering for improving
plant cultivation [71, 72].

To reach this goal, DREAM will dissolve the traditional boundaries between sciences (e.g. electri-
cal engineering and chemistry) and realize science-towards-technology breakthroughs on the following
aspects:

Novel protocols to probe the photosynthetic apparatus

In photosynthesis sensing, most practices apply a continuous (or a series of) actinic light and
detecting pulses or pulse amplitude-modulated – PAM – methods on preliminarily dark-acclimated
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organisms. The response of endogenous chlorophyll fluorescence to this type of stimulation yields
parameters that lack selectivity [61, 65]. In the DREAM project we will introduce modulated illu-
minations that are much closer to natural environmental light conditions, to enable sensing, even on
light-acclimated photosynthetic organisms. Moreover, beyond chlorophyll fluorescence, DREAM will
exploit luminescent nanosensors, which have seldom been used to interrogate photosynthetic organ-
isms [73]. Hence, DREAM will yield a multi-parameter optically readable fingerprint reporting on
the dynamics of photosynthesis regulation with much improved sensing selectivity over the current
approaches[74, 75].

Global server

The strategy will be validated for sensing on a few organisms under standardized conditions of
laboratories and greenhouses. In the perspective to extend acquisition and processing of data for
sensing a wide variety of algae and plants under environmental conditions relevant to the future
of cultivation in controlled environments, we will implement a server incrementally improving its
diagnosis from data collected by multiple participants [76]. The project members will be the first
participants, and the species investigated will start from Chlamydomonas reinhardtii and progressively
extend to Arabidopsis thaliana and a crop species – the tomato.

Portable device

We aim to provide a miniaturized device to record and process the response of reporters of the
dynamics of photosynthesis regulation in microalgae or plants. The extracted rich kinetic data will
be sent to the server, where they will be processed with the tools of non-linear system identification
and control. Fed by the participative action of multiple end users, the server will benefit from kinetic
information gathered from a wide range of organisms and environmental conditions. Hence, it can
harness the extracted kinetic data for delivering selective categorization of the physiological status
as well as modulated illumination for lighting enhancement. These specific protocols will enable
the end-users for sustainable production in controlled environments by reducing their demands of
resources.

Optimizing illumination

Photosynthesis enhancement has been reported by exposing photosynthetic organisms to flashing
light, as compared to the same photon dose under continuous light [77]. However, this phenomenon
has remained only partially understood from adopting a linear perspective, which contradicts the
obviously non-linear dynamics of photosynthesis regulation (e.g. oscillations [78]). Following theo-
retical and experimental reports showing that the periodic excitation of non-linear dynamic systems
can improve the yield of energy conversions by up to several tens of percent [79, 80], we will exploit
this non-linear dynamics and tailor modulated illuminations, which optimise the photon budget for
driving photosynthesis.

1.5 Description of the PhD work
The consortium was rich with knowledge on photosynthesis, fluorescence kinetics, machine learn-

ing and instrumental development. To reach the objectives of the PhD project, I had to leverage each
of these aspects in order to build an instrument to induce and read the fluorescence, and develop
methods to extract biologically significant data from the collected fluorescence. At ENS, IBPC and
Sony CSL, it is traditional to build specific instruments for addressing new research questions, rather
than relying on already-existing instruments. This perspective allows to be independent of the hard-
ware and software limitations. For example, it allows to select a specific and desired combination of
light sources to probe the fluorescence of plants and that of luminescent nanosensors. It allows to
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Figure 1.5: The DREAM vision.

design illumination sequences without pre-imposed pattern. It allows to work with modular equip-
ments and easily change camera, light sources, filters, stage, objective, etc. Finally, I will show that
it allows also to control the whole design and be able to reduce it and miniaturize it while keeping
the same software.

Given the collaboration with IBPC and the proximity of IBPC, ENS and Sony CSL, all within a
three minutes walk, we decided to focus on Chlamydomonas reinhardtii for which IBPC holds a wide
collection of strains [81]. The reasons for this choice are detailed in Chapter 4.

I developed an automated microscope instrument to study algae at the single-cell level, for long-
term observations. The requirements were to collect the endogeneous fluorescence of photosynthetic
organisms but also comply with the potential use of nanosensors, which required a combination
of selected exciting wavelengths for the light source, and appropriate filtering techniques for the
fluorescence collection. The instrument was built keeping in mind that the methods developed should
be transferable to an affordable portable system.

It gave rise to a list of specifications described in Chapter 2. Following this specification list, I
justify the choice of hardware and software we made, and compare them to the choices made in several
state-of-the-art instruments. In particular, I insisted on modularity, automation, open-source and the
ability to persistently record experimental results, characteristics not found in the instruments of the
literature. The final set-up and its characterization are presented.

This chapter also describes a method to calibrate the light intensity used to stress the algae,
which is necessary to study the distribution of responses within a sample. The method is based on
monitoring the kinetic evolution of fluorescent actinometers exposed to the input light. It resulted in
the development of a general method transferable to multiple fields to calibrate light sources at various
wavelengths, in a broad intensity range. Furthermore, performing the protocol under a microscope
allows to measure the light distribution within a sample. These protocols address the work-packages
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identified by the QUAREP-LiMi group (Quality Assessment and Reproducibility for Instruments &
Images in Light Microscopy [82]). This part of the PhD resulted in producing an accepted manuscript
for Nature Methods. It is introduced in Appendix 2.6 because its scope is broader than the chapter’s
topic.

Chapter 3 describes the origin of the endogenous fluorescence of photosynthetic organisms and
explain step-by-step how it can be used to obtain information on the status of the photosynthetic
chain, and in consequence the stress level of the whole organism, since the photosynthetic chain is
the root process of their metabolism.

This chapter then includes a manuscript explaining the various actinometric processes in leaves,
happening at different time scales. It allows to demonstrate the diversity and complexity of the
dynamic system studied while introducing the various phenomena tackled in the manuscript.

Then the validation of the home-built instrument against a collaborator’s instrument is described.
A PAM-like protocol was implemented in the instrument and modified to meet the sensitivity con-
straints imposed on the home-built set-up. We performed the same experiment on both instruments
with the same sample and obtained statistically similar results.

This preliminary work allowed us to identify the potential and limits of our instrument and the
specifications for a first case study of stress-response of single-cell algae. We deemed it important
to select a question that had already been explored at the population level. That way we could
evaluate the performances of our analysis in comparison to results from the literature. I will detail
the various aspects that led us to select the response to high-light stress which is named NPQ (for
Non-Photochemical Quenching, introduced in Chapter 3).

Chapter 4 describes how the home-built instrument was used to perform fluorescence experi-
ments by exposing algae to light stress. The experiments consisted in collecting a video of fluorescence
time traces, and retrieving the individual responses after image segmentation. The three light-stress
responses studied are entangled and have dynamic signatures that overlap within the fluorescence
time trace. We established a biological protocol including mutant strains and sample preparation
to probe the stresses separately. These separate responses were used to build a reference dataset
to train a machine learning framework. This framework relies on two dimension-reduction steps.
First, Dictionary Learning is used to reduce the dimension of the fluorescence traces with optimized
reconstruction, and it is followed by a dimension reduction using Linear Discriminant Analysis to
maximize the separability of the annotated classes. This combination allows to represent a general
stress response along three dimensions, each axis representing one single stress response.

This methodology allowed quantifying the stress response of wild-type strains and unmix the stress
responses within the fluorescence traces. I also show how putting emphasis on the reconstruction
capability of the pipeline allows identifying outliers in the input data.

In Chapter 5 I detail how I developed an open hardware version of our home-built microscope, to
complement the open-software and open-data approach used for the instrument presented in Chapter
2. I present how I used the optics open-hardware library OpenUC2 to 3D-print the system in a
modular way. The software part of both instruments is described in this chapter, with an introduction
of the independent modules to control the lights, the camera and the motors. I also put emphasis on
the database system implemented to collect the experimental parameters, the code, and the outputs of
each experiment in a database. This database was borrowed from computer science experimentalists
and to my knowledge, was never used for laboratory experiments before.
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Figure 1.6: Summary of the PhD work and prepared manuscripts.



Chapter 2

Fluorescence microscope design

2.1 Background and motivations to build a new instrument
Chlorophyll fluorescence (ChlF) corresponds to the emission of fluorescence photons by photo-

synthetic organisms in the range 650-750 nm as a consequence of excitation by any light from the
visible spectrum below 750 nm. It is detailed specifically in the next Chapter. Multiple instruments
to probe ChlF already exist in the literature (including imaging: [83–88]) and on the market (Walz,
PSI, PhotosynQ, LI-COR...). However, they are proprietary black-boxes which limits their use when
developing new protocols, or they are limited in their configuration possibilities because they are
not modular. For these reasons, and by relying on these instruments to develop our specification
list, we decided to build a new instrument, keeping a high modularity as a general frame. Another
aspect which led us to build our own instrument is that, in ChlF research, one critical protocol aspect
requires to be sensitive enough to record the fluorescence response to a low-intensity short light pulse
(called measuring pulse, see Chapter 3). This becomes a major challenge in imaging, which has led
to multiple compromises (averaging, long integration times, coupling of the camera with a photon
counter). The compromises are made in accordance to the camera noise sensitivity, and often involve
buying an expensive Peltier-cooled camera (see [84] for a review). At the start of the project, the
measurement method we envisioned did not rely on measuring pulse but rather oscillating actinic
light of various amplitudes, leveraging the possibility to demodulate the signal based on its frequency
content. We were also planning to transfer the technology to non-academic users, adding the necessity
to provide an affordable and accessible design. Therefore, we relaxed this high-sensitivity constraint
when building our setup and developed new protocols requiring no measuring pulse.

The following sections begin by a description of the requirements we set for the instrument with
Ludovic Jullien and Thomas Le Saux. I then move forward with the instrument specifications we
derived to describe the epifluorescence microscope we needed. Finally, I present the setup we built
with Thomas Le Saux following these specifications and various characterizations I performed. One
of the characterizations led to an extended work on calibration of light intensity, accepted in Nature
Methods and included in the Appendix 2.6 of this Chapter. The consequent Supplementary Materials
are integrated in the Appendix A.1 at the end of the manuscript.

2.2 Instrument requirements for ChlF experiments

2.2.1 An imaging scale adapted to single-cell studies
As this work marked the inaugural exploration of ChlF in both ENS and Sony laboratories, we

needed to take a decision regarding the organism with which to commence our study. Although
the collaboration between Sony CSL and PASTEUR had started based on the topic of small-scale

15
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farming, beginning the study with higher plants was not ideal because of the lack of experience
of either team in lab-grown plants. Furthermore, the growth time was not compatible with the
high rate of experiences necessary to enrich our knowledge on the organisms and to develop the
various sensing protocols. On the other hand, the unicellular algae Chlamydomonas reinhardtii is
a reference organism to study photosynthesis [89, 90]. The team of ENS had previously been in
contact with the IBPC (Institut de Biologie Physico-Chimique) which owns the largest collection
of Chlamydomonas reinhardtii [81], including mutants with known alterations of the photosynthetic
pathway. The research field of Chlamydomonas reinhardtii has also worked on the parallels and
differences with higher plants, which will allow us to predict the transferability of our results to
higher plants.

We wanted to use an imaging system for two reasons. On the one hand, as the robot is au-
tonomous, it would need to be able to image the fluorescence to get spatial information on the
fluorescence emitter (even identify the plant type with classical imaging [91]). In that sense it would
differ from portable commercial instruments in the field which are used manually by the farmers to clip
the leaves and probe them (e.g. MultispeQ (PhotosynQ), FluorPen (PSI), PAM-2500 (Walz)). The
second reason is that we wanted to study the distribution of response to stress within a population.
It involved studying a statistically significant population, with more than 50 individuals.

The typical radius of a Chlamydomonas reinhardtii cell is 5 µm [89], which is why we decided to
build a microscope. A 10x magnification allows imaging hundreds of algae in the field of view while
keeping a cellular resolution. Interestingly, it does not limit the study to algae: it is still possible to
observe leaves under the microscope, with several cells in the field of view [92]. We built a wide-field
epifluorescence microscope where the excitation light flows through the same objective as the collected
fluorescence. The fluorescence emission by the sample is isotropic, and a fraction is collected by the
objective to be transferred to the imaging system. The wavelength of fluorescence being higher than
excitation light (with one-photon excitation), it is possible to drive the fluorescence light through a
different pathway using a filter that reflects these higher wavelengths towards a collection instrument
able to read the fluorescence (photon counter, camera).

2.2.2 Modularity to enable exploratory research
As it was an exploratory project, we planned that we would need to keep a lot of flexibility in the

instrument design in order to be able to adapt to the various constraints to come. For this reason
we built the instrument with Thorlabs modules, allowing to structure and modify the setup easily
(affordability of these modules is discussed in Chapter 5). Knowing the photon budget was a limit
presented in the literature [84], I anticipated that I would face difficulties with imaging. Therefore,
I introduced the possibility to split the fluorescence collection path into two, one part reaching the
camera and the other reaching a photon counter (similar to [93]). I also introduced a diaphragm to
select individual samples (for example alga cell) manually. Once the diaphragm is closed around the
individual object, the fluorescence collected by the imaging circuit originates from this object only.
This allows to collect the fluorescence from a single object fluorescence with the photon counter as
in [59], with more sensitivity and time-resolution than with the camera.

2.2.3 Accessibility and affordability to enable reproduction
The ROMI rover is fully open-hardware and open-software. We aimed as a long term goal to

develop an embarked instrument respecting this philosophy. It is also a desired specificity for a cheap
and portable prototype related to the DREAM project. To pursue this goal, considerations such as
the cost of materials, ease of assembly, and availability of components were taken into account when
building the specifications.

Still, for the epifluorescence microscope, I relaxed some aspects in order to build an instrument
that would not limit my investigations. Where I could, I built the automated modules, but to speed
up the prototyping I also relied on more expensive and closed-systems (from NI or Thorlabs, IDS)



2.2. INSTRUMENT REQUIREMENTS FOR CHLF EXPERIMENTS 17

using APIs (control protocols) provided by the manufacturer. These parts were rearranged in Chapter
5 when I built a fully open-source version of instrument.

2.2.4 Open-Source software to enable modification and reproduction
Providing open-source software allows new users to modify and improve the microscope’s function-

ality, develop new analysis algorithms, and contribute to the overall advancement of the instrument.
That is why I added a layer in Python to control all the instruments, and allow the next developers
and users to work on a unified code rather than the multiple APIs of the different manufacturers.
As this development was intermediary between open and closed-source, and because I have later
developed a fully open-source version, I did not detail it in this manuscript. Instead, I present the
full open-source version in Chapter 5. The extra Python layer allowed to fully automate the instru-
ment. The two advantages were that, in times of Covid, I could work remotely on the instrument
and write and test protocols from home, when traveling to work was forbidden. It also allowed me
to run experiments when I was in conferences and during the nights. The other advantage is the
considerate minimization of user-based errors by using scripted protocols to fix the experimental pa-
rameters. Special care was given not to depend only on automation: all the automated modules can
be controlled manually in parallel, to ease debugging and be independent of the software for quick
trials.

It differentiates our instrument from the state-of-the-art, where ChlF instrument software are
proprietary or depend on proprietary software, and are not made available [83, 86, 87, 93].

2.2.5 Database system to store data and metadata
Often it comes that, when investigating a new experimental topic, the trial data to reach conclu-

sive protocols are lost in the computer folders and never reused. I wanted to avoid this scenario, and
for this reason I got inspired by Machine Learning research. The training of machine learning algo-
rithms involves multiple trials with different hyperparameters to obtain a performing transformation
algorithm, for example a convolution neural network able to classify images. Often, large designs of
experiments are launched to run for several hours on remote computers to test the hyperparameters.
In order to easily visualize and analyze the output of the trainings, several tools have been developed
which provide dashboard interfaces with the different parameters and outputs (Tensorboard, Sacred,
Neptune). I had the idea to leverage the developments of one of these tools, Sacred (called this way
because “all experiments are sacred”) to run and save the microscope experiments. An extract of
Sacred website says:

Sacred is a tool to help you configure, organize, log and reproduce experiments. It is
designed to do all the tedious overhead work that you need to do around your actual
experiment in order to:

• keep track of all the parameters of your experiment
• easily run your experiment for different settings
• save configurations for individual runs in a database
• reproduce your results

Sacred achieves this through the following main mechanisms:

• Config Scopes A very convenient way of storing the local variables in a function
to define the parameters your experiment uses.

• Config Injection You can access all parameters of your configuration from every
function. They are automatically injected by name.

• Command-line interface You get a powerful command-line interface for each
experiment that you can use to change parameters and run different variants.
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• Observers Sacred provides Observers that log all kinds of information about your
experiment, its dependencies, the configuration you used, the machine it is run on,
and of course the result. These can be saved to a noSQL database (for example
MongoDB), for easy access later.

• Automatic seeding helps to control the randomness in your experiments, such
that the results remain reproducible.

Further details about Sacred are provided in Chapter 5. A comparable strategy has been devel-
oped in one of the instruments of the literature (PhotosynQ project [94]) and has demonstrated its
validity by gathering a large community online.

2.3 Hardware specifications for the epifluorescence microscope
When building a fluorescence microscope, several optical considerations need to be taken into

account to ensure optimal imaging and detection of fluorescence signals. These considerations play a
crucial role in maximizing sensitivity, resolution, and signal-to-noise ratio. I had to leverage them with
the long-term goal of embarked affordable instrument. The next sections describe the various aspects
taken into account for the instrument specifications. For ease of read, I separated the specifications
from the list of hardware.

2.3.1 Light sources to excite the fluorescence
Selecting an appropriate excitation light source is critical for fluorescence imaging. Common

choices include light-emitting diodes (LEDs), laser diodes, or arc lamps. In our case, we needed
to produce light up to an intensity equivalent to the maximal sunlight irradiance on Earth’s surface
(thousands of µmol(photons) · m−2 · s−1) to shine the field of view of a 10x microscope. We evaluated
that we could use single high-power LEDs to reach this maximal light level [95]. LEDs exhibit remark-
able durability, requiring no costly electronics, and enabling microsecond-scale switching. Moreover,
they offer a narrow bandwidth while being accessible across the UV/Vis/NIR spectrum. It is com-
patible with our affordability and accessibility constraints while numerous proofs can be found in the
literature that they are suitable for microscopy (to cite only [96]). We could also have used lasers,
but working with incoherent light of the LEDs allows avoiding speckle patterns due to interferences,
polarization and higher costs.

In our case, since we also wanted to be able to measure the fluorescence of nanosensors for the
DREAM project, we selected a set of wavelengths for the specific applications. In order to probe
the fluorescence of pH and O2 sensors, we aimed to excite the photosynthetic organisms with green
light which is minimally absorbed by photosynthetic organisms (see Chapter 3). To measure the
fluorescence of CO2 probes and possibly NADPH, we aimed to excite the systems with purple light.
We also introduced two red lights in order to excite separately P680 and P700 (see Chapter 3).
Finally, we introduced a blue LED for it is highly absorbed by the Chlorophyll and because multiple
photoreceptors of photosynthetic organisms are light-sensitive (see Chapter 4 and [97]). Eventually,
we incorporated multiple LEDs with different wavelengths (purple, blue, green, red, far red). Note
that having all these LEDs allows to probe the fluorescence of complex system such as leaves with
more possibilities. Indeed, the absorbance of the leaves depends on the wavelength (Chapter 3). LEDs
are commonly used in ChlF imaging instruments [83, 86, 87]. However, they are often arranged in
crowns in order to reach a high light intensity over a wide surface, which leads to inhomogeneous
patterns. Further, it makes the LED filtering more complex by relying on large filter plates [86]. In [87]
however, a liquid light guide is used to channel the light coming from multiple sources and probably
contributes to homogenize the light flux (no specific build details are provided by the manufacturer).
We also used a light guide (silicon optical fiber) to homogenize the intensity in the field of view as
described in the next section.
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The LEDs have narrow bandwidths but were still filtered with band-pass filters to avoid any leak
over other wavelengths, in particular over the fluorescence emission spectrum.

We collimated the LEDs and combined them as displayed in Figure 2.1 with different dichroic
filters. We will show later that in some protocols, we needed two light sources with different intensities.
We could have used different LEDs of the same wavelength with different opacity filters in front to
have the two intensities. However, it is easier to combine with dichroic filters light fluxes coming from
different sources if they have different wavelengths. For example, to combine λ1 and λ2 we can use a
filter that fully transmits λ1 and fully reflects λ2. If the light sources are arranged at 90o and oriented
towards the dichroic, the resulting beam will be in the direction of the λ1 source and combine the
intensity from λ1 and λ2. If we wanted to use the same color, we would have used semi-reflecting
filters, which would have resulted in loss of intensity, because only part of the light would have been
reflected.

DICHROIC FILTER
Transmits
Reflects 

COLLIMATING LENS

EXCITATION FILTER

Figure 2.1: Principle of LED combination with a dichroic filter.

2.3.2 Filter wheel to reach four orders of magnitude of illumination in-
tensity

In front of the LED used to excite the photosystem to perturb it, I placed an automated filter
wheel. It allows reaching with high precision light levels from 1 µmol(photons) · m−2 · s−1to 10000
µmol(photons) · m−2 · s−1, accessing the whole spectrum of protocols found in ChlF research. This
costly wheel could be reproduced in open source using a Nema motor and 3D printing if needed.

2.3.3 Light injection to illuminate the sample
One crucial parameter of the illumination in the field of view of the microscope is the homogeneity

of the spot. A high-power LED is actually made of a grid of smaller LEDs. Using them to illuminate
directly an imaging system results in an heterogeneous illumination in the field of view. To address
this issue, I opted to direct the LED light into a large-core multimode optical fiber. By doing so,
the fiber effectively blends the light by allowing the various excited modes to mix as the light travels
through the fiber, resulting in a more uniform illumination [98]. I could have used a liquid light guide
as in [87], but the core is ten times wider than optical fibers which requires larger optics to collimate
the output. Large optics are more expensive and rarer than one-inch optics which is a standard
compatible with large-core optical fibers.

The light from the LEDs is injected in the fiber with a microscope objective of matching numerical
aperture. The size of the LED chip is 1 mm, I selected an objective magnification and an optical
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fiber core size such that the whole chip image is injected into the fiber. The output of the fiber is
collimated by a similar microscope objective.

A strong advantage of this method is to decouple the light sources from the imaging system.
It allows to switch the light source easily. I used this feature to inject a white light source when I
demonstrated how to calibrate a large-spectrum white LED with a fluorophore (see 2.6) or a leaf (see
3.4).

2.3.4 Light sources control
The microscope LEDs are controlled by a Thorlabs LED controller, highly expensive, but also

highly responsive (see below for the response time characterization). It is controlled partly serially
with Python (to set the maximal levels) and partly by an analog signal (to control the signal evolution
with time). This control analog signal is generated in two different ways depending on the application.
When sending light pulses of short duration (miliseconds) to different synchronized LEDs, I used an
Arduino with a custom code developed inn the ROMI project (described in Chapter 5), exploiting the
Arduino internal clock to generate ON-OFF control signals up to the kHz. When generating complex
signals such as sinusoids, or any signal that can be written as a Python array, I used a National
Instrument Data Acquisition (DAQ) card at 3 MHz to generate and read signals. Power switches are
used to channel the signal from either the Arduino or the DAQ card to the LED controller. On the
topic of light source control, I added a glass slide on the path of the excitation light in order to reflect
a fraction towards photon counter. It allows to measure the photons sent to the system and make
experimental controls. It is only shown in Figure 2.4. Note that only four LEDs can be controlled
simultaneously by the Thorlabs controller. This set of choices, especially the pulse control and the
fast controller response, allowed me to reproduce results from the literature as shown in Chapter 3
and 4, as well as to design new protocols.

Figure 2.2: LED control system.

Dichroic mirror to split the light excitation path from the fluorescence emission path

A dichroic mirror, also known as a beam splitter, reflects the excitation light towards the sample
while transmitting the emitted fluorescence. The selection of an appropriate dichroic mirror depends
on factors such as the excitation and emission spectra of the fluorophores and the desired separation
of excitation and emission light. The filters were selected in order to reflect all the wavelengths above
the higher excitation wavelength used (Figure 2.3). Since the wavelength of fluorescence emission
is always higher than the excitaion wavelengths in the cases we studied, this constraint was not a
problem. For example, to measure green fluorophores, we only used blue and purple light excitation
and a dichroic filter cut-off wavelength below the green wavelength and above the blue wavelength.

Fluorescence emission filter

The emission filter is used to selectively transmit the fluorescence emitted by the fluorophores
while blocking the excitation light and other unwanted wavelengths. Different emission filters are
used depending on the fluorophores observed.
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2.3.5 Imaging objective lens
The choice of objective lens affects the resolution and image quality in fluorescence microscopy. We

selected a high numerical aperture (NA) objective to collect a greater amount of emitted fluorescence
light, improving sensitivity. The NA also determines the spatial resolution of the microscope, which
we chose to match the algae size and be able to capture one algae image on multiple pixels. We chose
the magnification of the objective in order to collect the response of hundreds of algae on the camera
sensor to acquire simultaneously a significant amount of data per experiment. For simplicity of use,
the microscope has a large working distance (a few centimeters) and the imaging medium between
the objective and the sample is air.

2.3.6 Detectors to read the fluorescence
I developed a dual detection system (Figure 2.3), allowing to switch between a camera and a

photon counter or use both simultaneously. We chose an accessible camera in terms of cost (CMOS
camera, 500 €), compromising on the photon sensitivity and the frame rate but respecting the re-
quirement of accessible prices for an embarked or portable solution. This is the principal difference
with the literature, where we do not use an amplified camera, nor an high-speed camera, nor a cool-
ing system nor a gating system [84, 86–88]. On the other hand we used a highly sensitive amplified
multi-photon counter (MPPC) for point detection, to use in scenarios where the camera was not
sensitive enough, as described in other systems (e.g. [93]).

The camera is connected by USB-3 cable and I modified the Python API provided by the man-
ufacturer to control it freely. The two photon counters are connected to the DAQ card which is
used for both reading and writing signals (with the possibility to read and write at distinct rates).
I developed over a couple of months a code to control the DAQ card with Python using the library
NI-DAQmx1 provided by National Instruments.

Figure 2.3: Imaging part of the microscope with dual detection system.

Sample Preparation

Regarding leaves, the sample preparation is direct: I fix the leaf between two glass slides allowing
gas diffusion. For algae, multiple protocols are found in the literature to avoid part or all of the
problems faced with samples: dry-out, limited gas exchanges, temperature increase, sedimentation,

1nidaqmx-python.readthedocs.io

https://nidaqmx-python.readthedocs.io/en/latest/
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motility. There are sample preparation in flat glass capillaries [93], cooled chambers with cellophane
interface for gaz exchange and medium pumping system with gas bubbling [85, 99], metal plate (for
the instrument described in [86]), microfluidic device [88, 100]. I investigated two protocols. I started
with microfluidic traps in order to trap each alga individually and allow a constant influx of renewed
medium. With the difficulties met, I chose a simpler design to fix the algae on an agarose pad, and
validated it.

2.4 Detailed list of hardware components
The final instrument is pictured in Figure 2.4. In the following we present the technical choices for

the illumination and the imaging parts, and the instrument controls. For the frame, we chose Thorlabs
optical plates to easily (un-)screw the parts. We built the microscope in three stages combined with
thick Thorlabs posts to maximize the stability of the setup.

2.4.1 Light part
The five light sources (Table 2.1) are high-power LEDs mounted on cages (CXY1 - Thorlabs).

They are collimated by lenses with a focal distance of 16 mm (ACL25416U - Thorlabs) then filtered
by band-pass filters (Table 2.1). A SWP 650 nm filter was added in front of the green LED L5
because it also emits in the red. The lights are combined by dichroic filters (Table 2.1) to be merged
and injected into an optical fiber (∅ = 400 µm, NA = 0.5 - M45L02 Thorlabs) through a microscope
objective (Plan APO 20X/0.75 DIC N2 - Nikon). A filter wheel (FW102C - Thorlabs) is set in front
of the blue LED allowing to explore a range of intensity from 1 µmol(photons) · m−2 · s−1to 10000
µmol(photons) · m−2 · s−1. The LEDs are controlled by a voltage to intensity converter (DC4100 -
Thorlabs). It can power four LEDs and is controlled by four voltage inputs. Depending on the type of
signal expected, a different controller is used to send the voltage inputs, and a switch allows to keep
the signals into two separate circuits. A National Instruments Data Acquisition Card SCB68A with
PCI 6374 generates time signals written as Python arrays, or an Arduino Uno controller generates
precisely-timed pulses of light.

2.4.2 Imaging part
The optical fiber output is connected to a microscope objective (Plan 10x/.25 - Olympus). A

fraction of the illumination flux is reflected towards a photon counter by a microscope glass plate D6
installed on the light path. It allows to monitor the intensity of the LEDs for a given voltage input
with Photodetector 1 (Multi-Pixel Photon Counter C13366 - Hamamatsu). The light path crosses a
tunable diaphragm and a lens (focal length 150 mm, AC254-150-A-ML - Thorlabs). A dichroic filter
D7 (Table 2.1) reflects the excitation light towards a microscope objective (Objective Fluae 10x-0.50-
M27 - Zeiss). The objective can easily be changed for another magnification, with a flexibility in the
working distance in the range of several centimeters, thanks to Thorlab rings stacking. The objective
is mounted on a plate that moves in the z-direction to control the focus (NFL5DP20/M - Thorlabs).
The plate can also be controlled by a piezoelectric (KPZ101 - Thorlabs, and we added the possibility
to use a motor controlled by an Arduino to move the stage with a coarser precision2). The diaphragm
is conjugated with the microscope plane and allows to reduce the diameter of the excitation light,
and excite a limited area in the sample. The sample is mounted onto an automated platform with x
and y movements3 that we built with Ali Ruyer-Thompson and Peter Hanappe. The fluorescence is
collected by the same microscope objective and is transmitted by the dichroic filter D8 (Table 2.1)
and a fluorescence filter F6 (Table 2.1) towards the measuring devices. The fluorescence light can be
either collected on a camera (Ueye 3060CT-M - IDS) conjugated with a tube lens (2 inches, focal

2SonyCSLParis/Motorized-stage
3SonyCSLParis/Motorized-stage/XY-stage

https://github.com/SonyCSLParis/Motorized-stage
https://github.com/SonyCSLParis/Motorized-stage//tree/main/XY-stage
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Figure 2.4: Optical setup a: Scheme of the optical setup. LEDs and band filters: 1: 405 nm, 2: 480 nm,
3: 690 nm, 4: 659 nm, 5: 550 nm; Dichroic high-pass filters: D1: 425 nm (to combine 405 nm and 480 nm),
D2: 700 nm, D3: 665 nm (to combine 690 nm and 659 nm), D5: 560 nm; D6: glass plate to reflect incident
light on detector, D7: 506 nm (to send light excitation towards the sample and collect the fluorescence), D8:
699 nm (cuts-off in the middle of the ChlF spectrum to split the signal between the photodetector and the
camera - can be removed or replaced by a mirror); b: Picture of the setup.

length 200 mm, to maximally collect the photons), or a Photodetector 2 (Multi-Pixel Photon Counter
C13366 - Hamamatsu) conjugated with a lens of focal length 50 mm. We can also collect the signal
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name quality wavelength reference supplier
L1 high power LED purple LHUV0-405-A065 Lumileds
L2 high power LED blue LXZ1-PB01 Lumileds
L3 high power LED far-red Roithner Lasertechnik
L4 high power LED red LXM3-PD01 Lumileds
L5 high power LED green Lumileds
F1 band-pass filter 405/20 ZET405/20x Chroma
F2 band-pass filter 479/40 FF01-479/40-25 Semrock
F3 band-pass filter 690/8 FF01 690/8 Semrock
F4 band-pass filter 650/13 FF01-650/13 Semrock
F5 band-pass filter 550/15 ET550/15x Chroma
F6 band-pass filter 775/140 FF01 775/140 AHF
F6bis band-pass filter 675/90 675/90 ET AHF
D1 long-pass dichroïc filter 425 t425lpxr Chroma
D2 long-pass dichroïc filter 700 FF700-Di01 Semrock
D3 long-pass dichroïc filter 665 FF665-Di02 Semrock
D5 long-pass dichroïc filter 560 FF01 560 Di01 Semrock
D6 glass microscope plate NA
D7 long-pass dichroïc filter 506 FF506-Di03 Semrock
D8 long-pass dichroïc filter 699 FF699-FDi01 Semrock

Table 2.1: Illumination equipment. D7 can be replaced by D8 to excite the photosynthetic organisms with
the green and red LEDs (fluorescence emission: 650-750 nm).

on both, depending on the filter used use: mirror, dichroic filter D8 whose cut-off is in the middle of
the fluorescence spectrum (Table 2.1), or no filter. The camera has adaptable gain and exposure time
and is triggered internally or externally depending on the experiment. Unless specified, the camera
was neither binned nor sub-sampled and the image size is 1936×1216 pixels2.

2.4.3 Instrument control
The automated instruments (filter wheel, x − z displacements, LED controller, LED switch) are

controlled by serial communication with Python codes I wrote to based on their APIs. The excitation
signals are sent either through an Arduino Uno microcontroller or a DAQ National Instruments card
(SCB68A with PCI 6374 ). The fluorescence signals are acquired through a camera (UEye 3060CT-M
- IDS) controlled with Python or through the MPPC signals collected with the DAQ card. For each
experiment, the codes and the results are saved in a database MongoDB with the Python library
Sacred [101]. The experiments are accessible with the interface Omniboard [102] which allows to
compare the results. The codes are described in Chapter 5.

2.5 Calibration and characterization
2.5.1 Characterization of the response time of the LEDs

A record of the light jump with the photodetector 1 allows to compute the rising and falling edge
time dynamics. The response of the LEDs to an offset has a characteristic time that depends on the
input voltage. The characteristic time varies by a tenfold depending on the input voltage (Figures
2.5-2.6), and is always lower than 10 µs, which is sufficient for our experiments because our maximal
acquisition frequency is 100 kHz (period 10 µs).
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Figure 2.5: Characterization of the response-time of the LEDs to a high voltage input (5 V) for the five
LEDs, with a sigmoidal fit to evaluate the response time (inserts) for the ON and OFF response.
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Figure 2.6: Characterization of the response-time of the LEDs to a high voltage input (0.05 V) for the five
LEDs, with a sigmoidal fit to evaluate the response time (inserts) for the ON and OFF response.
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2.5.2 Calibration of light intensities
The work on light calibration has led to a manuscript which goes beyond the scope of this

Chapter and was placed in Appendix 2.6. Although the techniques developed at ENS had already
been described in the literature, I suggested that it could have an impact for the community of
optical microscopists and beyond, and was worth describing in details and with further exploration.
In the manuscript, we address how to calibrate light intensity using the actinometric properties of a
selection of fluorophores covering the whole visible spectrum. We add one fluorophore with a broad
absorption spectrum that can be used to transfer a calibration to another wavelength. We use these
systems to calibrate the light intensity of commercial instruments, the light intensity in the field of
view of wide-field and confocal microscopes (in 2D and in 3D), and to calibrate a broad-spectrum
light source.

For the work presented in the following Chapters, only the purple and the blue LEDs were
used. Therefore, I investigated more in depth their calibration. The other LEDs have also been
calibrated for the purpose of two publications (“Fluorescence to measure light intensity” in Appendix
2.6 and “Leaves to measure light intensity” in Section 3.4), and their calibration is described in the
corresponding Supplementary Materials.

Blue and Purple LEDs

The following text is written after [56] and the manuscript in Appendix 2.6.
The light calibration relies on the photoswitching kinetics of a photochemically well-characterized

RSFP (Dronpa-2 at pH 7.4) for measuring light intensities at which the kinetics is well-accounted
for with a two-state model. Such an actinometric measurement is photochemically reliable up to
10 µmol(photons) · m−2 · s−1 light intensity at the wavelengths λ1 = 470 nm and λ2 = 405 nm
respectively.

The calibration of the light intensities exploits light jumps on Dronpa-2 samples (typically a 10
µM Dronpa-2 solution in pH 7.4 PBS buffer):

• As a preliminary step of the calibration protocol, the Dronpa-2 solution is illuminated with
the 405 nm LED (I2 = 0.01 µmol(photons) · m−2 · s−1 for 2 min) to ensure that Dronpa-2 is
initially in its thermodynamically stable state;

• Then the sample is illuminated at constant light intensity I1 at λ1 = 470 nm (this first il-
lumination is associated with the exponent I) and the evolution of the fluorescence signal is
collected. The decay is adjusted by:

II
F = II

F (0) + AI
[
1 − exp

(
− t

τ I

)]
(2.1)

The time τ I is used as a fitting parameter and the intensity I1 is retrieved according to

I1 =
1
τ I − k∆

21

σ1
(2.2)

where the reference values of the rate constant for thermal return after reversible fluorescence
photoswitching (k∆

21 = 0.014 s−1) and the sum of the photoswitching cross-sections (σ1 = 196
m2mol−1) at the wavelength λ1 are given in reference [53];

• In a second step, while maintaining constant illumination I1 at the wavelength λ1 = 470 nm,
the sample is submitted to a light jump of intensity I2 at the wavelength λ2 = 405 nm (this
second illumination protocol is associated with the exponent II). The exponential fluorescence
recovery is recorded and adjusted using

III
F = III

F (0) + AII
[
1 − exp

(
− t

τ II

)]
(2.3)
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where the time τ II is used as a fitting parameter and the intensity I2 can be retrieved from

III
2 =

1
τ II − σ1I1 − k∆

21

σ2
(2.4)

where the reference value of the sum of the photoswitching cross sections (σ2 = 413 m2mol−1)
at the wavelength λ2 is given in reference [53].

Figure 2.7 shows an example of the evolution of the fluorescence for a given pattern of light input:
constant blue light and oscillating purple light. The fluorescence is collected by photodetector 1. Here
I did not give the population the time to fully relax for display reasons. However, when performing
the calibration, the relaxation is allowed to be complete in order to have a better fit.
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Figure 2.7: Kinetic evolution of the fluorescence of Dronpa-2 for a given light input pattern. a: Intensity of
the blue (solid line) and purple LED (dotted line) with time (here, the y-scale of light intensity was obtained
thanks to the calibration procedure); b: Fluorescence of Dronpa-2 collected by the photodetector 2. The
transparent background corresponds to the full trace acquired at 300 Hz and the markers are the result of a
window averaging (size 40).

I ran this procedure for various levels of intensity of the blue and purple LED (Figure 2.8). To
expand the range of accessible light levels, I used density filters and characterized their optical density
at the wavelengths of interest. In practice, I needed the optical density only in front of the 470 LED
for the experiments.

Green and Red LEDs

These lights were calibrated with a powermeter (PM100A, Thorlabs, NJ) using the camera to
evaluate the spot size. They were also calibrated with complementary actinometers. These calibra-
tions are described in Appendix 2.6.
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Figure 2.8: Calibration of the blue and purple light sources. a-b: Intensity of the 470 (resp. 405) LED in
the focal plane calibrated with Dronpa-2 for different voltage inputs of the LED controller. The error comes
from the ±10% uncertainty on the value of σ470 (resp. σ405); c: Absorbance spectra of the optical densities.
Markers placed at 470 (circle: DO=0.7, square: DO=1.2, dot: DO=1.8, cross: DO=2.7); d: Extrapolated
light intensity of the 470 LED in the field of view when the optical density is in place.
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Homogeneity of the spot

To study the homogeneity of the field of illumination I performed the calibration process described
in 2.5.2 and in Appendix 2.6, and recorded the fluorescence with the camera (5 Hz). I analyzed the
temporal response of the fluorescence of Dronpa-2 extracted from the movie. Figure 2.9a shows a
frame of the movie where the blue and purple LEDs are ON, while Figure 2.9b shows a slide where
only the blue LED is on, evidencing the transition to a dark state. A 3×3 pixel averaging is applied
to obtain macro-pixels on which the curve fitting to extract the relaxation times is ran. The map of
intensities derived from the relaxation times using Eq. 2.4 for the blue LED and the purple LED are
shown in Figure 2.9c,d. The distribution of intensities present a narrow distribution (Figures 2.9e,f).
There is a 20% variation of light intensity in the field of view for the two light sources. In Figure
2.9a, the mean pixel value is 40 and the standard deviation is 20. This demonstrates that the initial
frame image gives a misleading characterization of the heterogeneity in the field of view, because it
is affected by optical aberrations and camera sensitivity in the observation pathway. It demonstrates
that Dronpa-2 is a useful tool to characterize this heterogeneity.
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Figure 2.9: Calibration of the light sources. a,b: Intensity map of the 470 (resp. 405) LED in the focal plane
calibrated with Dronpa-2 for voltage inputs of the LED controller 400 mV (resp. 250 mV); c,d: Histogram
of the intensity values, (µ, σ) = (8200,900) (resp. (2500,380) µmol(photons) · m−2 · s−1).
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2.5.3 Autofocus
In the protocols described in Chapter 4, experiments can last several hours and the sample can

move under the microscope and lose focus. With a motor controlled by an Arduino I wrote a routine
to operate an autofocus step at low light before each start of four consecutive measurements. The
motor moves until the image captured presents a maximal Laplacian variance [103]. The detailed
method is described in Section 5.6.4.

2.5.4 Sample preparation
I began by exploring the possibility to use a microfluidic device to trap the algae in a trap matrix

with hundreds of traps in the field of view for the duration of the experiment. The device allowed
a thermally regulated medium to flow and renew the nutrient content throughout the experiment
thanks to a pumping system. I borrowed the device from [104, 105]. The traps were designed for
larger cells, so it would trap multiple cells at once. When inverting the flow I could isolate a single
cell on a trap lump, which was unstable. I managed to isolate algae and image the algae separately,
as well as use the diaphragm to collect their individual fluorescence (Figure 2.10). However, the
complexity of the logistic of the flow, and the heavy work required to build new traps led me to select
a simpler and straightforward sample preparation.

Figure 2.10: Microfluidic traps. Left: Full field fluorescence image of the algae trapped in the microfluidic
device; Right: Image of the microfluidic trap, example of how the diaphragm is used to select a single trap
(no algae in the image).

The final protocol is the following:
In all experiments, the culture is collected in exponential phase (from 5×105 to 5×106 cells/mL),

centrifuged (2500 rpm for 8 min) and transferred in MIN medium. The algae are deposited on
agarose pads for observations based on a protocol described in [55]. A 1 % suspension of agarose in
MIN medium was heated to dissolve the agarose (800 W - 40 s). The agarose pads were prepared by
dropping 175 µL of melted agarose onto a glass slide holding a spacer (AB-0578 ThermoFisher). To
make its surface flat, the pad was covered with a thick microscope glass slide and left for 5 min at 4oC
for hardening. The cover slide was removed, and the preparation was left for 10 min to allow thermal
adaptation and evaporation of excess humidity. It results in a single sparse layer of algae. About
5 µL of algae suspension was dropped onto the agarose and left to evaporate for 10 min. Finally, a
coverslip was gently placed over the agarose pad for observation.

I validated the sample format by being able to reproduce experiments from another fluorometer
(Chapter 3 – Pulse-Amplitude Modulated fluorometry) and from a publication (Chapter 4 – Non-
Photochemical Quenching measurement). I also left the algae to grow with intermittent 15 min
HL/15 min dark (HL: 400 µmol(photons) · m−2 · s−1, 470±10 nm) for several days and showed the
growth was not limited by the sample preparation. In Figure 2.11 we show the algae after a first
division (B). They divide into four cells every division which is consistent with the literature stating
that each cell can divide into two up to thirty-two cells depending on the environmental conditions
[106]. Figure 2.11C shows the same sample after four and a half day. The surface occupied by
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algae was multiplied by 14 between the two images. It corresponds to a doubling rate of 7.7 hours,
consistent with the literature for unstressed algae [107, 108].

A B

C

Figure 2.11: a: Sample preparation: the medium mixed with agarose is spread on a pad and solidified. A
drop of algae is deposited on the agar mix and covered by a microscope slide. b,c: Demonstration of the
viability of the cells on the agarose pad. Fluorescence images of wild-type strain taken four and a half days
apart. The surface occupied by the algae is multiplied by 14, corresponding to a doubling rate between seven
and eight hours.

This chapter described the motivations to build a new epifluorescence microscope to probe ChlF
and the design choices were justified. The epifluorescence microscope characterization was presented
(response time, precision). In particular the light intensity calibration led to an extended side work
in the form of an article (Appendix 2.6). It is introduced in the appendix of the Chapter. Finally, the
sample preparation was discussed, initially involving microfluidic circuits but quickly replaced with
straightforward and validated agarose pad preparation. The next Chapter explains in details how
ChlF can be used as a reporter of the photosynthetic chain status. It describes how the epifluorescence
microscope was used to set in place the various protocols used in the rest of the manuscript and
compare our approach to the literature.
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2.6 Appendix Manuscript: Fluorescence to measure light in-
tensity

2.6.1 Main Text
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Abstract

Quantitative measurement of light intensity is required in many fields of biology, chemistry,
engineering, and physics. The available protocols necessitate specific equipment and expertise, and
suffer from limitations in their scope. Here we report on two protocols, which exploit fluorescence to
enable the retrieval of the light intensity even in the depth of samples, with spatial distribution
information, over wide ranges of wavelengths and intensities, and in a quick, inexpensive, and simple
manner. The first protocol relies on species whose fluorescence intensity decays/rises in a mono-
exponential fashion when constant light is applied. The second protocol relies on a broad-absorbing
photochemically inert fluorophore to back-calculate the light intensity from one wavelength to
another. As a demonstration of their use, the protocols are applied to quantitatively characterize the
spatial distribution of light of various fluorescence imaging systems, and to calibrate illumination of
commercially available instruments and light sources.

Introduction

Photochemistry deals with chemistry driven by light. Involved in key mechanisms of living systems
(e.g. photosynthesis and vision), it has found multiple applications at micro- and macro-scales
extending from the production of molecules and materials1 to the design of medical protocols (e.g.
photodynamic therapy2). More recently, its scope has been extended. In bioimaging, optical
microscopists balance light intensity to get optimal signals without phototoxicity. In optogenetics,
biologists use photons for triggering physiological processes at the cellular level.3 In photocatalysis,4

chemists exploit photons as reactants driving the synergetic action of light-absorbing and metallic
catalysts. Nowadays, a vast community of biologists, chemists, engineers, and physicists are
concerned with delivering precise numbers of photons.
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Illumination systems require accurate quantitative characterization in order to enable a fair
comparison of results obtained by various research groups as well as to ensure reproducibility,5 or to
rationally choose parameters, such as duration of light application for delivering the right number of
photons to a sample. Here we address one important aspect of illumination system characterization:
light intensity – more precisely irradiance which is a surfacic power (W.m-2) – alternatively
denominated photon flux density with mol.m-2 .s-1 (or E.m-2 .s-1; See Supporting Information) units
which we will use in the following as it is wavelength independent.

Several tools are helpful to measure light intensity.6,7 Light meters provide a fast response over a
wide range of wavelengths and intensities.8,9 However their detectors integrate light over their
surface and do not yield any information on the spatial distribution of light. A further measurement
of the area of the illuminated surface is required to retrieve the light intensity. Fluorescent
microscope slides are commonly used to reveal the spatial profile of illumination in imaging systems.
Yet, the image read-out of the fluorescence intensity is affected by optical aberrations and detection
efficiency of the imaging system and therefore cannot be relied upon for the retrieval of accurate
spatial information. Moreover, they do not provide quantitative information on light intensity. On
top of the latter issues, light meters and fluorescent microscope slides sense light at sample surfaces
only and experience geometrical constraints from relying on large and rigid sensing elements.

An alternative approach involves the use of an actinometer. An actinometer is a system which can be
used to directly measure light intensity by knowing the quantum yield of its photo-conversion, and
following the time-course of the reaction extent on the application of light.10 This approach can
further yield spatial information when used with an imaging system. Moreover, since they take the
form of liquid solutions, actinometers can measure light in samples of various sizes and geometries.
However, most established and newly reported actinometers have relied on absorbance as an
indicator of reaction extent10,11,12 - an observable which is not very sensitive, and is not easily
accessible in imaging systems. Furthermore, they are generally restricted for the ranges of
wavelengths and light intensities.

Fluorescence is a more sensitive observable than absorbance13 and is accessible to imaging systems.
Harnessing fluorophore photobleaching has been proposed for quantitative measurement of light
intensity.14 The drawbacks of such an approach include the fact that the kinetics can be complex and
exhibit environmental dependence, and that it is limited to use in situations of high light levels or
long time periods since most fluorophores are strongly resistant to photobleaching.

In this work, we demonstrate the use of synthetic and genetically encoded fluorescent systems
capable of efficient light-driven conversions which we have previously reported15,16,17,18,19 as
actinometers, whereby fluorescence is used for reporting on reaction extent. Such conversions
proceed much more rapidly than in the case of photobleaching, and thus these systems can be used
in weak-light situations (or short time periods). In order to allow for measurement over a wider range
of wavelengths, we complement our proposed method, with a broad-absorbing photochemically
inert fluorophore which enables light intensity at one wavelength to be used to calculate light
intensity at a second wavelength. In this manuscript, we report on the relevant features of these
systems for measuring light intensity and demonstrate their use in characterizing illuminations
systems at both microscopic and macroscopic scales with samples of various sizes and geometries.

Results

A first protocol to measure light intensity (Figure 1a). It exploits molecular actinometers, which react
upon absorbing the excitation light to be characterized (see Supporting Information). The absorbance
of their solution is adjusted low enough in order to ensure that light intensity is essentially constant
along the optical path (below 0.15, an easily met threshold). The protocol begins with the sudden
exposure of the actinometer solution to illumination, set at the level of light intensity to be measured.
One subsequently collects the time evolution of the fluorescence emission signal, which reports on



3

the actinometer photoconversion extent. It is processed by the fitting of a mono-exponential curve,
to enable the retrieval of the associated characteristic time  (see Supporting Information), which
evaluates the time scale of the actinometer photoconversion. In an appropriate range of light
intensity I (see Supporting Information), I is inversely proportional to the product  where  is the
photoconversion cross section (a measure of the molecular surface leading to the actinometer
photoconversion after light absorption) (see Figure 1a). A general estimate of the achievable
measurement uncertainty on I is 20% (see Supporting Information). Where photoconversion occurs
rapidly, on a timescale where molecular motion is minimal, it is possible to retrieve a map of the
spatial distribution of light intensity. However, if the molecules can visit the whole irradiated area at
the timescale of the actinometer photoconversion, only mean light intensity values can be
obtained.16

The choice of the reported actinometers has been guided by different considerations. First, we
wanted to illustrate two different mechanisms to enable fluorescence to be used as an indicator of
their photoconversion. In the first one, the actinometer and/or its photoproducts are intrinsically
fluorescent: the fluorescence intensity changes in accordance with the actinometer photoconversion
and the actinometer alone is sufficient to retrieve I. This mechanism is simple but its implementation
relies on specific features, which led us to identify appropriate candidates. Indeed, photoconversion
and fluorescence emission are generally competitive deexcitation processes from an excited state. By
contrast, when the actinometer and its photoproducts are non-fluorescent, the actinometer
photoconversion only drives a change of absorbance. Here, a photochemically inert fluorophore can
be added to report, through fluorescence, on the time evolution of the absorbance at the excitation
wavelength by the inner filter effect (see Supporting Information). In this latter mechanism, the
absorbance is advantageously adjusted around 0.15 to increase the amplitude of the time variation
of the fluorescence signal, and thus sensitivity. Then we wanted to make fluorescent actinometers
accessible to different communities of end users. Hence, we report on easily synthesized chemicals
for the chemists, whereas we propose to use proteins and photosynthetic organisms for end users
with access to biological techniques. Eventually, the five reported actinometers cover the entire UV-
Vis wavelength range for measurement of light intensity (Figure 1c; see Supplementary Information):

- Two actinometers for the UV A wavelength range (relevant for decontamination of materials,20

evaluation of environmental radiation,21 photoactivation of many caged molecules in optogenetics,22

photocatalysis with metal complexes,4 etc): (i) The dark (E)-3-(3,5-dibromo-2,4-dihydroxyphenyl)
acrylic acid ethyl ester (Cin),15,23 which irreversibly converts under illumination between 350 and 420
nm into the bright 6,8-dibromo-7-hydroxycoumarin fluorescing between 400 and 550 nm in Tris pH 7
buffer; (ii) The dark α-(4-diethylamino)phenyl)-N-phenylnitrone (Nit),24 which irreversibly converts
under illumination between 320 and 430 nm into the dark N-(p-dimethylaminophenyl)formanilide in
ethanol.25 The photochemically inert rhodamine B (RhB) emitting fluorescence between 550 and 650
nm is selected here for optimally reporting on Nit photoconversion by inner filter effect;

- One actinometer for the blue wavelength range (important in optogenetics for photoactivating
opsins, FAD CRY, FAD BLUF, and FMN LOV systems,3 or driving photosynthesis26): A bright reversibly
photoswitchable fluorescent protein Dronpa-2 (or M159T),27 contained within Escherichia coli or
eucaryotic cells, or in buffered solution or polyacrylamide gel, emitting fluorescence between 500
and 600 nm, which reversibly converts into a dark photoisomerized state under illumination between
400 and 550 nm;

- One actinometer for the green to red wavelength range (important for photoactivating opsins or
bilin PHY3 in optogenetics, or driving photosynthesis26): In acetonitrile, the donor-acceptor Stenhouse
dye DASA17 emitting fluorescence extending up to 675 nm reversibly converts into a dark state under
illumination between 530 and 670 nm;
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- Since the width of the absorption band of the preceding fluorescent actinometers is limited which
necessitates to have several of them to cover the whole range of wavelengths, we eventually report
on the last actinometer, the photosynthetic apparatus of algae (denoted PA), which can provide an
estimate of light intensity for the entire visible range of wavelengths. In oxygenic photosynthetic
organisms, a few percent of collected sunlight energy is released as fluorescence in the 650-800 nm
range.28 When exposed to constant light at sun-like light intensity, the fluorescence of dark-adapted
photosynthetic organisms rises in less than 1 s from a minimum to a maximum via intermediate
steps.29,30 The rate constant of the fastest step linearly depends on the light intensity.31,32 Usefully, its
value does not significantly depend on the type of photosynthetic organism.33

Characterization and validation of the five above-mentioned actinometers as well as specific
protocols for their use are reported in the Supporting Information. The end users can exploit the
reported parameters to reliably measure light intensity as long as they follow the reported
measurement protocols. Table 1 provides information to facilitate the selection of the most optimal
actinometer to use for specific scenarios. To further facilitate the use of these actinometers, we
further provide an online access to the actinometer properties34 and to codes and user-friendly
applications to process the acquired data without specific installation.35

A second protocol to measure light intensity (Figure 1c). Envisioned as a complementary tool to face
the often limited width of the absorption band of the fluorescent actinometers, it exploits a
photochemically inert fluorophore exhibiting a broad absorption band to transfer information on
light intensity from one wavelength, measured with a fluorescent actinometer as reported above, to
another (see Supporting Information). Below a value of 0.15 for the absorbance of its solution, the
fluorophore emits fluorescence at an intensity proportional to light intensity of the illumination
system. By recording the fluorescence emitted when the fluorophore solution is exposed to light at a
wavelength (1) where the light intensity (I1) is known, and a wavelength (2) where the light
intensity (I2) is unknown, the unknown light intensity (I2) can be determined (see Figure 1c).

As demonstrated in Supporting Information, 7-hydroxy-9H-(1,3-dichloro-9,9-dimethylacridin-2-one)
(DDAO) is a suitable photochemically inert light intensity-transferring fluorophore (see Figure 1d). It
is commercially available. It absorbs light between 450 and 650 nm and emits fluorescence between
640 and 700 nm in neutral aqueous solutions.3637 These features are particularly attractive for light
calibration in the orange and red wavelength range where actinometers are scarce and often exhibit
a poor quantum yield of fluorescence. Eventually, its quantum yield of fluorescence does not depend
on the excitation wavelength as evidenced by the similarity of its absorption and normalized
fluorescence excitation spectrum.

Measurement of light intensity in fluorescence imaging systems. Accurate measurement of light
intensity is vital in many fluorescence bioimaging studies. It can, for example, allow for phototoxicity
on live biological samples to be limited;38 quantitative analysis in long timelapse39 or ratiometric40

studies; or optimal conditions to be ensured (e.g., in single molecule localization41 and dynamic
contrast16,42 dependent experiments). Hence, we demonstrate here the use of fluorescent
actinometers for the measurement of light intensity at the focal plane of multiple wide-field and
light-scanning fluorescence imaging systems. Dronpa-2 has been used here for this.

In wide-field imaging, the Dronpa-2 actinometer has been first implemented in epifluorescence
microscopy. A Dronpa-2 aqueous solution sandwiched between two glass-slides was imaged (Figure
2a) and submitted to a jump of homogeneous light at 470 nm. Figure 2b evidences the relevance of a
monoexponential fit of the resulting temporal fluorescence decay over the field of view. We
additionally retrieved the map of the characteristic time  at each pixel (Figure 2c) and built the
histogram of the  values (Figure 2d). The map (Figure 2e) and the corresponding histogram (Figure
2f) of light intensity at 470 nm were subsequently computed from using the photoconversion cross
section of Dronpa-2 in Table 1. We further exploited a patterned illumination at 470 nm (Figure 2g).
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Hence, we established that the map of light intensity was obtained at lower spatial resolution when
Dronpa-2 was in solution (Figure 2h) than when it was embedded in a polyacrylamide gel (Figure 2i).
This result was anticipated from molecular diffusion occurring at the time scale of Dronpa-2
photoconversion, which generates blurring (see Supporting Information).

For quantitative validation, Dronpa-2 was then implemented in fluorescence macroimaging on an
original optical setup (see Supporting Information), whose illumination is not homogeneous but
instead contains a gradient of light intensity across the field of view (Figure 2j). The sandwiched
Dronpa-2 solution was submitted to a jump of light at 470 nm to extract the map of the
characteristic time , which was eventually converted into the map of light intensity. This latter map
was validated by favorable comparison of the direction of the linear gradient of light intensity, either
experimentally observed (Figure 2k) or computed from an optical simulation (Figure 2l; see
Supporting Information). The lines along the direction of the gradient of light intensity were found to
be different from each other only by an angle of 3°.

A similar protocol was applied in confocal microscopy. A series of images of the Dronpa-2-labeled
nucleus of a fixed U-2 OS cell were acquired in raster scanning mode with a pulsed laser at 488 nm
(Figure 3a). The dwell time was used to convert the observed fluorescence decay on the number of
frames into a fluorescence drop over time. Figure 3b displays the average drop over a nucleus. It also
shows that a Dronpa-2 aqueous solution sandwiched between two glass-slides yields a similar kinetic
signature upon properly restricting analysis to a central portion of the overall image to limit the
interference of molecular diffusion on the results (see Supporting Information). Maps of the
characteristic time  (Figure 3c) and light intensity (Figure 3e), and the corresponding histograms
(Figure 3d and f, respectively), were obtained. The mean light intensity retrieved was shown to be
consistent with that calculated using the photon flux measured with a power meter, combined with
area measurements of the beam waist of the laser beam, evaluated by raster image correlation
spectroscopy43 or imaging a fluorescent bead (see Supporting Information). The same series of
experiments and validations were performed using a confocal microscope equipped with a
continuous, rather than pulsed, laser (see Supporting Information). The results of which confirmed
the ability of this protocol to retrieve light intensity with both modes of laser scanning.

In order to further examine the ability of this technique to measure light intensity, not just at the
surface, but in situ, deep within samples, we performed measurements with cells with and without a
layer of gel between them and the imaging system, and compared the results. In this, Dronpa-2-
labeled Escherichia Coli bacteria cells were deposited on the surface of a 2% agarose gel sandwiched
between glass-slides (Figure 3g). Light was applied with the deposited layer facing the objective, and
then again after the sample was flipped, such that the light had to cross the gel before reaching the
cells. The maps of light intensity for both orientations, provided in Figure 3h, show that it is possible
to measure light intensity in bacteria cells even when buried behind the agarose gel, supporting the
idea that this protocol can be useful for measurement deep within samples.

Calibration of the setting scale of light intensity in optical instruments. Many optical instruments do
not provide information to the user on the absolute light intensity, but rather just the percentage of
the maximum possible light. Such a fact presents issues for those who require the absolute value to
be known. These issues include that the light level may not be linear with respect to the percentage
scale, and the maximum may change with time as the light source ages. Thus, the second application
envisioned for the fluorescent actinometers is their use in calibrating the light intensity in such
instruments. As a demonstration, we applied the Dronpa-2 and PA actinometers for the calibration
of the percentage scales of a confocal microscope and a fluorometer respectively.

Using a Dronpa-2 aqueous solution sandwiched between glass-slides, we measured the light
intensity of a confocal microscope equipped with a pulsed laser at 488 nm at different percentages of
the maximal laser power, using the same protocol detailed above for confocal systems. The resulting
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calibration graph is provided in Figure 4a. Following this, we generated the same type of calibration
graph (Figure 4b) for a fluorometer, this time by analyzing the PA fluorescence kinetics of a dark-
acclimated suspension of microalgae exposed to its illumination light at 625 nm (see Supporting
Information). These experiments demonstrated that this protocol can enable such a calibration graph
to be obtained, allowing end-users to determine the light intensity, in absolute terms, based on the
percentage value indicated on the instrument, and the verification of linearity in the range of settings
investigated.

Spectral measurement of light intensity. Photons at different wavelengths drive photoconversion of
actinometers to differing degrees. As an example, in regard to the use of PA as the actinometer,
green photons are approximately seven times less efficient than blue or red photons for driving its
photoconversion. This, in combination with the fact that light sources often do not emit at a single
wavelength but rather over a spectrum of wavelengths, means that in order to obtain accurate
measurements of light intensity for such sources, the spectral characteristics must be considered.
Thus, in this section, we demonstrate an extension of our protocol to take into account the spectral
characteristics of the light source. Moreover, since it is often desired, we show that we can retrieve
information in the form of spectral light intensity.

This extended protocol begins with matching the excitation spectrum of the actinometer with the
emission spectrum of the light source made available by the manufacturer or measured with a
spectrophotometer (see Supporting Information). Then, in the same manner as before, the time
course of the fluorescence intensity is obtained. The retrieved characteristic time is then used in
conjunction with the integral of the action spectrum, the convolution of the normalized emission
spectrum of the light source with the excitation spectrum of the actinometer, to quantitatively
enable the retrieval of the spectral light intensity (see Supporting Information).

As preliminary validation, we used Nit and PA to characterize the illumination from purple and red-
orange Light Emitting Diodes (LEDs), respectively, which are relevant colors in photocatalysis and
optogenetics, and in studies of photosynthesis (see Supporting Information). Then we turned to the
more challenging task of measuring the spectral light intensity of a white LED upon using the broad
band absorbing DDAO fluorophore and implementing the protocol for transferring information on
light intensity (Figure 5a) (see Supporting Information). We measured the DDAO fluorescence
intensity when illuminated by a blue LED previously calibrated with the Dronpa-2 actinometer, and
by the white LED. The ratio of the fluorescence signals obtained was used, in combination with the
known light intensity of the blue LED, to infer the light intensity of the white LED. The light intensity
was then spectrally corrected by using the integral of the normalized action spectrum between the
white LED and DDAO, whose spectral information is provided in Figure 5b. This experiment was
repeated for a range of different LED current settings, and the integrated light intensities recorded at
each (Figure 5c). Figure 5d displays the spectral light intensity of the white LED at a specific current
setting.

Discussion

In this manuscript, we addressed two topics, which have been identified as key by the QUAREP-LiMi
community (Quality Assessment and Reproducibility for Instruments & Images in Light Microscopy;
https://quarep.org/):6 (i) The measurement of the absolute flux of light at the sample (Working
Group 1); (ii) The assessment of the uniformity of illumination (Working Group 3). Specifically, we
showed that fluorescent actinometers (synthesized, genetically encoded, and even a natural
photosynthetic organism) were relevant for quantitatively measuring light in widespread imaging
modalities from wide-field fluorescence micro and macroimaging to confocal microscopy.

Compared to alternative methods for quantitatively measuring the light intensity which have been
implemented here for validation purposes, these fluorescent actinometers have the advantage of (i)
direct access to the information sought for independently on their concentration and without the
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need for any further measurement (e.g the illuminated surface). In particular, they can measure light
intensities at the surface of samples as well as in their depth as illustrated with the measurement of
light intensity in Dronpa-2-labeled bacteria embedded in a light scattering gel. This information is
difficult to obtain by any other method and it makes possible to use gels with similar refractive index
as biological tissues to mimic thicker samples and calibrate irradiance with depth; (ii) a high signal-to-
noise ratio (thanks to the use of fluorescence); (iii) an easy online access to the actinometer
properties34 and to codes and user-friendly applications to process their data;35 (iv) an easy transfer
of know-how to end users, which in our experience takes less than one hour from sample
preparation to data processing.

Furthermore, the kinetics-based protocol of measurement of light intensity with fluorescent
actinometers is robust with respect to the parameters generally affecting a fluorescence signal from
the sample44 and the instrument45 side.13 Hence, it can be noticed that the quantum yield of
fluorescence of the fluorescent actinometer does not enter into the expression of the relaxation time
. Hence, any possible variation of its value over the range of wavelengths of its light absorption is
not detrimental for properly measuring light intensity as long as the wavelength of light excitation
remains constant over the measurement. Similarly, as long as the experiment is performed under
isothermal conditions, its temperature dependence is not significant for altering the extraction of the
light intensity. In fact, this dependence may become only significant in the presence of strong spatial
temperature gradients (in line with the 20% estimate of the achievable measurement uncertainty,
typically a spatial gradient of 20 °C over the distance overcome by the reporting fluorophore - e.g.
rhodamine B46 - during the photoconversion time of the fluorescent actinometer). Eventually, our
previous exploitation of quantitative photoconversions on other setups (e.g. single plane illumination
microscopes,47 fluorescence endoscopes48) suggests that the scope of these fluorescent actinometers
could eventually be extended to other optical imaging systems.

However, the time resolution of the fluorescent actinometers is governed by the kinetics of their
photoconversion, which imposes a lower limit on both the measurement duration (still short, 300 ms
– 30 min) and the ability to analyze time evolving profiles of light intensity. Moreover, the
mechanisms underlying their photoconversion often involve multiple steps and the mechanistic
reduction making relevant monoexponentially fitting the time evolution of their fluorescence
response to illumination deserves thorough attention.16 Hence, we investigated the light intensity-
dependence of the characteristic time  to define ranges of light intensity in which the light-driven
step of the photoconversion mechanism is constant and rate limiting so as to make this protocol of
data processing reliable.

Moreover, two aspects must be kept in mind when implementing them for the characterization of
spatially inhomogeneous light profiles: (i) As illustrated by the imaging of a Petri dish containing a
solution of Dronpa-2 being illuminated by a surrounding radial array of LEDs (a commonly used
device in photocatalysis; see Supporting Information), a 3D-inhomogeneous light profile cannot be
retrieved from the 2D-map of the characteristic time  of the fluorescent actinometer. Nevertheless,
one can still retrieve a useful information on the light intensity averaged over the sample thickness;
(ii) As shown in Figure 2g-i, the motion of the fluorescent actinometer molecules can further
introduce blurring in the retrieved 2D light profile. However, this phenomenon does not introduce
any significant deviation modifying the order of magnitude of the measured light intensity as long as
molecular diffusion remains spatially limited at the time scale of the actinometer photoconversion.
Moreover, this phenomenon can be efficiently limited by using a medium (e.g. a gel) in which
molecular diffusion is reduced. Key is here to choose the right embedding medium. For the water-
soluble fluorescent actinometers, a polyacrylamide gel is a good choice. Here, low mesh size and gel
sealing after sandwiching between glass slides ensure both low molecular diffusion and absence of
water loss respectively. Immobilization of the synthetic fluorescent actinometers in organic media
would require some more developments either by modifying their molecular structure (by adding
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anchoring groups to graft them on a surface) or by embedding them in a highly viscous (e.g. a
polymer) or solid organic matrix. However, one would have then to characterize their photochemical
properties in those media, which has not been covered during the present study.
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Original Draft: A. L., H. S. T., I. C., L. N., D. L., T. L. S., L. J.; Writing - Review & Editing: A.L., T. L. S., L. J.;
Visualization: A.L., H. S. T., T. L. S., L. J.; Supervision: A.L., T. L. S., L. J.; Project administration: L. J.;
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Online methods

The Supporting Information starts with a list, which indicates the (sub)sections associated with the
calls “See Supporting Information” of the Main Text, as well as details on statistical parameters and
image processing. It is then divided in two parts: (i) The sections 1–3 are dedicated to end-users, who
are willing to directly implement the reported fluorescent actinometers; (ii) The Appendix has six
sections A–F, which contain more advanced information as well as the complete validation of the
reported fluorescent actinometers. Codes and metadata for the Figures of the Main Text can be
found online, as well as user-friendly tools and how to use them:
https://github.com/DreamRepo/light_calibration and in a mirror Zenodo repository
(10.281/zenodo.7665939).

Data availability statement

The datasets generated during and/or analysed during the current study and that are not in the online
repository are available from the corresponding author on request.

Code availability statement

The codes that require several steps to reproduce the data analysis have been made available online:
https://github.com/DreamRepo/light_calibration and in a mirror Zenodo repository (10.281/zenodo.7665939).
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Table 1: Key parameters for choosing a fluorescent actinometer. exc, [em], (exc), and [I(exc)] respectively
designate the excitation wavelength, the range of emission wavelengths, the cross section, and the range of
reliably measurable light intensity associated to the actinometer photoconversion at exc. 5min is the minimum
measurement duration at the highest measurable light intensity. See Supplementary Information.

Actinometer exc [em] (exc) [I(exc)] 5min

(availability)a (nm) (nm) (±10%;m2.mol-1) (E.m-2.s-1(W.m-²))b (s)

Cin
(S)

350
365

380

405
420

[400-550]

940
1200

1000

184
49

[0-1.6] 10-5([0-5.5])
[0-1.4] 10-5([0-4.6])

[0-1.7] 10-5([0-5.3])

[0-5.0] 10-5([0-15])
[0-1.3] 10-4([0-37])

332
298

294

543
785

Nit
(S)

365
380

405

420

[550-650]
960
1200

1100

850

[0-11] 10-4([0-360])
[0-7.2] 10-4([0-230])

[0-7.0] 10-4([0-200])

[0-12] 10-4([0-340])

4.7
5.8

6.5

4.9

Dronpa-2

(GE)

445

480
500

[500-600]

140 (192)c

198 (251)c

128 (151)c

[3 10-4-18]([80-4.8 106])

[2 10-4-10]([50-2.5 106])
[3 10-4-13]([72-1.0 106])

2.0 10-3

2.5 10-3

3.0 10-3

DASA

(S)

530

560
600

632

650

[530-670]

255

530
885

1135

575

[8-290] 10-5([18-660])

[4-150] 10-5([9-320])
[2-72] 10-5([4-140])

[2-60] 10-5([4-110])

[3-140] 10-5([6-260])

6.8

6.3
7.8

7.3

6.2

PA

(B)

405

470
650

[650-800]

2.0 (±0.4)106

2.0 (±0.4) 106

1.1 (±0.4)106

[0-10-2]([0-3000])

[0-10-2]([0-2600])
[0-10-2]([0-1900])

1d

1d

1d

a S: easily synthesized; GE: genetically encoded; B: photosynthetic organism available for sale (chlamycollection.org). See
Supporting Information; b The conversion between the units mol of photon.m-2.s-1 – E.m-2.s-1 – and W.m-2 is given in Section
A in the Supporting Information; c The first and second numbers provide the values to be used in the Dronpa-2 solution and
in the Dronpa-2 labeled fixed cells, and in the Dronpa-2 labeled bacteria respectively; d 5min is here the time requested to
record the whole PA fluorescence rise.
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Figure 1: Fluorescence reporting for retrieving light intensity. a: First protocol with a fluorescent actinometer. A
jump of constant light I is applied onto the actinometer. The time evolution of its fluorescence signal F is
recorded and fit with a mono-exponential curve to extract its characteristic time . I is retrieved from  by using
the photoconversion cross section  of the actinometer; b: Five fluorescent actinometers covering the UV-Vis
range in action. Monoexponential fit of the time evolution of the normalized fluorescence signal F(t)/F(0)
provides . See Table S3 in Supporting Information; c: Second protocol with a fluorophore to transfer
information on light intensity from one wavelength to another. Lights at wavelengths 1 (with intensity I1 -
known) and 2 (with intensity I2 - to be measured) are successively applied onto the fluorophore and the
associated fluorescence signals F1 and F2 are recorded at a same emission wavelength. I2 is extracted from F1
and F2 by using I1 and the tabulated fluorescence excitation spectrum ϵ() of the fluorophore; d: Absorption
( (); dotted line) and normalized fluorescence excitation (ϵ(); solid line) spectra of DDAO.  (1) and  (2)
indicated by blue and green disks respectively are used to retrieve I(2) in c. See Text and Supporting
Information.
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Figure 2: Dronpa-2 for characterization of illumination in wide-field fluorescence imaging. a-i: Epifluorescence
microscopy. a: Initial image of the Dronpa-2 solution under homogeneous illumination; b: time fluorescence
response ( = 0.63 s), maps of the characteristic time  (c), light intensity (e), and corresponding histograms (d,f)
in the field of view; Initial image (g) and maps of light intensity (h,i) of Dronpa-2 in solution (h) or in
polyacrylamide gel under patterned illumination; j-l: Macroscopic fluorescence imaging. j: Initial image of the
Dronpa-2 solution and experimental (k) and simulated (l) maps of light intensity. The blue line shows the angle
of the linear light gradient; the angle between the simulated gradient and the measured one is 3°. a-f, h, j-l: 10
M Dronpa-2 solution or 19% polyacrylamide gel in Tris buffer pH 7.4 (50 mM Tris, 150 mM NaCl); scale bar:
100 m in a,c,e, g-h, 3 mm in j-l; T = 293 K. exc = 470 nm; em = 550 nm. See Text and Supporting Information.
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Figure 3: Dronpa-2 for characterization of illumination in confocal microscopy equipped with a pulsed laser in
the raster scanning mode. a-f: Dronpa-2-labeled nucleus of a fixed U-2 OS cell. a: Initial image; b: Time
evolution of the averaged fluorescence over the whole nucleus (circles: experimental data; solid line:
monoexponential fit,  = 1.87 µs). The corresponding evolution from a central portion of the overall image of a
10 M Dronpa-2 solution sandwiched between two glass-slides is shown with triangles ( = 2.08 µs); c-f: Maps
of the characteristic time  (c) and light intensity (e), and corresponding histograms (d,f). See Table S3 in
Supporting Information; g,h: Setup (g) and map of light intensity retrieved from Dronpa-2-labeled E. Coli
bacteria imaged at the surface or through a 2 % agarose pad by changing the sample orientation (h). Solvent:
Tris buffer pH 7.4 (50 mM Tris, 150 mM NaCl); T = 293 K.exc = 488 nm; 500 nm < em < 550 nm; scale bar: 12
m in a,c,e; See Text and Supporting Information.
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Figure 4: Calibration of optical instruments. The dependence of the light intensity at 488 (a) and 625 (b) nm on
the percentage scale available on the instruments (confocal microscope with pulsed laser in a and fluorometer
in b) has been established with the Dronpa-2-labeled nucleus of a fixed U-2 OS cell (SD are propagated from
the error on (488)) and PA actinometers respectively. T = 293 K. See Text and Supporting Information.
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Figure 5: Characterization of the spectral light intensity of a white LED by DDAO-mediated measurement. a:
Emission spectrum of the white LED normalized by its integral (solid line), absorbance spectrum of DDAO
normalized at 470 nm (dashed line); b: Action spectrum of the white LED on DDAO; c: Dependence of the
integral light intensity SI emitted by the white LED on the input currents as measured with spectral transfer of
DDAO fluorescence intensity (SD are propagated from the error on (470)); d: Incident spectral light intensity
I() of the white LED fed with 277 mA current as retrieved with DDAO (SI = 1.40 mE.m-2.s-1).. See Text and
Supporting Information.

Acknowledgement

The authors thank N. Gagey for providing Cin, S. Bujaldon for providing Chlamydomonas reinhardtii strains, S.
Lahlou for the seagull picture used for patterning the light, and A. Jawahar for useful discussions on the
protocol implementation. D. Bensimon, C. Boccara, P. Dedecker, G. Ellis-Davies, and L. Fensterbank are
acknowledged for manuscript reading and discussions. This work was supported by the ANR (France BioImaging
- ANR-10-INBS-04, Morphoscope2 - ANR-11-EQPX-0029, IPGG - ANR-10-IDEX-0001-02 PSL, ANR-10-LABX-31,
and ANR-19-CE11-0005) (for T. L. S. and L. J.), the Federal Ministry of Education and Research of Germany
(BMBF) within the YESPVNIGBEN project (03SF0576A) (for Y. N.), the European Regional Development Fund
project ‘Plants as a tool for sustainable global development’ (no. CZ.02.1.01/0.0/0.0/16_019/0000827) (for D. L.
and L. N.), and the EIC Pathfinder Open DREAM (GA number 101046451) (for all authors).



15

1 D. Cambié, C. Bottecchia, N. J. W. Straathof, V. Hessel, T. Noël, Applications of continuous-flow photochemistry in organic
synthesis, material science, and water treatment, Chem. Rev. 2016, 116, 10276–10341.
2 T. J. Dougherty, C. J. Gomer, B. W. Henderson, G. Jori, D. Kessel, M. Korbelik, J. Moan, Q. Peng, Photodynamic Therapy, J.
Nat. Can. Inst., 1998, 90, 889-905.
3 A. Gautier, C. Gauron, M. Volovitch, D. Bensimon, L. Jullien, S. Vriz, How to control proteins with light in living systems, Nat.
Chem. Biol., 2014, 10, 533-541.
4 D. Ravelli, D. Dondi, M. Fagnoni and A. Albini, Photocatalysis. A multi-faceted concept for green chemistry, Chem. Soc. Rev.,
2009, 38, 1999–2011.
5 Md. A. Hoque, M. I. Guzman, Photocatalytic Activity: Experimental Features to Report in Heterogeneous Photocatalysis,
Materials, 2018, 11, 1990.
6 Boehm, U., Nelson, G., Brown, C.M. et al. QUAREP-LiMi: a community endeavor to advance quality assessment and
reproducibility in light microscopy. Nat Methods, 2021, 18, 1423–1426.
7 O. Faklaris, L. Bancel-Vallée, A. Dauphin, B. Monterroso, P. Frère, D. Geny, T. Manoliu, S. de Rossi, F. P. Cordelières, D.
Schapman, R. Nitschke, J. Cau, T. Guilbert, Quality assessment in light microscopy for routine use through simple tools and
robust metrics, J Cell Biol., 2022, 221, e202107093.
8 U. Megerle, R. Lechner, B. König, E. Riedle, Laboratory apparatus for the accurate, facile and rapid determination of visible
light photoreaction quantum yields, Photochem. Photobiol. Sci. 2010, 9, 1400–1406.
9 D. Grünwald, S. M Shenoy, S. Burke, R. H Singer, Calibrating excitation light fluxes for quantitative light microscopy in cell
biology, Nat. Protocols, 2008, 3, 1809–1814.
10 H. J. Kuhn, S. E. Braslavsky, and R. Schmidt, Chemical Actinometry (IUPAC Technical Report), Pure Appl. Chem., 2004, 76,
2105–2146.
11 M. Reinfelds, V. Hermanns, T. Halbritter, J. Wachtveitl, M. Braun, T. Slanina, A. Heckel, A Robust, Broadly Absorbing
Fulgide Derivative as a Universal Chemical Actinometer for the UV to NIR Region, ChemPhotoChem, 2019, 3, 441-449.
12 A. Roibu, S. Fransen, M. E. Leblebici, G. Meir, T. Van Gerven, S. Kuhn, An accessible visible-light actinometer for the
determination of photon fux and optical pathlength in flow photo microreactors, Sci. Rep., 2018, 8, 5421.
13 B. Valeur, M.-N. Berberan-Santos, Molecular Fluorescence: Principles and Applications 2nd Edition, Wiley, 2012.
14 J. M. Zwier, G. J. Van Rooij, J. W. Hofstraat, G. J. Brakenhoff, Image calibration in fluorescence microscopy, J. Microscopy,
2004, 216, Pt 1, 15–24.
15 N. Gagey, P. Neveu, C. Benbrahim, B. Goetz, I. Aujard, J. – B. Baudin, L. Jullien, Two-photon uncaging with fluorescence
reporting: Evaluation of the o-hydroxycinnamic platform, J. Am. Chem. Soc., 2007, 129, 9986-9998.
16 R. Chouket, A. Pellissier-Tanon, A. Lahlou, R. Zhang, D. Kim, M.-A. Plamont, M. Zhang, X. Zhang, P. Xu, N. Desprat, D.
Bourgeois, A. Espagne, A. Lemarchand, T. Le Saux, L. Jullien, Extra kinetic dimensions for label discrimination, Nat. Commun.,
2022, 13, 1482.
17 Y Shpinov, A Schlichter, P Pelupessy, T Le Saux, L Jullien, B Adelizzi, Unexpected acid-triggered formation of reversibly
photoswitchable Stenhouse salts from Donor-acceptor Stenhouse adducts, Chemistry–A European Journal, 2022, 28,
e202200497.
18 M. Emond, T. Le Saux, S. Maurin, J.-B. Baudin, R. Plasson, L. Jullien, 2-Hydroxy-Azobenzenes to Tailor pH Pulses and
Oscillations with Light, Chem. Eur. J., 2010, 16, 8822-8831.
19 P. F. Wang, L. Jullien, B. Valeur, J.-S. Filhol, J. Canceill, J.-M. Lehn, Multichromophoric Cyclodextrins. 5. Antenna-induced
Unimolecular Photoreactions. Photoisomerization of a Nitrone, New J. Chem., 1996, 20, 895-907.
20 Su, A.; Grist, S.; Geldert, A.; Gopal, A.; Herr A., Quantitative UV-C dose validation with photochromic indicators for
informed N95 emergency decontamination, Plos One 2021, 16, e024355.
21 Berces, A.; Fekete, A.; Gaspar, A.; Grof, P.; Rettenberg, P.; Ronto, G., Biological UV dosimeters in the assessment of the
biological hazard from environmental radiation, Photochem. Photobiol. B, 1999, 53, 36-43.
22 P. Klan, T. Solomek, C. G. Bochet, A. Blanc, R. Givens, M. Rubina, V. Popik, A. Kostikov, and J. Wirz. Photoremovable
protecting groups in chemistry and biology: Reaction mechanisms and efficacy. Chem. Rev., 2013, 113, 119–191.
23 N. Gagey, P. Neveu, and L. Jullien. Reporting two-photon uncaging with the efficient 3,5-dibromo-2,4-dihydroxycinnamic
caging group, Angew. Chem. Intl. Ed., 2007, 46, 2467-2469.
24 P. R. West, G. C. Davis, The synthesis of diarylnitrones, J. Org. Chem., 1989, 54, 5176-5180.
25 P. F. Wang, L. Jullien, B. Valeur, J.-S. Filhol, J. Canceill, J.-M. Lehn, Multichromophoric Cyclodextrins. 5. Antenna-induced
Unimolecular Photoreactions. Photoisomerization of a Nitrone, New J. Chem., 1996, 20, 895-907.
26 Maxwell, K., & Johnson, G. N., Chlorophyll fluorescence—a practical guide. Journal of experimental botany, 2000, 51(345),
659-668.
27 Stiel, A. C., et al. 1.8 Å bright-state structure of the reversibly switchable fluorescent protein Dronpa guides the
generation of fast switching variants, Biochem J, 2007, 402, 35 – 42.



16

28 Mirkovic, T., Ostroumov, E. E., Anna, J. M., van Grondelle, R., Govindjee, & Scholes, G. D., Light Absorption and Energy
Transfer in the Antenna Complexes of Photosynthetic Organisms, Chemical Reviews, 2017, 117, 249–293.
29 D. Lazar, The polyphasic chlorophyll a fluorescence rise measured under high intensity of exciting light, Funct. Plant Biol.,
2006, 33, 9-30.
30 Stirbet, A., & Govindjee, On the relation between the Kautsky effect (chlorophyll a fluorescence induction) and
Photosystem II: Basics and applications of the OJIP fluorescence transient, J. Photochem. Photobiol. B: Biology, 2011, 104,
236–257.
31 R. Delosme, Étude de l'induction de fluorescence des algues vertes et des chloroplastes au début d'une illumination
intense, Biochim. Biophys. Act., 1967, 143, 108-128.
32 R. J. Strasser, A. Srivastava, G. Govindjee, Polyphasic chlorophyll a fluorescence transient in plants and cyanobacteria,
Photochem. Photobiol., 1995, 61, 32-42.
33 D. Joly, R. Carpentier, Sigmoidal reduction kinetics of the photosystem II acceptor side in intact photosynthetic materials
during fluorescence induction, Photochem. Photobiol. Sci., 2009, 8, 167–173.
34 https://chart-studio.plotly.com/~Alienor134/#/
35 https://github.com/DreamRepo/light_calibration
36 D. Warther, F. Bolze, J. Lonéard, S. Gug, A. Specht, D. Puliti, X.- H. Sun, P. Kessler, Y. Lutz, J.-L. Vonesch, B. Winsor, J.-F.
Nicoud, M. Goeldner, Live-Cell One- and Two-Photon Uncaging of a Far-Red Emitting Acridinone Fluorophore, J. Am. Chem.
Soc., 2010, 132, 2585-2590.
37 R. Labruère, A. Alouane, T. Le Saux, I. Aujard, P. Pelupessy, A. Gautier, S. Dubruille, F. Schmidt, L. Jullien, Self-immolation
for uncaging with fluorescence reporting, Angew. Chem. Int. Ed., 2012, 51, 9344-9347.
38 J. Icha, M. Weber, J. C. Waters, C. Norden, Phototoxicity in live fluorescence microscopy, and how to avoid it, Bioessays,
2017, 39, 1700003.
39 D. L. Coutu, T. Schroeder, Probing cellular processes by long-term live imaging – historic problems and current solutions, J.
Cell. Sci., 2013, 126, 3805–3815.
40 D. W. Piston, G.-J. Kremers, Fluorescent protein FRET: the good, the bad and the ugly, Trends. Biochem. Sci., 2007, 32,
407-414.
41 M. Lelek, M. T. Gyparaki, G. Beliu, F. Schueder, J. Griffié, S. Manley, R. Jungmann, M. Sauer, M. Lakadamyali, C. Zimmer,
Single-molecule localization microscopy, Nat. Rev., Methods Primers, 2021, 1, 39.
42 J. Quérard, R. Zhang, Z. Kelemen, M.-A. Plamont, X. Xie, R. Chouket, I. Roemgens, Y. Korepina, S. Albright, E. Ipendey, M.
Volovitch, H. L. Sladitschek, P. Neveu, L. Gissot, A. Gautier, J.-D. Faure, V. Croquette, T. Le Saux, L. Jullien, Resonant out-of-
phase fluorescence microscopy and remote imaging overcome spectral limitations, Nat. Commun., 2017, 8, 969.
43 C. M. Brown, R. B. Dalal, B. Hebert, M. A. Digman, A. R. Horwitz, E. Gratton, Raster image correlation spectroscopy (RICS)
for measuring fast protein dynamics and concentrations with a commercial laser scanning confocal microscope, J.
Microscopy, 2008, 229, 78–91.
44 U. Resch-Genger, Paul C. DeRose, Fluorescence standards: Classification, terminology, and recommendations on their
selection, use, and production (IUPAC Technical Report)*, Pure Appl. Chem., 2010, 82, 2315-2335.
45 U. Resch-Genger, Paul C. DeRose, Characterization of photoluminescence measuring systems (IUPAC Technical Report),
Pure Appl. Chem., 2012, 84, 1815-1835.
46 D Ross, M Gaitan, L E Locascio, Temperature measurement in microfluidic systems using a temperature-dependent
fluorescent dye, Anal. Chem., 2001, 73, 4117-4123.
47 J. Querard, T.-Z. Markus, M.-A. Plamont, C. Gauron, P. Wang, A. Espagne, M. Volovitch, S. Vriz, V. Croquette, A. Gautier, T.
Le Saux, L. Jullien, Photoswitching kinetics and phase sensitive detection add discriminative dimensions for selective
fluorescence imaging, Angew. Chem. Int. Ed., 2015, 54, 2633-2637.
48 R. Zhang, R. Chouket, A. G. Tebo, M.-A. Plamont, Z. Kelemen, L. Gissot, J.-D. Faure, A. Gautier, V. Croquette, L. Jullien, T.
Le Saux, Optica, 2019, 6, 972-980.



50 CHAPTER 2. FLUORESCENCE MICROSCOPE DESIGN

2.6.2 Contributions
This work is the result of years of research by the team of Ludovic Jullien and Thomas Le Saux.

I suggested summarizing this work into a publication targeting the community of bioimaginig in
life sciences interested in assessing the instruments quality and reproducibility. Ludovic Jullien and
Thomas Le Saux introduced the various actinometric strategies. With Ludovic Jullien and Thomas
Le Saux, we designed the epiflorescence setup and the set of experiments displayed in the main
text, and the complementary characterizations required. I mainly focused on the experiments using
Dronpa-2, DDAO and Chlamydomonas reinhardtii. I made all the figures from the Main Text
except Figure 2j-l made by Ian Coghill. Ian Coghill also performed the 3D simulations presented in
the Supplementary Materials. Hessam Sepasi Tehrani performed the experiments on Nit, DASA and
Cin. The actinometers were synthesized by Marie-Aude Plamont, Hessam Sepasi Tehrani and Yuriy
Shpinov. Hessam Sepasi Tehrani performed the characterizations of these fluorophores presented
in the Supplementary Materials. Ludovic Jullien developed the models and computations for the
kinetics, as well as the model for the estimations of light intensity under the confocal microscopes. The
confocal experiments were performed by Hessam Sepasi Tehrani, Pierre Mahou, Thomas Le Saux and
me, and were analyzed by me for the Dronpa-2 images and Thomas Le Saux for fluorescent beads,
which he complemented with the RICS experiments and their analysis (Supplementary Materials).
The experiments on Chlamydomonas reinhardtii were performed by Yuxi Niu, Ladislav Nedbal and
me and I ran the analysis. I wrote the codes and applications addressed to the users and shared on
Github. Ludovic Jullien wrote the first drafts of the manuscript and supplementary materials.



Chapter 3

Remote sensing of chlorophyll
fluorescence

3.1 Introduction
This Chapter describes the principles at the root of photosynthesis remote sensing. I used three

books [89, 92, 109] and a seminar from Christian Frankenberg at the Keck Institute for Space Studies
(2017) as references.

Fluorescence refers to the phenomenon in which a system that reached a singlet excited state
by the absorption of light energy re-emits this energy in the form of visible light. In one-photon
absorption, the emission wavelength is longer than the excitation wavelength because a fraction of
the absorbed energy is relaxed by internal vibrations. When excited by light, the reaction centers of
the photosynthetic chain respond by dissipating a fraction of the excitation as fluorescence photons
that can be measured remotely. The rest of the exciting light is used in the photosynthetic chain
or dissipated, principally as heat. Probing the fluorescence brings information on these competitive
pathways: photosynthesis and heat dissipation, in particular active heat dissipation, which intervenes
dynamically when the plant is stressed.

Before detailing these pathways, I give an overview of the photosynthetic chain and its structure
within the leaf architecture. Although this specific part focuses on leaves, for the rest of the work
the comments are valid for leaves and algae, as the phenomena described are well-preserved among
photosynthetic species.

Then, the pathways that an absorbed photon can follow are described. I introduce a thought
experiment to clarify the key parameters used in chlorophyll fluorescence (ChlF) research. It consists
in applying a high-light jump to a plant previously left in the dark, to fill its photosynthetic chain until
saturation. This thought experiment, which is actually a whole branch of photosynthesis research –
fluorescence transient –, can enlight the complexity of the dynamics of the fluorescence response.

At this point I introduce a manuscript that we plan to submit to Advanced Science in September
2023. This manuscript shows that within the dynamic ChlF response, the very first part is kinetically
dependent on the light intensity. As the photosystem activity is well-preserved among photosynthetic
organisms, we introduced a method to exploit this phenomena to calibrate a light intensity using a
leaf randomly collected from a garden.

The publication discusses other light-dependent phenomena that could be measured to charac-
terize the excitation light. They happen over longer time-scales and further away from the initial
photon absorption step. As a consequence, they not only integrate information on light, but also
on the plant’s inner biochemistry (stress, synthesis, etc). Therefore, we focus only on the initial
step of the fluorescence transient for actinometry. In the following part of the work, we will not be
interested to use the slower processes as actinometers. On the contrary, we will use them as reporters
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of the photosynthetic organism status, precisely the objective of remote sensing. I will show how, by
exploiting the light calibration methods described principally in Appendix 2.6, it is possible to unmix
the light amplitude effect from the fluorescence response and focus on the contribution of the plant’s
inner biochemistry. I demonstrate and validate a new protocol to perform fluorescence remote sens-
ing in imaging at the micrometer scale. For this, we ran experiments with Benjamin Bailleul, Eliora
Israelievitch and Marcelo Orlando on their instrument at IBPC and the epifluorescence microscope
simultaneously.

3.2 Light capture in photosynthetic organisms

3.2.1 Description of the photosynthetic chain

Figure 3.1: Scheme of the photosynthetic chain, displaying the photosystems PSII and PSI (P) playing
the motive role in the light reaction in combination with the redox agents, plastoquinone (PQ), cytochrome
b6f (Cyt b6f), plastocyanin (PC), ferredoxin (FD), Ferredoxin–NADP+ reductase, and the dark reaction site
(Calvin cycle). Absorption of light by the photosystems initiates a series of electron transfers from a first
(PSII) photosystem - releasing oxygen from water - to a second photosystem (PSI), which releases strong
reductants ending up at NADPH; an electrochemical potential across the membrane coupling a H+ gradient
to ATP production. NADPH and ATP subsequently enable fixation of carbon dioxide and production of
sugars. Photosynthesis regulation manages excess of light and balances the serial operation.

Photosynthesis is the vital process of plants, algae, and some bacteria. These photosynthetic
organisms convert carbone dioxyde (CO2) and water (H2O) into sugars (C6H12O6) and dioxygen
(O2) through the following reaction: 6 CO2 + 6 H20 −−→ C6H12O6 + 6 O2.

This reaction is fueled by light from the whole visible spectrum. It is absorbed by specialized
pigments whose absorption bands cover the wavelength range from 400 nm to 750 nm. The pigments
are located in the chloroplasts within cells and act as antennas: they transfer the excitation energy
to reactions centers (RC), where the photosynthetic chain operates.

The photosynthesis process can be divided into two main steps: the light-dependent reactions
and the dark reactions, also known as the Calvin cycle. In the light-dependent reactions, solar energy
is captured by the pigments and transferred as an exciton to the RC driving the photosynthetic chain
[110]. The pigment-protein complexes are called Photosystems. There are two types of photosystems,
Photosystem II (PSII) and Photosystem I (PSI) which work synchronously to convert light energy
into chemical energy. Their activity is combined with a series of biomolecules where oxydo-reduction
reaction take place to transfer the excited energy throughout the chain, as explained in the following.
The light transferred from the antennas is absorbed by Photosystem II (PSII), specifically by the
chlorophyll a (Chl a) molecules in the reaction center called P680. As a result of light absorption,
P680 reaches an excited state, and an electron is transferred from P680 to the primary electron
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acceptor (Figure 3.1). This process leaves P680 in an oxidized state, which is subsequently restored
by extracting electrons from water molecules. This extraction of electrons from water is facilitated by
the water-oxidizing enzyme known as the Oxygen-Evolving Complex (OEC) [111]. Through a series
of redox reactions, the OEC catalyzes the splitting of water molecules, releasing electrons, protons
(H+), and molecular oxygen (O2) as byproducts. The electrons released from the water molecules
are then used to replenish the electron hole in the oxidized P680, allowing it to continue participating
in the electron transport chain of PSII. The same principle happens with PSI and its reaction center
core molecule P700, where the electrons reoxydizing P700 come from P680 and subsequent redox
reactions. In the rest of the manuscript, PSI will seldom be mentioned as the fluorescence at room
temperature mainly emerges from PSII [112] and therefore reflects principally P680 activity.

The extracted electrons travel through an electron transport chain, involving electron carriers and
protein complexes within PSII and PSI. These exchanges contribute to the formation of adenosine
triphosphate (ATP) and nicotinamide adenine dinucleotide phosphate (NADPH), which are reagents
of the dark-reaction. In particular, the protons from the OEC and from cytochrome b6f transfer
reaction contribute to building up a gradient of proton across the thylakoid membrane, driving the
ATP-synthase (Figure 3.1).

In the dark reactions, the ATP and NADPH generated in the previous stage are utilized to convert
carbon dioxide into glucose through a series of enzymatic reaction, in particular carbon fixation by
RubisCO (ribulose-1,5-bisphosphate carboxylase/oxygenase), it is the Calvin Cycle [113].

Let us now focus on the light reaction, as it allows understanding how light affects the plant
status, and how to get information from fluorescence. I begin by describing the leaf structure to
describe the pathway of an input solar photon within the leaf and highlight how the characteristics
of the input light can affect the fluorescence measurements.

3.2.2 Leaves structure optimizing light capture
The structure of leaves is designed to maximize the absorption of light. Leaves consist of several

layers, each serving a specific purpose in capturing and utilizing sunlight effectively. The outermost
layer, the epidermis, acts as a protective barrier and is transparent to allow light to pass through.
Within the epidermis are tiny openings called stomata, which regulate gas exchange, including the
intake of carbon dioxide.

Beneath the epidermis lies the mesophyll, the primary site of photosynthesis. The mesophyll is
composed of two layers: the palisade mesophyll and the spongy mesophyll. The palisade mesophyll
cells are elongated and tightly packed, occupying the upper part of the leaf (Figure 3.2a). They contain
a high concentration of chloroplasts, where photosynthesis takes place. The spongy mesophyll, located
below the palisade layer, has more air spaces, allowing for gas exchange and facilitating the movement
of water and nutrients.

The large surface area of leaves allows for more exposure to sunlight, maximizing the chances of
light absorption. The chloroplasts within the mesophyll are motile, and their arrangement depends
on the incident light level. In low light they are randomly distributed, in shade they are evenly
distributed to maximize light absorption, with the largest cross-section oriented perpendicular to the
light flux, and in high light they stack in columns parallel to the flux, to benefit from collaborative
shading. They adapt their position to the light level by chloroplast relocation over tens of minutes
[117, 118]. A part of the fluorescence response signal will mirror this motility.

3.2.3 Thylakoids hosting the photosynthetic chain
The chloroplasts contain thylakoids which are the sites of photosynthesis. They are flattened,

disc-like membranous sacs that are stacked on top of each other to form structures called grana
(Figure 3.2c).

The photosystems (reaction centers and connected pigment antennas) are embedded into the
thylakoid membrane. The membrane separates the lumen from the stroma and allows in particular
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Figure 3.2: Leaf architecture, from cells to pigments. a,b:Distribution of absorbed light in spinach
sun leaves. Irradiation with blue, green or red light results in different profiles of absorbed light in the
leaf. The micrograph above the graph shows a cross-section of a spinach leaf, with rows of palisade cells
occupying nearly half of the leaf thickness. The shapes of the curves are in part a result of the unequal
distribution of Chlorophyl within the leaf tissues [114, 115]. c: Schematic picture of the overall organization
of the membranes in the chloroplast displaying the thylakoid, the stroma, the lumen and the grana. d:
In vivo absorption spectra of selected photosynthetic pigments from plants, algae and cyanobacteria, and
fluorescence spectrum of Chl a. Carotenoid absorption spectrum is an estimated in vivo absorption spectrum
in green algae. Phycoerythrin and phycocyanin absorption spectra are unpublished spectra from Govindjee’s
laboratory. Chl a fluorescence spectrum is from spinach chloroplasts [92, 116].

a proton build-up fueled by the light reaction at the level of Cytochrome b6f to drive the ATP-
synthase which feeds the Calvin cycle with ATP. The arrangement of thylakoids in grana is crucial
for maximizing the efficiency of light capture. By stacking the thylakoid membranes, more Chlorophyl
molecules can be packed into a smaller space, increasing the surface area available for light absorption.

3.2.4 Pigments and reaction centers fueling the photosynthetic chain
The primary pigments involved in photosynthesis are chlorophylls and carotenoids (Figure 3.3a).

Chlorophylls, specifically chlorophyll a (Chl a) and chlorophyll b (Chl b), are the main pigments
responsible for absorbing light energy in the visible spectrum. Carotenoids, such as beta-carotene
and xanthophylls, complement chlorophylls by alternatively extending the range of light absorption
and providing protection under excess light energy. The pigments have different absorption spectra
(Figure 3.2d), and their combined spectra show a maximum of absorption in the blue and red, while
the green light is mainly reflected and transmitted. Therefore, the distribution of absorbed light
varies within the leaf’s depth, making it relevant to use different wavelengths to probe the apparatus
(Figure 3.3b). Interestingly, Chl a and Chl b present shifted absorption spectra. The Chl a/Chl b
ratio is higher in PSI than PSII, making it more sensitive to far red light [119, 120].

The core of the reaction centers of PSII and PSI consist in a pair of Chl a molecules which reach
an excited state when they receive the exciton energy coming from the antennas. There are two
layers of antennas, the core antennas that are consistently connected to the reactions centers, and the
Light Harvesting Complex (LHC) antennas, that are mobile and can detach from the Photosystems.
As there are two peaks in absorption, the reaction center can be excited from a wider span of light
and an internal conversion rapidly occurs to reach the lower and most stable excited-state (internal
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conversion - IC). It is why it is relevant to measure the incoming light energy in terms of moles
of photons per unit of surface and time (einstein - E) rather than W/m2, because no matter the
wavelength, as long as it is absorbed and transferred to the reaction center, a photon will lead to
the same excited state (Figure 3.3b). The natural deexcitation pathway for this pigment complex
would be fluorescence, but several quenching pathways occur in competition, the prominent being
photosynthesis (Photochemical Quenching), described in 3.2.1.

The rate constants of the deexcitation pathways in competition with fluorescence depend on
numerous factors and are time-dependent. Their study is at the core of the research on remote
sensing using fluorescence, in particular in the establishment of protocols to probe photosynthetic
organisms’ status dynamically.

Figure 3.3: a: Structure of Chlorophyll a,b and β-carotene; b: Excited states of Chlorophyll a. Adapted
from: [92].

Light dependency of the photosynthetic chain

The principal actor which affects the quantum yields evolution is the incoming light. Indeed, the
photosynthetic capacity of an organism is dictated by its photon absorption capacity, but also the
capacity of the photosynthetic chain to process the energy input and accomplish the full reaction. A
way to picture these constraints is to see the photosynthetic chain as a chain of workers. The light
and the reagents are the raw products, while the photosystems, the oxydizing agents and the Calvin
cycle act as the workers. A sortage of raw material will leave the workers free and ready to absorb
a full workload when the raw material flows back in. On the other hand, if the flow of raw material
is high, each worker will reach saturation at a different rate, and the overall chain will be blocked at
different stages.

In particular, the enzymatic capacity of the Calvin Cycle is limited, which is schemed in Figure
3.4a. When increasing the incoming light, the photosynthetic capacity reaches a saturation point
after which the Calvin cycle becomes limiting. This transition light level depends on the growth light
level of the photosynthetic organism. Indeed, the growth light received drives different long-term
synthesis strategies to optimally use the light, in particular for the photosystems and the chloroplast
structure [121].

Non-Photochemical Quenching (NPQ)

When the system is exposed to saturating light, excess photon energy builds up and can lead to
photo-toxicity. To reuse the work chain metaphor, the raw material (photon energy) is in excess and
since the chain cannot handle it, it overflows elsewhere, where it is not desired. When the pathway of
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Figure 3.4: Light-dependent response of the photosynthetic chain a: Dependence of photosynthesis on
the light level evaluated as CO2 assimilation. A minimal light threshold is required to compensate the
respiration. The light compensation point is reached when photosynthetic CO2 assimilation equals the amount
of CO2 evolved by respiration. Above this point, the photosynthesis rate increases proportionally with light,
indicating a light-limited electron transport rate, which in turn is limited by the amount of available light.
Further increases in photosynthesis are eventually limited by the carboxylation capacity of RubisCO or the
metabolism of triose phosphates. This part of the curve is referred to as CO2 limited. Adapted from: [92]; b:
Photon pathway under excess light conditions. There are several layers of photodamage protection. The first
line of defense is the quenching of excess excitation as heat (NPQ). If this defense is not sufficient and toxic
photoproducts form, various scavenging systems come into play to eliminate these reactive photoproducts.
Should this second line of defense also prove ineffective, the photoproducts have the potential to cause damage
to the D1 protein present in photosystem II, resulting in photoinhibition. The D1 protein is then excised from
the PSII reaction center and degraded. A newly synthesized D1 is reinserted into the PSII reaction center to
form a functional unit. Adapted from: [92, 122].

the photosynthetic chain is blocked because the forward electron transfer is limited by a step along
the chain, the electron can recombinate with the reaction center, in particular P680 (inside PSII).
In this scenario it has been shown that the probability of conversion of P680 to P680* triplet state
(inter-system crossing - ISC) is increased [123–126]. From the triplet state the emission is called
phosphorescence, and has a much longer lifetime (sometimes up to seconds). For this reason the
triplet state is much more likely to undergo an excited state chemical reaction and react with oxygen
(a natural triplet), forming damaging Reactive Oxygen Species (ROS). The first defense mechanism
developed throughout evolution is active heat dissipation of the photon energy to decrease the triplet
conversion probability by offering the exciton another deexcitation pathway (Figure 3.4). It is referred
to as Non-Photochemical Quenching (NPQ) and enters in the processes competitive with fluorescence
and photosynthesis (Photochemical Quenching). Alternative path not shown in the figure include
movement to avoid light: chloroplast relocation or leaf motion for higher plants, phototaxis for motile
algae equipped with flagella. When the excess energy cannot be evacuated, it resolves in damaging
the proteins at the core of PSII by ROS. It involves a modification of the damage and repair rates of
photosystems which are continuous mechanisms [127]. This phenomena is called photoinhibition and
is generally included in the NPQ mechanisms.
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3.3 Deexcitation pathways of the excited state
Equipped with this range of phenomena, we can now address the question of quantum yields with

more clarity. Figure 3.5 depicts the different deexcitation pathways mentioned previously and their
respective rate constants (assumed to be first order). kT designates the Photochemical Quenching,
kF the fluorescence, kQ the NPQ, kIC the conversion to the thermally relaxed excited-state (IC, see
Figure 3.3), and kISC the singlet-to-triplet conversion (ISC). It also includes photobleaching kP B

which occurs when the excited triplet state reacts with oxygen to form singlet oxygen and damages
the RC proteins, leading to the quenching of the RC. We have previously included this process in
kQ. These competitive mechanisms affect the fluorescence life-time (∼ 1 ns [112]) and the quantum
yield of fluorescence, giving two strategies to measure them. We focused on the quantum yield of
fluorescence as it requires less sensitive and rapid instruments, which is more compatible with our
instrument specifications. The yield of a given process is the rate constant of the process divided by
the sum of all the rate constants.

Figure 3.5: Deexcitation pathways of the reaction center excited state. The excited state is depicted as a
circle in which the excited molecules are confined. Each molecule that is in the excited state has an asterisk
(X*). The entrance to the excited state takes place through excitation with a photon of energy hνex. The
excited molecules can leave the excited state through several pathways: energy transfer (kT ), fluorescence
emission (kF ), intersystem crossing (kISC), internal conversion (kIC), quenching (kQ), or photolysis (kP B).
Every time a molecule leaves the excited state by the fluorescence emission pathway it emits a photon of energy
hνem. Except for the photobleach pathway (from which the molecule is irreversibly chemically destroyed)
and intersystem crossing, every molecule that exits from the excited state returns to the ground state, and
can be excited again. Adapted from: [109]

3.3.1 Quantum yield of photochemistry
I will now show an example of how fluorescence can report on one of the competitive quantum

yields (ϕP - photosynthesis) to give the reader an insight of the problem complexity and the approach
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taken in the literature. Considering kO (for "other") the rate constants of the processes other than
P, F and Q (which we will call NPQ), the quantum yield of photochemistry is:

ϕP = kP

kP + kF + kNP Q + kO
(3.1)

If a leaf is left in the dark for some time, the photosynthetic chain is completely empty, and has
the capacity to convert light into energy at its maximal capacity because all the electron acceptors
are oxidized: kP = kP,max In these conditions we write the minimal quantum yield of fluorescence
F0:

ϕF0 = kF

kP + kF + kNP Q + kO
(3.2)

If a strong pulse of light is applied to the leaf, the photosynthetic chain will fill-up until all the
actors are reduced. In these conditions the quantum yield of photochemistry becomes kP = kp,min =
0. At saturation, the quantum yield of fluorescence is called ϕFM and equals:

ϕFM
= kF

kF + kNP Q + kO
(3.3)

FM designates the fluorescence level at saturation and F0 the initial fluorescence value when
the light is turned on. Assuming the pulse light is constant, that there are no changes in the light
absorption during the illumination, and that the saturation is reached before kNP Q and kO start to
be affected by the excess light (they remain constant), the proportionality constant c between the
fluorescence yields and the measured fluorescence is constant: FM = cϕFM

and F0 = cϕF0 . Then we
can develop:

FM − F0

FM
= ϕFM

− ϕF0

ϕFM

= 1 − ϕF0

ϕFM

(3.4)

When replacing the rate constants:

1 − kF + kNP Q + kO

kP + kF + kNP Q + kO
= kP

kP + kF + kNP Q + kO
= ϕP (3.5)

Resulting in:

FM − F0

FM
= ϕP = 1/kP (3.6)

This shows how to obtain ϕP from the fluorescence measurement of F0 and FM .

3.3.2 Fluorescence transient to measure the quantum yield of photochem-
istry

This thought experiment which explains how to obtain the maximal yield of photochemistry
(around 83% for an healthy leaf, equivalent to FM ≈ 5F0) is easy to perform experimentally.
A light jump is applied to a dark-adapted leaf, and the fluorescence dynamics is collected. F0
is the fluorescence measured at the beginning of the trace1 and FM as the global maxima. Its
investigation forms a whole branch of photosynthesis research because more information can be
obtained from this curve [61]. The saturation can be reached in less than 1 s for a light above
1000 µmol(photons) · m−2 · s−1[61]. It is called fluorescence transient, fluorescence induction or Kaut-
sky effect. As the chain fills up, the fluorescence displays local inflection points which report on the

1∼ 50 µs after the light onset, to make sure that the dynamics of the light source does not overlap with
the leaf kinetics. In the epifluorescence microscope setup, the LEDs characteristic time is below 10 µs.
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successive reduction of the electron acceptors. The curve is often named after the letters attributes
to each maxima (OJIP - Figure 3.6). When the light is left on for longer, the other mechanisms come
into play, in particular kNP Q changes dynamically as the leaf reacts in defense to the saturating light
(see 3.2.4).

Figure 3.6: A typical Chl a fluorescence transient (induction/Kautsky/OJIP curve) measured in response
to a saturating red light pulse (650 nm, 3200 µmol(photons) · m−2 · s−1) applied to a dark-adapted pea leaf.
Fluorescence values are expressed as F /F0, where F0 is the initial fluorescence (at 50 µs). The O-J-I-P
fluorescence rise is followed by a decline to a steady-state S. Inserts show the same transient on different
linear time scales: (a; center) up to 120 s, (b; top left) up to 200 ms and (c; top right) up to 20 ms. Adapted
from: [109].

Interestingly, the primary phase of the fluorescence transient reflects the light-limited reaction
(reduction of the electron acceptor Qa). It has been shown that its rate constant is linearly dependent
on the excitation light intensity. As light calibration was one of our research focus, I suggested
writing a manuscript on how to use leaves to calibrate a light source. Note that it was also evoked
with a work done on algae presented in Appendix 2.6. Here we use fluorescence as a means to learn
about our instrument exciting light before diving into how fluorescence can give information about
the photosynthetic system. When probing the system as close as possible to photon absorption,
we obtain information on the absorption process. But the further we probe, the more phenomena
affect the fluorescence quantum yield, leading to richer information, but also more complex unmixing
strategies to identify the origin of the signal dynamics.
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3.4 Manuscript: Leaves to measure light intensity
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Quantitative measurement of light intensity is a key step in ensuring the reliability and the reproducibility of scientific re-

sults in many fields of physics, biology and chemistry. The protocols presented so far use various photoactive properties of

manufactured materials. Here we introduce leaves as an easily accessible green material to calibrate light intensity. The mea-

surement protocol consists in monitoring the chlorophyll fluorescence of a leaf while it is exposed to a jump of constant light.

The inverse of the characteristic time of the initial chlorophyll fluorescence rise is shown to be proportional to the light inten-

sity received by the leaf over a wide range of wavelengths and intensities. Moreover, the proportionality factor is stable across

a wide collection of plant species, which makes the measurement protocol accessible to users without prior calibration. This

favorable feature is finally harnessed to calibrate a source of white light from exploiting simple leaves collected from a garden.

1 Introduction

Quantitative measurement of light intensity is presently highly demanded by physicists, biologists

and chemists involved in fields as diverse as production of molecules and materials, design of med-

ical protocols, optical bioimaging, optogenetics, or photocatalysis.[1, 2, 3, 4] Indeed this measure-

ment is essential to compare scientific results from different sources and to ensure their reproducibil-

ity.

Materials exhibit multiple interactions with light thereby altering the material properties or the

incoming electromagnetic field such as (non)linear optics, photorefractivity, photochromism, photo-

voltaics, photocatalysis, magneto-optics. . . [5, 6, 7, 8, 9]. Hence, they provide various designs for

measuring light intensity. Selenium and silicon light meters use photovoltaic sensors generating

1



a voltage proportional to light exposure whereas cadmium sulfide light meters exploit a photore-

sistor sensor whose electrical resistance changes proportionately to light exposure. As an alterna-

tive method, actinometers are photoactive materials, which measure light intensity from extracting

a time after optically analyzing the time course of the extent of a photochemical reaction with a

known quantum yield.[10]

Light meters and actinometers are powerful tools but they suffer from limitations.[11, 12] Measur-

ing light intensity with light meters is fast and can be achieved over a wide range of wavelengths

and incident light intensities. Yet, this measurement requires a specific instrument and the inde-

pendent determination on the illumination spot size.[13, 14] Actinometers often rely on the low

sensitive absorbance for reporting and their accessibility is limited for most end-users.[10] Here, we

are interested in studying a light-measuring system, which combines the attractive features of light

meters and actinometers while addressing some of their limitations.

Plant leaves are abundant green materials. They have been considered to produce silica or other

chemicals[15] or as a source of components.[16] They have also been important actors of bioinspi-

ration (e.g. in relation to specific wettability properties[17, 18]). More generally, photosynthetic or-

ganisms have been harnessed to produce living materials.[19] However, although strongly photoac-

tive and sensitive to light, they have never been considered for quantitative measurement of light

intensity. Here, we show that they act as widely accessible fluorescent actinometers, which are rel-

evant to quantitatively measure light over the whole 400–650 nm visible light window in a broad

range of light intensities covering two to three orders of magnitude, without spot size calibration.

2 Results

2.1 Principle of the measurement of light intensity

In oxygenic photosynthetic organisms, sunlight is collected with an efficient antenna absorbing light

in the whole visible wavelength range.[20, 21] The absorbed energy is conveyed to the photosys-

tem II and photosystem I, where it drives a charge separation accompanied by water splitting lead-

ing to oxygen evolution, followed by assimilation of carbon dioxide to produce sugars. However, a

small part of the absorbed energy (a few percent) is released as fluorescence emission (mostly by

chlorophylls, Chl) spanning the 650–800 nm range with an emission maximum around 680 nm and

a smaller peak at about 730 nm at room temperature.

When a dark-adapted leaf is exposed to continuous constant light, the Chl a fluorescence (ChlF)

intensity shows characteristic changes.[22] It first rises during about a second. Following on from

this step, the ChlF level decays over a few minutes as a consequence of several events (changes in

redox states of components of the linear electron transport flow, involvement of alternative electron

2
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routes, build-up of a transmembrane pH difference and membrane potential, activation of different

nonphotochemical quenching processes, activation of the Calvin–Benson cycle,. . . ).[23, 24, 25, 26,

27]

Here, we focus on the fast ChlF rise called OJIP rise,[28] which primarily reports on the successive

reduction of the electron acceptors of the photosynthetic electron transport chain. The ChlF inten-

sity rises in less than 1 s from a minimum level (the O level) to a maximum level (P). Depending

on the light level and the experimental conditions, it exhibits one, two or three intermediate steps

identified as local maxima labeled K, J and I. The first step systematically reflects the light-limited

reaction (reduction of the electron acceptor Qa). Interestingly, the rate constant of this so-called

photochemical phase has been reported to linearly depend on the intensity of the exciting light[29,

30] and to not significantly depend on the nature of the photosynthetic organism,[31, 32] in order

to facilitate obtaining samples for light measurement. Yet, the reported facts do not presently en-

able to exploit green leaves for quantitative measurement of light intensity, which is the purpose of

the present work.

Considering that the ChlF emission from a leaf is a side-product of the light-driven process of charge

separation, the rate constant driving the initial step of the ChlF rise is the product of two terms:

the cross section for photoactivation of the photosystem II denoted σ which reflects the capacity to

absorb light, and the light intensity I (more precisely irradiance) which is a surfacic power (W.m−2)

alternatively denominated photon flux density (with mol (photon).m−2 .s−1 or E.m−2.s−1; see Ex-

perimental Section). Provided that this rate constant k – or similarly its characteristic time τ =

1/k – can be retrieved from the time evolution of the ChlF rise, I can be measured if σ is known

since all these parameters are linked in Eq.(1).

I =
1

στ
(1)

Therefore the goal of this work has first been to measure the value of σ (λexc) over a wide span of

excitation wavelengths λexc covering the near UV-visible wavelength range. In order to proceed, we

first validated an automated protocol for extraction of τ from the initial step of the ChlF rise on

a wide variety of green leaves (61 samples). Then we explored two complementary approaches to

extract σ (λexc): (i) we first directly measured the values of σ (λexc) at four selected wavelengths

spanning the UV-Vis wavelength range; (ii) we subsequently established an average ChlF excita-

tion spectrum, which has been shown to be relevant for extrapolating the value of σ (λexc). As a

final application, we harnessed a leaf for characterizing a light source exhibiting a broad spectrum

of light emission.

3



2.2 Protocol for measuring the cross section associated to the initial step of the ChlF rise

2.2 Protocol for measuring the cross section associated to the initial step of the ChlF

rise

In a first step, we established an automated protocol for measuring the cross section associated

to the initial step of the ChlF rise in leaves by using continuous illumination. The leave samples

are prepared according to the protocol described in the Experimental Section. They are first sub-

mitted to darkness for 15 min before starting the illumination experiments. This preliminary step

empties the photosynthetic electron transport chain and enables to get a reference state of the leaf.

After the latter dark acclimation, the face of the bifacial leaves that is not directly exposed to sun-

light (abaxial) is exposed to time constant light at wavelength λexc in the [400 nm; 650 nm] wave-

length range, and the ChlF intensity is collected. 680 nm is the maximum of ChlF emission of the

photosynthetic apparatus. However, any wavelength between 650 and 750 nm can be used for ChlF

reporting, albeit with a lower fluorescence signal.

Fluorescence recording is started before turning on illumination (typically 10 ms in our experi-

ments) and the collected ChlF signal F (λexc,λem,t), is recorded as a function of time over 1 s. The

acquisition frequency has to be high enough in order to enable satisfactory sampling of the initial

step of the ChlF rise (typically 3 MHz in our experiments). The time evolution of the ChlF signal

is then automatically processed (a downloadable application is accessible online with instructions

for implementation available at https://github.com/Alienor134/OJIP-fit and in the Experimental

Section). The fitting algorithm exploits the approach of Joly & Carpentier[31] to obtain a prelim-

inary estimation of the parameters of the whole ChlF rise. After identifying the onset of the ChlF

response (F0) and the maximum of ChlF (FM), the algorithm iteratively estimates the parameters

of the initial step of ChlF rise:

� In a first step, the algorithm applies an unsupervised fit with Eq.(2)

F (t) = F0 + A1

(
1− e−t/τ1

)s1
+ A2

(
1− e−t/τ2

)s2
+ A3

(
1− e−t/τ3

)s3
(2)

in order to retrieve a first estimate τ1 of the value of the characteristic time associated to the

initial step of the ChlF rise. In this step the ChlF curve is pre-processed with a smoothing

(typically window size 10) and logarithmic subsampling (typically 200 samples per decade);

� In a second step, it restricts the time window to [0;3τ1] and applies the fit given in Eq.(3) to

the time evolution of the ChlF emission

F (t) = F0 + A
(
1− e−t/τ

)s
(3)

upon fixing s = 1.24 [31] in order to retrieve a second estimate of the value of the characteris-

tic time τ associated to the initial step of the ChlF rise;
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� In the last step, it restricts the time window to [0;5τ ], applies a fitting function given in Eq.(4)

F (t) = F (0) + A
(
1− e−t/τ

)s
(4)

to the time evolution of the ChlF emission upon adopting the values of parameters extracted

during the second step as starting values, and retrieves the final value of the characteristic

time τ associated to the initial step of the ChlF rise.

The light intensity sought for can eventually be extracted by introducing τ and the relevant value

of the cross section of photoconversion σ(λexc) in Eq.(1).

As a solid criterion allowing end-users to establish the relevance of their measurement of light in-

tensity, we eventually suggest exploiting the ratio (Fm − Fo)/Fm, which involves the minimal (Fo)

and maximal (Fm) values gathered from the time evolution of the ChlF signal F from the illumi-

nated leaf over a second. The ratio reflects the maximum quantum yield of PSII photochemistry

[?] and a fully developed and healthy plant exhibits a ratio of about 0.75 – 0.84.[33] Consequently,

only measurements leading to ratios above 0.75 should be retained to reliably extract light inten-

sity by using our reported average value of the cross section for photoactivation of the photosyn-

thetic apparatus.

2.3 Measurement of the cross section associated to the initial step of the ChlF rise at

470±10 nm

The relevance of the latter measurement protocol and iterative fitting algorithm of the initial step

of the ChlF rise has first been evaluated at 470±10 nm on a dark acclimated thin and young leaf

from the genus Chelidonium, no later than 1 h after its collection. The leaf has been observed un-

der an epifluorescence microscope equipped with a silicon photomultiplier as detector (see Exper-

imental Section). Figure 1a displays representative time evolutions of the normalized fluorescence

emission at various intensities of constant light. The fitting protocol was found relevant as dis-

played in Figure 1a (see also Figure 3a) illustrating different rises of ChlF. As shown in Figure 1b,

the inverse of the characteristic time of the photoconversion associated to the initial step of the

ChlF rise linearly depends on the light intensity over the whole investigated range. This behavior

demonstrates that the process driving the initial step of the ChlF rise evolution is photochemical

at least up to 10−2 E.m−2.s−1 light intensity. It also enabled us to retrieve the value of (1.30±0.05)×106

m2.mol−1 from the slope as a first estimate of the cross section of photoconversion at 470±10 nm as-

sociated to the initial step of the ChlF rise. With respect to typical orders of magnitude encoun-

tered for small photoactive molecules, the later value is extremely high. It is a consequence of the

large surface of the antenna over which light is collected and its energy conveyed toward the reac-

tion center of the photosystem II at which charge separation occurs with a very high efficiency.
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2.4 Minimal set-up for light calibration

Then the iterative fitting algorithm has been successfully applied at different light intensities, on

dark acclimated green leaves from sixty-one samples of plants reflecting a wide variety of photo-

synthetic species families, of shapes, growth conditions, soils, and microclimates (see Experimen-

tal Section). We noticed that the leaves that were not green (Oxalis triangularis, purple areas of

Columnea guttata) were the only ones not responding properly to the protocol, probably due to

high amount of epidermal anthocyanines. Although anthocyanines absorb mostly green light, they

also absorb blue and red light [34], which decreases absorption of chlorophylls. Thus, they were re-

moved from the dataset and we focused on green leaves. Figure 1c displays the dependence of the

inverse of their characteristic time τ associated to the initial step of the ChlF rise and Figure 1d

shows the associated distribution of the retrieved cross sections. The results enabled us to con-

clude that using a cross section (1.1 ±0.8)×106 m2.mol−1 for measuring light intensity at 470±10

nm gives an accurate value within a factor 2.5 whatever the exploited leaf. Such a low dispersion

of the cross section was anticipated since the process of light-induced photochemical reaction in

the reaction center of PSII which is at the core of our protocol for measuring light intensity in-

volves the same molecular structures of the photosynthetic apparatus in all the green plants inde-

pendently on the climate zone.

The preceding derivation of the cross section σ associated to the initial step of the ChlF rise at

470±10 nm relied on measurements on leaves conditioned with a standardized protocol detailed

in the Experimental Section. Hence, we addressed the robustness of its value by examining the im-

pact of the leaf development stage and of the time lag between the leaf collection and the measure-

ment (see section 2 in the Supplementary Information). We concluded that the leaf development

stage does not impact the cross section value, and that it is preferred to prepare the sample and

perform the measurement within one hour after the leaf collection.

2.4 Minimal set-up for light calibration

The preceding series of validating experiments has been performed with an epifluorescence micro-

scope. However, such an equipment is not necessitated to apply our protocol for measuring light

intensity with a leaf.

To support this statement, we first designed an easy-to-build-up setup. Its principal part consists

in an optical fiber that can reach the side of the sample to collect the ChlF through a red filter,

and a photon detector such as a photon counter or a photodiode (Figure 2a,b), which are classi-

cally used to collect the ChlF rise upon illumination.[35, 36]. As displayed in Figure 2c, we could

extract the characteristic time τ from analyzing the initial step of the ChlF rise from dark accli-

mated leaves upon constant illumination at 470±10 nm and show that it provided consistent val-

ues of the light intensity: 18 ± 1 mE.m−2.s−1 (4.6 ×103 in W.m−2) light intensity was retrieved

from the τ measurement by using σ = 1.1×106 m2.mol−1 whereas 11 mE.m−2.s−1 was estimated

6
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Figure 1: Validation of an automated protocol for extraction of τ from the initial step of the ChlF rise and determi-
nation of the cross section associated to the initial step of the ChlF rise from dark acclimated leaves upon constant
illumination at 470±10 nm. a: Time evolution of the ChlF emission from a dark acclimated leaf (genus Chelido-
nium) upon illumination at various light intensities (from 1 to 9 in mE.m−2.s−1 (in W.m−2): 0.3 (75), 1.2 (305), 2.4
(610), 3.5 (890), 4.6 (1200), 5.5 (1400), 6.4 (1600), 7.2 (1800), 7.8 (2000)). A moving average was applied on the ex-
perimental data (grey lines) before subsampling with window sizes of 50 and 10 for the fits given in Eq.(2) (dashed
lines) and (3) (solid lines) respectively; b: Dependence of the inverse of the characteristic time τ associated to the
the initial step of the ChlF rise from a dark acclimated leaf (genus Chelidonium) retrieved from the monoexponen-
tial fit on the light intensity in the range 20–8000 µE.m−2.s−1 (5–2000 W.m−2). Markers: Experimental data; Solid
line: Linear fit. The extracted slope is (1.30±0.05)×106 m2.mol−1 where the uncertainty is the standard deviation
of the regression coefficient for an ordinary least square regression; c: Dependence of the inverse of the characteristic
time τ associated to the initial step of the ChlF rise retrieved from the monoexponential fit on the light intensity for
various dark acclimated leaves picked-up from endemic and imported species grown in different soils, under different
illuminations and microclimates over the January 2022 – September 2023 period (61 samples); d: Distribution of
the cross section associated to the initial step of the ChlF rise from the dark acclimated leaves displayed in c. The
extracted average of the distribution is (1.1±0.8)×106 m2.mol−1.

from a calibration relying on a powermeter at the position of the leaf and a ruler to recover the il-

lumination spot size.

On another aspect, the acquisition frequency of the photodetector has to match the dynamics of

the initial step of the ChlF rise to yield meaningful information on the light intensity. For blue
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2.5 Dependence of the cross section associated to the initial step of the ChlF rise on the excitation wavelength

light in the range 50–10000 µE.m2.s−1 (10–2500 W.m2), the characteristic time τ varies between

50 ms and 50 µs. During the preceding microscope experiments, we used a data acquisition card to

collect the ChlF and subsequently extract the cross section for photoactivation of the photosystem

II from processing its time evolution. Since this equipment might not be available for fast acquisi-

tion of the fluorescence signal, we alternatively used an oscilloscope to collect the initial step of the

ChlF rise. A Robinia leaf was placed under the epifluorescence set-up and illuminated at 470 nm.

We measured the output of the detector collecting the fluorescence signal, which was connected to

both an oscilloscope (37 Hz) and the data acquisition card (3 MHz) during the same experiment.

As displayed in Figure 2d,e, we observed an accurate match between the outputs for three differ-

ent values of the current input (Figure 2e), which demonstrates that an oscilloscope can be used to

perform the light calibration with a leaf.

Hence, our simple protocol for measuring light intensity with a randomly picked leaf can be im-

plemented with a setup comprising an optical fiber, a red optical filter, a photon detector, and an

oscilloscope. Most of these elements can be found in almost every laboratory and do not require

extra investments.

2.5 Dependence of the cross section associated to the initial step of the ChlF rise on

the excitation wavelength

2.5.1 Direct measurement

The absorption spectrum of the photosynthetic apparatus is broad, which is favorable to make

measurements of light intensity over a wide range of wavelengths. Hence, the dependence of the

cross section associated to the initial step of the ChlF rise on the excitation wavelength has been

investigated with the epifluorescence setup equipped with four different LEDs emitting at 405±7

nm, 470±10 nm, 550±6 nm, and 630±9 nm with collection of emitted fluorescence at 775±70 nm.

Figure 3a displays representative time evolutions of the normalized fluorescence emission at various

light intensities of the four LEDs from a dark acclimated leaf (genus Robinia) observed with the

photodetector under the epifluorescence microscope. These time evolutions have been fitted with

the preceding iterative fitting algorithm in order to retrieve the characteristic time τ associated

to the initial step of the ChlF rise. Figure 3b displays the dependence of the inverse of τ retrieved

from processing the corresponding evolutions. It was again found linear over the whole range of in-

vestigated light intensities. We extracted (1.54± 0.07)×106 m2.mol−1, (1.65± 0.07)×106 m2.mol−1,

(0.31± 0.02)×106 m2.mol−1, and (0.60± 0.02)×106 m2.mol−1 for the cross sections σleaf(λexc) asso-

ciated to the purple, blue, green, and red-orange lights respectively.
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2.5 Dependence of the cross section associated to the initial step of the ChlF rise on the excitation wavelength
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Figure 2: Adapting the protocol for measurement of light intensity with a leaf to alternative optical setups. a-c:
Measurement with a simplified set-up. a,b: Scheme (a) and picture (b) of the simplified set-up. It consists in an
optical fiber equipped with a red fluorescence filter (775/140) connected to a photon detector to access the sample
and collect the ChlF. Here the light source to calibrate is simulated by a collimated and filtered LED (470/40 nm);
c: Example of ChlF rise obtained with the simplified set-up. A moving average was performed on the experimental
data (grey lines) with window size of 10 followed by a logarithmic subsampling. Applying the fits given in Eq.(2)
(dashed lines) and (3) (solid lines) respectively yielded τ = (5.1, 5.2, 4.7) × 105 s−1. Leaf species: genus Lonicera.
d-f : Measurement with an oscilloscope. Fit of the initial step of the ChlF rise performed on the ChlF response
acquired with the data acquisition card (d; τ=209 µs) or the oscilloscope (e; τ=229 µs). A moving average was
performed on the experimental data (grey lines) with window size of 10 (d) or 2 (e) followed by a logarithmic sub-
sampling for the fits given in Eq.(2) (dashed lines) and (3) (solid lines) respectively; f : Values of 1/τ retrieved from
fitting the time evolution of the ChlF signal collected with the oscilloscope (white) or data acquisition card (striped)
for various LED currents (including a repeat at 200 mA). T = 293 K.

2.5.2 Exploitation of the fluorescence excitation spectrum of the photosynthetic apparatus

To further expand the range of wavelengths at which the cross sections associated to the initial

step of the ChlF rise from a dark acclimated leaf would be available, we used fluorescence excita-

tion spectra.

We first recorded the fluorescence excitation spectrum of the photosynthetic apparatus of a leaf

from the genus Robinia. As shown in Figure 3c, it exhibits strong values in the purple-blue and

red wavelength ranges and a minimum at green wavelengths. Upon assuming the quantum yield

driving the initial step of the ChlF rise to not depend on the excitation wavelength, we then used

the fluorescence excitation spectrum of the leaf to compute the wavelength dependence of the cross
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Figure 3: Dependence of the cross section associated to the initial step of the ChlF rise from a dark acclimated
leaf on the excitation wavelength. Direct determination upon constant illumination at various wavelengths (a,b).
a: Time evolution of the ChlF emission from a dark acclimated leaf (genus Robinia) upon illumination at vari-
ous light intensities (from 1 to 4 in mE.m−2.s−1: 7.2, 3.2, 0.73, 0.60) at 470±10 nm (1), 405±7 nm (2), 550±6
nm (3), and 630±9 nm (4). A moving average was performed on the experimental data (grey lines) before sub-
sampling with window sizes of 50 and 10 for the fits given in Eq.(2) (dashed lines) and (3) (solid lines) respec-
tively; b: Dependence of the inverse of the characteristic time τ associated to the initial step of the ChlF rise re-
trieved from the monoexponential fit on the light intensity at 405±7 nm (pluses), 470±10 nm (triangles), 550±6
nm (circles), and 630±9 nm (crosses). Markers: Experimental data; Solid line: Linear fit. The extracted slopes
are σleaf(405)=(1.54±0.07)×106 m2.mol−1, σleaf(470)=(1.65±0.07)×106 m2.mol−1, σleaf(550)=(0.31±0.02)×106

m2.mol−1, and σleaf(630)=(0.60±0.02)×106 m2.mol−1 where the uncertainties are the standard deviation of the
regression coefficient for an ordinary least square regression; Indirect determination from exploiting the fluores-
cence excitation spectrum of the photosynthetic apparatus (c,d). c: Wavelength dependence of the cross section
σ(λexc) associated to the initial step of the ChlF rise for a Robinia leaf as extracted from exploiting its fluores-
cence excitation spectrum (the grey background reflects a 30% error bar). The graph values are accessible online.
Green markers: σleaf(λexc) as measured in b (genus Robinia). T = 293 K; d: Fluorescence excitation spectra of the
photosynthetic apparatus from three different photosynthetic organisms. The fluorescence excitation spectra ϵnorm
(λem = 690 ± 2 nm) have been normalized at 470 nm using the value σ=1.1×106 m2.mol−1 extracted from Figure
1d. Semi-dotted grey line: leaf (genus Robinia); dotted grey line: Chlamydomonas reinhardtii (cc124); solid grey
line: spinach thylakoid.[37] The averaged fluorescence spectrum built from the three preceding fluorescence excita-
tion spectra is displayed with a thick black solid line.
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2.6 Application: Characterization of the spectral light intensity of a white light source

section σleaf,exc(λexc) associated to the initial step of the ChlF rise by fixing the value of the cross

section to 1.65×106 m2.mol−1 at 470 nm as a reference (value measured for the Robinia leaf – Fig-

ure 3b). At 405, 550, and 630 nm, we obtained (1.2± 0.4)×106 m2.mol−1, (0.6± 0.2)×106 m2.mol−1,

and (0.7± 0.4)×106 m2.mol−1 respectively, which were in line with the measured values σleaf(λexc)

reported above (Figure 3c and Table 1). Thus, this reasonable agreement has suggested that the

knowledge of the fluorescence excitation spectrum and one σ value at a given wavelength would

be sufficient to predict the σ value at any wavelength within the action range (between 400 and

650 nm).

To evaluate the variance of the fluorescence excitation spectrum of the photosynthetic apparatus

among photosynthetic organisms, we further recorded the fluorescence excitation spectrum from

a culture of microalgae (Chlamydomonas reinhardtii cc124 in exponential growth phase) and su-

perposed the reported fluorescence excitation spectrum from a spinach thylakoid solution.[37] As

displayed in Figure 3d, the three fluorescence excitation spectra exhibit similar shapes. Hence, we

built an average fluorescence excitation spectrum of the photosynthetic apparatus (Figure 3d),

which has been subsequently used for extracting estimates of the light intensity over a wide range

of wavelengths (accessible online).

Altogether, the preceding agreements have suggested that the average fluorescence excitation spec-

trum could be exploited to compute an estimate of the wavelength dependence of the cross section

associated to the initial step of the ChlF rise at any wavelength between 400 and 650 nm from the

value measured at 470 nm. Hence, upon using the average value 1.1×106 m2.mol−1 of the cross

section at 470 nm determined in Figure 1d as a reference, we eventually used the normalized fluo-

rescence excitation spectrum shown in Figure 3d to build an average wavelength dependence of the

cross section σ(λexc) associated to the initial step of the ChlF rise (see Figure 3d). Table 1 sums

up the relevant parameters which have to be used for measuring the light intensity at various wave-

lengths with a leaf.

2.6 Application: Characterization of the spectral light intensity of a white light source

Manuscripts exploiting photochemistry often report on the power of light sources together with ge-

ometrical indications of their position with respect to the samples. However, this information is

limited to quantitatively retrieve the incident light intensities, which drives the kinetics of the pho-

tochemical reactions. Moreover, even when the latter is provided, its spectral distribution may be

lacking. Hence, an attractive application envisioned for a leaf is to measure the incident spectral

light intensity of a light source at a sample. More precisely, we addressed the challenging calibra-

tion of a white LED by benefiting from the broad light absorption of the photosynthetic appara-

tus, which covers the whole visible range (Figure 3c).
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2.6 Application: Characterization of the spectral light intensity of a white light source

Table 1: Photoconversion parameters associated to the initial step of the ChlF rise in a leaf. The normalized exci-
tation coefficient ϵnorm(λexc) was extracted from the average fluorescence excitation spectrum displayed in Figure
3d by fixing the value to one at 470 nm. The cross sections σleaf(λexc), σleaf,exc(λexc), and σ(λexc) have respec-
tively been measured (see Figure 3) and computed at 405, 550, and 630 nm from using respectively the excitation
spectra of the leaf and the average excitation spectrum of various photosynthetic organisms displayed in Figure 3c
upon fixing the value of the cross section of the photoconversion to 1.65 106 m2.mol−1 (for σleaf,exc(λexc)) or 1.1 106

m2.mol−1 (for σ(λexc)) at 470 nm. Isup(λexc) indicates the upper light intensity tested and relevant for a reliable
measurement.

λexc ϵnorm(λexc) σleaf(λexc) σleaf,exc(λexc) σ(λexc) Isup(λexc)
(nm) (106m2mol−1) (106m2mol−1) (106m2mol−1) (E.m−2.s−1 (W.m2))
405 1.0± 0.2a 1.54± 0.07b 1.2± 0.6c 1.1±0.8d 10−2(3000)e

470 1.0± 0.2a 1.65± 0.07b 1.65± 0.6c 1.1±0.8d 10−2(2600)e

550 0.2± 0.1a 0.31± 0.03b 0.6± 0.3c 0.22±0.16d 10−2(2200)e

630 0.4± 0.1a 0.60± 0.04b 0.7± 0.4c 0.44±0.32d 10−2(1900)e

a The error on the average fluorescence excitation spectrum ϵnorm(λexc) arises from the analysis of
the data displayed in Figure 3d.
b The error on σleaf is given by the standard deviation of the linear coefficient using an ordinary
least squares regression.
c The error on σleaf,exc(λexc) has been computed by taking into account the propagation of the
error on the fluorescence excitation spectrum of the leaf used for the experiment, which has been
evaluated to 30% of the value at 470 nm.
d The error on σ(λexc) has been computed by taking into account the distribution of the σ values
displayed in 1d and the error on the average spectrum.
e Extracted from the value of Isup(λexc) by using Isup(λexc) = Isup(λexc,ref) × ϵ(λexc,ref )

ϵ(λexc)
where

λexc,ref designates the wavelength at which the extraction of the cross section of photoconversion
has been performed (λexc,ref = 470 nm).

In a first step, we recorded the unscaled emission spectrum S(λ) of the LED (filtered above 665 nm

to avoid spectral overlap with the fluorescence emission of the leaf), which has been normalized by

its integral to yield the normalized emission spectrum j(λ) = S(λ)/S displayed in Figure 4a. The

average σleaf(470 nm)=1.1×106 m2.mol−1 cross section associated to the initial step of the ChlF

rise from dark-acclimated leaves retrieved from Figure 1d was used to scale the average excitation

spectrum displayed in Figure 3d and generate the scaled fluorescence excitation spectrum σleaf(λ).

The resulting scaled spectrum σleaf(λ) was multiplied by the normalized emission spectrum j(λ)

to generate the action spectrum of the white LED on the photosynthetic apparatus of the leaf,

σleaf(λ) × j(λ) (Figure 4b). Then we submitted the leaf to illumination with the white LED at dif-

ferent current inputs and recorded the rises of its fluorescence emission at 775±70 nm as a func-

tion of time. Each characteristic time τ associated to the initial step of the ChlF rise was used to

retrieve the scaling parameter SI for the corresponding current input (see Experimental section).

Figure 4c displays the resulting stack of scaled emission spectrum of the white LED.
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Figure 4: Characterization of the spectral light intensity of a white LED by a leaf-mediated measurement. a: Nor-
malized emission spectra (j(λ)=S(λ)/S) of the white LED; b: Product of the scaled spectrum σleaf(λ) by the nor-
malized emission spectrum j(λ) to generate the action spectrum of the white LED on the photosynthetic apparatus
of the leaf, σleaf(λ)×j(λ); c: Scaled spectral photon flux of the white LED for current levels 55, 111, 166, 222, 277,

333, 388 mA (light to dark) predicted from SI = (τ
∫ λmax

λmin
σleaf (λ)j(λ)dλ)

−1. The corresponding SI values are 0.5,

0.9, 1.4, 1.8, 2.3, 2.7, 3.2 mE.m−2.s−1. T = 293 K. See Experimental Section.

3 Discussion

Leaves are subjected to multiple processes driven by light,[23, 24, 25, 26, 27] which are prone to

produce images.[38, 39, 40, 41] These processes span over various time scales. The closer the pro-

cess is to the driving photon absorption, the faster it is to measure and the more reliable it is for

measuring light intensity. First, the processes get slower when they become farther in the metabolism

of photosynthesis. Hence, to use slower processes for reporting on light intensity would take longer

time and reduce the range of measurable light intensity since the photochemical step has to de-

termine the overall kinetics. Moreover, as the processes become farther in the metabolism of pho-

tosynthesis, they integrate other factors than the sole input of light to govern their extent, which

would affect the robustness of the measurement of light intensity.

When a dark-adapted leaf is exposed to continuous constant light, the redox reactions of the pho-

tosynthetic apparatus are significantly reflected in the initial ChlF rise only for the first second.

They are essentially conserved among photosynthetic organisms so as to ensure robustness of the

present protocol for measuring light intensity. In particular, the variable chlorophyll fluorescence

(ChlF) can be modeled by considering that illumination leads to the reversible formation of Q−
a ,

the reduced first quinone electron acceptor in photosystem II (PSII), and that it is proportional

to the fraction of reduced Qa.[22] At its turn, Q
−
a then reduces Qb, which is the second quinone

electron acceptor in PSII. After accumulation of two electrons at Qb and Q2−
b protonation by two

protons from the stroma, the resulting protonated doubly reduced QbH2 is released to the plasto-

quinone pool as PQred. The vacant place in the Qb-pocket of PSII is then filled back by a molecule

from the oxidised part of the plastoquinone pool, PQox, forming thus Qb in PSII. The associated
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kinetic scheme neglecting protonation of doubly reduced Qb is displayed in Figure 5a.[42, 43] Un-

der constant illumination of the initial state QaQb (the O level of the ChlF rise) at light intensity

I, the time evolution of ChlF evidences several kinetic regimes. Upon assuming that ChlF rise only

reflects Q−
a accumulation, they are associated with the successive accumulations of the states Q−

a Qb

(J step), Q−
a Q

−
b (I step), and Q−

a Q
2−
b (P step) respectively, which result from the decrease of the

rate constants ki and k−i when i increases. When the light intensity I decreases, one progressively

observes the disappearance of the fastest steps. The initial rise of ChlF is rate limited by a pho-

tochemical activation associated with the rate constant σI. Hence, at the slowest time scale, the

time evolution of the ChlF signal can be reliably accounted for with the two-state kinetic model

displayed in Figure 5b.

Figure 5: Mechanisms accounting for the time evolution of ChlF. a: Complete kinetic model. Illumination at light
intensity I drives the reversible reduction of Q−

a , the reduced first quinone electron acceptor in photosystem II
(PSII). In turn, Q−

a then reduces Qb, which is the second quinone electron acceptor in PSII. After accumulation of
two electrons at Qb and Q2−

b protonation by two protons from the stroma, the resulting protonated doubly reduced
QbH2 is released to the plastoquinone pool as PQred. The vacant place in the Qb-pocket of PSII is then filled back
by a molecule from the oxidised part of the plastoquinone pool, PQox, forming thus Qb in PSII. Order of magnitude
of the rate constants:[43, 44] σ ≃ 1 106 m2.mol−1, kr ≃ 1 104 s−1, k1 ≃ 5 103 s−1, k−1 ≃ 2 102 s−1, k2 ≃ 1.5 103

s−1, k−2 ≃ 5 101 s−1, k3 = k4 ≃ 1 102 s−1, k−3 = k−4 ≃ 5 101 s−1; b: Reduced kinetic model. It involves the rate
constants σI – where σ designates the cross section associated with the photoactivation – and k – which reports on
the back reaction (kr) and the relevant electron transfer to Qb (kn; n = 1 or 2) at the considered light intensity.

On a longer time scale, other light-driven phenomena affect the leaf ChlF. In typically 30 s, (non-)

photochemical quenching first decreases ChlF emission.[45] However, it is leaf species- and phys-

iological state-specific. Moreover, it cannot be made quantitative without a preliminary calibra-

tion. As a result of a longer light exposure, one can observe photoinhibition, which results from

the photodegradation of PSII. Hence, the ChlF decreases at the most illuminated zones.[46] In-

terestingly, a linear relationship has been established between the rate-constant of photoinhibi-

tion and light intensity when the leaves are treated with lincomycin, which inhibits the repair of

the photodegraded PSII.[47, 48, 49]. However, as for non-photochemical quenching, it is expected
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to be specific and requesting a demanding calibration. At the 30-min and longer time scale, blue

light further makes chloroplasts to stack on the side of the cells of leaves to minimize their light

exposure (avoidance).[50, 51] As a consequence, a light beam crossing the leaf is less absorbed than

when the chloroplasts are equally distributed in the cell. In practice, the three latter phenomena

overlap each-other as illustrated in Figure 6, in which we used a projector to imprint an image of

the overall reaction of photosynthesis.[41] Among the slowest processes, it is eventually worth to

mention starch production. Here light exposure generates contrasted sizes and numbers of starch

grains, which has early been used to produce images after extraction of the leaf pigments and io-

dine staining.[38, 39] However, the photoproduction and staining of starch is slow (day time scale).

Moreover, its robustness has not been investigated and it is not quantitative, which forbids its use

for measuring light intensity.

Figure 6: Regulation processes leading to the formation of images. Four leaves picked-up from the ENS garden (a)
have been illuminated for 2 h with a videoprojector, which projected the overall reaction of photosynthesis in black
letters against a white background. Then we exposed them to blue light from the back and took a picture of the
transmitted light with a cell-phone camera (c,e), or with collimated blue light and took a picture with a fluores-
cence filter (b,d). We observe that on the highly-illuminated areas, the transmission is higher in accordance with
chloroplast relocation. The ChlF level is also lower than on the areas not exposed (letters and numbers). This could
be due to photoinhibition or non-photochemical quenching, but also to chloroplast relocation because chloroplasts
are responsible for ChlF.

4 Conclusion

The experiments reported in this manuscript demonstrate that the fast light-driven step of ChlF

rise occurring at the subsecond time scale in leaves can be robustly harnessed to quantitatively
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evaluate light intensity. Despite the diversity of leaves which have been evaluated, similar cross

sections associated to the initial step of the ChlF rise have been measured, which illustrates the

convergence of the primary process of charge separation in higher plants. Hence, provided that it

has been well-acclimated in darkness, a simple fully-functional green leaf randomly chosen in a gar-

den is endowed to yield a good quantitative estimate of light over wide ranges of wavelengths and

intensities.

5 Experimental Section

Materials :

We performed several rounds of experiments by selecting leaves of endemic and imported species

over two years at different time periods (January, May, July, August and September), grown in dif-

ferent microclimates and with different soil compositions, under different light exposure, at differ-

ent ages, to average the diversity of the chloroplasts.

Forty leaves were collected in the surroundings of Ecole Normale Supérieure (45 rue d’Ulm, 75005

Paris), both endemic and imported species, under different shadings, identified with the mobile ap-

plication PlantNet (Figure 7a – genus Trifolium, Chelidonium, Hedera, Robinia, Parietaria, Co-

toneaster, Malus, Acer, Liriope, Athyrium, Lonicera, Hesperocyparis, Ginkgo, Plectranthus, Taxus,

Platycladus, Oxalis, Olea, Lavandula, Vitis or family Poacae). The leaves were collected and ana-

lyzed within one hour after their collection. They were cleaned with MilliQ water, dried with ab-

sorbing paper, and eventually sandwiched between two 150 µm-thick glass slides (24×60 #1 cover

slips – Epredia), which were taped together for the microscope observation. The leaves were always

illuminated from below (abaxial – the surface not directly exposed to sunlight on the plants).

To increase the variety of leaves, we collected twenty-one supplementary samples in the botanic

garden of the Museum National d’Histoire Naturelle of Paris (Figure 7b), where imported speci-

men were grown under different microclimates and growth conditions (controlled humidity levels,

light levels, temperature levels, soil composition, and controlled plant competition and watering

frequency). These microclimates included arid desert, warm and humid tropical forest, temperate

tropical forest, shadowed pond, alpine climate, with various soil structures including acidic, cal-

cic, rocky and ultramafic soils. The genus of the species collected correspond to Selaginella, Dic-

tymia, Sinningia, Columnea (green areas), Dischida, Pittosporum, Bocquillonia, Hereroa, Adenium,

Monophyllaea, Begonnia, Graptopetalum, Optunia, Gentiana, Tulipa, Minuartia, Saxifraga, Ere-

mogone, Ramonda, Wollfia, Optunia and Lunularia. In this later case, the samples were collected

between 9.30 am and 11.30 am and stored in Petri dishes with humid cottons to preserve humidity

(tap water). The two leaves collected from the arid microclimate were kept in a Petri dish with-

out humidity. The measurements were performed between 12 am and 7 pm the same day. Each
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leaf was left in the humid Petri dish in the dark until 20 min before the experiment to allow sam-

ple preparation (glass slide preparation presented above) and dark-adaptation.

All the samples have been submitted to darkness for 15 min before starting the illumination exper-

iments. Then, a time-lag of 1 min was left between each measurement at different light intensity

on the same leaf.

Fluorescence spectrometer:

The fluorescence measurements were acquired on a LPS 220 spectrofluorometer (PTI, Monmouth

Junction, NJ), equipped with a TLC50 cuvette holder (Quantum Northwest, Liberty Lake, WA)

thermoregulated at 25 ◦C.

We recorded the fluorescence excitation spectrum of the leaf as follows. The leaf was taped on a

glass slide and introduced inside a 1×1 cm2 quartz cuvette at 45 o from the incident light beam.

The fluorescence emission was collected at 690 nm. The acquired excitation spectrum was cor-

rected from the response of the detector to the glass slide only and it was smoothed with a moving

window.

The emission spectra of the LEDs have been recorded by sending the light emitted from the LEDs

filtered above 665 nm into the emission pathway of the fluorometer with reduced slits opening.

Simplified set-up:

The epifluorescence microscope as well as the reference light calibration strategy of the equipment

to retrieve the calibrated cross section associated to the initial step of the ChlF rise is described

in Section 1.1 of the Supplementary Information. Here we provide the description of the simplified

set-up that will allow the user to calibrate a light source using the tabulated cross sections.

The illumination part consists in a LED (M470L4, Thorlabs, NJ) collimated with a 16 mm lens

(ACL25416U-A, Thorlabs, NJ) and converging with a 75 mm lens (LBF254-075, Thorlabs, NJ)

filtered with a 470/40 nm filter (FF01-479/40-25, Semrock, Rochester, NY). The collection part

consists in an optical fiber (M29L05, NA = 0.39, 600 µm core diameter, Thorlabs) that harvests

the light intensity through a red filter (FF01-775/140, Semrock) and a 6.24 mm lens (F110SMA-

780, NA=0.37, Thorlabs, NJ). The output of the fiber is collected by a photon counter (MPPC

C13366-3050GA Hamamatsu, Hamamatsu, Japan) connected to an oscilloscope (RTB2004, Rhode

& Schwarz, Munich, Germany) and a data acquisition card (PCI 6374, National Instruments, Austin,

TX).

Protocol for measuring the cross section associated to the initial step of the ChlF rise:

The measurement consisted in exposing the conditioned leaves to at least seven different light in-

tensity levels and measuring the ChlF rise over 1 s at 3 MHz. Under blue illumination, it was per-
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a

b

Figure 7: Samples of leaves used to evaluate the distribution of the cross section associated to the initial step of
the ChlF rise. a: Leaves from the surroundings of Ecole Normale Supérieure (40 samples in total) used to collect
the rise of ChlF. They were placed between two microscope slides taped together. The genus of the leaves shown
in the picture were identified with the mobile application PlantNet[52]: Trifolium, Chelidonium, Hedera, Robinia,
Parietaria, Cotoneaster, Malus, Acer, Liriope, Athyrium, Lonicera, Hesperocyparis, Ginkgo, Plectranthus, Taxus,
Platycladus, Oxalis, Olea, Lavandula, Vitis or family Poacae. b: Leaves collected in the different microclimates
engineered at the botanic garden of the Museum National d’Histoire Naturelle of Paris (21 samples in total) used
to measure the rise of ChlF. They were kept in a humid Petri dish until 20 min before the measurement to allow
sample preparation between two glass slides and 15 min dark-adaptation. The genus of the species collected corre-
spond to Selaginella, Dictymia, Sinningia, Columnea (green areas), Dischida, Pittosporum, Bocquillonia, Hereroa,
Adenium, Monophyllaea, Begonnia, Graptopetalum, Optunia, Gentiana, Tulipa, Minuartia, Saxifraga, Eremogone,
Ramonda, Wollfia, Optunia and Lunularia.
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formed over a range of intensities between 50 µE.m−2.s−1 (13 W.m−2) and up to 10−2 E.m−2.s−1

(2600 W.m−2) with a time lag of 1 min between each acquisition. Then the initial step of the ChlF

rise was fitted with the iterative algorithm to retrieve a relaxation time for each intensity level.

The fitness level is evaluated by selecting the ChlF level F0 at the light onset, and FM at the ChlF

maximum. The FM−F0

FM
ratio reflects the maximal quantum yield of PSII photochemistry [?] and

can be used as a measure of healthness of the leaves. If FM−F0

FM
is below 0.75, the datapoint is con-

sidered unfit and discarded. The inverse of the relaxation time was fitted against the light inten-

sity with a linear model. To ensure the validity of the fit, we performed a first fit, test for outlier

data points (threshold based on the z-score: two standard deviations). Then a second fit was per-

formed on the remaining data to obtain the final σ value. In practice only one leaf was removed

due to an average fitness level of 0.5, and no more than two data points per leaf were removed, ei-

ther between the first and the second linear fit or due to a low FM−F0

FM
.

Implementation of an application to retrieve the light intensity from the ChlF kinetics :

After acquiring the ChlF kinetics as described in subsection 2.2, the user can implement an appli-

cation we provide online to retrieve the light intensity without needing to manually proceed with

the fitting algorithm. In order to execute the application for automated data processing of the

time evolution of the ChlF signal from a darkness-acclimated leaf exposed to constant illumina-

tion:

� Open the address http://127.0.0.1:8050 on a web browser;

� Drag-and-drop the data in .csv format;

� Select the time and fluorescence columns. Then, the data curve, the fits and the extracted τ

value of the initial step of ChlF will be displayed;

� Select the excitation wavelength used in the experiment, which gives access to the photoacti-

vation cross section σ. Then the light intensity sought for I is computed using τ and σ, and it

appears on the screen with a factor 2 error.

Possible troubleshootings of the protocol for measuring light intensity :

We list below three possible troubleshootings of the present protocol for measuring light intensity:

� The ChlF rise starts decaying after reaching the maximum. The tri-exponential fit must be

stopped at the maximum for better accuracy;

� Upon calibrating a red light source, exclude the excitation light from the detected light by us-

ing a bandpass filter to collect ChlF that is far enough away from the wavelength range of the

emission source (for example using a 700 nm filter to calibrate a 650 nm LED);
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� Check that the observed rise time of the ChlF signal is not driven by the rise time of the light

source (e.g. due to heating in LEDs; generally in the µs range[53]) or of the photodetector by

preliminarily analyzing the rise time of the fluorescence signal from a photochemically inert

fluorophore upon turning on light.[53]

Conversion of energy units :

In this manuscript, we provide the values of the light intensities in E.m−2.s−1 (or mol. of photons.m−2.s−1).

This unit is currently used in actinometry. However, it is not often used in other fields such as op-

tical microscopy, in which the researchers prefer to adopt W.m−2. Here, we provide the conver-

sion between both units [54]. We consider a monochromatic light of wavelength λexc. Its values in

E.m−2.s−1 and W.m−2 are respectively denoted as I(λexc,E.m
−2.s−1) and I(λexc,W.m−2). The rela-

tion between I(λexc,E.m
−2.s−1) and I(λexc,W.m−2) is given in Eq.(5)

I(λexc,W.m−2) =
hcNA

λexc

× I(λexc,E.m
−2.s−1) ≈ 0.12× I(λexc,E.m

−2.s−1)

λexc (m)
(5)

with the Planck constant h = 6.63 10−34 m2.kg.s−1, speed of light in a vacuum c = 3.00 108 m.s−1,

the Avogadro number NA = 6.02 1023 mol−1, and where λexc is in m.

Characterization of the spectral light intensity of a white light source:

We consider a light source associated with a spectral light intensity I(λ) (expressed in E.m−2.s−1.nm−1)

spread over [λmin;λmax] (with the wavelength expressed in nm). It perpendicularly illuminates a

leaf associated to a scaled excitation spectrum leading to its light absorption ϵ(λ) (expressed in

m2.mol−1). The rate constant k for the PA photoactivation as well as the associated characteris-

tic time τ obey Eq.(6)

k =
1

τ
= 2.3

∫ λmax

λmin

ϵ(λ)ϕ(λ)I(λ)d(λ) =

∫ λmax

λmin

σ(λ)I(λ)d(λ) (6)

where ϕ(λ) and σ(λ) designate the quantum yield (supposed to be independent on the excitation

wavelength) and the cross section associated with the PA photoactivation.

We introduce the normalized emission spectrum j(λ) = I(λ)/SI of the light source, where SI desig-

nates the integral of I(λ) over [λmin;λmax] (Eq.(7))

∫ λmax

λmin

I(λ)d(λ) = SI (7)

and the integral of j(λ) over the same wavelength range is equal to one (Eq.(8))

∫ λmax

λmin

j(λ)d(λ) = 1 (8)
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Eq.(6) yields Eq.(9)

k =
1

τ
= 2.3SI

∫ λmax

λmin

ϵ(λ)ϕ(λ)j(λ)d(λ) = SI

∫ λmax

λmin

σ(λ)j(λ)d(λ) (9)

From computing the integral of the action spectrum AS of the light source given in Eq. (10)

AS =

∫ λmax

λmin

σ(λ)j(λ)d(λ) (10)

and measuring the characteristic time τ , one can extract the integral SI = 1/(τAS) and retrieve

the scaled spectral light intensity I(λ) = SI × j(λ) sought for.

In practice, one has the dependence of σ(λ) on the wavelength and an unscaled emission spectrum

of the light source S(λ) (expressed in arbitrary unit) and the goal is to scale it to retrieve the spec-

tral light intensity I(λ) (expressed in E.m−2.s−1.nm−1) at the sample. The scaling step first in-

volves the normalization of the unscaled emission spectrum S(λ) by its integral S (Eq.(11))

∫ λmax

λmin

S(λ)d(λ) = S (11)

to yield the normalized emission spectrum j(λ) = S(λ)/S. Then one proceeds as reported above

to first compute the integral of the action spectrum AS of the light source given in Eq.(10), and

then retrieve the scaled spectral light intensity I(λ) = SI × j(λ) sought for from the measured

characteristic time τ and the integral SI = 1/(τAS).
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[44] D. Lazár, Journal of Theoretical Biology 2003, 220, 4 469.
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[51] B. Baránková, D. Lazár, J. Nauš, Remote sensing of environment 2016, 174 181.
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1 Complement to the Experimental Section

1.1 Epifluorescence microscope

The measurements of the cross sections associated to the initial step of the ChlF rise from a dark

acclimated leaf and of the incident spectral light intensity of a white LED have been performed on

a home-built inverted epifluorescence microscope (Figure S1).

cam
era

photodetector 2

D1 D2

D3

photodetector 1

sample

F

LED 2

LED 1

LED 3

LED 4 LED 5

F5F4

F3
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NI card

Arduino card

LED controller

Figure S1: Schematic representation of the epifluorescence microscope.

To illuminate the samples, the lights from high power LEDs (LXZ1-PB01, LHUV-405, LXZ1-PX01,

LXM3-PD01; Lumileds, NL) are collimated by high-NA condensers (ACL25416U-A, f = 16 mm,

Thorlabs, NJ) and filtered by band pass filters (ET405/20x, ET550/15x; Chroma Technology, VT

and FF01-479/40-25, FF01-650/13, Semrock, US) to avoid spectral overlaps. The white LED (LXML-

PWN1-0080, Lumileds, NL) was filtered with a short-pass 694 filter (FF01-694/SP, Semrock, Rochester,

NY) to eliminate the LED signal that could overlap with the fluorescence of the photosynthetic ap-

paratus.

The quasi-parallel beams are combined with dichroic mirrors (T425LPXR, T505LPXR Chroma

Technology, VT and FF01 560 Di01, Semrock, NY) and injected in a 400 µm-core optical fiber us-

ing a 20× objective (Nikon, NA = 0.75) to further homogenize the light beams. Light at the out-

put of the fiber is collimated with a 10× objective (Olympus, NA = 0.5) and focused with f = 150

mm lens (AC254-150-A Thorlabs, NJ) at the back focal plane of a 10× imaging objective (Zeiss,

NA = 0.5) after being reflected by a dichroic mirror (Di-FF506, Semrock, US). With the white

LED at different current inputs, the rise of the fluorescence emission has been recorded with a 775±70

nm band-pass filter (775/140 single band-pass, Semrock, US).
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The LEDs are powered by an LED driver (DC4104, Thorlabs, NJ) controlled by an Arduino Uno

card or a DAQ card (PCI 6374, National Instruments, US) depending on the applications. The

DAQ card also collects the output signals from detectors. The fluorescence signal has been col-

lected by a photodetector (MPPC C13366-3050GA Hamamatsu, JP). Another photodetector (MPPC

C13366-3050GA) is used to collect part of the light excitation that reaches the sample. For the ex-

periment exploiting the measurement with the oscilloscope, we connected the output of the MPPC

measuring ChlF flurorescence to both the oscilloscope (RTB2004, Rohde and Schwarz, DE) and

the DAQ card (PCI 6374, National Instruments, US) and measured the output on both detectors

during the same experiment (see Figure 2 in the Main Text). The acquisition rates of the DAQ

card and the oscilloscope are 3 and 8 MHz respectively. However, after the data export, it results

in a 37 kHz sampling rate.

Two protocols have been used to calibrate the coloured LEDs of the optical setup at its focal plane:

� The purple and blue LEDs respectively emitting at 405±7 nm and 470±10 nm have been cal-

ibrated with a solution of Dronpa-2 actinometer.[1] They have been used in the range 250–

4000 µE.m−2.s−1 (80–1200 W.m−2) and 50–8000 µE.m−2.s−1 (250–2000 W.m−2) respectively;

� The green and red-orange LEDs respectively emitting at 550±6 nm and 630±9 nm have been

calibrated with a powermeter (PM100A, Thorlabs, NJ). Its probe (S170C Thorlabs, NJ) was

placed at the position of the sample and the excitation wavelength was selected. The collected

output is given in Watt. To estimate the surfacic power (W/m2), we further recorded a scaled

image of the illumination spot at the sample position to measure the spot surface (0.25 mm2

in our configuration where the illumination was narrowed by a diaphragm). The green and

red-orange LEDs have been used in the range 250–900 µE.m−2.s−1 (50–200 W.m−2) and 200–

800 µE.m−2.s−1 (40–150 W.m−2).

The rise-time of the LEDs is always faster than a few µs[1] while the dynamics of the initial step of

the ChlF rise is in the tenths of microseconds range. Therefore the rise time of the LEDs does not

interfere with the recording of the fluorescence rise dynamics.

2 Robustness of the cross section associated to the initial step of the

ChlF rise at 470±10 nm

2.1 Impact of the leaf development stage

We first collected and analyzed similarly conditioned ivy leaves (genus Hedera) of different ages

(Figure S2a,b). We derived σ values ranging between 0.72 and 1.40×106 m2.mol−1 (Figure S2c)

from analyzing the light intensity-dependence of the inverse of τ retrieved from the fluorescence

3



2.2 Impact of the time lag between the leaf collection and the measurement

kinetics in response to increasing light intensity levels (Figure S2d). Hence, we concluded that the

leaf age does not significantly impact the σ value beyond the expected error range.

a b

c

0 2 4 6
leaf number

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

 (1
06 m

2 .
m

ol
1 )

d

1000 2000 3000 4000 5000 6000
I ( mol. m 2. s 1)

0

5000

10000

1/
 (s

1 )

Figure S2: Evaluation of the impact of the leaf age on the cross section associated to the initial step of the ChlF
rise at 470±10 nm. a: Parcel from which the ivy leaves were collected over 1 m2 at the surface, therefore exposed
to the same light intensity. Each leaf was collected and analyzed less than 20 min after being collected to allow sam-
ple preparation and 15 min dark-adaptation. b: Leaf ordering based on color and size (respectively light-green to
dark-green and small to large, to ensure a gradual representation of increased growth time) to correspond to increas-
ing age for increasing leaf number. The apex of each leaf was cut-off with a box cutter and used for the analysis.
c,d: Derivation of the σ value for each collected leaf. The average ⟨σ⟩ = 0.94 ± 0.20×106 m2.mol−1 has been re-
trieved from the σ values of all the examined leaves (c), which have been extracted from analyzing the dependence
of 1/τ on the light intensity for each leaf (d; coded by the color in c).

2.2 Impact of the time lag between the leaf collection and the measurement

Then we performed two tests to evaluate whether the time lag between the leaf collection and the

measurement impacts the σ value. The first was to collect a leaf, prepare the sample and perform

the measurement loop to acquire σ once every hour for seven hours. Figure S3a shows that the

value of σ of five distinct leaves of different species does not display any significant variation that

could be attributed to the time lag. The second test was performed on twenty one leaves, which

were kept in a humid Petri dish before preparing the sample and performing the measurement loop

to acquire σ. Figure S3b evidences a slow decay of the σ value on the time lag between the leaf

collection and the sample preparation and the measurement.

From the whole series of experiments, we concluded that it is most appropriate to prepare the sam-

ple and take the measurement in the hour following the leaf collection.
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Figure S3: Evaluation of the impact of the time lag between the leaf collection and the measurement of the cross
section associated to the initial step of the ChlF rise at 470±10 nm. a: Evolution of the σ value on the time lag ∆t
for five samples prepared less than one hour after the leaf collection (from the genus Hedera – two different samples,
Olea, Taxus, Adenium) and exposed to the measurement protocol once every hour for seven hours; b: Evolution of
the σ value for the twenty-one leaves collected in the Jardin des Plantes (see Figure 7 in the Main Text) and kept
in humid Petri dishes in the dark until 20 min before the measurement to allow sample preparation and 15 min
dark-adaptation. The linear fit yields σ = 1.41 − 0.11∆t where σ and ∆t are expressed in 106 m2.mol−1 and hour
respectively.

References

[1] R. Chouket, A. Pellissier-Tanon, A. Lahlou, R. Zhang, D. Kim, M.-A. Plamont, M. Zhang,

X. Zhang, P. Xu, N. Desprat, D. Bourgeois, A. Espagne, A. Lemarchand, T. L. Saux, L. Jul-

lien, Nature communications 2022, 13, 1 1.

5



92 CHAPTER 3. REMOTE SENSING OF CHLOROPHYLL FLUORESCENCE

3.6 Protocols to measure the quantum yields of the de-excitation
pathways

3.6.1 Measuring pulses to inspect the status of the photosynthetic chain
As mentioned in 3.3.1, having access to the fluorescence quantum yield ϕF0 of a dark-acclimated

leaf is important to solve the equations for the quantum yields of interest. However, probing the
system requires light, which in turns affects the fluorescence quantum yield as it induces a dynamic
evolution of competitive (non-)photochemical quenching processes. Therefore, probing the dark state
of a photosynthetic apparatus with light is a challenge. With the fluorescence rise, the strategy is
to send saturating light and collect the fluorescence at the very onset of the signal (around 50 µs),
before it has time to respond actively to the light. Another strategy that forms another branch in
chlorophyll fluorescence research (and development) is the use of measuring pulses. Measuring pulses
are short (few ms) and low-intensity (few µmol(photons) · m−2 · s−1) light pulses repeated frequently
(several times per second). Their role is to probe the system at a given time t by sending n photons
(always the same quantity) and collect the fluorescence F corresponding specifically to the response
induced by the n photons. They can be seen as inspectors: they should not affect the system, but
still be able to report on its status and make the report accessible to a user.

The evolution of the value of F mirrors the evolution of the quantum yield of fluorescence ϕF ,
as the energy input quantity n is constant. The measuring pulse allows to probe the photosynthetic
organism in the dark, and the quantity n is so low that it is assumed to not perturb the photosynthetic
chain. This allows also to probe the yield dynamically while the photosynthetic chain is being
perturbed with other light sources. These include actinic light – mimicking the effect of the sun–, or
saturating light flashes that drive the photochemistry rate to kP = 0 (saturating level similar to the
light level used in OJIP).

3.6.2 Pulse-Amplitude Modulated (PAM) fluorometry
In the literature using this approach, two strategies are used to unmix the photons emitted in

response to the measuring pulses and the ones provoked by the other light sources. The approach
used in Pulse-Amplitude Modulated fluorometry (PAM) [128, 129] is to send the measuring pulses
on top of the other light sources (actinic and saturating) at a known frequency f and unmix the total
fluorescence signal by using demodulation (Figure 3.7a). In general the demodulation consists in
substracting the fluorescence received just before a measuring pulse is applied from the fluorescence
received during the measuring pulse [128, 130]. The other strategy developed in the laboratory of
IBPC (Institut de Biology Physico-Chimique) by Frederic Joliot and Daniel Beal consists in turning
all the light sources off when a measuring pulse is applied (experimental result in Figure 3.7b). The
fluorescence level in response to the measuring pulses in the dark is called F0, the one collected
to probe the response to a saturating pulse is called FM , while the measuring pulses fluorescence
response collected to probe the response to actinic light is called FS .
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Figure 3.7: PAM protocols. A: Depiction of actinic light driving the photochemistry; B: Measuring pulses
to inspect the chain status; C: Total excitation light (sum of A and B) D: Resulting total chlorophyll a fluo-
rescence collected by a sensor in response to C; E: Demodulated fluorescence; F: Actinic (direct) fluorescence
signals; G: Fluorescence signal in response to measuring pulses. The actinic light and saturating pulses are
turned off durng the application of the measurinig pulses (∼10 µs) using Joliot protocol with the value of
the rates at different stage depending on the exciting light intensity (sample: non-motile Chlamydomonas
reinhardtii PHUN 325 #3 in MIN, growth conditions described in Table 3.3).
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3.6.3 Limit of measuring pulses: photon count
This methodology can find limitations when working with imaging. Indeed, I have derived com-

putations to simulate the number of photons that the camera could collect per chloroplast (Figure
3.8). This computation works for algae and higher plants, but I present the estimations based on
algae to simplify the problem and because our sample for the rest of the work will be algae. I used
values from algae evaluated under intermediate growth light corresponding to our growth conditions
(5 µmol(photons) · m−2 · s−1, white LED) and described in Table 3.1.

Figure 3.8: Python simulation to estimate the number of fluorescence photons emitted by an algae during
a frame acquisition for a given light excitation (wavelength and amplitude). The number of photons emitted
is computed from the excitation light spectrum and the absorption section spectrum of Chlamydomonas
reinhardtii, the quantum yield of fluorescence, the intensity of the excitation light and the integration time.
The number of photons collected by the camera takes the objective angle collection and the camera sensitivity
into account.

Parameter Annotation Value Source
fluorescence quantum yield ϕF 0.01 [131]

absorption cross-section per RC
(596 nm) σRC 60 Å2 [132]

chlorophyll per cell Nchl 3 ·10−16mol/cell [132]
chlorophyll per reaction center Nchl/RC 260 [132]

chloroplast cross-section S 10-20 µm2 [133]

Table 3.1: Values used to evaluate the quantity of fluorescence photons emitted by an algal cell similar to
our Chlamydomonas reinhardtii samples (Chlorella vulgaris growth conditions: 5 µmol(photons) · m−2 · s−1,
white LED)

The cross-section for light absorption per cell at 596 nm is given by σ596
cell = σRCNchl/Nchl/RC =

0.41 · 10−12m2. This value allows to scale the excitation spectra of algae presented in Chapter
2 (Figure 3.8). At the maximum of absorption around 440 nm, σ = 2.3 µm2. In comparison, the
physical cross-section of a chloroplast is approximately 10-20 µm2, which is very close. With a classical
fluorophore, for example the ones displayed in Appendix 2.6, the cross-section for light absorption
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corresponds to approximately 1% of the molecular surface, highlighting that the absorbing matter
is mainly transparent. In the case of chloroplasts, a higher fraction is reached for two reasons: the
antenna system is designed to maximally extend the absorption cross-section of the reaction centers,
and the grana organization of the thylakoids allows for stacking the absorbing antennas. When a
photon crosses the chloroplast, it eventually gets absorbed by one of the antenna systems. Due to
the multiple layers of these complexes, the photon is eventually absorbed by one of them: it is called
the inner-filter effect (see Appendix 2.6 and Appendix A.1).

I then compute how many photons are collected by a microscope objective with a numerical
aperture of 0.5, which represents a collection angle of 60o. I used the simulation to compute the
values for different wavelengths, light levels and integration times. I made the hypothesis that the
fluorescence filter encompasses the whole fluorescence spectrum between 660 nm and 750 nm and
that the excitation light is an LED with a bandwidth of 10 nm (these conditions make the calculation
relevant only below 650 nm when considering the tail of the LED spectrum). For the camera mounted
on the epifluorescence setup (Ueye 3060CT-M - IDS), a minimum of 50 photons per pixel per frame
must be acquired to reach a consistent signal-over-noise ratio. I used the specifications of the camera
to estimate the number of photons collected on each pixel for specific excitation lights. The pixel
surface is 30 µm2 and the overall magnification of the system is 10x2. Table 3.2 displays the estimate

λ
ms

duration
ms

intensity
µmol(photons) · m−2 · s−1 photons per alga photons per pixel name

550 3 5 25 0.25 measuring pulse
470 3 5 170 1-2 measuring pulse
470 3 40 1350 14 actinic light
470 60 40 3·104 300 actinig light
470 170 450 8·105 9·103 saturating light
405 170 1300 1.3·106 1.5·104 saturating pulse

Table 3.2: Number of photons emitted by the algae and received by pixel under different configurations.

of the photon integration for short measuring pulses (3 ms) and the frame duration (60 ms-170 ms)
with a CMOS camera within an accessible price range (500 €). These are the typical integration times
used in the experiments described in the manuscript. It appears clearly that using the fluorescence
emitted as a response to actinic and saturating light is easier than collecting light from the measuring
pulses with a camera, because the signal-over-noise ratio will be much higher. For this reason I
have adapted the PAM protocol by removing the measuring pulses and only collecting the direct
fluorescence photons (the ones emitted in response to actinic and saturating light perturbations).
Since I benefit from a precise calibration of the excitation light, it becomes simple to correct the
direct fluorescence (FDactinic or FDsat) collected by the excitation light level (Iactininc or Isat) in
order to yield a proxy of the fluorescence yield, similar to the one obtained with the measuring pulses:
FS ∝ FDactinic/Iactinic and FM ∝ FDsat/Istat. The value that can be obtained for F0 is the minimal
value of FS that can be read when the actinic light is decreased, for a given signal-over-noise ratio.
It is higher than the measuring pulse light intensity, and may perturb the system, therefore it will
only provide an estimate of the yields usually derived from F0, such as ϕP .

3.6.4 Direct fluorescence to inspect the status of the photosynthetic chain
In order to validate this approach, we reproduced synchronously the experiment displayed in

Figure 3.7 with two instruments: the fluorometer of IBPC (pump-probe fluorometer [134]) measuring
2The simulation is detailed in Alienor134/html_widget. The number of photons emitted is computed

from the excitation light spectrum and the absorption section spectrum of Chlamydomonas reinhardtii, the
quantum yield of fluorescence, the intensity of the excitation light and the integration time. The number of
photons collected by the camera takes the objective angle collection and the camera sensitivity into account.

https://github.com/Alienor134/html_widgets/blob/master/plot_spectra.ipynb
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the fluorescence response to measuring pulses from an algae solution with a photodiode, and the
epifluorescence microscope capturing a video of the algae fluorescence. We used the strain PHUN
325 #3 of non-motile algae for this experiment. The growth condition and experimental parameters
are described in Table 3.3. The sample is more concentrated for the microscope observation to get
multiple algae in the field of view. Note that the light levels have been calibrated to match each
other when corrected by the absorbance of algae in green and blue (actinic light). The sequence
corresponds to the one displayed in Figure 3.7b, and is repeated with 2 min 30 dark intervals with
different actinic light levels (the levels increase from 0 to 1000 µmol(photons) · m−2 · s−1 (green) or
100 µmol(photons) · m−2 · s−1 (blue) and decrease back to zero). We performed two repeats of the
experiment on the pump-probe on the same sample in a row to obtain more data.

Parameter pump-probe fluorometer Epifluoresnce
Microscope

strain PHUN 325 #3
concentration 106 107

growth conditions 12/12 dark-light cycle
growth light white LED - 80 µmol(photons) · m−2 · s−1

growth temperature 25oC
growth medium TAP

experiment medium MIN

experimental sample algae in solution agitated manually
between each measurement sequence

algae deposited on agarose pad
between two glass slides

actinic light
wavelength 520 nm 470 nm
duration 10 s 10 s

range 0-1120 0-100

saturating pulse wavelength 520 nm 405 nm
duration 250 ms 200 ms

measuring pulse

wavelength 520 nm

NA
period

when shone
during:

dark 500 ms1

saturating pulse 50 ms2

actinic 500 ms3

duration 10-20 µ s 10-20 µ s

Table 3.3: Experimental parameters for the validation of the direct fluorescence method. In the pump-probe
fluorometer, the actinic and saturating lights are turned off during a measuring pulse application. In practice
there is a 250 µs delay before the application of the measuring pulse to allow the detector to relax between
the high lights and the low measuring light.
1: shorter period right after the saturating pulse to capture the kinetics of the relaxation;
2: shorter period at the light onset to capture the kinetics of the first seconds precisely;
3: first pulse after 150 ms to allow the ChlF to reach its maximum (OJIP induction). Then 3 points
are collected every 50 ms.

For the analysis of these experiments, I introduce how to evaluate the Non-Photochemical Quench-
ing. When the leaf is dark-adapted for a long-enough period (15 min) and has not experienced high-
light stress over the past hours, the NPQ is fully relaxed: kNP Q = 0. When a saturating pulse is
shone to excite a plant in this state, we have kNP Q = 0 and kP = 0 (see 3.3.1, the photosynthetic
chain is saturated): it is the fluorescence FM (0). When the light is turned on, the NPQ mechanisms
come into play gradually and their evolution can be monitored by following the fluorescence of sat-
urating pulses FM (i) of the consecutive repeats of the experiment with increasing actinic light. We
can develop:
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ϕFM (0) = kF

kF + kO
(3.7)

ϕFM (i) = kF

kF + kNP Q + kO
(3.8)

Then:
FM (0) − FM (i)

FM (i) =
ϕFM (0) − ϕFM (t)

ϕFM (i)
=

ϕFM (0)

ϕFM (i)
− 1 (3.9)

As opposed to ϕP , ϕNP Q is not derived directly from this equation. Instead, the derivations in
photosynthesis literature follow from the conversion of this equation into a Stern-Volmer quenching
function. The quenching mechanism assumed between the excited state and a quencher can be rep-
resented as [109]:

A* + Q −−→ A + Q

The kinetics of this mechanism obey the equation of Stern-Volmer:

If0

If
= 1 + kpτ [Q] (3.10)

Where:

• If0 is the fluorescence intensity without the quencher;

• If is the fluorescence intensity in the presence of the quencher;

• p is the collision probability;

• k is the collision rate constant;

• τ is the fluorescence lifetime in absence of the quencher;

• [Q] is the quencher concentration;

With these assumptions,

FM (0)
FM (i) = 1 + kpτ [Q](i) (3.11)

And according to equation (3.9):

NPQ = FM (0) − FM (i)
FM (i) ∝ [Q](i) (3.12)

Monitoring this ratio called NPQ enables in theory to monitor the evolution of the quenching
process. Although the hypothesis that the NPQ mechanisms indeed follow a Stren-Volmer relationship
has been questioned [135], the ratio remains widely spread in the community to evaluate NPQ.

I also introduce the quantum yield of photochemistry ϕP = FM −FS

FM
which follows the same

derivations as described in 3.3.1, but using FS , the fluorescence measured during the actinic light
exposition. As compared to F0, we do not obtain the maximal quantum yield of fluorescence (see
Figure 3.7), but acquiring F0 requires a very low light, too low to be sensed by our camera.

The experimental results are displayed in Figure 3.9. The single algae data are displayed in
terms of mean and one standard deviation, while two consecutive repeats of the experiment were
performed for the experiment on the pump-probe fluorometer. We show, because of the range of
values falling mainly within the deviation range, that the two protocols provide the same results in
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Figure 3.9: Validation of the direct fluorescence light protocol. Measuring pulse experiments (pump-probe
fluorometer - darkred: first repeat, red: second repeat) vs direct fluorescence (calibrated fluorescence micro-
scope - blue - M ± SD) The actinic light is applied for 10 s, allowing to measure the variable fluorescence FS ,
and is immediately followed by a saturating pulse, from which FS is derived. The experiment is reproduced
for increasing then decreasing actinic levels spaced by 2 min 30 dark intervals. a: FM , b: FS , c: ϕP , d:
ϕNP Q.

terms of FM , FS , ϕP and hysteresis (Figure 3.9), which validates the direct fluorescence protocol.
We find a discrepancy in the values of NPQ which could be due to a difference of biological status of
the algae in each instrument and small discrepancies in the precise application of the two protocols.
Indeed, the two repeats of the protocol under pump-probe show high discrepancies, demonstrating
that NPQ is a very sensitive parameter in this experiment.

3.7 Conclusion
In this Chapter, I detailed the various deexcitation mechanisms of the reaction centers and ex-

plained why ChlF could be used to report on them. I demonstrated how light intensity was a key
player in understanding the various protocols introduced in the literature. Then, I introduced a
manuscript detailing the use of leaves as actinometers. It describes how the fluorescence dynamics
related to a phenomenon directly linked to the photon absorption can be used as an actinometer. I
showed that processes that happen further away from light absorption integrate the internal biochem-
istry. They also have actinometric properties, but are more interesting to study from the viewpoint
of biochemistry. In that sense, I have implemented a protocol that allows to probe the response of
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algae to increasing light level applied for a short time. I present a protocol different from those pre-
sented in the literature, but yielding comparable results. I used the successful comparison to validate
the protocol and the home-built microscope. In the next chapter, I will describe how fluorescence
can report on biochemistry and how we used it to build a computational framework to transform a
fluorescence response into a stress-response score.
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Chapter 4

Scoring of light-stress response in
C. reinhardtii

4.1 Introduction
This chapter focuses on describing the implementation of a novel machine learning framework to

quantify stress responses using chlorophyll fluorescence (ChlF) data that we derived. The single-cell
input ChlF data were acquired with the homemade microscope discussed in Chapter 2. The research
conducted in this study centers around investigating a widely studied stress-response mechanism,
drawing upon established protocols from the literature (outlined in Chapter 3). We adapted these
protocols after discussions with the team of IBPC and utilized them as a reference to evaluate the
performance of the new framework. To implement the methodology, I built a dataset of ChlF traces
corresponding to various phenotypes that were fed to the machine learning framework. This work is
described in a manuscript under preparation introduced in Section 4.4.

Before the manuscript, I justify the choice of the organism, Chlamydomonas reinhardtii, and the
mechanism monitored, Non-Photochemical Quenching (NPQ). I will explain how I used them to build
a training dataset. In particular, I detail how to segment each alga from fluorescence movies. Then
I introduce several concepts in machine learning, and describe specifically the methods employed in
the framework (Dictionary Learning and Linear Discriminant Analysis).

4.2 C. reinhardtii, a model for ChlF remote sensing
4.2.1 C. reinhardtii, a reference organism in photosynthesis

We chose to focus on the system Chlamydomonas reinhardtii, a unicellular algae which is a model
organism to study photosynthesis [136]. It is fast and easy to grow in the laboratory with little risk
of contamination. The population doubles in less than a day, and it can be grown heterotrophically,
allowing severely photosynthesis-impaired mutants to still grow. Its unicellular nature allows for easy
experimental manipulation, precise measurements, and the possibility to study individual cells.

Chlamydomonas reinhardtii is also well-suited for classical genetics, thanks to its haploid genome
that allows loss-of-function mutations to be immediately expressed. In consequence, Chlamydomonas
reinhardtii has a well-established and accessible genetic toolkit. The IBPC holds a collection of
more than 500 different strains of Chlamydomonas reinhardtii [81]. Among them, mutant strains
have been obtained by UV or chemical mutagenesis, or gene transformation (nucleus or chloro-
plast). Despite being a unicellular organism, Chlamydomonas reinhardtii shares many fundamental
aspects of photosynthesis with higher plants [89]. It possesses chloroplasts, the cellular organelles
responsible for photosynthesis, and carries out similar biochemical processes such as light absorption,

101
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electron transport, and carbon fixation. Studying Chlamydomonas reinhardtii provides valuable in-
sights into the basic principles of photosynthesis applicable to a broader range of organisms. We used
Chlamydomonas reinhardtii grown under low-light (10-100 µmol(photons) · m−2 · s−1). A light above
300 µmol(photons) · m−2 · s−1 is considered stressful for our populations, while a light above 1200
µmol(photons) · m−2 · s−1 saturates the photosynthetic chain [90]. In comparison, the sunlight can
irradiate up to 8000 µmol(photons) · m−2 · s−1 on Earth’s surface.

4.2.2 Light-stress responses in Chlamydomonas reinhardtii
The previous Chapter introduced the NPQ components. As these phenomena can be measured

through fluorescence using well-described protocols, it has been extensively studied in the literature.
It has been the topic of multiple publications at the population level, summarized in two chapters
of the Chlamydomonas reinhardtii SourceBook, Volume 2 [90]. In particular, the NPQ induction
provoked by light-stress response and its relaxation in the dark are very practical to implement ex-
perimentally. Although there are other light-stress responses, such as electron transfer pathways,
phototaxis, antioxidant defenses and changes in gene expression [90], we have focused on three phe-
nomena that induce Non-Photochemical Quenching on the time-scale from minutes to hours under
high-light exposure. The time scale of the kinetics of the NPQ components for Chlamydomonas
reinhardtii is displayed in Figure 4.1 along with the time scale of the underlying biological processes.

(LHCSR synthesis)

Figure 4.1: Time scale of the light-stress response in Chlamydomonas reinhardtii. NPQ com-
ponents are displayed on the top, whereas the underlying biological processes are displayed on the bottom.
Adapted from: [90].

Energy-dependent quenching (qE)

Under high-light, photosynthetic electron transport results in the accumulation of protons in the
thylakoid lumen. The acidic pH drives the protonation of lumenal domains in specific photosystem
antennas. This protonation induces the conversion of these antennas from exciton transporter to
exciton quencher. This phenomenon is called energy-dependent quenching, and appears in the fluo-
rescence trace as a quick decay of fluorescence (seconds to minutes). When the lumenal pH increases
(under the action of regulation processes or because the light is turned off), the LHCSRs deprotonate
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and recover their energy-transfer capacity. This results in an increase of fluorescence with similar
rate constants.

This process is the main light-stress response in plants, where the PSII subunit S (PsbS) is
the pH-sensitive protein promoting the quenching [137]. In Chlamydomonas reinhardtii, the pH-
sensitive antennas are called Light Harvesting Complex Stress-Related (LHCSR). There are three
genes encoding the expression of LHCSRs (LHCSR3.1, LHCSR3.2 and LHCSR1) producing two types
of antennas, LHCSR3 and LHCSR1, with corresponding mutants npq4 and lhcsr1. The LHCSRs are
not constitutively expressed under low-light growth conditions. However, a protocol was developed to
induce their expression by stimulating the transcription using a prolonged high-light exposure (>400
µmol(photons) · m−2 · s−1, 2-6 h) [97]. This induction, called qE-activation, is enhanced by blue light,
which explains why we used the blue LED in the following manuscript [138, 139]. An illustration of
the qE component is displayed in Figure 4.3.

State-transition quenching (qT)

The next NPQ component we studied regulates the amount of energy transferred to the photosys-
tems, by modifying the size of the connected antenna supercomplex. The State Transitions regulate
the binding of mobile LHCII antennas to PSI and PSII, balancing their energy input. They are driven
by the actions of phosphatases and a kinases that respectively phosphorylate and dephosphorylate
the antennas, modifying their binding properties to the reaction centers (Figure 4.2). When the
electron carrier plastoquinone (PQ) becomes highly reduced (PQH2) it binds to the Qo site of the
cytochrome b6f, which activates the kinase STT7 (STN in plants) [140]. STT7/STN dephosphory-
lates LHCII proteins, which then bind to PSII. The phosphatase PPH1 and PBCP (counterparts of
STL1 phosphatase in plants) mechanisms are less known but they contribute to the binding of mobile
LHCII antennas to PSI. In particular, when a light that is preferably absorbed by PSI (light 1 [119])
is used to illuminate the organism, the mobile antennas will favor binding to PSII to enhance its light
collection and equal the rate of PSI: it is called state 1 (for light-1 state). When light favoring PSII is
used (light 2), the antennas bind preferentially to PSI, which is called state 2 (for light-2 state) [141].
When the antennas transition to state 1 (binding to PSII), the fluorescence increases because most
of the fluorescence comes from PSII1 and the state-transition increases its light-collection capacity.
When the antennas detach from PSII, the fluorescence decreases. In Chlamydomonas reinhardtii,
80% of the antennas are mobile, compared to 20% in plants [142, 143]. In the manuscript below, we
illuminated with high-light a Chlamydomonas reinhardtii culture grown in low-light and transferred
to a MIN medium2. Interestingly, a transition to state-1 is observed. This is counter-intuitive because
the kinase STT7 is expected to dephosphorylate the antennas when PQ is reduced (a consequence
of high-light illumination). The hypothesis that the kinase STT7 is inhibited by high-light has been
suggested [144–146]. The state transitions take place over minutes to tens of minutes (Figure 4.1)
and the mechanism centered on PSII is depicted in Figure 4.3.

Photoinhibition quenching (qI)

Reaction centers experience a significant turnover of excitation and de-excitation when exposed
to light. Two key proteins of the reaction center, D1 and D2, which bind together the essential com-
ponents of PSII (in particular P680 and the electron acceptor pheophytin) [147], have been shown
to be degraded and repaired under light exposure [148, 149]. The degradation and repair rates are
dependent on the light intensity [149]. Under high-light, the degradation rate outpaces the repair
rate3. It results in an overall degradation of the photosystems on the time scale of minutes to hours
(Figures 4.1, 4.3), which recovers more slowly in the dark [149]. As a consequence, if the system is

1see Chapter 3.
2The MIN medium contain salts and trace elements, but lacks organic carbon sources or other nutrients

that would be used as a direct food source for the algae.
3D1 degradation is more sensitive than D2 [148]. Therefore, it is often mentioned alone in publications.



104 CHAPTER 4. SCORING OF LIGHT-STRESS RESPONSE IN C. REINHARDTII

Figure 4.2: State transitions. The reversible binding of mobile LHCII antennas to PSI and PSII allows
to channel the harvested energy to either photosystems. It is driven by the kinase STT7 (dephosphorylation,
favors binding to PSII) and the phosphatases PPH1 and PBCP (phosphorylation, favors binding to PSI).
The action of the kinase and phosphatase are multi-phenomena-dependent, sensitive to the reduction of PQ
to PQH2 and high-light intensity. After [90].

exposed to intense light for a specific period and then kept in darkness for an equal duration, the
fluorescence level at the end of the experiment will not reach its initial fluorescence level.

As these three phenomena have entangled dynamics with overlapping time-scales (Figure 4.1),
the fluorescence response to high-light exposure of a dark-adapted Chlamydomonas reinhardtii is
complex. We developed a methodology to unmix the NPQ components that shape a fluorescence trace
obtained after applying a light protocol of 15 min of high-light followed by 15 min of dark. As we were
interested in quantifying the stresses and observing their diversity of expression among individuals,
we ran single-cell experiments using the microscope. The data analysis of those experiments required
the computational methods described below.

4.3 Computational methods
4.3.1 Image segmentation of fluorescence movies

I acquired fluorescence movies of single-algae to collect the evolution of their response to high-
light stress. I adapted my code written at the beginning of the PhD for the project LIGHTNING
[55] initially designed to segment bacteria expressing RSFPs. The following is an excerpt of the
Supplementary Materials I wrote for the publication [55].

Processing fluorescence movies

All the movies were processed and analysed with in-house routines written in Python 3
(the codes are available on Github4) using the Scikit-image library [153]. We used the

4The codes for processing the images are available at Alienor134/image_segmentation [152].

https://github.com/Alienor134/image_segmentation
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Figure 4.3: Non-photochemical quenching components in Chlamydomonas reinhardtii. The
reaction centers are displayed in dark brown, the LHCII antennas are displayed in grey, the LHCSR are
displayed in purple. qE: The pH in the lumen drives the state of the LHCSRs that either transfer the
exciton or quench it when they are protonated due to low luminal pH. qT: The state-transition corresponds
to the binding and unbinding of secondary antennas to the PSII upon the dephosphorylation by pph1-pbcp
and phosphorylation by STT7. Antenna binding to PSII increases the fluorescence level by increasing the
energy transfer to the reaction center. qI: The excess of energy that is not dissipated through the previous
mechanisms induces photo-oxidative damage to the D1 subunit of PSII, forbidding the energy transfer to PSII.
After [90]. Note: The slow (tens of minutes) relaxing component of NPQ in Chlamydomonas is composite. The
existence of a zeaxanthin-dependent but pH-independent component of NPQ in Chlamydomonas reinhardtii
was recently proposed, very similar to the qZ component described in plants [150]. We cannot exclude that
a qZ contribution is present in our work. However, given that the relaxation of the slow NPQ component
in Chlamydomonas reinhardtii is sensitive to inhibitors of the chloroplast protein synthesis and require the
activity of the protease FtsH for D1 repair [151], we decided to call the slowest relaxing component in our
analysis qI and did not represent qZ here.

high quality video as a reference to perform the segmentation of the bacteria, and the
binned movies to extract the time evolution of the fluorescence from the RSFP-labeled
bacteria under the different illuminations.

Segmentation of bacteria

For all acquired movies, we assumed that the bacteria positions did not vary throughout
the recording. Hence we first selected and summed frames with high dynamics and
contrast from the high-quality movie to generate an information-rich single reference
image Fr (Figure 4.4a). More precisely, we computed Si =

∑
xi,yi

pxi,yi
in the image i

for a movie of n frames (i ∈ I = [1, ..., n]) where xi, yi designate the coordinates of the
pixels with signal level pxi,yi

. After identifying Smax = max {Si}, we extracted the set
M = {i, Si > 0.8 × Smax}. The reference image Fr, pxr,yr

=
∑

i∈M pxi,yi
, is the sum of

the images of the M set.
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The first step of the segmentation was to process the reference image Fr by applying
operations based on mathematical morphology[154]:5 (i) the rank.enhance_contrast filter
on the one hand. We obtained a first image with enhanced contrast of the bacteria
against the background (Figure 4.4b); (ii) the rank.autolevel filter on the other hand.6 We
retrieved a second image with sharpened frontiers of the bacteria against the background
(Figure 4.4c). Both grey-level images were binarized by using the local threshold method
of Otsu (Figure 4.4d,e)[155]. The intersection of the generated two masks was used to
generate a final mask sharpening the distinction between the background and the bacteria
(Figure 4.4f): this mask is white on the pixels where bacteria are present and black on
the background pixels. The new reference image for the segmentation (Figure 4.4g) was
obtained from masking the reference image Fr behind the final mask in Figure 4.4f.

When the bacteria were isolated in the reference image Fr, the white areas in Figure
4.4f corresponded to single bacteria with a single maximum (the brightest point of the
segmented area, displayed in Figure 4.5a). In contrast, when bacteria were grouped (e.g.
two bacteria emerging from division of a mother bacteria), the white areas corresponded
to multiple cells with multiple maxima. To further split these white areas, we applied
the Watershed Segmentation method [154] on Figure 4.4g,7 which resulted in the image
displaying segmented individual bacteria in 4.5b.

The parameters of the segmentation algorithm are the size of the kernels and the thresh-
olds selected for binarization. We tested several sets of parameters and selected a common
set that segmented most objects in all of the experiments, without selecting parts of the
background, and with a granularity of segmentation corresponding to the bacteria size.
The segmentation can miss bacteria whose fluorescence expression level is low in each set
of bacteria. We detected an overall low expression level for bacteria expressing protein
2, 16 and 21, which resulted in poor segmentation.

Registration of bacteria

The image processing of the high-quality video allowed to segment each bacterium indi-
vidually on the high-quality movie. They had to be subsequently identified in the binned
movies acquired at high frame-rate under the regimes of low- and high-light illumina-
tions I and II. To spatially associate the bacteria to their position in each binned video,
we first cross-correlated a down-scaled version of Fr (obtained by binning four pixels in
the Fr image; see Figure 4.6a) and the first frame of the binned movie (Figure 4.6b).
Then the segmented pixels in the high-quality image were attributed to the binned pix-
els (see Figure 4.6c).8 To avoid signal mixing, we subsequently discarded binned pixels

5Morphological image processing relies on the use of kernels - small patches of pixels - to modify the
features in the image. One way to visualize morphological image processing is to consider the image as
a 3D landscape where the value of a pixel represents its elevation in the third dimension. Morphological
operations would consist in modifying the elevation locally with small tools like shovels and pickaxes. For
all the operations we used (see Figure 4.4), the parameters were the size and shape of the kernel – a disk of
radius varying between two pixels and seven pixels in our case.

6The auto-leveling consists in stretching the histogram of the pixels covered by the kernel to locally increase
the dynamics.

7The Watershed Segmentation method consists in flooding the negative of the image Figure 4.4g from the
position of the local maxima.

8We observed slightly different shifts in the two movies recorded under low- and high-light illuminations.
Therefore, a bacterium segmented in the high-quality movie might be represented by kN,low pixels in the
low-light movie and by kN,high pixels in the high-light movie, with kN,low ̸= kN,high.
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sharpen contrast autolevel

binary mask binary mask

intersection autolevel image masked

reference image
a

b c

d e

f g

Figure 4.4: a: Reference image Fr; b, d: Application of the rank.enhance_contrast filter on the reference
image Fr to yield an image with enhanced contrast (b), which is subsequently binarized (d); c, e: Application
of the rank.autolevel filter on the reference image Fr to yield an image with sharpened frontiers of the bacteria
(c), which is subsequently binarized (e); f : Intersection of the images d and e; g: Image obtained by masking
the image c with the intersection mask f. Scaling bar = 5 µm.

corresponding to areas where two bacteria were present in the high definition image (see
Figure 4.6d).

The segmentation allowed us to collect the fluorescence value at each pixel belonging to a bac-
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Figure 4.5: a: Image exhibiting the positions of the local maxima, source of flooding by the Watershed
Segmentation method; b: Resulting segmented contours of the items. Scaling bar = 5 µm.

Figure 4.6: a: Downscaled version of the reference image Fr after 4×4 binning; b: First image of a binned
video acquired at high frame-rate; c: Segmented pixels on the binned image; d: Segmented pixels without
bacteria overlaps. Scaling bar = 5 µm.

terium in each frame. From the movie we extract the fluorescence response of each algae by summing
the signal corresponding to the pixels in the algae, the time stamp of each frame, and the position
and size (number of pixels) of each algae. The evolution of the CHlF signal over time is usually called
a time series in machine learning, however since we will identify it as a pattern rather than exploiting
the time dependence between consecutive values, we will later refer to them as “traces”.

The adaptation of the segmentation code to single-cell algae is described in the Supplementary
Materials. I also tried to use StarDist [156] without fine-tuning. It showed very similar results
with sparse images of algae, but failed when the images displayed cells that underwent multiple cell-
cycle divisions (as in Figure 2.11). Fully exploiting StarDist would have therefore required manual
annotations, but since the morphological segmentation algorithm was already working I kept the
presented solution. The segmentation could be improved by using Segment Anything [157] and
single-shot fine-tuning, although a quick trial on the online demo gave poor results.
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4.3.2 Machine learning key concepts
Supervised learning

Supervised learning involves training a model using labeled data, where the input variables (fea-
tures) and their corresponding outputs (labels) are known. This approach aims to generalize patterns
and relationships in the data to make accurate predictions or classifications on new data. Supervised
learning allows to leverage existing knowledge and labeled data to build models that can interpret
new similar yet unlabeled data. However, its main limitation is the need of labeled data, which may
be time-consuming and costly to obtain (for example manual annotation of images for a segmenta-
tion task). Additionally, the models produced by supervised learning can suffer from overfitting if
the training data does not adequately represent the true underlying distribution of the data. An
overfitting model will perform very well on the training set but not generalize to new data.

Unsupervised learning

In contrast, unsupervised learning operates on unlabeled data, aiming to discover underlying
patterns, structures, and relationships within the dataset. It involves techniques such as clustering,
dimension reduction, and anomaly detection. Supervised learning is able to reveal hidden insights
and structures within complex datasets without relying on prior knowledge or labeled data. This
makes it particularly useful in scenarios where the data lacks labels or when the goal is to gain a
deeper understanding of the dataset. However, the lack of labeled data in unsupervised learning
raises a challenge when evaluating the quality and interpretability of the results. For example, the
relationship between data form the same group identified by unsupervised clustering often requires
further investigation.

Metric selection

Metric optimization refers to the process of selecting and tuning a performance metric that
best represents the desired outcome or objective of a learning algorithm. It involves choosing a
specific metric to evaluate the performance of the task completion, and then optimizing the model’s
parameters or architecture to maximize or minimize that metric.

Different machine learning tasks, such as classification, regression, and clustering, require specific
metrics to assess their performance. For example, in the segmentation task described in the following
manuscript, I used the F1 metric to evaluate the morphological segmentation’s performance. If I had
trained a segmentation neural network instead, I would have used this metric to guide the training
of the network, using back-propagation9.

If the training converges, it converges towards a local minima of the loss-function which maximizes
or minimizes the metric on the training set. In regression tasks, metrics like mean squared error
(MSE) or R-squared are often employed. For example, I used MSE in the light calibration articles
to fit fluorescence curves with mathematical models (Chapters 2, 3). These metrics quantify the
predictive accuracy, robustness, or other relevant characteristics of the models.

Metric selection involves selecting the most appropriate metric based on the problem domain and
the desired outcome. Once the metric is chosen, the machine learning algorithm is trained to optimize
the selected metric. In our case, we chose two consecutive models optimizing two different metrics
(reconstruction and separability) and trained them separately.

Linear dimension reduction

Dimension reduction techniques aim to reduce the dimensionality of high-dimensional datasets
while keeping the essential information. Reduction dimension techniques suffer from the risk to

9Back-propagation allows to update the model parameters in order to minimize a loss-function that is
built from the definition of the metric.
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discard atypical (yet significant) patterns in new data, as they were not trained to give them weight.
I address this issue in the following manuscript.

Linear dimension reduction techniques, such as Principal Component Analysis (PCA - unsu-
pervised) and Linear Discriminant Analysis (LDA - supervised), project the data onto a lower-
dimensional space with projection matrices. In single-cell studies, linear dimension reduction methods
offer several advantages, including interpretability[158, 159]. They are well-suited for datasets where
linear relationships dominate and can effectively capture the global structure of the data. For this
reason, I used a linear technique in the machine learning framework. However, linear techniques
may struggle to capture complex nonlinear relationships, which I also investigate in the following
manuscript.

Non-linear dimension reduction

Nonlinear dimension reduction techniques, on the other hand, are designed to capture and rep-
resent complex nonlinear relationships in the data. Methods such as t-distributed Stochastic Neigh-
bor Embedding (t-SNE [160] - unsupervised) and Uniform Manifold Approximation and Projection
(UMAP [161] - unsupervised) have gained popularity in analyzing biological single-cell data due to
their ability to uncover intricate cellular heterogeneity. Nonlinear techniques allow to preserve local
structures, enabling the identification of rare cell populations and revealing detailed cellular interac-
tions. However, the outputs are often less interpretable than linear techniques. Interpretation and
analysis of the results require careful consideration and validation, as nonlinear dimension reduction
methods can introduce distortions and artifacts in the representation of the original data.[158]

Clustering

Clustering is an unsupervised technique used to group similar data points or objects together
based on their inherent characteristics or patterns. The goal of clustering is to partition a dataset
into distinct groups, called clusters, where the objects within each cluster are more similar to each
other than to those in other clusters. The similarity or dissimilarity between data points is typically
measured using distance metrics, such as Euclidean distance. Clustering algorithms aim to find the
optimal arrangement of clusters by minimizing the intra-cluster distance and maximizing the inter-
cluster distance. Some popular clustering algorithms include K-means [162], Density-Based Spatial
Clustering of Applications with Noise (DBSCAN - [163]), and Gaussian mixture models (GMM) [162].
K-means clusters together points that project near each-other in a K-dimensional space. I made use
of K-means on several occasions in the following part of the PhD thesis, in order to evaluate the
separability performance of unsupervised dimension methods on our dataset. I also used it when I
reproduced the experiments on a second microscope in Chapter 5: I evaluated if a clustering algorithm
trained on the results in the following manuscript would properly classify data from the experiments
ran on the second microscope.

Before detailing the elements used in the machine learning framework, I will introduce key con-
cepts in machine learning.

4.3.3 Machine learning tools for analysis of fluorescence traces
Details on the level of supervision

I constructed a dataset where each fluorescence trace was attributed a label (qE, qT, qI, or 0).
The label 0 corresponds to absence of qE, qT and qI simultaneously. The dataset was used to train
a machine learning framework able to output stress scores from fluorescence traces. These scores
quantify the contribution of qE, qT and qI developed by the plant in response to high-light. With
David Colliaux and Benjamin Bailleul, we decided to train a machine learning framework relying on
the biological knowledge we had of the processes that induce qE, qT and qI.
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To build the training dataset, we selected a set of mutant and wild-type strains, and conditioned
them to express only one stress response at maximum (qE, qT, qI, or no response). We were guided
by Sandrine Bujaldon and Francis-André Wollman in this task. To be more precise, we chose a
mutant of stt7, the gene coding for STT7, for the negative control of state-transition (qT absent),
and the wild-type with the same genetic background for the population expressing the trait. Instead
of using a mutant for qE, I suggested to use the strains before qE-activation for the negative control of
energy-dependent quenching (qE absent), and after activation for the population expressing the trait.
Finally, I designed how to use populations taken from growth light for the population expressing qI,
and exposed them to high-light until they reached a steady state of degradation and repair.

Yet, we did not attribute a score to these traces, which would have been a stronger information.
There are methods that could have been used to attribute a score, since many studies have addressed
this question, in particular for plants where the kinetics of the three NPQ processes are less entangled
in the fluorescence traces than in algae. This method relied on identifying three specific points corre-
sponding to the full relaxation of each kinetic response consecutively, and deriving NPQ metrics from
these points [164]. There are also some metrics derived for NPQ in Chlamydomonas reinhardtii[146,
165]. In our case, we decided to use these metrics rather to support our method (which requires less
biological knowledge) a posteriori.

Details on the choice of metrics: reconstruction and separability

In our case, we used the hypothesis that the kinetics of the elementary processes would be
preserved when expressed together, and therefore studying the elementary kinetics to train the ma-
chine learning algorithm is sufficient to later investigate the phenotype with the combined kinetics
(wild-type). To test this hypothesis, we introduced a dimension reduction step optimized under a
reconstruction metric. We used dictionary learning that captures the underlying structure or patterns
in the data by adaptive selection of a set of basis functions (called atoms). For this method, the labels
are not required because the model identifies specific patterns in the ChlF traces. Once the model was
trained, we fed it with the wild-type traces. Being able to reconstruct the fluorescence trace properly
as a linear combination of the basis atoms would validate the hypothesis. On the other hand, a large
reconstruction error would mean that the processes in the wild-type are expressed differently when
they co-occur, and the hypothesis is wrong. Dictionary learning also provides significant information
to identify new phenotypical traits that give rise to a high reconstruction error.

The final objective is to output scores for each trait. To achieve this goal, I applied a second
dimension reduction technique that requires the labels to optimize the separation of the classes. The
method used is Linear Discriminant Analysis, which aims at projecting the data in a space where
each population with the same label is clustered together and each cluster can be separated by
hyperplanes [162]. This method is often followed by clustering in order to build a model that can be
used to classify the new data. In the study, I rather took advantage of the linearity of the method
transformation combined with the specific construction of the dataset to use the low-dimension space
as an NPQ-space, where each axis represents an NPQ component.

In the following I detail the mathematical models of Dictionary Learning and Linear Discriminant
Analysis, and later introduce the manuscript describing the experimental work.

Reconstruction step: Dictionary learning

In order to perform data reconstruction, or data approximation, a model of the data is needed.
The most common reconstruction methods are Fourier methods, which allow to decompose a periodic
function as a sum of trigonometric functions (Fourier series), with an extension to non-periodic
functions (Fourier transform). Related, the Wavelet transform allows to represent an input as a
combination of wavelets taken from described datasets (e.g. Haar [166], Daubechies [167]). They
are dimension reduction methods: an image of dimension N2 can be approximated by a sparse set
of M coefficients that weight the wavelets. Wavelet transforms are often used in data compression
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because they allow to build a lighter representation of a sound, an image, a video, etc. It is a
materialization of dimension reduction. In those methods, the underlying model of the data is known
(Fourier base, wavelets set). The underlying model can also be a parametric function and the aim of
the representation is to find the parameters. This strategy will be used in the DREAM project, but
for this work we decided to evaluate what level of information could be retrieved using an agnostic
method. The underlying model can also be learned from a training set, for example with Dictionary
Learning. The objective is to learn a dictionary of M basis elements that best reconstructs the dataset
through weighted linear combinations [168]. These M basis elements are called atoms, designated
as Di for i ∈ [0, M ]. Then, new data can be reconstructed as a linear combination of the atoms
(Figure 4.7). A sparsity constraint is added on the coefficients, so that new data is represented with
a minimal number of atoms. It is important to describe the data with a low amount of coefficients
when the dictionary size is big, but also to avoid overfitting the signals with multiple summed atoms.
The idea of learning a sparse code over a large collection of dictionary elements was initially proposed
in [169] when building a theory of computation in primary visual cortex based on the observation
that natural images can be seen as a composition of many primitive elements. The labels are not
required to learn the dictionary.

We used the dictionary learning method introduced by Mairal et al [168], which is in an online
method: the training set is fed sequentially (sample by sample or subset per subset) to the algorithm
which updates gradually the dictionary by minimizing a cost function. This cost function includes
a penalty on the mean-squared error of reconstruction and the sparsity of the linear coefficients,
detailed in the Methods of the manuscript under writing at the end of this Chapter.

Training set

target: 
minimise 

reconstruction error

unsupervised
Dictionary Learning

New data ReconstructionAtoms

Figure 4.7: Principle of Dictionary learning. A set of M atoms is learned from a training set of unlabeled
data. The metric optimized is the quality of reconstruction of the traces, with a sparsity penalty. The
dictionary can be used to build a reconstruction of a new signal as a linear combination of the atoms.

Classes separation: Linear Discriminant Analysis

The Linear Discriminant Analysis (LDA) is a supervised dimension reduction method that allows
to separate data with distinct labels in the low-dimension space. It was historically introduced by
Fisher [170] with an example applied to classify Iris species based on the taxonomy of their petals and
sepals. I will introduce the principle of LDA with the case of two classes in d-dimensions based on
the derivations presented in“Pattern Classification”10. I will also summarize the multiclass problem
in order to explain the dimensionality constraint on the projected space that led us to chose four
classes to reach a 3-dimensional space of the NPQ components.

We define a set of n samples x1, ..., xn in the d-dimensional space Rd split into two classes: ω1
and ω2. They define two groups, Ω1 and Ω2. Let w be a projection matrix from Rd to R. We define
the projection of the vector xi in the 1-dimensional space R as:

10“Pattern Classification” [162], Chapter 3.8 “Fisher Linear Discriminant”.
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yi = wtxi (4.1)

The two groups Yi correspond to the projections of the groups Ωi.
The objective of the LDA is to find the projection w that allows to best separate Y1 from Y2 in

the projection space R. Figure 4.8 presents the outcome of the projection by two different matrices
w, one that allows well to separate the classes and the other not.

High
separability

Low
separability

Figure 4.8: Principle of Linear Discriminant Analysis (simplification: d = 2). The two classes labeled ω1
and ω2 are projected on a one-dimension line. The direction of the line enables the best separation of the
data points belonging to different classes.

A measure of the separation between the projected points is first the difference of the sample
means. The d-dimensional mean of the samples belonging to class ωi (ni samples) is named mi and
given by:

mi = 1
ni

∑
x∈Ωi

x (4.2)

The average of the projections yi is given by:

m̃i = 1
ni

∑
x∈Ωi

wtx = wt 1
ni

∑
x∈Ωi

x = wtmi (4.3)

which is the projection of mi.
The distance between the projected means is:

|m̃1 − m̃2| = |wt(m1 − m2)| (4.4)

Second, the separability is characterized by the variance within projected data with the same
class. To simplify, if the distance between the means is greater than the intraclass variance, the data
are easily separable. The LDA method introduces the scatter defined as the sum squared distance to
the class mean:
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s̃2
i =

∑
y∈Yi

|y − m̃i|2 (4.5)

Thus, (1/n)(s̃2
1 + s̃2

2) is an estimate of the variance of the pooled data, and s̃2
1 + s̃2

2 is called the
total within-class scatter of the projected samples.

As such, the objective of the LDA is to maximize the criterion function:

J(ω) = |m̃1 − m̃2|2

s̃2
1 + s̃2

2
(4.6)

To obtain J as an explicit function of w, we introduce SB = (m1 − m2)(m1 − m2)t when we
develop the expression:

|m̃1 − m̃2|2 = |wt(m1 − m2)|2 (4.7)
= wt(m1 − m2)(m1 − m2)tw (4.8)
= wtSBw (4.9)

Similarly, we develop the expression of the scatters s̃2
i :

s̃2
i =

∑
x∈Ωi

(wtx − wtmi)2 (4.10)

=
∑

x∈Ωi

wt(x − mi)(x − mi)tw (4.11)

We introduce the notation Si =
∑

x∈Ωi
(x − mi)(x − mi)t so that s̃2

i = wtSiw
As such,

s̃2
1 + s̃2

2 = wt(S1 + S2)w (4.12)

We introduce the notation SW = S1 + S2. SW is called the within-class scatter matrix and SB is
called the between-class scatter matrix. Interestingly, we notice that SB is the outer product of two
vectors, therefore its rank11 is at most one.

In terms of SB and SW , the criterion function J(·) can be written as:

J(ω) = wtSBw
wtSW w (4.13)

The multi-class problem is also described with SB and SW .
They are computed following:

SB =
c∑

i=1
ni(mi − m)(mi − m)T

Where SB has dimension d × d.

– c is the number of classes,
– ni is the number of samples in class i,

11The rank represents the maximum number of linearly independent rows or columns in the matrix. It
represents the level of information brought by each rank/column. For example, if a column is the linear
combination of two other columns, it does not bring new information.
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– mi is the mean vector of class i in the input space,
– m is the overall mean vector of all the data points,

SW =
c∑

i=1

∑
x∈Xi

(x − mi)(x − mi)T

Where SW has dimension d × d.

– c is the number of classes,
– Ωi represents the set of data points belonging to class i in the input space,
– x is a data point in the input space,
– mi is the mean vector of class i,

It can be shown [162] that the solution corresponds to solving:

SBwi = λiSW wi (4.14)

where wi represent the columns of the projection w for each dimension of the output space and
λi a variable. It becomes an eigenvalue problem if SW is invertible. SB is a sum of c-matrices of rank
one or less. Since m is a linear combination of the mi, only c-1 of these matrices are independent.
Therefore, SB is of rank c-1 or less. Thus, S−1

W SB rank’s is no more than c-1. At most c-1 eigenvalues
are nonzero, and the desired eigenvectors correspond to these nonzero eigenvalues. As a consequence,
the larger dimension of the projection space is c-1. It explains why I used four classes to reach a
3-dimensional NPQ space.
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4.4 Manuscript: Scoring of NPQ components in C. rein-
hardtii

4.4.1 Abstract
Understanding the regulation processes of photosynthesis at the single-cell level has become

crucial to better exploit photosynthetic organisms. This work explores the potential of single-cell
studies to reveal cellular heterogeneity and identify correlations in photosynthetic traits. By lever-
aging single-cell imaging, we propose a novel machine-learning framework that analyzes temporal
chlorophyll fluorescence responses to effectively separate and quantify co-occurring stress-response
mechanisms, offering valuable insights into the functional response and stress adaptation of photo-
synthetic organisms. Our study focuses on the dynamic light-stress response of the unicellular green
alga Chlamydomonas reinhardtii, demonstrating the power of this approach in advancing phenotypic
characterization and complementing single-cell omics approaches.

4.4.2 Introduction
The biomass of photosynthetic organisms is a key resource for producing food, feed, energy, and

materials. The current organisms and cultivation practices necessitate significant resources and exert
major environmental impacts. Moreover, Earth experiences climate evolution. Thus it is relevant
and timely to bring new insights that would enable the selection or design of new photosynthetic
organisms and enable their parsimonious cultivation [171].

Most of the existing knowledge on photosynthesis has been derived from measurements at the
organism or tissue level for plants, and bulk measurements for unicellular organisms [172]. These
measurements reflect the combined behavior of multiple cells, smoothing out their individual contri-
butions. Although having revealed major insights into the biology of photosynthesis, those studies
cannot demonstrate cellular heterogeneity, which is observed even within monoclonal populations
[173, 174]. In contrast, single cell studies are relevant to access the distribution of biophysical traits
and evidence their correlations. It is a prerequisite to increase the proportion of a population endowed
with a favorable trait on the basis of understanding the underlying process controlling those traits.

There has recently been a surge in the development of single-cell sequencing technologies probing
“omics” data from genomics, proteomics, metabolomics, lipidomics and glycomics [158]. A new
challenge is to integrate them with physiological data and connect changes in genes expression and
proteins, sugar and fat synthesis with physiological changes. For this purpose, being able to quantify
a physiological process from a biological observation becomes necessary.

This has been a goal of a few reported studies of unicellular photosynthetic organisms at the single
cell level [85, 87, 99, 100, 107, 175–183]. Most of them have relied on endogenous chlorophyll fluores-
cence (ChlF), an approach with a century-long history [109, 184]. After absorption by the antenna
pigments of the chloroplast, light energy is funneled to the reaction center of PSI or PSII, which gets
excited. Its deexcitation mostly involves electron transfers to the closest acceptor in the photosyn-
thetic chain. However, it also occurs through competitive pathways: heat and fluorescence. Hence,
the fluorescence level is a proxy of photochemical (effective photosynthesis) and non-photochemical
(dissipation as heat) quenching, which makes it to be widely used for reporting on the efficiency of
the photosynthesis realization.

Photosynthesis is tightly coupled to the metabolism of photosynthetic organisms and it benefits
from an efficient regulation occurring over multiple time scales [68–70]. Consequently, the ChlF
response detected under application of tailored temporal sequences of illumination mirrors the kinetics
of realization of numerous biological processes. Thus, it contains rich and specific information on the
functional response of the system, which makes it a favorable asset of the physiological state and a
good candidate to evaluate biotic and abiotic stress responses in a perspective of phenomics [60, 61].

Yet, an appropriate metric has to be harnessed to fully exploit the temporal ChlF response in
the latter purpose. Well-established metrics have been empirically derived from basic mathematical
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processing of specific values in the ChlF traces (timestamps, inflection points or local extrema) [109,
146, 185–187]. However, the ChlF trace is the result of overlapping contributions from several co-
occuring biological processes associated with their respective amplitudes and characteristic times of
the kinetics: a ChlF point on the trace intricately reflects the combination of these contributions.
Untangling the contributions of the co-occuring processes can be achieved by introducing comple-
mentary observables. Nevertheless, this strategy comes at the cost of complexifying the instruments
and protocols (for instance the fluorescence lifetime can be measured along the fluorescence [165]).
In this report, we alternatively introduce a new computational method to analyse the complex ChlF
trace and effectively separate the contributions of the co-occuring processes.

This computational method relies on the construction of a low-dimension space in which the
ChlF traces are projected, allowing to interpret the biological processes they reflect. It relies on
the exploitation of training populations expressing the elementary processes that define the axis
of the base of the low-dimension space. In this report, we make the hypothesis that the kinetic
behavior of a population of wild type individuals (expressing multiple processes simultaneously) can
be satisfactorily accounted for by a referential of populations expressing the different elementary
processes separately. We take advantage of a study at the single cell level to test this hypothesis.
Thus, we can overcome a description relying on a phenomenological exploitation of the ChlF trace
and use the latter to assign an unambiguous, agnostic phenomic score relying on biological processes.

To illustrate our perspective, we selected the response of photosynthetic organisms to light stress
as a case study. In natural media, the intensity and wavelength distribution of sunlight exhibit strong
fluctuations over time scales expanding from the second to the month [77, 188]. Photosynthetic
organisms have evolved several processes to cope with these fluctuations, which enable them to
dissipate the excess of energy when the light intensity peaks and maximize the photon intake when
the light reaches a low [68]. The study of the light-stress response has become critical in photosynthesis
research as it is the main adapting process effected by the plants and algae [90, 189] and is easy to
implement quantitatively.

In this study, we focus on regulating processes manifesting as nonphotochemical quenching of
ChlF (NPQ) [190, 191], which are driven by light fluctuations from seconds to hours driven by factors
such as surface wave movement, vertical movement of phytoplankton, overlapping and shifting leaves,
as well as clouds passing overhead [77, 188]. Governing the NPQ kinetics is presently debated for
improving several aspects of photosynthetic efficiency [192–196].

For our case study, we addressed the dynamic light-stress response in a reference organism of
photosynthesis research: the unicellular green alga Chlamydomonas reinhardtii [89, 90, 197]. Af-
ter a specific activation protocol [97], Chlamydomonas reinhardtii exhibits significant amplitudes of
three extensively studied NPQ components: qE, qT, and qI. The fastest NPQ component is energy-
dependent quenching, abbreviated qE. Taking place at the timescale of second to minutes, it origi-
nates from a pH-dependent change of conformation of the stress-related Light Harvesting Complexes
(LHCSR). Under low light, these antennas absorb light and transfer it to reaction centers to perform
photosynthesis. Under light excess, a proton gradient builds-up accross the thylakoid membrane and
the pH of the lumen decreases, which drives the protonation of LHCSR residues exposed to the lumen
[189, 198]. The LHCSR then become quenchers and dissipate the absorbed excitation through heat
rather than propagating it to the reaction centers. The second NPQ component is state-transition,
and is called qT. It happens within minutes and involves the reversible binding of the secondary
light-harvesting antennas to the reaction centers of PSI and PSII. The reversible binding is driven
by their phosphorylation by the kinase STT7 and dephosphorylation by PBB1-PCSB [199, 200]. De-
pending on binding, the antennas preferentially channel energy to PSII (state 1) or PSI (state 2), to
balance the energy input of the photosynthetic chain. Photoinhibition is the last NPQ component
known as qI. It is induced over tens of minutes to hours and relaxes even more slowly. It occurs due
to a light-induced modification in the equilibrium of the continuous degradation-and-repair process
of the reaction centers involving the protein D1 [201, 202]. Under high-light, the repair rate slows
down because D1 is damaged. As a consequence, less energy fuels the photosynthetic chain. Under
exposure to high-light of 15 minutes to one hour, the co-occurring NPQ components qE, qT and qI



118 CHAPTER 4. SCORING OF LIGHT-STRESS RESPONSE IN C. REINHARDTII

simultaneously shape the ChlF time response of wild-type strains with their characteristic signatures.
Moreover, it is easy to control the extent of the qE, qT and qI components in Chlamydomonas

reinhardtii either by adopting mutants or specific conditioning protocols. Hence, it is a favorable
system to evaluate the relevance of our perspective to deliver quantitative phenotypic information
from the dynamical NPQ traces. To accomplish this goal, a machine learning algorithm has been
trained on a biological dataset consisting of reference populations of mutants and pre-conditioned
strains, each exhibiting at maximum one NPQ component (qE, qT, qI or no response). The training
enabled the algorithm to learn how to project a ChlF trace in a lower-dimension (3-dimensional)
space, where each axis represents one of the three NPQ component. Once the transformation method
was learned, it has been applied to the ChlF trace of a wild-type strain.

4.4.3 Results

A favorable observable to probe photosynthesis at the single-cell level: chlorophyll flu-
orescence

ChlF is interrogated by applying constant or time-modulated light for perturbing the photosystem
and measuring its response [128]. In the conventional method of Pulse-Amplitude Modulated (PAM)
fluorometry [129], the photosynthetic organism that has been dark-adapted is exposed to a sequential
pattern of light intensities. This pattern first includes light resembling sunlight (actinic light, tens
to hundreds of µmol(photons) · m−2 · s−1) and high-intensity light that saturates the photosynthetic
chain (saturating pulse, > 1000 µmol(photons) · m−2 · s−1, 0.2-1 s), whose purpose is to bring the
plant to different saturation states of the photosynthetic chain. These components are complemented
by short pulses with low intensity (measuring pulses, < 10 µmol(photons) · m−2 · s−1, shorter than
10 ms) that probe the state of the photosystem without perturbing it. In particular, PAM allows
to assess the quantum yield of photosynthesis, denoted as ϕP SII , and NPQ, which measures the
dissipation as heat.

Harnessing PAM in fluorescence microscopy for imaging a population down to the single cell level
is a major challenge due to low photon count [88, 100, 175, 203–205]. No more than one fluorescence
photon per pixel is emitted in response to the measuring pulses when using a 10x objective lens to
image a cell [206] (adapted from [86] for a single Chlamydomonas reinhardtii cell with the correction
made for the field of view size). This value is comparable to the noise level of a camera. To tackle
this limitation, different strategies have been implemented in single-cell instruments, often at the cost
of using stronger or longer measuring pulses that perturb the system [84].

As validated below, the direct ChlF response to the saturating pulses can advantageously replace
the weak one from the measuring light to study NPQ. Accordingly, we built a Python-based fully au-
tomated microscope for applying versatile light-protocols to photosynthetic organisms (leaves, algae)
with sub-cellular imaging resolution (see Section 4.5.1 of the SI). It enabled us to perform long-term
experiments to study NPQ on the same cells by measuring the time evolution of their ChlF response to
a repeated saturating pulse of fixed high light intensity, while exposing the system to high actinic light
or relaxing it in the dark. More precisely, we modified an illumination protocol inducing simultane-
ously qE, qT and qI [146, 185] to study the high-light response. It involves four consecutive repetitions
of a 30 min-long basic pattern consisting in strong actinic blue light (400 µmol(photons) · m−2 · s−1,
470±10 nm) for 15 min followed by 15 min of dark with simultaneous application of a saturating
pulse every 20 seconds (1300 µmol(photons) · m−2 · s−1, 405±7 nm, 200 ms) (see Section 4.5.2 of the
SI). The actinic light is turned off during the saturating pulse. Hence the measured ChlF level (FM )
originates from the application of the saturating pulse only. The camera records a movie during each
basic pattern and a segmentation algorithm allows to retrieve the ChlF temporal trace of each algae,
from which the response to saturating pulses are retrieved (FM ).
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Presentation of the reference dataset

The diversity and complexity of the FM traces collected from individual algae of a wild-type strain
submitted to our illumination protocol is shown in Figure 4.9a. In order to identify the contribution
of each NPQ component to the FM trace, we designed a set of strains displaying only one of the three
elementary stress-response component, or no stress-response (see Table 4.1 and Methods):

• qE Two strategies can be used to study qE. One is to use mutants of the two types of antennas
contributing to qE (LHCSR3 and LHCSR1 [97]), the strains (npq4 ) and LHCSR1 (lhcsr1 ) or
the double-mutant npq4-lhcsr1. The other is to take advantage of the inducible expression of
these antennas. In Chlamydomonas reinhardtii, the latter are only synthesized in response to
prolonged high-light exposure [97]. We selected the second option, exploiting the negligible
level of LHCSR expression under low growth-light conditions to study strains without qE, and
forcing the LHCSR expression upon 2–8 h exposure to high-light [97] (later referred as qE-
activation). qE-activated cells are identified with the symbol ∗. The qE-activation was directly
performed under the microscope, which allowed us to monitor the same cells before and after
the expression of LHCSR.

• qT A common mutant to study state-transition is stt7 which lacks the kinase STT7. In the
wild-type, the protonation of this kinase drives unbinding of the mobile LHCII antennas from
PSII (state 1-to-state 2) [90]. In consequence, the mutant stt7 is blocked in state 1. We used
the non-leaky mutant stt7-1 [200] as a negative control of state transition (qT absent) and
wild-types as positive controls (qT present).

• qI There is no mutant specifically for qI. Instead, we rely on the changing dynamics of qI, as
follows. Both qE-activation and high-light exposure for observing NPQ induce photo-inhibition.
In order to attenuate the contribution of photo-inhibition to the ChlF dynamics, we repeated
four times in a row our basic pattern of illuminations before and after qE-activation. The first
occurrences of the basic pattern induces non-stationary photo-inhibition but in the last two
repeats the photodamage-repair rates are at equilibrium [202], which has been evidenced by
the equivalent level reached by the first and last saturating pulses FM of the basic pattern.
When the damage and repair rates are at equilibrium, we consider the cell to be photoinhibited
(symbol i).

Since no triple-mutant stt7-1-npq4-lhcsr1 has yet been obtained to our knowledge, we further
exploited the culture of stt7-1 before qE-activation as a double-negative control for qE and qT.

Generation of the reference dataset

After selecting the mutants and experimental conditions, we generated the reference dataset for
our machine learning framework. It was made of a collection of four sets of FM traces acquired
from movies of hundreds of algae cells (Figures 4.9b,c), where each population either displays a
single elementary light-stress response (qE, qT or qI) or no light-stress response at all (see Table 4.1,
Methods and 4.5.2 of the SI for a description of the sample preparations).

Figure 4.9c further shows the average responses computed from the dataset collections of in-
dividual traces. They compare well with the measuring pulses fluorescence traces from the same
populations conditioned in liquid state, submitted to the same actinic and saturating pulse sequence,
and observed under a fluorescence macro-imaging system (Speedzen MX, JBeamBio, France) (see Fig-
ure 4.9d) [86, 146]. The corresponding agreement validates our exploitation of the direct fluorescence
with respect to protocols based on measuring pulses.

As observed in previous works [146, 165, 207], we identified five phases (I – V ) on the fluorescence
traces, indicated in Figure 4.9c,d. a fast (<30 s - Phase I ) decay of ChlF at the light onset for the
population *stt7i. It is a consequence of the increase of the lumen pH under high-light: the LHCSRs
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Name total experiments total algae qT qE qI
stt7i 3 433
stt7 3 453 ✓

*stt7i 3 480 ✓
wt4i 4 936 ✓

Table 4.1: Dataset description. Strains, conditioning, and acquisition: stt7i: not qE-activated, third repeat
of the basic pattern: photoinhibited (no qI), lacks qT, lacks qE; stt7 : not qE-activated, first repeat of
the basic pattern: exhibits qI, lacks qT, lacks qE; *stt7i: qE-activated, last repeat of the basic pattern:
photoinhibited (no qI), lacks qT and exhibits qE; wt4i: not qE-activated, last repeat of the basic pattern:
photoinhibited (no qI), exhibits qT and lacks qE. Name code: stt7: mutant lacking STT7 (qT absent) wt4:
wild-type expressing STT7 (qT present) , i: photoinhibited by consecutive exposures to the basic pattern (qI
absent), ∗: qE-activated by prolonged exposure to high-light, expressing LHCSRs (qE present). Shaded cells:
NPQ component absent, checkmark: NPQ component present.

get protonated and do not anymore act as antennas but as quenchers. We observe a fast (<2 min,
Phase IV ) relaxation when the light turns off as a consequence of the recovery of the dark lumen pH.
Interestingly, we also observe a relaxation of the quenching over 2-5 min (Phase II ) following the light
onset which could be attributed to a relaxation of qE. The wt4i population displays an increase in the
ChlF response at the light onset, corresponding to the dephosphorylation of the LHCII antennas and
their consequent binding to PSII, increasing its photon collection capacity. Time-wise, this bump
overlaps with the increase of ChlF in Phase II in the *stt7i population, which makes them hard
to be discriminated when both qE and qT are expressed. When the light is turned off, the ChlF
decays slowly (Phase V ), revealing the unbinding of the LHCII antennas from PSII. In the stt7
population, the high light induces a decay of the ChlF exhibiting the degradation of the reaction
centers by photoinibition. The ChlF does not fully recover in the dark, resulting in an overall decay
of FM before and after the basic pattern exposure. The three mechanisms co-occur between 5 and
10 minutes (Phase III ).

Two other remarks arise from the elementary traces (Figure 4.9c): the algae from the stt7i

population show a slight drop in ChlF at the light onset characteristic of qE although they are
expected to display no stress-response. This can be explained by the lack of state-transition capacity
during the growth which could result in a quicker capacity to express qE under high light. This led us
to select the third repeat of the basic pattern, which presents less qE than the fourth repeat, for stt7i

of the fourth to build the dataset since less (see Figure 4.17 in the SI for a visual understanding of the
experimental data). The second observation is that stt7 display a smaller photoinhibition response
than wild-type (see the photoinhibition of wild type wt4 in Figures 4.18c and 4.27 of the SI), probably
because they are already photoinhibited by the growth light. Finally, the photoinhibition equilibrium
is not completely reached for the stt7i and wt4i population which could alter the performance of
the following machine learning algorithm. The photoinhibition mechanism is distinct from qE and
qT because our controls are not ideal since the qI is present in all the strains although we tried
to minimize its contribution by waiting for the equilibrium to be reached between the damage and
repair rates (photoinhibited populations). We kept it to build the 3D NPQ space and deconvolve its
effect from the other stresses, but later on focused only the analysis and interplay of qE and qT using
photoinhibited strains (i, qI absent).

From the reference dataset to a base of elementary NPQ components in a 3D space

We used the reference dataset with a machine learning framework to build a base in a 3D NPQ
space where the axes x, y, and z are associated to elementary biological processes driving the NPQ
components qE, qT, and qI respectively. The framework performs two consecutive steps of dimension
reduction to transform the FM traces into a 3D vector that can be interpreted from a biological
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Figure 4.9: Steps towards acquisition of the reference dataset for quantitative phenomic scoring of NPQ
relying on biological processes. a: Extraction of the ChlF time traces FM from single algae cells imaged
in fluorescence microscopy. Watershed segmentation is used to compute a segmentation mask, which is
applied to each frame of the recorded movie to collect the temporal ChlF response of each segmented alga.
Sample: population of a wild type strain, which expresses qE and qT (*wt4i: qE-activated, photoinhibited);
b: Randomly sampled FM traces of the four populations used to build the reference dataset. stt7i: not qE-
activated, photoinhibited; stt7 : not qE-activated, dark-adapted; *stt7i: activated, photoinhibited; wt4i: not
qE-activated, photoinhibited. One population (stt7i) expresses none of the stress-responses whereas the other
ones express only one of the elementary stress responses (either qI – stt7 , qE – *stt7ior qT – wt4i) during the
experiment; c: Average (dark lines) and accumulated (light lines) FM traces of the four populations used to
build the reference dataset. From top to bottom: stt7i (3 experiments – 433 algae), stt7 (3 experiments – 453
algae), *stt7i (3 experiments- - 480 algae), wt4i (4 experiments – 936 algae); d: Validation of the microscope
setup. Overall FM traces from the four populations used to build the reference dataset obtained from bulk
measurements by using the MacroSpeedZen. From top to bottom: stt7i (2 repeats), stt7 (2 repeats), *stt7i

(2 repeats), wt4i (5 repeats). In c and d, the ChlF data are normalized to FM (0), and the illumination
regime (HL or dark) is identified on the top and the five phases I–V used for ad hoc NPQ evaluation are
identified as blocks (and further as points on the FM traces in c).

viewpoint. Each step learns to optimize a different metric. The first step aims at learning how
to reconstruct a ChlF trace in a lower-dimension space with a minimal reconstruction error. It
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ensures that the pipeline will be able to interpret new data as a combination of the waveforms
learned in the training phase. Any failure to reconstruct the trace will either invalidate our working
hypothesis or demonstrate the outbreak of a new phenotype in the input data. It is followed by
a supervised dimension reduction, where the aim is to maximize the separability of the annotated
training populations. This second step learns a matrix used to project the output of the first step
onto a 3D space. Thus, a new FM trace given as input to the framework is first reduced to a vector
of coefficients that describe the linear combination of basic waveforms to reconstruct the FM trace.
Then, this vector is projected on a 3D space with axes x, y, and z, which we denominated qT-0-0,
0-qE-0, and 0-0-qI (Figure 4.10a).

As a first step, we implemented Dictionary Learning (Figure 4.10a) [168], which decomposes any
complex series of data into pre-learned arbitrary waveforms that capture its most important features.
The training phase is unsupervised: it exploits all the FM traces from the four training populations of
the dataset without any label. It learns to identify characteristic patterns in the ChlF traces that are
stored in a dictionary of basic waveforms (called atoms). Its metric is the accuracy of reconstruction
of a ChlF trace as a linear combination of the atoms. The dictionary convergence depends on hyper-
parameters such as the sparsity level, number of atoms, and training set size. After investigating
their influence on the reconstruction error (see Figure 4.21 in the SI), we selected a reconstruction
threshold (2·10−4) corresponding to 10 atoms Di (Figure 4.10b).

As a second step, we used a method based on Linear Discriminant Analysis (LDA), an algorithm
that shares similarities with Principal Component Analysis (PCA) for they are both linear dimension
reduction techniques [162, 208]. The metric used to train the LDA is the separability of the training
populations. The separability is maximized by minimizing the distance between data points within
the same training population while maximizing the separation between different training populations.
Hence, since the labels of the training populations are here required, it is a supervised training. The
LDA learns a projection matrix from the output space of the dictionary (dimension 10) to a 3-
dimensional (3D) space by identifying three hyperplanes that effectively separate the four training
populations. This inherent dimensionality constraint of LDA explains why we had to select four
classes to build the reference dataset in the first place. Once we obtained the 3D projection, we
could define the final 3D base of elementary NPQ components by assigning the x, y and z axes
to the direction along which the training populations wt4i, *stt7i and stt7 are spread (principal
components) and redefining its origin. As a consequence, each training population’s point cloud is
spread along a distinct axis. Then, by construction, since each of the training populations represents
an elementary stress-response, the x, y and z axes based on the corresponding components have been
named: qT-0-0, 0-qE-0 or 0-0-qI (see Methods).

Figure 4.10c,d,e display the 2D projections resulting from application of our machine learning
framework on the dataset. The four training populations project along a given axis as expected: (i)
the point clouds of the population expressing the NPQ component spreads along this axis only; (ii)
the point clouds of the ones not expressing the component overlap at the origin (e.g. in the (qT-0-0,
0-qE-0) representation, the stt7 and stt7i populations overlap since they both exhibit neither qE
nor qT).

We notice that the distance from the origin of stt7 is higher, but not significantly higher, than the
other training populations. This is due to the already highly photoinhibited status of stt7 even under
growth light [90], and the slightly incomplete photoinhibition of the other populations of the reference
dataset as described earlier. As a consequence, we now focus on qE and qT, and use photoinhibited
populations (i) for the following investigations to discard qI.

We further compared the outcome of the machine learning framework with the one relying on
ad hoc metrics, which have been used in the literature to quantitatively measure the stress levels [146,
185, 207]. The latter are based on the variation of FM over phases I–V (see Figure 4.9c,d), which
have been ad hoc identified as representative of elementary NPQ phenomena [146].

Figure 4.11a-b shows the box-plots of the ad hoc metrics used to quantify the NPQ in each
population of the reference dataset. The *stt7i and wt4i distributions are statistically distinct from
the others, which are grouped on the axis origin. This result demonstrates that the ad hoc metrics
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Figure 4.10: From the reference dataset to a base of elementary NPQ components in a 3D space. a: Flow of
the process. All the reference dataset traces are first used to perform unsupervised training of an algorithm of
dictionary learning. The resulting basis traces (atoms) are then combined with the labels of the four training
populations in order to perform a Linear Discriminant Analysis. It results in an output in a 3D space, where
each axis corresponds to a population of the reference dataset expressing an elementary stress; b: The atoms
Di are the learned representation of the dataset. Each element of the dataset can be reconstructed as a linear
combination of the atoms Di. In the table, the first column shows the reconstruction of the average trace of
each population in the reference dataset. In each table cell, the color scales Zi while the trace is Zi × Di; c,
d, e: 2D projections of the reference dataset onto the 3D NPQ space after performing Linear Discriminant
Analysis on the atom code from applying dictionary learning. c: (qT-0-0, 0-qE-0), d: (qT-0-0, 0-0-qI), e:
(0-qE-0, 0-0-qI).

built on populations where the stress response is elementaryly expressed are satisfactory indicators of
the expression of the NPQ components. Figure 4.11c-d displays the box-plots of the machine learning
scores which did not rely on prior kinetic knowledge. The *stt7i and wt4i training populations are
equally – if not better – distinguishable from the other training populations. This result supports
the LDA relevance for separating the training populations while encompassing the underlying NPQ
components so as to enable us to classify populations developing distinct NPQ components.

To further explore the performance of the machine learning framework, we plotted the ad hoc
metrics against the machine learning scores. As shown in Figure 4.11e, there is a clear correlation
between 0-qE-0 and NPQ(Phase I ) for the *stt7i population (p-value: 10−122), whereas the other
populations show little spread along both axes as they do not express qE. Such a correlation is
similarly observed between qT-0-0 and NPQ(Phase V ) for the wt4i population (Figure 4.11b - p-
value: 10−145). The ad hoc metrics from the literature allow to quantify the amplitude of the
NPQ components. The correlation between the ad hoc metrics and the machine learning scores
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demonstrates that the machine learning approach is able not only to classify, but also to quantify the
stress responses using only the class labels.

We notice that the qT value computed with the ad hoc method is not zero for the mutants of
state-transition (stt7-1 ), whereas the machine learning scores fall on zero, which represents better
the absence of qT in the non-leaky mutant stt7-1.
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Figure 4.11: Comparison of the bases originating from the machine learning framework and well-established
metrics [146, 185, 207]. For each alga cell, the FM trace has been processed by using the machine learning
metric (0-qE-0 or qT-0-0) and the NPQ metric computed from NP Q(tn) = FM (0)−FM (tn)

FM (tn) where 0 and tn

refer to the beginning and the end of the phases I–V (see Figure 4.9c,d) [146]. a and b respectively display
the box-plot of the NPQ over Phase I and Phase V whereas c and d respectively display the box-plot of
the projection of axis 0-qE-0 and qT-0-0. e and f respectively display the average ChlF FM trace of the
population from *stt7i and wt4i (the black points identify the limit of each phase on the FM trace) and
the correlations between the axes 0-qE-0 and NPQ of Phase I (p − value = 10−122), and qT-0-0 and NPQ
Phase V (p − value = 10−145) for all the populations.

The variation of the 0-qE-0 and qT-0-0 values appears to be more significant in the populations
expressing qE and qT respectively. This observation led us to question to which extent the data
distribution reflected an underlying biological diversity. To address this, we performed a series of
complementary experiments, which aimed to distinguish the distributions originating from biological
cell-to-cell variation and from instrumental noise or reconstruction artifacts by the dictionary.

Our microscope set-up allows us to apply the illumination protocol on a same sample kept in
a same position. We exploited this feature to compare the NPQ response of the same algae from
two consecutive identical repeats. Indeed, provided their state remains identical, any variation of the
NPQ-response between both repeats is a signature of other factors (fluorescence noise, instrumental
noise, inaccurate dictionary reconstruction) than the physiological state. To evaluate whether these
other contributions were significant and could explain alone the variance of the distributions, we
exploited the NPQ coordinates of all imaged cells to calculate the distribution of pairwise distances
of each algae in the two experiments to themselves (Di,i) and to all other algae (Di,j). Similar distance
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distributions Di,i and Di,j would suggest that the experimental noise governs the NPQ distributions.
On the contrary, a narrower distance distribution for Di,i than for Di,j would suggest that two algae
with a same biological status are statistically closer in the NPQ space and point on biological variance
to drive the variance of the distribution of NPQ scores.

To perform the latter experiments, we selected monoclonal synchronized algae of wt4i and *stt7i

in order to minimize the genetic diversity and the contribution of the cell cycle to the variance of the
distribution (see Methods). We collected the FM traces by applying the same illumination protocols
as those used to build the training populations of wt4i and *stt7i and we retrieved the NPQ scores
using the machine learning framework initially trained on the reference dataset.

We first evidenced that the distributions of the NPQ scores after two consecutive identical repeats
were similar (Figure 4.12b,e), which supported that the cellular state remained identical (in Figure
4.25 of the SI, we show the distribution of the remaining scores and the statistical equality tests).
Then we showed that the distance distribution was twice narrower for Di,i than for Di,j (Figure
4.12a,d; a statistical test validated that the distribution variances are different). Eventually, we
interrogated the influence of the illumination heterogeneity in the field of view of the microscope
and found no significant correlation to the value along each NPQ-axis (see Section 4.5.6). Hence, we
concluded that the experimental noise does not alone explain the variance of the NPQ scores.

The latter investigations support that the variance of the NPQ-scores must have a biological
origin. From the distributions displayed in Figure 4.12b,e, 40 and 20% have been retrieved for
characterizing the biological cell-to-cell variation of qE and qT respectively, as computed from the
standard deviation relative to the mean. As shown in Figure 4.12c,f, these variation coefficients
are not statistically different from those of the non-monoclonal synchronized algae for the reference
dataset, which supports that the distribution is not governed by a genetic diversity. We further
showed that the cell surface measured in the field of view does not alone explain the variance either
(see 4.5.6).

Projection of wild type strains in the generated 3D NPQ space of elementary NPQ
components

Equipped with a 3D base of elementary NPQ components, we could analyze the outcome of the
projection of the FM traces collected at the single cell level from wild type strains. We first studied
the wild type wt4 , which has the same genetic background as stt7-1 used in the reference dataset for
the population exhibiting qE, and is already used in the population wt4i (prior to qE-activation).

As a preliminary experiment, the monoclonal population wt4i was qE-activated for 4 h and
photoinhibited. It resulted in the population *wt4i which is expected to display a stationary qI, and
both qE and qT. Its FM traces were processed as above. The Di,i distribution was narrower than
the Di,j one as observed above (Figure 4.13a). Figures 4.13b,c evidence simultaneous expression of
qE and qT with Gaussian distributions (normality test: p-value < 10−6). They exhibit a dispersion
much similar to the one observed for the training populations expressing only one of the traits (44%
for qE, 21% for qT in 4.13b,c) although upon expression in a lesser extent, which is in agreement with
a lower expression level of qE in wild-types compared to stt7-1 previously reported in the literature
[200, 209, 210].

We then investigated the dynamics of the well-studied qE-activation process [97] by applying
three sequential high-light exposure of 2 h with measurements of the FM traces after each interval.
The time evolution of the cell coordinates in the base (qT-0-0, 0-qE-0) is displayed in Figure 4.13d.
The gradual increase of 0-qE-0 with high-light exposure time (Figure 4.13d,f) is in line with reported
results displaying the evolution of qE, where a few hours of exposure allow to reach a steady qE level
[146]. We also observed a gradual decrease of the amplitude of qT-0-0 (Figure 4.13d,i). The two
phenomena qE and qT appear to be correlated, both at the level of the point cloud centroids but also
at the single-cell level (Figure 4.13d), as shown by the alignment of the respective affine fit in Figure
4.13d. This observation is compatible with the synergistic action of both qE and qT to respond to
high light stress raised in the literature [90, 165].
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Figure 4.12: Characterization of the dispersion of the NPQ traits within isogenic synchronised populations.
a,d: Distributions of the cell-to-cell (Di,i – blue, SD: 0.7 (a), 0.5 (d)) vs cell-to-population (Di,j – black,
SD: 1.8 (a), 1.2 (d)) distances in the 3D NPQ space retrieved from a: two isogenic *stt7i populations
(2 consecutive repeats; 176 algae); d: two isogenic wt4i populations (d; 2 consecutive repeats; 77 algae);
b,e: Distribution of the 0-qE-0 (b) and qT-0-0 (e) values of the *stt7i (wt4i) populations in a (d); c:
Dispersion of the 0-qE-0 values collected from the training set (orange) and in experiments with isogenic
synchronized populations (grey); f : Dispersion of the qT-0-0 values collected from the training set (green)
and in experiments with isogenic synchronized populations (grey).

Figure 4.13e demonstrates that our machine learning framework effectively sorted the NPQ
component-rich FM traces initially observed in Figure 4.9a. Indeed, as the 0-qE-0 score increases,
the characteristic drop in Phase I becomes significant, while as the amplitude of the qT-0-0 score
decreases, so does the amplitude of Phase V .

We performed the same experiments with another wild-type strain: wild type cc124 . As for
wild type wt4 , the time evolution of the point cloud qualitatively shows a continual increase of the
amplitude of 0-qE-0 along the y-axis (Figure 4.13f) and a continual decrease of the amplitude of qT-
0-0 along the x-axis (Figure 4.13i). However, as opposed to wild type wt4 , although the correlation
appears at the population level, it is not present within the point cloud (Figure 4.13g). Indeed, the
affine fitting curve of the point cloud centroids is not aligned with the respective affine fit of each
point cloud (Figure 4.13g). When the traces are displayed in the grid (Figure 4.13h) we observe
phenotypes where both qE and qT are significant, that were absent in wild type wt4 (Figure 4.13e).

Figure 4.13f,i shows the time evolution of the distribution of the cell coordinates for each stain,
and the means of the boxes correspond to the information that a study at the population level would
have yielded. It is interesting to notice that both populations have apparent similar evolutions. Yet,
we have identified different synergies between qE and qT in the individual cell traces.

Evidence for the outbreak of a new phenotype

Our machine learning framework has learned how to identify traits of interest for its optimization
tasks and discard the noise. However, its dimension reduction could miss significant features from
a new population absent from the training dataset. In fact, this limitation may turn as an advan-
tage when it comes validate the initial working hypothesis that a ChlF response corresponding to
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Figure 4.13: Evolution of the distribution of wild type populations throughout qE-activation. a: Distribution
of cell-to-cell distance (Di,i – blue) vs cell-to-population distances (Di,j – black) in the 3D NPQ space
corresponding to experiment in b,c (see Section 4.5.7 for the statistical tests). b: Distribution of the 0-qE-0
values of two monoclonal *wt4i populations (2 consecutive repeats - 77 algae) Variation coefficient: 44%;
c: Distribution of the qT-0-0 values of two monoclonal *wt4i populations (2 consecutive repeats - 77 algae)
Variation coefficient: 20%; d: Wild type wt4 population taken from the growth light not qE-activated and
photoinhibited (wt4i) exposed to three consecutive qE-activation protocols of 2 h to promote the expression
of LHCSR proteins and induce qE. The blue line indicates the direction of the affine fitting curve of the point
cloud centroids while the black line indicates the affine curve fit of each point cloud elementaryly; e: Grid
projection of the FM traces from d. The axis limits have been adjusted to the point cloud and a trace is
represented in the grid only if two or more datapoints fall within the box; f : Amplitude of the trait along the
0-qE-0 axis throughout the qE-activation of wild type wt4 (experiment d,e - red and g,h - blue) g: Wild type
cc124 population taken from the growth light not qE-activated and photoinhibited exposed three consecutive
qE-activation protocols of 2 h to promote the expression of LHCSR proteins and induce qE. The blue line
indicates the direction of the affine fitting curve of the point cloud centroids while the black line indicates the
affine curve fit of each point cloud elementaryly; h: Grid projection of the FM traces from g. The axis limits
have been adjusted to the point cloud and a trace is represented in the grid only if two or more datapoints
fall within the box; i: Amplitude of the trait along the qT-0-0 axis throughout the qE-activation of wild type
wt4 (experiment d,e – red) and wild type cc124 (experiment g,h – blue).

co-occuring light-stress responses can be reconstructed from combining the elementary fluorescence ki-
netics reflecting these responses. It can also be used to evidence the presence of a phenotype endowed
with atypical traits. To illustrate these perspectives, we applied our machine learning framework to
new sets of data.
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In the previous section we studied the qE-activation of wild-type strains wt4 and cc124. Except
from wt4i, such data have never been seen in the training phase of the Dictionary Learning. Figure
4.14a demonstrates that the main features of the FM traces are well accounted for, validating the
working hypothesis. Accordingly, as shown in Figure 4.14i, the reconstruction errors are within
the order of magnitude of the reconstruction threshold defined in the training phase (2·-4). We
also investigated another mutant absent from the reference dataset: npq4, the mutant for LHCSR3
which is supposed to express no qE, and show a phenotype similar to wt4i before and after activation.
Although the responses are similar before activation (Figure 4.14c), they differ after activation (Figure
4.14g), as npq4 displays qE (probably coming from an over-expression of LHCSR1 [211], explaining
why we did not use it as a negative control of qE). The Dictionary generalizes well to this mutant as
it is able to reconstruct the traces properly and the reconstruction error is low (Figure 4.14i).

Then, we investigated another culture of wild type wt4 , which was left to grow on a Petri dish for
several months. Figure 4.14h already evidences that recurrent features are not satisfactorily accounted
for by the projection. This discrepancy yields a reconstruction error an order of magnitude above
the training threshold (Figure 4.14i). It expresses an uncommon stress response, which does not
correspond to qE, qT nor qI and most probably originates from an unknown phenotypical trait with
a strong characteristic signature.
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Figure 4.14: Dictionary learning reconstruction for phenotypes absent from the training set. a-d: Raw
(black) and reconstructed (green) traces of xi with the dictionary. a: wt4, b: cc124, c: npq4, d: M ; e-h:
Raw (black) and reconstructed (red) traces of ∗xi with the dictionary. e: wt4, f : cc124, g: npq4, h: M ; i:
Distribution of the reconstruction mean squared error from experiments displayed in a-h. wt4: 185 algae,
cc124: 192 algae, npq4: 98 algae, M : 443 algae. The traces plotted in a-h have the highest reconstruction
error among all the algae in the experiment.
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4.4.4 Discussion
In this report, we developed a microscope and an acquisition protocol to record the complex

ChlF trace of Chlamydomonas reinhardtii in response to high-light stress at the single cell level.
The traces have been analyzed with a new machine learning framework. It enabled us to achieve a
dimension reduction to define a three-dimensional NPQ space and to effectively separate and quantify
the contributions of the co-occuring NPQ components, including in several strains absent from the
training set. In the following, we first adopt a methodological perspective and compare the outcome of
our analysis with established protocols of ChlF processing. Then we are concerned with the biological
aspects of our results and discuss the level and origin of the observed heterogeneity in the extracted
distributions of the NPQ scores as well as the correlation between the qE and qT scores. Eventually,
we discuss the scope of our approach to analyze the ChlF trace in the broader context of phenomics.

Methodological perspective

About the machine learning framework: qualitative and quantitative evaluation
The ChlF traces contains rich kinetic information reflecting the realization of multiple biological
processes. In order to perform the mechanistic analysis and to extract the most informative waveforms
in the trace, it is necessary to introduce an appropriate framework for data processing. In the present
work, we harnessed a two steps machine learning framework combining Dictionary Learning and LDA
to disentangle and quantify the respective contribution of the NPQ components to the ChlF trace. To
evaluate its relevance, this framework has been challenged by established or alternative approaches
for processing the ChlF data.

We verified that the NPQ scores obtained with the machine learning framework were both qual-
itatively and quantitatively related to the ad hoc metrics used in the literature to evaluate the NPQ
components amplitude. By observing the evolution of the shapes of the FM traces together with their
projection in the NPQ space, we were able to derive interpretations of the dimension reduction process
(see Figure 4.23 in the SI). We also verified that the evolution of the qE score obtained throughout
qE-activation reflected the well-established gradual genetic expression of LHCSRs quenchers [97, 146].

Alternatively, we exploited our dataset to test other approaches, which could have been used to
reduce the dimension of the data. In these tests, we did not introduce the intermediary Dictionary
Learning step and used the functions provided in the library SciPy (v1.8.0) [212] with their default
parameters.

We first evaluated the performances of PCA (non-supervised, linear), using as input the FM

traces without the labels (see Figure 4.28 in the Supporting Information). The PCA creates two
clusters from the single *stt7i class. Apart from the mixed half of the stt7-1 point cloud, it manages
to properly distinguish the training populations in 3D. Whereas the evolution along the qT-0-0 axis
seems to relate to qT (only the wt4i population spreads along it), both 0-qE-0 and 0-0-qI axis mix
qE and qI (both *stt7i and stt7 are spread along them). Hence, although non-supervised linear
PCA achieves to create clusters from unlabeled data, it does not yield a fully meaningful biological
interpretation as opposed to our framework.

Then we evaluated t-SNE [213] and UMAP,[214] which are unsupervised non-linear dimension re-
duction algorithms often used in single-cell research, in particular RNA-sequencing. Both algorithms
take as input the FM traces and project them onto a 2-dimensional space with the aim to reflect
similarities between the input traces through the distance between their projection (see Figure 4.30
in the SI). We observed that they perform well at reducing the dimension to enable a classification of
the populations as long as the population expressing no-stress response is removed from the training
dataset (compare Figure 4.30 and Figure 4.31 of the SI). However, it is not straightforward to retrieve
a biological meaning from these projections, as opposed to our framework.

About the machine learning framework: test of the working hypothesis

Another methodological aspect concerns the evaluation of our working hypothesis that the kinetic
response of a variety of strains could be satisfactorily accounted for in a referential built from the
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kinetic responses of properly conditioned strains and mutants. In particular, we have demonstrated
that the ChlF trace of strains co-expressing multiple NPQ components is well accounted for by a
framework that was only trained on populations expressing an elementary NPQ component. We
showed that the Dictionary Learning step is not necessary to build a meaningful NPQ space (see
Figures 4.29 in SI). Yet we demonstrated the relevance to introduce it in our framework when it comes
to comparing the reconstruction of the traces. The introduction of an intermediary reconstruction
step with Dictionary Learning enabled us to introduce a test on the Mean-Squared error to evaluate
the reconstruction quality of an FM trace by using a linear combination of the atoms, to validate
or reject the hypothesis. As shown in Figure 4.14, we demonstrated that this working hypothesis is
relevant to account for a wide range of strains, which have not been included in the training set and
which do not share the same genetic background. We found an order of magnitude difference in the
reconstruction quality between data compatible with the training set (*wt4i) and outlier data (*Mi

- 3 repeats). In fact, the failure observed in Figure 4.14h probably reveals the emergence of a new
mechanism acting on the ChlF trace which is not encompassed in the reference dataset, and that has
not, to our knowledge, been reported in the literature. Performing the reconstruction is also possible
by retrieving the pseudo-inverse of the LDA projection. Yet, the reconstruction performances of the
LDA are not as discriminative as the Dictionary (Figure 4.32 in the SI).

About the machine learning framework: identifying loss of meaningful data thanks to
the reconstruction step

We can take advantage of this test criterion to identify such atypical behaviors in new data, even
from a single cell among a population. This task is usually a challenge in classical dimension reduction
algorithm, which tend to discard information irrelevant in the training set but that can be relevant
in new data. To support this claim, we evidenced that none of the dimension reduction methods we
tested were able to distinguish the ∗Mi data from the wild types in the NPQ space if they had not
been included in the training set (see Figure 4.32 and Figure 4.33 in the SI).

Biological perspective

Extent and origin of the dispersion

The purpose of our investigation at the single cell was to access the dispersion and correlations
originating from the diversity of biological status, which we demonstrated to be higher than the one
originating from the instrumental noise or the data analysis (Figure 4.12). In the present investiga-
tion, we paid attention to control the external parameters, which could generate dispersion. Hence,
we adopted monoclonal cultures of 12/12 synchronized cells cultivated on a Petri dish under a level
of growth light set to have a 12 h doubling rate. Furthermore, we could not evidence any systematic
deviation that would originate from the distribution of light intensity or of the position in the mea-
surement chamber (Figures 4.24 in the SI). Thus we concluded that the observed dispersion was of
biological origin.

Since causal relationships between size and photosynthetic activity have been reported [215], we
examined whether the NPQ score depended on the cell size. As displayed in Figure 4.24 in the SI,
we did not observe any significant correlation between the cell size and the NPQ score. The possible
sources for cell diversity may lay in disparities during the growth on the Petri dish, the growth under
agitation, the centrifugation phase provoking diversity in the biological status, or from stochastic
gene expression [216, 217].

We observe that population-averaged values of qE and qT anti-correlate during the qE-activation
in both wild-types. For one of the two wild-types, wt4, this correlation was confirmed within a
population: cells with a higher qE have the tendency of having a lower qT. However, for cc124, it
was not the case: no such positive correlation was observed within the population. This is a typical
illustration of the Yule-Simpson paradox where a correlation appearing at the population level may
or may not reflect a causal relationship at the level of the individuals forming this population [218].
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In the case of wt4, an hypothesis for the negative correlation between qE and qT (chosen positive
when moving from state II to state I) after high-light treatment is a mechanistic coupling via the
Cyclic Electron Flow around PSI. Indeed, state II favors cyclic electron flow around PSI and the
acidification of the lumen, which in turns could activate qE. Another hypothesis is that the LHCSRs
quench the energy transferred by the new LHCII antennas biding to PSII during transition to state-I.
The fluorescence increases in a lesser extent because it is partly quenched.

It is also possible that the correlation seen at the population level, as acclimation time in high light
increases, does not correspond to a mechanistic link between the two, but instead to two independent
effects of the high light treatment on qE and qT. From this point of view, it is well known that the
effector of qE, the protein LhcSR3 is expressed in high light.

Finally, the direction of correlation which differs in wt4 and cc124 and not always match the
correlation at the population level could reveal another complementary interplay between qE and qT,
possibly involving mechanisms that have evolved differently in the two wild-types. One hypothesis
previously observed is the phosphorylation of LHCSRs by the kinase STT7 [200, 219].

Extension to new observables, stresses, and biological questions

Scoring the physiological state of living organism is demanded in multiple fields, which extend
from remote sensing to environmental monitoring. Indeed, an efficient score acting as an integrator
could fruitfully complement or replace a set of physicochemical parameters possibly endowed with a
demanding acquisition. In this report, we introduced a framework for building a score, which proved
to be efficient. It is now examined in the perspective to be extended to addressing phenomics.

Our machine learning framework relies on a first step of training. It necessitates a proper observ-
able and training populations representative of phenotypes to be scored. In this study, we exploited
ChlF as expressing the kinetic response of the photosynthesis metabolism to a light stress. We fur-
ther adopted training populations made of mutants and properly conditioned strains, which have
been selected to express an elementary mechanism giving rise to specific features. In principle, our
framework could as well apply to ChlF possibly complemented with other time series of observables
and alternative sets of training populations, pending verification of the working hypothesis, which
can be experimentally tested.

4.4.5 Conclusion
We demonstrated that our machine learning framework is able to predict a stress-response level

without a priori knowledge of the temporal phases, but taking into account only the dynamics of the
signal. As the framework is agnostic to the biological question, it is expandable to other experimental
datasets. Furthermore, the machine learning approach on single-cell allows, with a small number
of experiments, to derive information on the heterogeneity of the stress-response within a given
population, and identify statistically significant correlation between the stress-responses, highlighting
an underlying biological interplay. By design, this agnostic method will be applicable to other single-
cell phenotyping problems involving kinetic responses.
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4.4.6 Methods
Microscope set-up

A Python-based fully automated microscope instrument was designed to study single cells over
time. An Arduino board controls the 470±10 nm and 405±7 nm LEDs at the millisecond precision.
The blue LED is used for the high actinic light, the qE-activation and the relaxation, and the purple
LED is used for the saturating pulses. These two wavelengths were chosen because it is possible to
calibrate the distribution of light intensity at the level of the cell to ensure an homogeneous illumina-
tion. A Python algorithm [55, 152] segments each cell from the first frame of the movie (Figure 4.9a)
to extract its individual temporal fluorescence response over the time frames and create a database
of FM traces for statistical analysis. A thorough description of the set-up is provided in the Supple-
mentary Information.

Optical calibration

LED ON-OFF dynamics The dynamics of the LEDs switching is dependent on the input volt-
age on the LED controller, and is systematically lower than 10 µs (Figure 2.5,2.6 in Supplementary
Information).

Calibration of the light intensity The blue and purple LEDs were calibrated using the point
detector (MPPC). The relaxation time associated to the conversion between ON and OFF state of
the Reversible Photoswitchable Protein (RSFP) Dronpa-2 was monitored, according to the protocol
described in Appendix 2.6. We repeated the protocol for different LED current levels. We used a
525/30 filter to collect Dronpa-2 fluorescence. The calibration curves are displayed in Supplementary
Information.

Calibration of the light intensity in the field of view
To compare the fluorescence responses of the algae, they must be exposed to the same light in-

tensity in the field of view. To ensure the homogeneity, we performed the light calibration of the
470 and 405 LEDs with Dronpa-2 and used a camera instead of a single-point detector to measure
the fluorescence’s response dynamics. The video was downsized by a 10×10 averaging kernel to
improve signal-to-noise ratio. The 470 LED was kept constant and the 405 one was switched ON
and OFF four times for 6 s every 24 s. The first response was discarded due to the difference of
response of the dark state of Dronpa-2.[220] The mask of the illuminated area was evaluated with a
threshold on the intensity image and the following operations were performed only on the unmasked
pixels. Monoexponential fits were performed on each ON-OFF and OFF-ON phase and the retrieved
characteristic times were averaged. From the extracted characteristic times, the light intensity in
µmol(photons) · m−2 · s−1 was computed for each pixel using the molecular action cross-sections for
photoisomerisation of Dronpa-2 [220]. The mean value of light intensity in the field in the given
conditions is 8200 and 2500 µmol(photons) · m−2 · s−1 for the 470 and 405 LEDs respectively. The
histograms demonstrate the homogeneity of the illumination, respectively 10 and 15%.

Biological samples

Cells and mutants The Chlamydomonas reinhardtii strains wt4A−, cc124, stt7-1 and npq4
were from the ChlamyStation [81] collection. stt7-1 originates from wt4A−. It is a clone allelic to
stt7 [140] and non-leaky compared to stt7-9.[200].

The strains were synchronized in a 12/12 light cycle (9 AM to 9 PM: 15 µE·m−2·s−1 – white LED
pannels, 23oC) and grown in mixotrophic conditions (TAP medium [221]). The synchronized strains
grown on Petri dish were diluted in liquid medium on Fridays and left to grow for agitation over the
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weekend. The culture was diluted with fresh TAP medium on Mondays and every following days.
The experiments were always performed in the exponential phase, between Tuesdays and Fridays.
For each experiment, the whole illumination protocol started at 11 AM.

Sample preparation In all experiments the culture is collected in exponential phase (from
5×105 to 5×106 cells/mL), centrifuged (2500 RPM for 8 min) and transferred in MIN medium12.
The algae are deposited on agarose pads for observations based on protocol from [55]. A 1% suspen-
sion of agarose in MIN medium was heated to dissolve the agarose. The agarose pads were prepared
by dropping 175 µL of melted agarose onto a glass slide holding a spacer (AB-0578 ThermoFisher).
To make its surface flat, the pad was covered with a thick microscope glass slide and left for 5 min
at 4oC for hardening. The cover slide was removed and the preparation was left for 10 min to allow
thermal adaptation and evaporation of excess humidity. About 5 µL of algae suspension was dropped
onto the agarose and left to evaporate for 10 min. Finally, a coverslip was gently placed over the
agarose pad for observation.

Light protocols

Basic pattern The algae are exposed to 15 min of 400 µmol(photons) · m−2 · s−1, 470±10 nm
and 15 min of dark. Throughout the whole experiment, saturating pulses are shone every 20 s
(1300 µmol(photons) · m−2 · s−1, 405±7 nm, 200 ms). The whole fluorescence is collected with a
camera, but only the response specific to saturating pulses, FM , is analyzed.

qE activation The algae are exposed to 400 µmol(photons) · m−2 · s−1, 470±10 nm for 2–8 h
under the microscope. The activation is followed by 45 min of 40 µmol(photons) · m−2 · s−1, 470±10
nm. More details are provided in the Supplementary Information.

Photoinhibition To reach a steady-state of photoinhibition, the basic pattern is repeated four
times in a row. The last two repeats are considered photoinhibited because the FM level at the
begining of the exposure equals the FM level at the end of the exposure.

Data analysis

Dictionary Learning We used the sparse coding method to decompose the data into a linear
combination of atoms from a dictionary [168] implemented in scikit-learn [222]. Given a FM trace,
the algorithm optimizes its reconstruction with a linear combination of the waveforms (atoms) of
the dictionary. The coefficients weighting the atoms form a feature vector. The dimension of this
feature vector is lower than the dimension of the original FM trace (91) and is equal to ND, the
number of atoms in the dictionary. To build the dictionary, the randomly-sampled equilibrated
dataset containing nsamples FM traces from *stt7i, stt7 , stt7i and wt4i was used as a training set
and fitted with least angle regression following [168]. The metric optimized is the reconstruction
fidelity with a penalty on the sparsity level, by minimizing the following function:

min
D,X

1
2 ||Y − DX||22 + λ||X||1, (4.15)

Where:

– Y is the input data matrix of dimension 91× nsamples,
– D is the dictionary matrix with ND atoms of dimension 91(normal matrix),
– X is the coefficient matrix of dimension ND,
– ||Y − DX||22 is the squared Euclidean norm of the reconstruction error,

12www.chlamycollection.org/methods/media-recipes/tap-and-tris-minimal/

https://www.chlamycollection.org/methods/media-recipes/tap-and-tris-minimal/
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– ||X||1 is the L1 norm (sum of absolute values) of the coefficients,
– λ is the regularization parameter that controls the sparsity level.

We explored several parameters detailed in the Supplementary Information, including the nor-
malization of the FM traces prior to the training. For the analysis described in the Main Text, we
selected ND = 10, nsamples=300, λ = 10−6, and normalized by the sum of the FM to obtain a prob-
ability distribution.

Linear Discriminant Analysis The dimension reduction algorithm, multiclass Linear Discrim-
inant Analysis [170] (LDA) finds the best linear combinations of input features that maximizes the
separability among differently-labelled data. The metric optimized is derived from two matrices, SB

and SW which represent respectively the separation between (B) the means of the classes and the
dispersion of the datapoints within (W) each class. We obtain a projection from a space of dimension
10 to a space of dimension c − 1 where c is the number of classes (in our case c = 4, stt7i, *stt7i,
wt4i and stt7 ). The LDA is solved by Singular Value Decomposition (scikit-learn Python library
[222]). Once the projection T ∈ 10 × 3 is obtained, we have to operate a transformation to align
the significant axis with the canonical space (x, y, z) for easier analysis. The first step is to identify
the principal directions of each class in the dataset and associate it to an axis by collecting the cor-
responding eigenvector (using Principal Component Analysis ([162])). They form a transfer matrix
R which allows to change the base of the space. Then, the origin is identified by using biological
knowledge. The average of the point clouds representing *stt7i, stt7i and stt7 is expected to show
no qT as the strain is lacking STT7 gene: it is the origin of the qT-0-0 axis. The average of the point
cloud stt7 is expected to show no qE because it has only been exposed to growth light. It is set as
the origin of the axis 0-qE-0. The average of the photoinhibited point clouds wt4i, stt7i and *stt7i

are supposed to show stationary photoinhibition and are therefore used as the zero reference for the
0-0-qI axis.

Monoclonal experiments

Samples and preparation
The synchronized monoculture of *stt7i was obtained by the streak plate protocol[223]. The cul-

tures were taken from the growth-light incubator (15 µmol(photons) · m−2 · s−1, white LED panels,
23oC), prepared according to “Sample preparation” in subsection 4.4.6, dark-adapted for 15 min and
exposed to the basic pattern: four consecutive exposures 15 min HL-15 min dark. Then followed 4 h
of qE-activation (400 µmol(photons) · m−2 · s−1, 470±10 nm), 45 min of low light to partly relax the
photoinhibition (40 µmol(photons) · m−2 · s−1, 470±10 nm), 15 min dark and another set of four con-
secutive exposures to the basic pattern. The last two repeats were used for building Figure 4.12a,b.
For the synchronized monoclonal wt4i population, the cultures were taken from growth light, pre-
pared according to “Sample preparation” in subsection 4.4.6. They were dark-adapted for 15 min and
exposed to the basic pattern: four consecutive exposures 15 min HL-15 min dark. The last two re-
peats were used in Figure 4.12d,e. Then followed 4 h of qE-activation (400 µmol(photons) · m−2 · s−1,
470±10 nm), 45 min of low light to partly relax the photoinhibition (40 µmol(photons) · m−2 · s−1,
470±10 nm), 15 min dark and another set of four consecutive exposures. The last two repeats were
used for Figure 4.13b,c.

Evaluation of the cell-to-cell vs cell-to-population distances As the experiments are per-
formed on the same sample with N algae, we can derive the couple positions in the dictionary learning
NPQ space ((x3,i, y3,i, z3,i), (x4,i, y4,i, z4,i)), i ∈ [1, N ] corresponding to algae i for the third and fourth
repeats. We introduce the distance Di,j as the distance of the point corresponding to algae i in the
third repeat to the point corresponding to algae j in the fourth repeat:

Di,j =
√

(x4,j − x3,i)2 + (y4,j − y3,i)2 + (z4,j − z3,i)2 (4.16)
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for (i, j) ∈ [1, N ]2

Grid representation of the FM traces in the NPQ space

To build Figure 4.13e,h we grouped the data points in a 8 × 8 grid and plotted the average FM

trace if there were more than three data points in a grid element. The traces from different point
clouds are overlaid with the corresponding colors indicated in Figure 4.13d,g.

4.4.7 Contributions
I performed all the experiments except the validation of the reference dataset on the MacroSpeedZen

(Figure 4.9d) performed by Marcelo Orlando. Discussions with Benjamin Bailleul, Francis-Andre
Wollman and Sandrine Bujaldon led the choice of the biological populations. Discussions with David
Colliaux led to the architecture of the Machine-Learning framework. Thomas Le Saux participated
in the conception of the epi-fluorescence microscope hardware and Peter Hanappe in the conception
of the software. I wrote the first draft of the manuscript, revised by David Colliaux and Benjamin
Bailleul, with whom we designed the figures of the Main Text. I wrote the Supplementary Materials
and made the corresponding figures. Ludovic Jullien and I worked on the revision of the Main Text
and Supplementary materials to yield the current version. The work is still on-going.
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4.5 Supplementary Materials
4.5.1 Description of the hardware of the fluorescence microscope

See Chapter 2 Section 2.4 for the presentation of the microscope.

Calibration of the illumination at the sample level

See Chapter 2 Section 2.5 for the characterization of the light sources.

Autofocus routine

In the protocols described in subsection 4.5.2, experiments last several hours and the sample can
move under the microscope and lose focus. With a motor driving vertical motion of the microscope
stage and controlled by an Arduino, we operated an autofocus routine at low light before each start
of four consecutive basic pattern. The motor moves until the image captured presents a maximal
Laplacian variance [103]. A detailed description is given in Section 5.6.4.

Image analysis of the single-cell Chlorophyll fluorescence movies

The algae in the video were segmented using local mathematical morphology operations described
in Chouket et al [55] with the codes given in the corresponding Supplementary Materials [152] de-
veloped to segment fluorescent bacteria. As opposed to bacteria, algae are round and do not display
a local maxima of fluorescence in the cell center. Instead, they show dark regions in the middle,
corresponding to the part unoccupied by the fluorescent chloroplast. As a result, we changed the
watershed source identification method: instead of locating local maxima of fluorescence, we locate
the center of the algae. We begin by using a fill-holes operation to obtain only round and filled ob-
jects, which is not initially the case because of the dark areas. A simplified way to find the center of
a disk with mathematical morphology operation is the following. Using a binary mask of the object,
multiple consecutive erosions of one pixel are performed. After each erosion, a dilation is used to
test if the center of the object has been reached. Since the disk is convex, an erosion followed by
a dilation is fully reversible, except in one case. If the pixel is not reconstructed by the dilation,
it means that the sphere has been completely eroded, and that the pixel was the furthest from the
sphere boundaries, ie. the disk center. The number of steps it took to reach this non-return step is
the distance of the center to the edge, here the radius of the algae in pixels. The results are displayed
in Figure 4.15.

We manually annotated a single image in order to evaluate the performance of the segmentation.
We notice that the algae out of focus are not identified by the segmentation, which is not a problem
because in practice they would receive a different light intensity and emit a low fluorescence signal
resulting in a poor signal-to-noise ratio. It resulted in an F1-score of 73%.13 The F1-score could be
improved with the current state-of-the art segmentation networks, with fine-tuning.

For long-lasting experiments as presented in Figure 4.17, the autofocus allows to keep the algae
in the focal plane, but they can undergo horizontal shifts. It results in different positions of the algae
between two videos. The algae are restored to their original position during the data processing by

13To compute the F1-score for segmentation, we first calculate the true positives (TP, pixels segmented as
algae in the ground truth and predicted mask), false positives (FP - pixels segmented as algae that belong to
background), and false negatives (FN - pixels segmented as background that are algae in the ground truth).
These values can be derived from the overlapping regions between the predicted and ground truth masks. The
precision (P) is defined as the ratio of true positives to the sum of true positives and false positives: precision
= TP / (TP + FP). The recall (R) is defined as the ratio of true positives to the sum of true positives and
false negatives: recall = TP / (TP + FN). The F1 score is then calculated as the harmonic mean of precision
and recall: F 1 − score = 2 P ×R

P +R
.
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recovering the displacement vector between the two images. We recover it using a registration method
based on the images cross-correlation [55].

a b

c d

Figure 4.15: Watershed segmentation of the fluorescence movies. a: Grey-level image of the algae from a
movie. Scale: 30 µm, cropped image; b: Intersubsection of the contrast mask and the auto-level mask, used
as reference for the watershed segmentation; c: Distance map used to identify the local maxima; d: Contours
of the segmented objects.
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4.5.2 Illumination protocols
A whole illumination experiment lasts several hours. It involves a number of components designed

to activate qE, qT and qI. The illumination involves a basic protocol pattern used to measure NPQ
consisting in 15 min of high-light and 15 min of dark. It is supplemented by further illumination steps
designed to reach a steady-state of qI, or to activate the qE. We summarize these different elements
of the overall illumination protocol below.

Protocol inducing high-light stress and used to collect FM (basic pattern)

The basic pattern allows to induce simultaneously qE, qI and qT by applying a high light
(400 µmol(photons) · m−2 · s−1, 470±10 nm) for 15 min and turning it off. This light is 10 times
above the growth light (40 µmol(photons) · m−2 · s−1, white LED) (therefore inducing an elevated
light-stress), corresponding to levels commonly used in the literature [129].

Simultaneously to the stressing light, we apply a saturating pulse every 20 s (1300 µmol(photons) · m−2 · s−1,
405±7 nm, 200 ms). The blue light is turned off when the saturating pulse is applied, this allows to
remove the fluorescence contribution in response to the blue light. It allows to compare the fluores-
cence response to a saturating pulse during the light stress, but also in the dark when the blue light
is turned off. The high-light exposure lasts 15 min and the following relaxation in the dark lasts 15
min as well. The relaxation is long enough to relax qE and qT but not qI which relaxes four times
slower than it is induced [202]. Dronpa-2 was used to calibrate the light intensity levels and an
Arduino custom code was written to send digital signal to the LED controller and switch the LEDs
at a millisecond precision. Figure 4.16 shows the time evolution of the light level in the field of view.
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Figure 4.16: Description of the basic pattern illumination. The blue light induces the high-light stress
(400 µmol(photons) · m−2 · s−1, 470±10 nm), the purple light pulses (1300 µmol(photons) · m−2 · s−1, 405±7
nm, 200 ms) saturate the photosynthetic chain to probe the fluorescence level under high-light and in the
dark.

Protocol inducing a steady-state of photoinhibition (four patterns repeats)

When the algae are taken from the culture light and deposited on the pad, they are not photoin-
hibited. The basic pattern induces photoinhibition but the duration of the basic pattern approaches
τqI . In order to discriminate qE and qT from qI, qI needs to reach a steady-state. After a single
occurrence of the basic pattern, this steady-state is not reached. However, when the basic pattern is
repeated consecutively multiple times, it eventually reaches the steady-state. This can be observed
by comparing the fluorescence response of the first and last saturating pulses of a basic pattern.
When they are equal, the syeady-state is reached. Figure 4.17b displays the fluorescence response
to the complete light protocol. The basic pattern was repeated four times in a row before and after
qE-activation to reach the steady-state. We see that is it reached after the third repeat for stt7 after
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activation, and for wt4 before and after activation. We selected these three types of responses to col-
lect the FM traces of the populations *stt7i, wt4i and *wt4i respectively. For stt7 before activation,
the exposure to the basic pattern induces rapidly qE, as seen by the decrease of fluorescence response
between two first pulses at the onset of the basic pattern. In order to minimize the effect of qE in
this population of the dataset which is expected to show no stress response (stt7i), we selected the
third and not the fourth repeat of the basic pattern. The protocol consisting in repeating the basic
pattern to reach a stead-state of photoinhibition is referred as: four patterns repeats.

Protocol inducing the LHCSR expression (qE-activation)

To induce the expression of LHCSR, we exposed the algae deposited on a pad to a high-light
stress induced by the blue led (400 µmol(photons) · m−2 · s−1, 470±10 nm) of the microscope for a
long period (2-8 h). We performed the qE-activation after the four patterns repeats. After the qE-
activation we applied a light level equivalent to the growth-light level (40 µmol(photons) · m−2 · s−1,
470±10 nm) for 45 min to allow the stresses to relax (low-light relaxation). The latter protocol
allows to read the fluorescence signal of individual algae before and after qE-activation on the same
sample, and as a consequence to monitor the induction of the stress-response. Figure 4.17a shows
the evolution of the blue light intensity received by the algae through the different steps, without
the saturating pulses. There are no saturating pulses during the activation and the relaxation, only
during the basic pattern.

Summary of the light protocols

The photoinhibition, qE-activation and fluorescence response are collected throughout one single
experiment. Figure 4.17a shows the exposure to high-light stress (400 µmol(photons) · m−2 · s−1,
470±10 nm) throughout the experiment. Figure 4.17b,c show the fluorescence response to the con-
secutive light protocols for the two strains investigated. The basic pattern fluorescence response used
to build the canonical set as described in the Main Text are highlighted in the corresponding colors.

The light protocols are summarized in Table 4.2.

Table 4.2: Summary of the light protocols. The actinic light is a LED (470±10 nm), the saturating pulses
are produced with a LED (1300 µmol(photons) · m−2 · s−1, 405±7 nm, 200 ms) applied every 20 s.

Name Duration Actinic light levels (µmol(photons) · m−2 · s−1) SP Figure
dark adaptation 15 min 0 OFF 4.17
basic pattern 30 min 400 ON 4.16
four patterns repeats 2h 400 ON 4.17
qE-activation 1h30-8h 400 OFF 4.17
low-light relaxation 45 40 OFF 4.17
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Figure 4.17: Full excitation sequence allowing to probe qE, qI, qT, activate qE and reach a steady-state of
photoinhibition. a: Blue light inducting the high-light stress (saturating purple light pulses not displayed),
the qE-activation and the photoinhibition; b,c: Response of stt7 (resp. wt4) to the full protocol, average
over the fluorescence of the algae in the videos. The timescale does not correspond exactly to the theoretical
pattern because the video processing is integrated in the experiment and one experiment needs to terminate
before another starts. The colors correspond the the basic patterns response selected to build the dataset.
Purple: stt7 , blue: stt7i, orange: *stt7i, green: wt4i.
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Evaluation of the quenching effect of the saturating pulses

In order to probe the fluorescence NPQ response under high-light and in the dark, we used
a high saturating pulse frequency (1300 µmol(photons) · m−2 · s−1, 405±7 nm, 200 ms) to have a
better resolution of the stress-responses, at the risk of provoking a stress related to the saturating
pulse. Although actinic light already saturates and provokes stress, we assessed if the saturating
pulses significantly affected the fluorescence response by applying the basic pattern with actinic blue
light set to zero (Figure 4.18a). We call this protocol SP assessment. Cells of wild type wt4 were
exposed to this sequence between the 15 min dark adaptation and the four patterns repeats. The time
evolution of the fluorescence NPQ response to the SP assessment pattern is plotted in Figure 4.18c,d,
overlaid with the response to the first repeat of the basic pattern that followed. The stress-response is
much reacher with blue light on, demonstrating that the kinetics of ChlF response we observe mainly
come from the light-stress provoked by the blue light, and not from the light-stress provoked by the
saturating pulses.
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Figure 4.18: Evaluation of the quenching effect of the saturating pulse. a: Excitation sequence to investigate
the light-stress induced by the saturating pulse when the blue light is turned off (SP assessment). b: Excitation
sequence to investigate the light-stress induced by the saturating pulse when the blue light is turned on (basic
pattern). c: FM response of a wt4 population after dark adaptation before qE-activation, to a SP assessment
and to the basic pattern (highlighted in blue - 3 repeats). Equivalent to wt4 ; d: FM response of a wt4
population after 2 h qE-activation, 45 min of low-light relaxation and 15 min of dark adaptation to a SP
assessment and to the basic pattern (highlighted in blue - 3 repeats). Equivalent to *wt4 .
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Evidence of qE in npq4

The mutant npq4 lacks the LHCSR3 genes and it is commonly used in the literature as a negative
control for qE. As displayed in Figure 4.19a, we noticed that the mutant npq4 exhibited an unexpected
behavior after 4 h of qE-activation on the agarose pad. As shown in Figure 4.19 it shows a sharp drop
in fluorescence at the light onset, characteristic of qE. This behavior has previously been identified
in the literature and attributed to an over-expression of LHCSR1 to compensate for the absence of
LHCSR3.[97, 211]
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Figure 4.19: Investigation of qE-activation in npq4 strain. FM response after 4 h of qE-activation on the
agarose pad by the blue LED under the microscope.

Choice of the reference conditions to build the reference dataset

As a consequence of the observations made in Figure 4.19, we decided to discard npq4 from our
library of training populations. As a negative control of qE, we used not-activated populations. The
not-activated strains do not express qE and are not photoinhibited since they have not been exposed
to activating light. Applying four consecutive times the basic pattern induces photoinhibition until
a steady-state is reached, but does not induce the expression of qE. However, we observed that in
some cultures, qE was expressed in stt7 not-activated strains. We attributed this to a compensation
for the lack of state-transition.

We also estimated that the qI trait might have a too low expression level in the stt7 population
to allow high-quality results on the conclusions regarding qI.
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4.5.3 Dataset of FM traces
Generation of the Chlorophyll fluorescence traces of four reference populations

The reference dataset was generated by applying the full protocol described in 4.17a to the popu-
lations stt7 and wt4. The summary of these conditions is provided in Table 4.1 of the Main text. qT
is present in wild-type wt4 and absent in the mutant stt7, qE is absent before qE-activation protocol
and present after, and qI becomes stationary (considered absent) after the consecutive application of
repeats of 15 min high-light (protocol: four patterns repeats).

We also acquired similar data with monoclonal populations that were not included in the dataset
but used for validation and investigation of the origin of the distribution of the NPQ scores.

Finally, we also acquired data corresponding to various strains qE-activated and photoinhibited
∗xi, which we used to investigate the interactions between the NPQ components (Figure 4.13) and
evaluate the performance of the Dictionary reconstruction on new data (Figure 4.14).

Data cleaning and pre-processing to obtain FM

Prior to training the dataset, the outliers were removed. A KD-Tree [224] was built to represent
the distance relationships between the inputs. An histogram of the average distance to the ten nearest
neighbors was plotted. We manually set a threshold D to remove the points with all neighbors further
than D. Among the 6803 points, we removed 31 points. We plotted the whole fluorescence traces
corresponding to the outliers and they may correspond to fluorescence of algae that have moved during
the acquisition (Figure 4.20a), noisy signal (Figure 4.20), or atypical behaviors (Figure 4.20c,d,e,f).
Interestingly, in other experiments of strain selections that could be performed on the instrument,
these outliers would be of special interest for they display traits of interest. In this scenario, they
could enrich the dictionary and enable it to capture rare phenotypes with a low reconstruction error.
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Figure 4.20: Fluorescence responses identified as outliers. Singular populations: a: stt7 ; b: *stt7i; c:
wt4i; d: *stt7i; e: *stt7i; f : *stt7i.

For data processing, the FM traces, response to saturating pulses only, were isolated from the
whole fluorescence trace by selecting one in every 20 frames (framerate: 1 Hz, saturating pulse applied
every 20 s). The data normalization is discussed in Section 4.5.4.
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4.5.4 Dictionary learning to represent the FM traces
Description of the Dictionary Learning hyperparameters

As presented in the Methods section, the dictionary learning aims at reconstructing a signal from
a learned set of atoms. This set is learned by minimizing the loss function given in Eq.(4.17). The
optimized metric is the reconstruction fidelity with a penalty on the sparsity level.

min
D,X

1
2 ||Y − DX||2F + λ||X||1, (4.17)

Where:

– Y is the input data matrix of dimension 91× nsamples,
– D is the dictionary matrix with ND atoms of dimension 91(normal matrix),
– X is the coefficient matrix of dimension ND,
– ||Y − DX||22 is the squared Euclidean norm of the reconstruction error,
– ||X||1 is the L1 norm (sum of absolute values) of the coefficients,
– λ is the regularization parameter that controls the sparsity level.

Investigation of the hyperparameter space

We explored several parameters, based on the analysis of the reconstruction error.

• Normalization method: We tried normalizing FM by

– the standard deviation σ =
√

1
N−1

∑N
i=1(FM (i) − F̄M )2, a classical reduction method;

– the first pulse value FM (0) in reference to the NPQ formula;
– the sum S =

∑N
i=1 FM (i) to obtain a probability law.

• Dictionary Size ND: The size of the dictionary determines the number of atoms to be learned.
The higher the size, the better the reconstruction. We explored sizes of dictionaries from 3 to
30 atoms.

• Sparsity Level λ: The sparsity enforces to learn to reconstruct the traces by combining a
minimal number of atoms of the Dictionary. We explored sparsity constraints between 10−10

and 10−2.

• Training set size nsamples: This parameter corresponds to the number of FM traces repre-
senting each class in the training. We used a balance dataset, by selecting nsamples in each
class. To total training size is 4 × nsamples because we have four classes. We tested training
sizes from 3 to 300 (representative of the size of the smallest class in the reference dataset).

Several number of training-set sizes, number of atoms and sparsity levels were explored to see
their influence on the reconstruction error. We began by a grid search, splitting the exploration space
by chosing seven values each for ND, λ and nsamples. Then, we refined the size of the search space
around the optimum. We used as validation set the monoclonal populations of stt7i, *stt7i, stt7
and wt4i which were also used for the heterogeneity investigations displayed in Figure 4.12. These
data resemble the training set but were not included in it during the training phase. More details on
the validation are given in section 4.5.4.

We selected the normalization by S after observing that it systematically gave the lowest recon-
struction error compared to the other normalization methods (Figure 4.21a). In the same Figure,
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we identify that the reconstruction error decreases with the number of atoms in the dictionary. In
practice, when using the normalization by the sum S, and a dictionary larger than 12 atoms, some
atoms were never used in the reconstruction of the training set, and were therefore irrelevant to train
the LDA. This was true for all the values of λ we investigated (10−10 to 10−2). It is why the curve
of the normalization by S stops at 12. The Figures 4.21b and 4.21c correspond to the results of the
investigation limited to the normalization by S for clarity.

We investigated the impact of the size of the training set on the reconstruction error. Figure 4.21b
shows that it is much less significant than the number of atoms. It shows that even a low amount
of training data is sufficient to encompass the dynamics of the NPQ components in the dictionary.
Therefore, the method could be generalized to studies at the population level with only a few repeats.
Based on the curves, we selected 10 atoms for our dictionary, with a corresponding reconstruction
error threshold of 2·10−4.

Finally, we investigated the role of the parameter λ on the reconstruction, as shone in Figure
4.21c (normalization by S, number of atoms: 10). Given the span of the error axis, we can deduce
that it is minimal. It does however play a role on the number of atoms used for the reconstruction as
we observed experimentally. We selected λ = 10−6 to give maximal weight to the sparsity constraint
in the metric optimization.
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Figure 4.21: Exploration of the role of the hyperparameters of the Dictionary Learning on the reconstruction
error over a validation dataset. The validation dataset consists in a set of populations prepared in the same
conditions as the training set but not participating in the training phase. They correspond to the monoclonal
experiments in Figure 4.12 of the Main Text. a: Impact of the normalization method and the number of
atoms ND on the reconstruction error. Legend: normalization method; b: Impact of the training set size
nsamples and the number of atoms ND for dictionaries built using the normalization by S. Legend: number
of samples per population (balanced dataset); c: Impact of the training set size nsamples and the sparsity
level λ for dictionaries built using the normalization by S and 10 atoms. Legend: log (λ).

Evaluation of the reconstruction threshold on a validation set

We evaluated the reconstruction accuracy of the selected dictionary on a validation dataset. It
consisted in a set of traces from stt7i, stt7 , *stt7i and wt4i populations prepared by the same
conditioning as the training dataset and corresponding to the monoclonal strains used in Figure 4.12.
We computed the Mean-Squared Error (MSE) between the traces and their reconstruction with the
dictionary. We used the average of the reconstruction error of this dataset to investigate the influence
of the hyperparameters in the previous section. Here we observe the distribution of the error for each
population and find similar distributions, falling in the range of the error estimated in Figure 4.21c.
We conclude that the dictionary performs well at reconstructing all the populations and encompasses
well the distinct NPQ components (Figure 4.22a–f).
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Figure 4.22: Evaluation of the performance of the reconstruction of the Dictionary Learning on a validation
set similar to the reference dataset except the populations are monoclonal. a-e: FM traces of monoclonal
algae from stt7i, stt7 , *stt7i and wt4i populations respectively (black) overlapped with the reconstruction
by the dictionary learned on the reference dataset. The traces displayed are the twelve ones with the highest
reconstruction error among all the algae from each experiment; f : distribution of the reconstruction error,
the number of counts correspond to the number of algae. Means and SD (×10−4): stt7i (blue): (2.5, 2.1);
stt7 (purple): (0.6, 0.5); *stt7i (orange): (2.2, 3.0), wt4i (green): (1.0, 1.1).

4.5.5 Interpretation of the projection in the NPQ space

The results of the LDA projection are now interpreted. For each population, we first evaluated
the span of the NPQ-scores on the axis corresponding to the stress they express (qT-0-0 for wt4i,
0-qE-0 for *stt7i and 0-0-qI for stt7 ). As the score increases along the axis, the patterns identified in
the literature as signatures of qI, qE and qT respectively increase in stt7 , *stt7i and wt4i: (i) The
amplitude of Phase V increases when the qT-0-0 score increases (Q0 to Q2); (ii) The amplitude of
Phase I increases when the 0-qE-0 score increases (Q0 to Q2); (iii) The loss of fluorescence between
the beginning and the end of the experiment characteristic of photoinhibition increases when the
0-0-qI score increases. This result is much in line with the correlation observed between the NPQ
scores and the ad hoc metrics of Figure 4.11. We then analyzed how the FM traces evolve along each
3D-axis. We notice that the atom D1 contributes to the average of the signal, with an always positive
and high contribution. The atoms D1 and D2 can be used to describe the classes to which the algae
belong. Overall, in the representation (D1, D2), the qI class corresponds to (+,0), qE to (+,+) and
qT to (+,-). Then, the atom D3 and D4 contribute to the different amplitude of the stress expressed,
and to a lesser extent D2 as well.
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Figure 4.23: Interpretation of the atom decomposition in terms of NPQ contribution. Learned dictionary
on the x entry, reference dataset on the y entry, (x,y): weighted atom y as it contributes in the reconstruction
of the trace x. The background color represents the weight. Each population of the reference dataset is split
into three groups. These groups have been established by segmenting the point cloud of a population along
the axis representing its characteristic NPQ based on quantile boundaries: 20% and 80%. Example of wt4i:
we split the span of the values along the axis qT-0-0 into three quantiles, to split the point cloud wt4i into
three groups of points. We call Q2 the group containing 20% of the points with the higher qT-0-0 scores, Q0
the group containing 20% of the points closer to the origin along the qT-0-0 axis, and the Q1 is the middle
group with the remaining 60%. Similarly, the *stt7i and stt7 population are respectively split into 3 groups
based on the qT (resp. qI) scores. The shape of the curves in the first column correspond to the average of
the FM traces of the points in each quantile.

.
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4.5.6 Test of correlation between NPQ expression and light and size het-
erogeneity

In order to test the correlation between the heterogeneity of illumination of the algae and the level
of expression of qE, qT, and qI , we first exploited the calibration of the light intensity in the field
of view with Dronpa-2 (Figure Section 2.5.2). We then measured the NPQ-score of the monoclonal
culture wild type wt4 qE-activated over four basic pattern repeats. As displayed in Figure 4.24a–c,
no significant correlation appears.

In order to test the contribution of the size of the algae to the variance of the NPQ scores, we
also extracted the projected surface of each alga exposed to the light as derived from the number of
pixels corresponding to the segmented alga. As shown in Figure 4.24d–e, we did not evidence any
significant correlation.

Eventually, we evaluated if the spatial position of the algae could affect their NPQ score. Indeed,
they may have been differently exposed to gas exchange from the sides of the observation chamber.
As displayed in Figure 4.24g–i, we did not evidence any specific spatial pattern of the NPQ score.
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Figure 4.24: Investigation of the correlation of the NPQ score with various parameters. a–c: Dependence
of the NPQ score ( a: qT; b: qE; c: qI) on light intensity; d–f : Dependence of the NPQ score ( d: qT; e:
qE; f : qI) on the cell size; g–i: Dependence of the NPQ score ( g: qT; h: qE; i: qI) on the cell position in
the observation chamber. Strain: monoclonal *wt4, state: activated, overlap of the four consecutive basic
pattern responses.
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4.5.7 Statistical tests
Monoclonal experiments

In order to evaluate the reproducibility of the NPQ score, we performed a Mann-Whitney test
on each couple of scores from two consecutive repeats on the monoclonal populations used in the
experiments presented in Figures 4.12 and 4.14a–c of the Main Text. As displayed in Figure 4.25, the
hypothesis of equality of the underlying distributions of the data was rejected for the 0-0-qI scores
of wt4i (p-value 10−6) and *wt4i (p-value 10−3). For all the other samples, we failed to reject the
equality hypothesis (p-values > 0.04). Therefore, we could use these experiments to study 0-qE-0
and qT-0-0 by identifying the repeats as identical.

a

qT-0-0 0-qE-0 0-0-qI
Axis

-6.0

-4.0

-2.0

0.0

2.0

4.0

6.0

8.0

10.0

Va
lu

e

repeat
0
1

b

qT-0-0 0-qE-0 0-0-qI
Axis

-5.0

-2.5

0.0

2.5

5.0

7.5

10.0

Va
lu

e
repeat

0
1

c

qT-0-0 0-qE-0 0-0-qI
Axis

-2.0

0.0

2.0

4.0

6.0

8.0

10.0

Va
lu

e

repeat
0
1

Figure 4.25: Test of equality of the NPQ scores for the consecutive repeats of the experiments on monoclonal
populations. a: *stt7imonoclonal, two repeats – failed to reject equality ; b: wt4imonoclonal, two repeats –
failed to reject equality except for 0-0-qI (p-value 10−6); c: *wt4imonoclonal, two repeats – failed to reject
equality except for 0-0-qI (p-value 10−3).

Main text figures

The various statistical tests performed on the elements presented in the Main Text are presented
in Table 4.3. The null-hypothesis is described along with the p-values and the conclusion. We
performed normality tests on the data and report on the sample sizes. The data compared often
share the same size, except when comparing Di,i and Di,j . In the latter case, we used a bootstraping
method, by performing the test on subsets of Di,j with sizes equal to Di,i (100 draws). The tests
were performed in Python with the SciPy statistics library functions [212].



150 CHAPTER 4. SCORING OF LIGHT-STRESS RESPONSE IN C. REINHARDTII
Figure

Population
Variable

Size
N

ullhypothesis
Sam

ples
com

pared
Test

p-value
C

onclusion

3a
stt7

i,w
t4

i,
*stt7

i,stt7
N

PQ
(Phase

I)
433,936
480,453

the
centraltendancy

ofthe
distribution

of
X

is
greater

then
Y

’s.
X

:stt7
i,w

t4
i,stt7

Y
:*stt7

i
M

ann-W
hitney

<
10

−
138

rejected

3b
stt7

i,w
t4

i,
*stt7

i,stt7
N

PQ
(Phase

V
)

433,936
480,453

the
centraltendancy

ofthe
distribution

of
X

is
greater

then
Y

’s.
X

:stt7
i,*stt7

i,stt7
Y

:w
t4

i
M

ann-W
hitney

<
10

−
194

rejected

3c
stt7

i,w
t4

i,
*stt7

i,stt7
0-qE-0

433,936
480,453

the
centraltendancy

ofthe
distribution

of
X

is
greater

then
Y

’s.
X

:stt7
i,w

t4
i,stt7

Y
:*stt7

i
M

ann-W
hitney

10
−

146
rejected

3d
stt7

i,w
t4

i,
*stt7

i,stt7
qT

-0-0
433,936
480,453

the
centraltendancy

ofthe
distribution

of
X

is
greater

then
Y

’s.
X

:stt7
i,*stt7

i,stt7
Y

:w
t4

i
M

ann-W
hitney

10
−

195
rejected

3e
*stt7

i
0-qE-0

480
the

underlying
distributions

of0-qE-0
and

N
PQ

(Phase
I)

are
uncorrelated

*stt7
i0-qE-0

and
*stt7

iN
PQ

(Phase
I)

Pearson
10

−
122

rejected
N

PQ
(Phase

I)
480

3f
w

t4
i

qT
-0-0

936
the

underlying
distributions

of0-qE-0
and

N
PQ

(Phase
V

)
are

uncorrelated
w

t4
iqT

-0-0
and

w
t4

iN
PQ

(Phase
V

)
Pearson

10
−

145
rejected

N
PQ

(Phase
V

)
936

4a
*stt7

i

m
onoclonal

D
i,i

176
allinput

sam
ples

are
from

populations
w

ith
equalvariances

X
=

D
i,i and

Y
=

D
i,j

Levene
bootstrap

D
i,j

10
−

33
rejected

D
i,j

30976

4d
w

t4
i

m
onoclonal

D
i,i

77
allinput

sam
ples

are
from

populations
w

ith
equalvariances

X
=

D
i,i and

Y
=

D
i,j

Levene
bootstrap

D
i,j

10
−

9
rejected

D
i,j

5929
4b

repeat
0

0-qE-0
176

the
underlying

distributions
of0-qE-0

in
the

two
repeats

are
equal

two
consecutive

repeats
M

ann-W
hitney

0.11
failed

to
reject

repeat
1

0-qE-0
176

4e
repeat

0
qT

-0-0
77

the
underlying

distributions
ofqT

-0-0
in

the
two

repeats
are

equal
two

consecutive
repeats

M
ann-W

hitney
0.04

failed
to

reject
repeat

1
qT

-0-0
77

4c
*stt7

i
0-qE-0

allinput
sam

ples
are

from
populations

w
ith

equalvariances
3

non-m
onoclonal

2
m

onoclonal
Levene

0.99
failed

to
reject

4f
w

t4
i

qT
-0-0

allinput
sam

ples
are

from
populations

w
ith

equalvariances
4

non-m
onoclonal

1
m

onoclonal
Levene

10
−

9
rejected

5a
*w

t4
i

m
onoclonal

D
i,i

77
allinput

sam
ples

are
from

populations
w

ith
equalvariances

X
=

D
i,i and

Y
=

D
i,j

Levene
bootstrap

D
i,j

10
−

6
rejected

D
i,j

5929

5b
repeat

0
qT

-0-0
77

the
underlying

distributions
ofqT

-0-0
in

the
two

repeats
are

equal
two

consecutive
repeats

M
ann-W

hitney
0.4

failed
to

reject
repeat

1
qT

-0-0
77

5c
repeat

0
0-qE-0

77
the

underlying
distributions

of0-qE-0
in

the
two

repeats
are

equal
two

consecutive
repeats

M
ann-W

hitney
0.5

failed
to

reject
repeat

1
0-qE-0

77

5d
w

t4
ito

*w
t4

i
0-qE-0

200-800
the

underlying
distributions

of0-qE-0
and

qT
-0-0

are
uncorrelated

0-qE-0
and

qT
-0-0

for
the

total
population

Pearson
<

10
−

250
rejected

qT
-0-0

200-800
0-qE-0

and
qT

-0-0
for

individual
sequentially

activated
populations

<
10

−
37

rejected

5g
cc124

ito
∗cc124

i
0-qE-0

200-800
the

underlying
distributions

of0-qE-0
and

qT
-0-0

are
uncorrelated

0-qE-0
and

qT
-0-0

for
the

total
population

Pearson
<

10
−

126
rejected

qT
-0-0

200-800
0-qE-0

and
qT

-0-0
for

individual
sequentially

activated
populations

<
10

−
7

rejected

6c
*w

t4
iand

∗M
i

(unknow
n

phenotype)
M

SE
the

distribution
underlying

X
is

stochastically
greater

than
the

one
underlying

Y
X

=
M

SE(*w
t4

i),Y
=

M
SE( ∗M

i)
M

ann-W
hitney

<
10

−
66

rejected

T
able

4.3:
Statistical

tests
perform

ed
on

the
elem

ents
presented

in
the

M
ain

Text.
1

the
test

w
as

rejected
due

to
the

diversity
of

variance
in

the
non-m

onoclonalstrains,but
the

m
onoclonalvariance

is
not

an
outlier.



4.5. SUPPLEMENTARY MATERIALS 151

4.5.8 Photoinhibition: evaluation of the relevance of the axis 0-0-qI
qI-score of the wild-types along qE-activation

We did not quantitatively analyze photoinhibition in the Main Text since this biological phe-
nomenon is the hardest to control among the ones investigated and since no mutant strain exists.
Accordingly, once we obtained the machine learning framework, we focused populations that had
reached a steady-state of photoinhibition to avoid the contribution of qI.

Here we assess the projection of the traces from Figure 4.13d (qE-activation of wt4) and Figure
4.13g (qE-activation of cc124) on the 0-0-qI axis. The projections are plotted in Figure 4.26a,b. Before
activation, qI is higher in wt4i as initially observed in the training set. Throughout activation, it
remains constant. In wild type cc124 , it also remains stable. In both cases, the amplitude of the
score is low, and convinced us we could neglect it.
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Figure 4.26: Projection of the qE-activation process of wild-type strains along the 0-0-qI axis. a,b: Projection
of the NPQ scores of a wt4 (resp. cc124) population in response to a sequential qE-activation along the third
dimension of the NPQ space, 0-0-qI; Data correspond to the same data as Figure 4.13d,g.

Evolution of the qI score under the four patterns repeats

As described in Section 4.5.2, applying the basic pattern on a population under growth light
principally induces qI which relaxes slowly. Hence, repetitively applying the motif allows to reach a
stationary regime of qI. Figure 4.27 displays the outcome of sequentially applying the basic pattern
four times to a population of wild type wt4 not activated (evolving from wt4 to wt4i). In this Figure
we evidence that the evolution of the point cloud along the 0-0-qI axis follows an exponential decay
as reported in the literature [202].
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Figure 4.27: Evolution of the 0-0-qI for a wild type wt4 strain exposed to the basic pattern four consecutive
times. Each basic pattern consists in 15 min of high-light exposure (400 µmol(photons) · m−2 · s−1, 470±10
nm). Number of algae in the experiment: 157.
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4.5.9 Alternative dimension reduction methods
With our dataset, we have tested what other approaches could have been used to reduce the

dimension of the data. We compare qualitatively supervised and unsupervised methods, and linear
and non-linear methods. In these tests, we did not use the intermediary Dictionary Learning step, in
order to avoid any parameter selection. We used the functions provided in the library SciPy (v1.8.0)
[212] with their default parameters. The aim of this section is also to investigate the need for labelled
data when the objective is to retrieve biological meaning from the output of the dimension reduction.

Non-supervised, linear : Principal Component Analysis

We perform a Principal Component Analysis (PCA), using as input the FM traces without the
labels. It is a linear unsupervised method. Once the projection matrix is obtained, we perform the
same alignment of the axis and redefine the origin as presented in the Methods section for the LDA.
Then we color the point clouds with the known labels to investigate qualitatively the results. The
PCA creates two clusters from the single *stt7i class. Apart from the mixed half of the *stt7i point
cloud, the PCA manages to distinguish properly the classes in 3D. The evolution along the qT-0-0
axis seems to relate to the NPQ phenomena since only the wt4i population is spread along the axis.
Both 0-qE-0 and 0-0-qI axis seems to mix qE and qI since both *stt7i and stt7 are spread along
them. In conclusion the clustering performances of the PCA could be exploited for unlabeled data,
but the biological meaning would be hard to interpret.
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Figure 4.28: PCA projection of the FM traces of the reference dataset. Orange :*stt7i, blue: stt7i, green:
wt4i, purple: stt7 . a:(qT-0-0, 0-qE-0); b:(0-qE-0, 0-0-qI); c:(qT-0-0, 0-0-qI).

Supervised, linear: Linear Discriminant Analysis

We perform a Linear Discriminant Analysis (LDA), using as input the FM traces without the
labels and without the intermediary Dictionary Learning step presented in the Main Text. Once the
projection matrix is obtained, we perform the same alignment of the axis and redefine the origin as
presented in the Methods section. The results appear very similar to the results presented in the
Main Text (Figure 4.29a and c appear similar). In Section 4.5.10 we compare the reconstruction of
the FM traces from the NPQ space corresponding to Figure 6 in the Main Text with and without
the Dictionary Learning to underline the advantage to introduce a reconstruction step.

Non-supervised, non-linear: t-SNE/UMAP and K-means clustering

We compared two non-linear dimension reduction algorithms that are unsupervised, t-SNE and
UMAP. The two methods take as input the FM traces and project them onto a 2-dimensional space
with the aim to cluster together projected points that come from traces that are similar (the similarity
is defined within the metrics optimized by the algorithms). We begin by using the four training
populations from the reference dataset. In order to evaluate the performance of the dimension
reduction method in distinguishing the classes, we use the labels we already have from the dataset



154 CHAPTER 4. SCORING OF LIGHT-STRESS RESPONSE IN C. REINHARDTII

a

-10.0 -5.0 0.0 5.0
qT-0-0

-2.0

0.0

2.0

4.0

6.0

8.0

10.0
0-

qE
-0

b

0.0 5.0 10.0
0-qE-0

-8.0

-6.0

-4.0

-2.0

0.0

2.0

4.0

0-
0-

qI

c

-10.0 -5.0 0.0 5.0
qT-0-0

-8.0

-6.0

-4.0

-2.0

0.0

2.0

4.0

0-
0-

qI

Figure 4.29: LDA projection of the FM traces of the reference dataset. Orange :*stt7i, blue: stt7i, green:
wt4i, purple: stt7 . a:(qT-0-0, 0-qE-0); b:(0-qE-0, 0-0-qI); c:(qT-0-0, 0-0-qI).

(Figure 4.30). On the one hand, we color the point clouds with the labels corresponding to the
ground truth, and on the other hand we perform a K-means clustering algorithm. The K-means
groups projected points together into clusters. The number K of expected point clouds has to be
defined as input (the need to know the number of classes can be limiting when investigating a set of
unlabelled samples).

There the prediction accuracy with t-SNE and UMAP is respectively 61% and 69%.
By construction the population stt7i shares similarities with all the other classes, since it is

expected to represent the origin of the NPQ space. We tried to remove it from the dataset and
perform the K-means clustering with K=3 (Figure 4.31). In this case, the accuracy performances are
higher (t-SNE: 79%, UMAP: 94%). We conclude that adding a set of traces with no stress response
would not be suitable for non-linear investigations, as it makes the clustering of the projected data
less accurate.
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Figure 4.30: Comparison between the ground truth labels and the labels attributed by K-Means clustering on
the four populations of the reference dataset, unsupervised dimension reduction performed with UMAP and
t-SNE. a,b: t-SNE dimension reduction of the FM traces of the four populations of the reference dataset, a
ground truth, b K-Means clustering predictions; c,d: UMAP dimension reduction of the FM traces of the
four populations of the reference dataset, c ground truth, d K-Means clustering predictions.
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Figure 4.31: Comparison between the ground truth labels and the labels attributed by K-Means clustering on
the populations of the reference dataset presenting a stress response (qE, qT or qI), unsupervised dimension
reduction performed with UMAP and t-SNE. a,b: t-SNE dimension reduction of wt4i, stt7i, *stt7i FM

traces from the reference dataset, a ground truth, b K-Means clustering predictions; c,d: UMAP dimension
reduction of wt4i, stt7i, *stt7i FM traces from the reference dataset, c ground truth, d K-Means clustering
predictions.
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4.5.10 Atypical traits: role of the reconstruction optimization
In this section we compare the LDA dimension reduction with and without an intermediary

reconstruction step by dictionary learning. We apply it to FM traces not seen during the training
phase. We use the strains presented in Figure 4.14e,h. The *wt4i population is projected with an
intermediary Dictionary Reconstruction step as presented in the Main Text (Figure 4.20a), or without
(Figure 4.20b), following the method described in 4.5.9. We notice a more narrow distribution with
the intermediary reconstruction. Then, we perform the same comparison with the atypical strain
presented in the Main Text. The data project within the boundaries of the NPQ space defined
throughout our analysis (Figures 4.20d,e). As such, they cannot be identified as outliers within this
representation. The result in Figure 4.20d is not surprising considering how the Dictionary fails to
reconstruct the traces properly. We conclude that an analysis only relying on the projection in the
NPQ space could not allow to identify the critical difference of the original FM traces to the expected
behavior of a qE-activated wild-type. Here it stresses the necessity to ensure that the new data
are compatible with the dimension reduction method. For this reason we have introduced a test
on the Mean-Squared error to evaluate the reconstruction quality using a linear combination of the
atoms described in the Main Text. With the dictionary learning reconstruction, we find an order
of magnitude difference in the reconstruction quality between data compatible with the training set
(*wt4i) and outlier data (*Mi). This reconstruction in partly possible to perform when only the
LDA is used. It is possible to use the pseudo-inverse of the projection matrix in order to recover the
patterns that have been preserved in the dimension reduction. They represent the data identified as
meaningful by the LDA to separate the data. Reconstructions using the pseudo-inverse of the LDA
are presented for both populations in Figure 4.20c,f. As expected, the reconstructions are more noisy
and less resembling the original traces than with the Dictionary Learning presented in the Main Text,
since the LDA does not include a reconstruction metric. As a consequence, the comparison of the
Mean-Squared error between the original FM traces and their reconstruction is less discriminative to
identify outlier populations (Figure 4.20g).

For data processing, the FM traces were divided by the integral of the signal to yield a set of
probability distributions.
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Figure 4.32: Dimension reduction with LDA without introducing a reconstruction step, consequences on
the identifications of outliers. a: Projection of *wt4i traces with Dictionary Learning + LDA in the NPQ
space, the training populations centroids are indicated by shaded ellipses; b: Projection of *wt4i traces
with LDA only in the NPQ space, the training populations centroids are indicated by shaded ellipses; c:
Pseudo-reconstruction of the traces from the projection of the Fm traces of *wt4i directly to the NPQ space
(LDA only). The traces with the highest reconstruction error are plotted. black: original FM traces, red:
pseudo-reconstruction; d: Projection of *Mi traces with Dictionary Learning + LDA in the NPQ space, the
training populations centroids are indicated by shaded ellipses; e: Projection of *Mi traces with LDA only in
the NPQ space, the training populations centroids are indicated by shaded ellipses; f : Pseudo-reconstruction
of the traces from the projection of the Fm traces of *Mi directly to the NPQ space (LDA only). The traces
with the highest reconstruction error are plotted. black: original FM traces, purple: pseudo-reconstruction;
g-h: Distribution of the mean-squared error between the original FM traces and the dictionary reconstruction
(g) or the LDA pseudo-reconstruction (h). Red: *wt4i, purple: *Mi.
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4.5.11 Mutant identification in non-linear clustering
We investigated whether non-linear dimension reduction algorithms were more performing at

identifying outliers. We focused on UMAP since it builds a mapping between the input space and
the low-dimension space that can be reused on new data, as opposed to t-SNE where the mapping is
embedded in the algorithm.

We began by using the UMAP mapping obtained from Section 4.5.9 and applied the transforma-
tion to the traces corresponding to *wt4i and *Mi. We observe that the *wt4i populations projects
onto the three training populations, and almost none on the rest of the projection space. Compared
to the data presented in the Main Text, the notion of continuum that appears in the wild-type strains
is absent. This representation could lead to believe that a wild-type strain will choose to express only
one stress response among the three possibilities. However, from the analysis of the traces in Figure
4.13d,e,g,h, the stress responses are combined continuously in the NPQ space in wild-type strains.
Therefore, the representation presented in Figure 4.33a does not match the underlying biology.

The *Mi data are projected onto the same position as *stt7i although the kinetics of the FM

traces are clearly distinct. The UMAP mapping has learned to project them onto the same cluster,
which evidences a loss of information in the reduction dimension that can be critical when studying
new data.

a b

Figure 4.33: Projection of *wt4i (a) and *Mi (b) using the UMAP mapping learned from *stt7i, wt4i and
stt7.

Then we included the classes *wt4i or *Mi along with *stt7i, wt4i and stt7 in the non-linear
dimension reduction in order to see how they would be distinguished (Figure 4.34). We performed
the transformation with UMAP and t-SNE. Both algorithms perform better at distinguishing the
atypical population *Mi which resembles less the reference dataset than *wt4i.
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Figure 4.34: Non-linear clustering of the database and the mutant. a: UMAP, ground truth; b: UMAP,
prediction; c: t-SNE, ground truth; d: t-SNE, prediction.



Chapter 5

Open Source microscopy

5.1 Introduction
In Chapter 2 I presented the epifluorescence microscope we built with Thorlabs equipment and

automated with Python. As I spent a significant time designing the software in Open Source and
making a replicable database system, I deemed consistent to make the hardware design open as well.
In this chapter, I present how I reproduced the Thorlabs instrument described in Chapter 2 using an
Open Source hardware optics library. I removed the proprietary hardware and controllers to make the
whole instrument reproduction affordable and accessible. This approach was in line with the ROMI
and the DREAM projects, as one of the project long-term deliverables is to define the specifications
for a portable device, that could be used in particular in small-scale farms.

I then describe the software which is shared across both instruments, and the database system.
In the midst of process, I successfully reproduced results of experiments described in Chapter 2
(light calibration) and Chapter 4 (NPQ score from fluorescence trace). It is worth underlining that,
although the European Union requires a minimal level of Open Source in the funded projects, there is
little recognition for the production and documentation efforts (at least at the academic level). I hope
that persevering and discussing the advantages of working in openness can empirically contribute to
changing this context. I begin the chapter with an introduction of the various aspects addressed to
make the instrument open, and detail specific choices. Then I introduce a manuscript in the format
of Journal of Open Hardware to present in details these contributions.

5.2 Open Source hardware
I had in mind to reproduce the instrument in an Open Source hardware version. Open Source

hardware designates physical products or devices whose designs, specifications, and documentation
are made available to the public, allowing anyone to study, modify, distribute, and manufacture them.
I share the belief [225–227] that the development of Open Source hardware will play a significant role
in smoothing the access to new state-of-the-art imaging techniques. As such, it has been recognized
as an exciting new field of general interest, as evidenced by published articles in high-impact journals
[228–232].

Since the motorized stage was already Open Source (Chapter 2), the main change at the au-
tomation level was to replace the LED controller (DC4104, Thorlabs, NJ) system. The alternative
version uses a DC-DC converter (RDC 24/1.2, RECOM Power, Austria) powered by a direct current
power supply and feeding current to the LED based on a digital, analog or pulse-width modulated
input. The rise time of the LED controller was below the µs while the RECOM rises in 50 µs, which
makes it more complex to measure OJIP (Chapter 3) but allows reproducing light calibration, pulse
fluorescence experiments, and later modulated-light experiments.

161
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I was also interested in replacing the main Thorlabs parts and modules, which can be very
expensive. In the literature, two libraries mimicking Thorlabs parts were developed and published in
2018 with µCube [233] and 2019 with OpenUC2 [234]. Both libraries allow to reproduce a similar
optomechanical framework using 3D printing. After meeting Benedict Diederich in a conference,
we exchanged our Github pages and Benedict implemented our motorized stage (described in the
following manuscript) in the UC2 library [235], while I reproduced the epifluorescence microscope
setup with OpenUC2 as described in the manuscript below, with contributions from Thomas Le
Saux, Peter Hanappe, Ian Coghill and Alec Cochard. I saw four advantages to this approach: the
modularity offered by Thorlabs is preserved, the cost is low, the waiting time for parts is reduced
because it is limited by 3D-printing and not ordering and shipping, and the design flexibility is
increased because the parts can be modified using a 3D design software. The design flexibility,
however, comes at the cost of a lower stability, especially for the alignement of the optics. Some parts
of the final design, such as LED fiber holders, retain rings for filters, and optical tubes, were from
Thorlabs but could have been 3D-printed.

5.3 Open Source software
Open Source software refers to computer software whose source code is freely available to the

public. The term “Open Source” emphasizes the principles of transparency, collaboration, and
community-driven development. Open Source software grants users the right to study, modify, dis-
tribute, and improve the software. I chose to write the codes in Python, a well-spread open-source
programming language, to which anyone can contribute by writing libraries before distributing them
online. Thanks to this highly collaborative framework, Python-based solutions have been developed
in all the topics I needed to handle the project: instrument control, image analysis, machine learning,
database systems, and more. Open Source is not widely prevalent in the context of experimental
science. Instruments are usually provided with an Application Programming Interface (API) which
describes the communication protocol with the hardware driver.1 With the diversity of manufacturers
comes a diversity of APIs, making coding hardware interfaces a complex task.

In recent times, there has been a notable surge of Python software being developed to control
microscope with a unified system [236–239]. At the time I started developing the instrument, these
works were neither published nor documented, which led me to develop my own system. It turns
out I took a different direction, avoiding the use of a unified framework, which requires some level
of maintenance and to be able to adapt the pipeline to the diversity of APIs. In fact, I decided to
develop a set of modular tools that would be as independent of each other and of the manufacturers’
APIs as possible, and could be used in multiple contexts. The pipeline is shown in Figure 5.1. The
Arduino codes are borrowed or derived from the ROMI project.

For the motor and light source control, I took advantage of the possibility to control them with
analogic or binary electric signals rather than a driver. For the motor, the Arduino controls a motor
shield and sends electric signal to indicate the number of steps the motor should do and in which
direction. The shield encrypts it and sends signals to generate magnetic fields in the motor’s magnets
through four wires. For the LED, the signal sets the current level in the LED circuit. I used the
communication protocol between Python and Arduino developed in the ROMI project to describe
the desired signals in Python and generate them with Arduino.

For the camera, I benefited from the framework of µManager [240]. µManager is a Java/C++
Open Source software which is used in multiple laboratories to control instruments, and has been
combined with ImageJ and now DeepImageJ [241] to integrate imaging and image analysis with the
possibility to use deep learning. µManager is so wide-spread that manufacturers frequently develop
specific APIs that align with the µManager. I could have used µManager for the whole project.
However, I had far more experience in Python than Java and C++. Instead, I used the library
pymmcore which binds µManager API with Python. That way, I could leverage the adaptation of

1The driver is a program that enables the computer to control the hardware device.
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manufacturers’ APIs to µManager and transfer them to Python. This allows to switch camera on a
setup with minimal changes: only providing a file with the parameter names and values. The camera
can be triggered externally by the Arduino that control the LEDs: the same type of signal can be
used to control an LED or the camera, allowing to synchronize them.

Python code to control the microscope
- set parameters
- specify hardware devices
- launch experiments
- save results

Sacred system to store the experiments
- parameters
- python code
- results

Database to store
Sacred experiments:
noSQL (MongoDB)

Web interface to visualise
Sacred experiments:
Omniboard

Python library to read 
Sacred experiments
Incense

Stepper motor control
Arduino + motor shield

LED control
Arduino

Camera control
pymmcore

CSL-stage CSL-light CSL-camera

Camera trigger

Figure 5.1: Scheme of the Software pipeline controlling the microscope parts (camera, light sources, motors)
and collecting the experimental results.

5.4 Database system
Once the automation of the setup was implemented, it became obvious that data management

would become critical. Here it is important to describe the landscape of database systems in mi-
croscopy, and in experimental research in general. Same as for the API, but less often, hardware
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manufacturers may provide systems to store the experimental data, visualize them and eventually
analyze them. An example is the LAS X platform developed by Leica compatible for all Leica micro-
scopes, allowing to store data, metadata and perform analysis. Yet, the data formats are incompatible
from one manufacturer to the other. To tackle this issue in microscopy, 20 years ago the Open Mi-
croscopy Environment (OME) consortium was created to produce open-source software and format
standards in microscopy [242]. They introduced bio-formats, a Java library for reading and writing
microscope images file formats and facilitating the exchange of data between instruments, analysis
software, and partners. It converts the proprietary formats into the open OME data model, the
standard introduced by OME. This format is bound to evolve in the next years under the OME-
ZARR [243] format which allows storing x, y, z data, color channels, time evolution, and image
transformations, and analyze and save the data with adapted interfaces.

The OME consortium also developed OMERO, a software platform to control, analyze, visualize
and manage microscope experiments. It could have been adapted for us, but after reading the
publications, investigating forums (often stating that a full-time data manager would be necessary),
and realizing that at least four different programming languages are used in the current interface, we
did not consider it. The other solution that was used in the ROMI project is to rely on a service
provider. At the beginning of my PhD, there was no funded European project to justify such an
expense, and by the time the DREAM project was accepted, I had already settled for the solution
I describe below. The DREAM consortium was convinced by this solution and the various partners
have started to implement it.

To manage the data, my experience in Machine Learning research guided me towards the use
of dashboards. In Machine Learning, it is frequent to run multiple times the same code with small
changes in the hyperparameters to reach an optimal result. To monitor the experiments, an extra-
layer is added to the code to define the hyperparameters configuration and collect the outputs. It
generates a file that stores the experiment’s code and the output data and metadata. This file is
usually visualized in a web interface. It can be seen as the equivalent of a laboratory notebook.
The most commonly used library is Tensorboard, or the proprietary library Weights & Biases. By
comparing multiple solutions, I found Sacred, which was very easy to implement. I detail Sacred
in the following manuscript and give examples of the interface in the Supplementary Materials. We
now aim to implement the system for the whole DREAM project, by writing small executable codes
to transfer outputs from commercial instruments of our partners into the database, and adapt the
outputs to the OME-ZARR format.

Since I implemented the database system three years ago, I count 19000 completed experiments
and 21000 experiments in total. The experiments last between one second and two hours. The 2000
failed experiments are related to code development: an error forbids the complete execution of the
experiment, the experiment is manually interrupted because one parameter was badly chosen, or a
device was malfunctioning, or the mirror that sends the fluorescence to the camera or the photon
counter was manually misplaced, etc. It is interesting to notice that less than 10% of the experiments
correspond to development. It is an overall low cost because, once an experiment is developed, it
can be ran again with minimal intervention: I count an average of 20 experiments per day since the
database was implemented.

5.5 License
For the project I chose a GNU General Public License (GPLv3), introducing the concept of

copyleft. This concept uses copyrights as means to grant rights and freedoms rather than impose
restrictions. When someone distributes a project that is licensed under GPL and that they have
modified, they must respect the license rights and forward them, to preserve the openness of the
software. The GNU GPLv3 license gives the freedom to use the source both for commercial and non-
commercial use, to modify the code (as long as the modifications are specified) and to redistribute
copies. Each distribution must include the license and the modifications must equally be distributed
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under the GPLv3 license. For the portable prototype of the DREAM project, we may consider
selecting a wallet of license with different openness level for the hardware, software and interfaces.
This is especially important when the project is aimed to be commercialized under open licenses. The
level of openness of each license reflects the different levels of contribution and desire for engagement
of the targeted user community. The interfaces, which are expected to be versatile and tunable by
the users, will probably be more open than the hardware design. The latter needs to be consistent
enough to properly integrate new developments of the software coming from diverse contributors. It
is important to have a strong vision to guide the future developments of the Open project and ensure
its viability over time, because a drawback of open contributions is the risk of losing consistency.

Our vision for the CSL-libraries presented in the following manuscript is to provide modules
independent enough so that developments in one of them do not affect the other modules.

5.6 Manuscript: CSL-libraries for Modular Open Microscopy
5.6.1 Abstract

Microscopy is a vital experimental tool in life sciences. However, when attempting to reproduce
or scale-up a published method, researchers often face difficulties implementing the specific protocols
because they do not have full control over the hardware. To address these challenges, we present
a modular Open Source hardware and software platform that integrates an automated microscope,
a data processing pipeline, and a database management system. Our modular approach gives re-
searchers the necessary tools to reproduce experimental setups and implement new protocols. It also
provides a simple way to develop experiments with a persistent record of their configurations and
results, even during the developmental stage. We provide comprehensive guidance on building and
calibrating the microscope hardware, implementing automation, and data analysis and storage meth-
ods. Notably, our innovative communication protocol between Python and Arduino enables versatile
control of light sources and motors. The highly modular Python software facilitates customization
and reusability beyond microscopy, empowering researchers to adapt components for other scientific
applications. Additionally, we integrate the pipeline with a flexible database management system,
providing a user-friendly web interface for experiment visualization and data access.

5.6.2 Introduction
Microscopy is a vital experimental tool in life sciences for visualizing and analyzing biological

structures and processes at the cellular and molecular scales. Its capabilities are continuously being
extended by researchers who develop novel imaging protocols. One common problem, affecting the
reproducibility and scalability of imaging systems and experimental results, is that the hardware
and software design is not easily obtainable by users [228, 244]. Hohlbein et al. [245] describe how
Open Microscopy can address these replication issues by making well-designed and well-documented
hardware and software solutions openly available to a broad audience under an Open Source license
[246]. In the recently established field of Open Microscopy, two avenues have been identified by Salido
et al [247]: portable field microscopes (PFM), often based on smartphones, and multipurpose auto-
mated microscopes (MAM). While the first concentrates on accessibility, portability and low price,
the second focuses on modularity and image quality. Both approaches have reached different devel-
opment levels, from enabling replication to gathering a community (OpenFlexure [248], Foldscope
[249], OpenUC2 [229]). Despite the comprehensive documentation available for the hardware design
of existing projects, there has been somewhat less focus on the software and data management.

Independently, there have been multiple software solutions developed for instrument control.
The most wide-spread is µManager [240] which is written in Java and C++ and allows for the control
of several elements of a microscopy setup, including mechanical components (stages, shutter) and
camera acquisition. Due to the popularity of µManager, several instrument manufacturers have
adapted to its architecture and now provide tailored libraries. Hence, leveraging µManager resources
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is a good strategy for developers wishing to program in another language. This is the concept of the
PycroManager library [237], which gathers full control of a µManager instance using Python and the
pymmcore-plus library. This library targets regular µManager users who are familiar with the more
user-friendly Python. Along similar lines, a software known as Napari, an equivalent of ImageJ, and
consequently of µManager, in Python [236], is being actively developed by a large community and
will likely lead to significant improvements in microscopy software developments. Other libraries,
also leveraging the tools of µManager and Napari, are developing rapidly [238, 239]. These libraries
can be combined to create a unified modular environment for overall microscope instrument control.
Unification is however a complex task, especially if some components are not compatible.

Another important aspect in relation to software is the management of data and metadata [250,
251]. It is essential to facilitate their analysis and enable efficient sharing of the information. The
current gold-standard in microscopy research is the Open Microscopy Environment (OME [242]) that
enables a full pipeline implementation from data acquisition, instrument specification and consistent
monitoring throughout the analysis pipeline [252]. Due to its rich development, this platform can be
hard to handle for a beginner.

In this work we present a highly modular microscope, with independent libraries for control-
ling each building block of the instrument (light sources, camera, motorized stage), as well as a
Python-based software pipeline for experiment automation and data storage. We focus on ease of
implementation and visualisation, so that our tools can be used as a laboratory notebook [253]. We
detail (1) how to build and characterize the microscope, (2) how to implement experiments, (3) how
to store experimental data. It should be noted that the system we introduce can be fabricated at
low cost. The solution, with all components being controlled automatically, and with all settings and
data being stored, is a step towards better replicability in microscopy research. As a form of valida-
tion, we replicated an experiment that was originally performed on a different, and more expensive
higher-end, epi-fluorescence system.

5.6.3 (1) Overall implementation and design
Some of the modules were initially designed to control a more elaborate device that was built

using mostly Thorlab components (see Chapter 2). This laboratory microscope was used to perform
the experiments detailed in Chapter 4. In order to demonstrate the inter-operability of our design,
we decided to build an affordable open-source open-hardware version based on the OpenUC2 library
[229], and replicated the experiments. Both instruments also share the same software back-end. This
dual setup has enabled us to conduct experiments concurrently, facilitating calibration and verification
of the outcomes.

Hardware

The OpenUC2-fluorescence microscope houses the camera and optics to measure the fluores-
cence signal from the sample. A validated fluorescence microscope built with OpenUC2 is presented
in [254]. Below we describe the modifications we made.

Our illumination system is decoupled from the imaging system. It consists in two high-power
LEDs (470 nm and 405 nm) band-pass-filtered, collimated with a lens. Their beams are combined
with a dichroïc filter. A low-cost microscope objective injects the light into an optical fiber. The
output light is collimated by a lens and reflected by a dichroïc filter (cut-off wavelentgh 446 nm)
through a second low-cost microscope objective onto the sample. To reach better image quality, a
more sophisticated objective can be recommended, as in [254], but for our application a simpler one
is sufficient. The fluorescence is collected by the same objective and transmitted by the dichroïc filter
(560 nm) towards a tube lens and the camera. The fluoresced light is filtered by a green filter for
light calibration with Dronpa-2 (see Appendix 2.6) and a red filter for chlorophyll fluorescence (see
Chapter 3). Low-cost band-pass filters show larger bandwidth for wavelength selection than high-
quality ones. Therefore, we did not make cost compromises on the band-pass filters for excitation
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and emission, which increases the cost of the instrument. However, low-cost high-pass filters were
sufficient for the dichroic modules. Although using mirrors would have allowed to make the setup
more compact, we decided to avoid them to limit the amount of manual alignment of the setup.
Almost all the parts are 3D-printed, some coming from OpenUC2 library, but also some new designs
for the lens-holding parts and the motor parts. Each part is easily removable to enforce modularity.
The design and the optical parts are described on Github2.

Figure 5.2: OpenUC2 fluorescence microscope.

Software

We introduce four software modules to interface with the hardware: CSL-serial, CSL-leds, CSL-
stage, and CSL-camera.

CSL-serial allows communicating reliably between the main computer and the Arduino boards.
The Python code allows sending commands to the firmware in a generic fashion using variadic func-
tions. It implements a text-based, request–response message-passing system with additional error
checking. The commands are serialized and wrapped into an “envelope” that adds a sequence num-
ber and an 8-bit cyclic redundancy check (CRC8). Both features allow detecting transmission errors
and resend the command if necessary while avoiding duplicates. It also handles time-outs to avoid
deadlocks in case of failure. The message size is limited to 58 bytes to avoid buffer overflows due to
the limited capabilities of the serial implementation on some Arduino boards. This library is used in
the libraries CSL-leds and CSL-stage (it is the only dependence between our libraries).

CSL-leds is a firmware for the Arduino Uno to generate trains of pulses to activate the light
sources with frequencies of up to 500 Hz. An example code is provided in Figure 5.3a. The outputs of
the Arduino should be connected to an LED driver that provides the necessary power to the LEDS.
We control up to five LEDs synchronously (the practical limit is the number of pins available on the
Arduino). The user can specify the start time (or delay), pulse duration, period and amplitude of

2SonyCSLParis/UC2_Fluorescence_microscope forked from openUC2/UC2_Fluorescence_microscope

https://github.com/SonyCSLParis/UC2_Fluorescence_microscope/blob/main/step_by_step.md
https://github.com/openUC2/UC2_Fluorescence_microscope
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the train of pulses (Figure 5.3b). This amplitude value corresponds to the duty-cycle of the PWM
emitted during the “on” cycle of the pulses and is a means to control the light intensity of the LEDS.
The time resolution is one millisecond with a maximum duration of 215 seconds. The output can also
be used as a trigger to synchronize image acquisition with a camera together with the light sources
(Figure 5.3c).

a

b

c

camera trigger LED power supply

LED driver

Figure 5.3: Light source control module; a: Example of code to control the LED b: Controllable parameters
for each pin output of the Arduino. The output signal can be fed to a light source, a light source controller,
or an instrument that takes a trigger signal as input; c: Scheme of the circuit to control an LED driver with
an Arduino UNO (designed with Tinkercad [255]).

CSL-stage is a custom Arduino code allowing to control stepper motors through a motor shield
(Figure 5.4c). We use standard stepper motor controllers that have a step and direction input. Up to
three controllers, and thus three motors, can be driven simultaneously. The code takes into account
relative and global displacement, stop switches, and can be disabled to allow manual control. The
rotation speed can also be specified. The user can control the motors via the Arduino serial interface,
via our Python library (Figure 5.4a), or via our simple graphical user interface (Figure 5.4b).

CSL-camera allows controlling cameras and set acquisition parameters, provided there exists
an API to control them with µManager. The communication with the camera relies on pymmcore-
plus library. The µManager’s GUI application is used only once, to identify the camera parameters
(Figure 5.5b). The camera configuration is then stored in a .json file and loaded by our Python
library (Figure 5.5a). The configuration can be dynamically updated with Python.

Automated lab notebook

CSL-experiments module runs the experiments, analyzes the data, and provides persistent
storage to duplicate the experiment. Experiments are coded in Python, with the help of the Sacred
framework [101]. The adaptation of a Python code to a Sacred experiment is straightforward (Figure
5.6). The configuration parameters are loaded and can be updated by command-line interface for each
experiment. The complete experimental environment (Python files, configurations, logs, outputs) is
automatically saved in BSON format in a flexible noSQL database (MongoDB). This flexibility reduces
the risk of breaking the code of older experiments when updates are made to the structure of the data.
No specific implementation is needed to set up the automated code and parameters saving, and the
“artifact” and “metric” properties are used to respectively save files and scalars. The operator can
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a b c

Figure 5.4: Motor control module a: Example of code to control the motors; b: Interface built on top of
Python and Arduino to control the motors, example of focused image on the background; c: Example of
circuit to control a Nema motor with an Easy Driver (designed with circuit.io [256].)

navigate the database using a web interface [102], use search filters, and visualize the experimental
results. We provide in the Supplementary Materials screenshot examples of the database for the
experiments used to generate Figure 5.7e. The database can also be accessed by queries through
a Python library [257]. Finally, Plotly Dash [258] is a web application to build interactive data
visualizations. Combined with a library that queries the database, it is possible to access the results
of experiments but also perform post-processing and visualize the results on the go. An example of
an interface is provided in Supplementary Materials.

5.6.4 (2) Quality control
Safety

CSL-leds The high-power LEDs diffuse heat when turned on for long experiments. To prevent
the plastic cage from melting, we edited the 3D design and placed a copper plate in contact with
the LED’s PCB (See Figure 5.10 of the SI). The plate reaches an equilibrium temperature of 33oC
when the LED is powered with 1 W for 15 min (room temperature: 20oC - see thermal image in
Supplementary Materials). The glass-transition of our plastic (PLA) starts at 60oC (See Figure 5.10
of the SI). High-power LEDs can also damage the eye when stared at. To avoid any risk, a 3D-printed
cover was designed for the LED cubes. The complete microscope setup was also placed in an enclosure
to minimize the interference of external light.

CSL-stage The 3D-printed part holding the motor is equipped with limit switches on both sides
to avoid mechanical blocking.

OpenUC2-fluorescence microscope The platform is sensitive to vibrations, it should be
placed on an isolated table.

CSL-experiments The Sacred framework requires to save the experimental results in local
folders before copying them in the database. Temporary files can be used for this intermediary step,
but saving the files in folders with names corresponding to the experiment ID is a straightforward back-
up method. The database can also be copied and transferred using MongoDB CLI tools (mongodump,
mongorestore).

Calibration

Light calibration
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a

b

Figure 5.5: Camera control module a: Example of code to control the camera; b: Parameter names in
µManager interface matching the manufacturer API.

The light intensity in the field of view was calibrated using the protein Dronpa-2 as it was
presented in Appendix 2.6. The protocol consists in sandwiching the protein solution between two
microscope slides at the sample position. The blue light (filter 470 ± 7 nm ) is turned on while the
fluorescence is collected on the camera through a green filter (525 ± 36 nm). Good quality filters
are required for this calibration otherwise the input light reflected or transmitted (depending on the
setup configuration) will submerge the signal of interest. The fluorescence decay is fitted by a mono-
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a

b

Python code to control the microscope
- set parameters
- specify hardware devices
- launch experiments
- save results

Sacred system to store the experiments
- parameters
- python code
- results

Database to store
Sacred experiments:
noSQL (MongoDB)

Web interface to visualise
Sacred experiments:
Omniboard

Python library to read 
Sacred experiments
Incense

Stepper motor control
Arduino + motor shield

LED control
Arduino

Camera control
pymmcore

CSL-stage CSL-light CSL-camera

Camera trigger

Figure 5.6: a: Conversion of a Python code to a Sacred experiment; b: Instrument automation system.

exponential function (Ae−t/τ + B), either pixel-by-pixel or over the mean of the images. The light
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intensity can be retrieved from τ using the formula 1/I = τσ470. Then, to calibrate another LED,
it is possible to use a powermeter. The first step is to record the power P470 of the blue LED by
placing the powermeter in the position of the sample (for more details refer to Quarep-LiMi protocol:
[259]). Then switch to the purple LED and collect P405 at the correct wavelength setting. Assuming
the spot sizes to be equal, we have I405 = I470

405×P405
470×P470
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Figure 5.7: Light calibration a: Grey level image of Dronpa-2 fluorescence in response to a blue light onset
(first frame); b: Tau values extracted from the fluorescence kinetics allow to retrieve the light intensity using
the formula I = 1/(τσ). Instrument: OpenUC2; c: Map of intensity in the field of view. PWM duty cycle:
50%. Instrument: OpenUC2; d: Distribution of the light intensity in the field of view. PWM duty cycle:
50%. Instrument: OpenUC2; e: Green fluorescence decay of Dronpa-2 after a blue light onset (averaged over
the image). The curves correspond to different PWM duty cycle which translate converted by the DC/DC
converter to different intensity levels (from black to grey: 40%-60%-80%-100%. Instrument: OpenUC2); f :
Calibration curve of the average light intensity for different PWM duty cycles; Instrument: OpenUC2.

Precision The displacement precision can be predicted from the stepper motor datasheet. For
linear stepper motors, the travel per revolution L and the number of steps per revolution N are
given, which allows to estimate the precision achievable. Note that if micro-stepping is possible, with
a subdivision parameter S, it improves the theoretical precision to be dL = L/(N × S). In our case,
the minimal theoretical displacement along the z-axis is dL = 0.31 µm, with L = 1.0 mm, N = 200,
S = 16. It is possible to evaluate the practical precision by measuring with a ruler the displacement
of the linear actuator over a given number of steps. While it is complex to evaluate the displacement
precision of a motor in the z-direction using imaging, we demonstrate in Supplementary Materials
how to evaluate it experimentally for an xy-stage. For the z-direction, more than the precision of the
displacement, it is the ability to focus on a sample that is required (and described in 5.8).

Motor calibration The motor goes through a “homing” in order to move to a known absolute
position. The motor moves away from the objective until it reaches the limit switch. This position is
called “home” and corresponds to z=0.

When the motor changes direction, its movement can be delayed because of the clearance between
the leadscrew driven by the motor and the nut that travels over the leadscrew. This backlash depends
on the build quality of these components and it is therefore specific to each setup. To calibrate it on
the z direction, the motor is moved in the positive (resp. negative) direction until the sample is in
focus. We then move the motor with the manual interface until the image moves. The number of
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a b c

d e f

Figure 5.8: Autofocus by moving the sample in the z-direction until the Laplacian variance of the image is
maximal a: Out-of-focus image (Chlamydomonas reinhardtii cells on an agarose pad); b: Focused image; c:
Evolution of the Laplacian variance over the image as a function of the number of steps ran to acquire the
image; d: Laplacian of the out-of-focus image; e: Laplacian of the focused image;

accumulated steps corresponds to the backlash, which needs to be calibrated only once. A routine
could be implemented, and would resemble the autofocus described in the next section, leveraging
simultaneously CSL-camera, CSL-stage and CSL-leds.

General testing

Autofocus
For experimental runs over several hours, it is necessary to frequently rectify the focus, particularly

when the experiments are launched remotely. Our protocol begins by performing a “homing” and
then moves the sample to the position that approximately corresponds to the focus, as previously
established. Then, the sample is screened at different focal positions to iteratively identify the focal
position with a pre-determined precision. An image is taken at each displacement. The position that
maximizes the metric chosen to characterize the focus is identified, and the procedure is repeated
with smaller steps around the maximum. The procedure stops when the step size has reached the
desired precision. In Figure 5.8, the metric maximized is the Laplacian variance [103], corresponding
to the second derivative of the image and emphasising the objects’ edges.

5.6.5 (3) Use case

We present here a replication of a fluorescence microscopy experiment performed on algae to
quantify their stress-response to high light. We demonstrate that, by collecting the stress response of
a pre-conditionned population, we manage to correctly classify it based on its stress response, using
data analysis tools trained on a dataset described in Chapter 4.
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Principle

The objective of this work was to replicate the epifluorescence microscope described in Appendix
2.6 and Chapter 4. As part of a project shared between multiple collaborators, we wanted to provide
a portable instrument easy to build for each partner. They can reproduce a shared set of experiments
on their sample and ensure that the sample preparation is consistent before studying it with their
other instruments. The initial instrument was built with Thorlabs and uses the software modules
described above. The experimental results obtained with this instrument are presented in Chapter 4
that provides more information on the experiment and the data processing. The protocol consists in
inducing light-stress response of algae and monitoring their response at the single-cell level. Then,
using a reference dataset and machine learning algorithms, it is possible to quantitatively evaluate
the stress-response level. We were able to successfully reproduce results from Figure 4.9c and 4.10c.

Methods

We used a culture of Chlamydomonas reinhardtii wild type cc124. The protocol under the mi-
croscope consists in sending high-light (400 µmol(photons) · m−2 · s−1, 470±10 nm) for 15 min to
induce stress-reponses. The signal of interest is the fluorescence response to pulses of saturating
light (1300 µmol(photons) · m−2 · s−1, 405±7 nm, 200 ms) sent every 20 s. This fluorescence trace
is called FM as a reference to the naming used in photosynthesis research (Fluorescence Maximum).
We acquire a movie for the whole duration of the experiment, then we segment each alga (Figure
5.9a,d) and collect their individual fluorescence response (Figure 5.9b,e) using image segmentation
with the code described in [55]. Then we categorized the responses according to the methodology we
developed in Chapter 4. In brief, we applied the computational method we developed to project the
FM traces in a low-dimension space representing the different stress responses amplitudes (Figure
5.9c,f - see Chapter 4for additional details).

The wild-type population (cc124) adapted to growth-light was left in the dark from 15 minutes
prior to the experiment. The measurement was repeated four times until the stationary level of
photo-inhibition is reached. This strain is expected to show only one type of stress-response: qT,
which translated into a large bump over the two first minutes and a fluorescence decay when the light
is turned off.

Results

We found similar results as Chapter 4 (Figure 5.9c,f) as the point clouds are projected onto the
same area. To supplement these results we trained a K-Means classifier on the original dataset and
applied it to the population studied, which corresponds to the class wt4i. We used another wild-
type strain than the one from the reference set that is expected to behave similarly (and that was
used in Figure 4.13g of Chapter 4). Over two experiments amounting to 272 algae, we find an 92%
prediction accuracy on this new strain for the class wt4i, which corresponds to the condition where
qT is expressed and not qE, as expected from our strain. It allows to conclude that even if the
experiments have been performed on two different wild-type strains (expected to behave similarly),
one year apart, on two different instruments in two different rooms, we find the same quantitative
results.

Reuse potential and adaptability

The modularity of the instrument and the generality of the modules allow them to be reused for
other projects:

CSL-serial is application agnostic. It is usable for any project where a main computer has to
communicate with Arduino firmware. We provides both Python and C++ classes.

CSL-leds was tested on circuit LEDs, on two types of Thorlabs LED controllers (DC4100 and
T-cube LED driver), and on a custom soldered circuit based on a DC-DC converter (RECOM RCD
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Figure 5.9: Replication of monitoring of light induced stress in microalgae. a: Cropped watershed seg-
mentation of the algae under the Thorlabs microscope, average cell diameter: 9 µm; b: Fluorescence FM

response of all the algae of the WT population not activated, results from experiment described in Figure
4.9 of Chapter 4; c: Projection in the NPQ space using dictionary learning followed by linear discriminant
analysis, results from Figure 4.10 of Chapter 4. d: Cropped watershed segmentation contours of the algae
under the UC2 microscope, average cell diameter: 9 µm; e: Fluorescence FM response of all the algae of
the WT population not activated observed with the UC2 microscope; f : Projection in the NPQ space using
dictionary learning followed by linear discriminant analysis of the traces in d and e. The colors correspond to
the class predicted by a classifier trained on the dataset. Green: true positive (wt4i– 92%), orange: *stt7i,
blue: stt7i.
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24/1.2 ). We have used the module to trigger lights and cameras, but it can be used for any project
that requires precise triggering with millisecond resolution.

CSL-stage has been used in three different scenarios. A manual stage was turned into a motorized
one and controlled by the module as described in the Supplementary Materials and on GitHub 3.
The knobs initially used to manually move the platform are linked to motors via two belt-pulley
systems (x and y displacements). One removable part of the platform is replaced by a 3D-printed
part that allows to fix the two motors. The pulleys are also 3D-printed to fit on the knobs. The stage
was replicated in the UC2 framework [260]. The 3D-printing of knobs was also used to increase the
displacement range of a piezo-stage (KPZ101 - Thorlabs). The small displacements are controlled via
piezo-control, and the larger displacements are controlled by the motor module. Finally, it was used
to control the z-displacement of a sample in front of an objective to allow to change the focus, as
described in the previous sections. The motor firmware is also used in Sony CSL’s agricultural robot
to precisely control the trajectories of the tools.

CSL-camera requires a camera with drivers installed and a corresponding API for µManager. It
is important that the versions of µManager and pymmcore-plus match. We have tested the exposure,
frame rate, frame size, and gain of four camera models (UEye-3060CP – IDS, MER2-503-36U3C –
Daheng Imaging, Orca Flash 4 – Hamamatsu and iXon Ultra 897 – Andor).

CSL-experiments was implemented in five instruments of our laboratory, and we are aware of
two more external users.

5.6.6 (4) Build details
• The build details for the OpenUC2-fluorescence microscope are available online at SonyCSL/UC2_Fluorescence_microscope/step_by_step

forked from UC2 library.

• CSL-stage is available online at SonyCSL/Motorized-Stage

• For now, the libraries CSL-serial, CSL-leds, CSL-camera and CSL-experiments are
stored together and documented in Alienor134/CSL-forge but will be isolated soon.

5.6.7 (5) Discussion
In this work, we demonstrate the seamless integration of the OpenUC2 open-hardware library

[229] with our new modular Python libraries. We replicate a setup from the literature, automate it,
and replicate associated results. We also show how to connect the automated instrument to a smart
notebook to store the data and metadata in a database system.

In particular, we developed a robust protocol of communication between Python and Arduino via
serial communication that can be adapted to many other use cases. It allows leveraging the control of
instruments not through manufacturer’s softwares, but by digital or Pulse-Width Modulated signals
from Python through Arduino. This approach potentially allows for bypassing intricate interface
layers. We built two libraries on top of it (CSL-leds and CSL-stage), and explain in the Github
how to create new libraries based on CSL-serial. We use them to control light-sources, trigger
cameras, and actuate motors. We have also presented how we leverage the extensive developments
from µManager to control cameras easily. It allows switching the setup camera with only a few
changes in the configurations.

The Python libraries to control hardware are highly modular with a low implementation barrier for
a Python user. They were aimed to be easily reused independently: for instance, the light controller
(CSL-leds) can be reused to control the light cycle of a plant growth chamber. The motor module
(CSL-stage) used to control the autofocus or move the sample plate could be used also, for example,
to stir a sample. In our experiments, the camera module (CSL-camera) acquires microscope images
but it could be used also to monitor a macroscale chemical reaction.

3SonyCSLParis/Motorized-stage

https://github.com/SonyCSLParis/UC2_Fluorescence_microscope/blob/main/step_by_step.md
https://github.com/SonyCSLParis/Motorized-stage
https://github.com/Alienor134/CSL-forge/tree/main
https://github.com/SonyCSLParis/Motorized-stage
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The last novelty is the possibility to integrate the modules in a database management system.
Often, experimental data are under-exploited because they are either not properly stored, not easy
to access, or not properly documented. We suggest an approach to persistently record experimental
parameters, results, intermediary data, and code that produced the experiment in a database. We
have used the library Sacred [101] developed by the machine learning community where there is an
increased tendency to automate experiment yet keep a full trace for future evaluations and compar-
isons. This level of automated data collection is still uncommon in biology research. The library is
light-weight and requires little changes to an existing pipeline for integration.

All the required information to duplicate an experiment and all the corresponding output is
stored in a flexible noSQL database hosted by MongoDB. The experiments are displayed in a web
interface (Omniboard [102]) and can be accessed by the Python library Incense [257]. We believe
that, thanks to the ease of implementation and flexibility, this library could be used for automated
scientific experiments beyond microscopy and could use as a standard in Data Management Plans
required for project fundings.

The main drawback of our hardware setup was the mechanical instability of the OpenUC2 cubes.
Using injection molding as in [235] would improve the setup. Performing optical alignment was also
complex, and designing simple 3D designs to ease it and make it more reliable would be needed. In
order to make the LED control accessible, we have soldered the electric components to a plate. A
next step will be to provide an LED controller PCB design that is easy to solder. Finally, we will
also work on a new design integrating the lessons learned with this microscope to build a portable
device that could be used to score plant stress as described in Chapter 4.

5.6.8 Contributions
• Paper writing: first draft Aliénor Lahlou

• Paper writing: final version and revisions: A.L., Peter Hanappe & Thomas Le Saux

• Use cases: A.L.

• Assembly: A.L., Ian Coghill, Ali Ruyer-Thompson, & T.L.S

• OpenUC2-fluorescence microscope: A.L., T.L.S, I.C. & Alec Cochard

• CSL-experiments: A.L.

• CSL-camera: A.L.

• CSL-leds: P.H. (Software, Documentation), A.L. (Design, Software, Documentation), Douglas
Boari (Software), T.L.S. (Design)

• CSL-stage: A.L., A.R.T. & P.H. (Design, Software, Documentation)

• CSL-serial: P.H. (Software, Documentation)

5.7 Supplementary Materials
5.7.1 LED holder temperature

The LED holder is 3D printed but tends to warm-up and even melt when the light is kept on
for tens of minutes. To avoid this we selected a 5 mm thick heat sink copper plate and drilled holes
to allow the screw to tight the plate to the 3D part (Figure 5.10a). The LED was connected to the
plate with thermal glue. With this configuration, the plastic did not melt even after several hours of
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illumination at 1 W. We measured the temperature of the plate with a thermal camera after 10 min
of illumination at 1 W and found 33oC (Figure 5.10b). We noticed the wires got hotter, which could
have been avoided with larger core wires.

a b

Figure 5.10: a: Parts of the LED: top: collimating lens and holders, middle: LED, LED holder, copper plate
and thermal glue, bottom: base cube; b: Temperature image of the LED holder after 10 min illumination (1
W).
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5.7.2 Motorized xy-stage
Presentation We automated an xy motorized stage and although it was not implemented in the

set-up, it is worth sharing the design and calibration as a use-case for microscopy development. Our
stage was integrated in the UC2 library and used in the publication of the OpenUC2 fluorescence
microscope. The stage allows to move the sample perpendicular to the visual axis, enabling to screen
a large sample. It relies on a stepper motor and a scalable 3D-printed pulley system [261]. When the
motors are disabled, the stage can be controlled manually.

Precision
The precision of displacement can be derived theoretically or measured experimentally. We

consider the pulley P1 (with T1 teeth) connected to the motor pulley P2 (with T2 teeth) screwed to a
knob controlling a linear actuator (Figure 5.11a). The step angle α provides the angular displacement
produced by a motor step. It can also be computed from the number of steps per revolution N :
α = 360/N . The linear movement L corresponds to the movement of the linear actuator for a
full revolution of the knob (which can be measured with a ruler). Then, given the micro-stepping
parameter S: dL = L · T1/(T2 · N · S). To further evaluate the actual precision of the displacement,
it is possible to evaluate the displacement of an image with the camera between motor steps. A
displacement in the (x,y) plane can be computed by using image registration. Image registration is
a process that allows finding a spatial transformation between two images. In the case of movement
in the (x,y) plane, it consists in computing the cross-correlation of the images. The position of the
maximum of the cross-correlation map corresponds to the linear translation between the two images
in pixels. The specifications of the microscope objectives normally provide their magnification factor.
However, this magnification is specific to the manufacturer and corresponds to the couple (objective,
tube lens). In our case, we selected the tube lenses that are in front of the camera based on our
geometrical constraints rather than the manufacturer’s recommendations. Therefore, a calibration of
the scaling is necessary to convert the pixels in meters. It can be done using a patterned microscope
slide. In the example of a manual staged converted into an automated one with pulleys fixed on
manual knobs, we predict a shift of 5 µm per step in the x direction and 1.9 µm per step in the
y direction (Figure 5.11a), and with the registration method relying on a patterned image (Figure
5.11b) we measure movements close to the predictions: an x-shift per step of 4.3 µm and a y-shift
of 1.7 µm (Figure 5.11c). We also observe a non-linearity in the x movement which could be due to
mechanical constraints.

Build details: The build details of our version can be found in [262].

5.7.3 Database system
Sacred provides a specific format to store data in a noSQL database, here MongoDB. A web

interface [102] was developed to display the experiments following Sacred structure. It can be used
to visualise the parameters of each experiment and browse experiments based on filters (Figure 5.12).
It enables to visualise saved outputs, either as interactive graphs or through files (called artifacts)
rendering (tables, images, movies). It is also possible to compare experiments: overlay results,
compare configurations or compare source file differences as shown in Figures 5.13, 5.14 and 5.15
respectively

5.7.4 Example of Dash application
Dash Plotly is an open-source Python framework used for building interactive web applications

for data visualization. It combines the functionalities of Plotly, a data visualization library, with
Flask, a web framework, to create web-based dashboards, reports, and data-driven applications. In
the work presented in Chapter 4, we combined the database system of Sacred with a Dash application
to process and visualize the data (a screenshot is displayed in Figure 5.16). The experiments can be
selected based on a predefined combination corresponding to a light-stress pre-conditioning. Then
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Figure 5.11: Precision evaluation a: Example of belt-pulley system with teeth to automate an xy-stage;
b: Example of image used to compute the shift with image registration when the motor moves; c: Shift
computed by image registration when the stage moves 5-by-5 steps in the x (grey) or y (black) direction.

the fluorescence data are projected into a 3D space using the selected projection algorithm. The user
can select the 3D axis to be displayed. Each point corresponds to the NPQ scores of one alga. When
the mouse is hovered over a datapoint, the corresponding fluorescence trace is displayed as well as
the reference image from the movie, with the individual alga segmentation mask.
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Figure 5.12: Web interface to visualize Sacred experiment results, source code, config, and saved files.
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Figure 5.13: Graphical interface to monitor experimental results, overlay of four experiments used to
generate Figure 5.7e,f.

Figure 5.14: Dynamic display of source files differences between two experiments.
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Figure 5.15: Display of configuration difference between two experiments.

Figure 5.16: Example of Plotly Dash application developed to analyze the dataset described in Chapter 4.
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Chapter 6

Conclusions

Monitoring plant metabolism to improve agriculture practices is a long road that requires novel
sensing instruments and diagnosis methods. Furthermore, for operation at a large scale and in
real-world conditions, such instruments and methods should be robust, easy to build and operate.
Methods relying on chlorophyll fluorescence (ChlF) remote sensing have shone a great potential for
probing plants’ health status and identifying stress conditions before visible damages appear on the
crops. In this manuscript, I have described several developments that contribute to advancing the
state-of-the-art in several fields related to ChlF sensing.

Chapter 2 presents the requirements we derived to create a new instrument to probe ChlF of
photosynthetic organisms. Following them, we designed a new epifluorescence microscope to monitor
ChlF at the micrometer-scale. I made it modular and flexible enough to implement the protocols
from the literature – which allowed me to validate the instrument in Chapter 3 – and to design
new protocols to probe ChlF in Chapter 4. In particular, I wrote the entire software in Python,
removing any limitation on the design of the excitation patterns: the user can design any sequence
and send it to the light sources (up to 3 MHz). The specifications and the software guided the
development of other instruments. I present one of them in Chapter 5. It is an open-source and
open-hardware replication of the first microscope. I took the initiative to plan and design this Open
project after being introduced to the OpenUC2 library by Benedict Diederich. I also guided and
supervised the contributions of my co-authors to accomplish the project and write the manuscript
included in Chapter 5.

Chapter 2 also introduces a method to calibrate light intensity over several orders of magni-
tude and over the whole visible spectrum. It is an important technique for photosynthesis research,
where light is a key player, but also beyond. Indeed, a large community (Quarep-Limi1) was recently
formed, focused on properly calibrating imaging instruments. The calibration methods were derived
from years of research on fluorescent actinometers by the team of Ludovic Jullien and Thomas Le
Saux. Recognizing their potential appeal to the diverse audience of Quarep-Limi, I suggested that
we expand upon their work to deepen the calibration strategies and share accessible protocols to
potential users. It resulted in the manuscript “Fluorescence to measure light intensity” (accepted in
Nature Methods). We demonstrated the method’s versatility by testing it on multiple instruments
and configurations. In total, I tested the calibration method with Dronpa-2 on eight set-ups in five
different laboratories and wrote several codes to allow users to process their data easily.

Chapter 3 introduces another method to calibrate light intensity, this time using a leaf randomly
picked up from a garden. Although I need to test it on a larger variety of species from the botanic
garden of Jardin des Plantes, the method appears robust and generalizable among species, including

1Quality Assessment and Reproducibility for Instruments & Images in Light Microscopy
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algae. To disseminate the method, I designed a Python application to allow any user able to measure
the induction of ChlF to a light jump to retrieve their input light intensity.

Chapter 4 presents how the home-built microscope was used to introduce a new computational
method that allows quantifying multi-stress responses embedded in a ChlF trace. The first step
consists in creating a well-chosen dataset built by exploiting qualitative knowledge on the biological
capacity of photosynthetic organisms. This dataset is then used to train a machine learning framework
able to quantify the stress-response mechanisms.

More specifically, we studied at the single-cell level the response to light-stress in the species
of microalgae Chlamydomonas reinhardtii. Light-stress provokes multiple mechanisms overlapping
kinetically in the ChlF response. The dataset was built in order to acquire separately the kinetics
representing the expression of a singular stress-response mechanism. It was achieved by using mu-
tants, and specific pre-conditioning protocols were used to mitigate the stress-responses. To analyze
the ChlF traces dataset, we introduced a two-step framework involving two different metric optimiza-
tions. The first step, Dictionary Learning, aims at decomposing the traces into a small set of basic
traces (atoms) while at the same time minimizing the reconstruction error of traces in the dataset.
The second step involves a linear dimension reduction which aims at separating the populations by
projecting them in a space that has a dimension corresponding to the number of traits (NPQ-space
with three NPQ components). Each axis represents a stress, the amplitude of which is given by
the position on the axis. I showed that when analyzing the response of a wild-type strain, which
expresses simultaneously multiple stress-responses, the framework is able to properly reconstruct the
trace; this validates our approach. The framework is able to give scores to each component, allowing
to derive conclusions on the possible interplay between the different components. It differs from the
literature of remote sensing using machine learning, where developments usually allow classifying
stress responses, but rarely allow quantifying them.

Chapter 5 presents the software I developed, now implemented completely or partially in five
instruments. From discussions in conferences and workshops, I believe that the Sacred experiment
database system I borrowed from the Machine Learning community is useful in many projects because
there are few solutions that offer this level of versatility, either open or proprietary. Furthermore, it
is aligned with the requirements of a Data Management Plan. I also believe that the CSL-libraries
can be helpful to automate tasks beyond microscopy experiments thanks to their modularity and low
implementation barrier. As a matter of fact, some of the libraries include Arduino codes initially
developed for the ROMI rover by Peter Hanappe.

Taken together, these components bring a step closer to having a usable, portable device that
can be used to measure the health status of plants. Such an instrument would play a key role in
improving agriculture practices.



Chapter 7

Perspectives

The DREAM project is an EIC Pathfinder project initiated by Ludovic Jullien funded in 2021,
and started 1st April 2022. It officialized the collaboration that started in 2020 with my Cifre PhD
between his team and Sony CSL, with the other actors we interacted with during my PhD work (Dr.
Benjamin Bailleul, Dr. Ladislav Nedbal, Pr. Dusan Lazár and their respective teams). DREAM
allowed to bring new partners and new skills, in particular in modeling and higher plants studies.
The developments presented throughout this manuscript contributed to the DREAM project.

The DREAM project evokes the epifluorescence microscope, but also the design of a similar
instrument for research experiments at the whole leaves level. In fact, two identical replicates of a
macro-scale instrument were already built by Ian Coghill (ENS - DREAM project) to investigate
leaves. Ian first got familiar with my developments by using the Open version of the microscope.
Then he integrated the specifications derived in Chapter 2 as well as parts of the hardware choices
described and the software developed.1

The Sacred database system is implemented and actively used in all the instruments derived
from the epifluorescence microscope. The next step will be to write scripts to adapt the output of
commercial instruments of the various partners of DREAM to deposit the data in a shared MongoDB
database as a part of the Data Management Plan.

The Open version of the microscope was very useful to allow new members of the DREAM project
to discover my developments and learn how to use and modify them. It also contributed to spreading
the use of Python in the laboratory and the DREAM project. The Open version also gave insights for
the design of a portable device for field analysis described in the DREAM project. In particular, we
will consider 3D-printing to build it, and integrate the CSL-library codes to control it. We identified
that the main constraint will be to find an affordable way to distinguish the excitation light from
the measured fluorescence. Indeed, the minimal filtering requirements of the LEDs are met only by
expensive optics. The solution will lie in changing the excitation light type, or in exploiting strategies
based on modulated light analysis, such as the strategy employed in OPIOM to only recover the
out-of-phase component [53].

Modulated light will be introduced in the DREAM project because it has additional advantages.
However, in order to dig deeper into the possibilities of Fourier-based analysis, a method to eliminate
the harmonic contributions from the excitation light will have to be introduced. One such method
has already been presented in [54]. In fact, it has been introduced by Ian in the two replicates of the
macro-instrument, and will be easy to implement back on the microscope since they share similar
software.

1The macro-scale instrument and two experiments are presented in the supplementary materials of the
manuscript “Fluorescence to measure light intensity”.
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Chapter 2 describes the five LEDs implemented in the microscope. I predominantly used the
blue and purple ones for the experiments, except when demonstrating the wide range of absorption of
the photosynthetic apparatus and the dyes we presented in the manuscript “Fluorescence to measure
light intensity”. In the DREAM project they will be used to probe nanosensors fluorescence sensitive
to O2 and pH. It is possible to have access to the distribution of light in the field of view of the
instruments for the blue and the purple light thanks to Dronpa-2. For the nanosensors, it could
be possible to evaluate the spatial distribution of the other light sources in the field of view thanks
to DDAO, the fluorescent dye that absorbs in the whole visible range and emits at a well-defined
fluorescence wavelength.

The DREAM project’s core is to identify new methods to generate ChlF signatures and retrieve
a biophysically relevant information from photosynthetic organisms. One target is to qualify and
quantify the current status of plants for crop management (e.g., water stress, disease). In this regard,
the whole experimental framework and the underlying biological questions presented in Chapter 4 are
relevant to the DREAM project. In particular, I discussed the design of the machine learning frame-
work and the alternatives, as well as the number of experiments required. In the work presented
in Chapter 4, we benefited from the rich literature on NPQ and compared the results to existing
methods. A challenge for the DREAM project will be to probe the photosynthetic state automat-
ically, which means with less biological knowledge, and using protocols that are not comparable to
the literature. For this task, we will benefit from complementary tools, such as the introduction of
new observables (nanosensors, ECS [263], etc...) and modeling strategies.

Such a diagnosis method could accompany the farmers towards more sustainable farming meth-
ods to reduce the impact of agriculture on the environment. The variables of a sustainable regenera-
tive system include integration of biodiversity, landscape, soil, lightning, winds, humidity and other
natural factors. This complicates the system and increases the risk of low crop yields or equally
problematic, mental load for the farmer. By offering new tools to farmers (with the ROMI project
and the DREAM project) we provide a frame and supporting means to the experimental process of
turning a farm land into a regenerative farm. By leveraging innovative technologies and data analysis,
the DREAM project will build upon my PhD project results and push them beyond, and contribute
to optimizing resource allocation, minimizing environmental impact, and enhancing productivity in
agriculture, thereby promoting sustainability and addressing key challenges in the agricultural sector.
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The Supporting Information is divided in two parts:

• The three sections 1–3 are dedicated to end-users, who are willing to implement the reported fluorescent actinome-

ters;

• The Appendix has six sections A–F, which contain more advanced information as well as the complete validation

of the reported fluorescent actinometers.

The following list indicates the references of the sections and subsections associated with the calls “See Supporting

Information” of the Main Text:

• Conversion of units of light intensity: Section A;

• Theoretical derivation of the time evolution of the fluorescence signal associated with the photoconversion of the

fluorescent actinometers: Section B, subsections B.1 and B.2;

• Data processing for retrieving the characteristic time τ from the time evolution of the fluorescence signal associated

with the photoconversion of the fluorescent actinometers: Theoretical rational in Section B, subsections B.1 and

B.2, and Fitting protocol in subsection 2.1;

• Range of light intensity I in which its derivation obeys the simple equation given in Figure 1a of the Main Text:

Section B, subsections B.1.1 and B.2.1, and Eq.S62;

• General estimate of the achievable measurement uncertainty on light intensity I: Section D

• Information on the fluorescent actinometers:

– Cin: Synthesis: Subsection 1.2.1, Protocol for implementation: Subsection 2.1.3, Validation: Subsection

D.4.1;

– Nit: Synthesis: Subsection 1.2.2, Protocol for implementation: Subsection 2.1.3, Validation: Subsection

D.5.1;

– DASA: Synthesis: Subsection 1.2.3, Protocol for implementation: Subsection 2.1.3, Validation: Subsection

D.4.3;

– Dronpa-2: Production: Subsection 1.3, Protocol for implementation: Subsection 2.1.3, Validation: Subsec-

tion D.4.2;

– PA: Production: Subsection 1.4, Protocol for implementation: Subsection 2.1.3, Validation: Subsection D.4.4;

• Reporting with fluorescence on the time evolution of the absorbance (which follows reaction extent) at the excitation

wavelength by the inner filter effect: Subsection B.1.2;

2



• A second protocol to measure light intensity : Subsection B.3.1;

• DDAO as a suitable photochemically inert light intensity-transferring fluorophore: Subsection D.6.3;

• Molecular diffusion generates blurring when it occurs at the time scale of Dronpa-2 photoconversion: Subsection

2.1.4;

• Original optical setup for fluorescence macroimaging: Subsection D.3.2;

• Optical simulation of illumination in the original optical setup for fluorescence macroimaging: Subsection E.1;

• Interference of molecular diffusion of the fluorescent actinometer in confocal microscopy: Subsection 2.3.3;

• Consistency of the light intensities extracted in confocal microscopy with a fluorescent actinometer and with a

power meter: Subsection E.2;

• Experiments and validations performed using a confocal microscope equipped with a continuous laser: Subsections

2.3.3 and E.2;

• Analysis of the PA fluorescence kinetics of a dark-acclimated suspension of microalgae exposed to its illumination

light at 625 nm: Subsections B.2 and 2.4.3;

• Measurement of the emission spectrum of a light source with a spectrophotometer: Subsection D.2.2;

• Retrieval of information on a light source in the form of spectral light intensity: Subsections: 2.5;

• Characterization of the illumination from purple and red-orange Light Emitting Diodes (LEDs): Subsections: 2.5;

• Retrieval of information on a white LED in the form of spectral light intensity by using DDAO: Subsections: 2.2,

2.5, and B.3;

• Imaging of a Petri dish containing a solution of Dronpa-2 being illuminated by a surrounding radial array of LEDs:

Section: F.

Table S1 indicates the subsections providing the theoretical background (Theory), the sample preparation (Sample), the

instrumental description (Instrument), the implementation protocol (Protocol), and the protocol validation (Validation)

associated to the Figures of the Main Text.

Table S2 complement the metadata, statistical parameter and image processing of the figures of the Main Text. The

metadata can be found in the “imaging metadata” folder of the online repository (10.281/zenodo.7665939). Precision

on image analysis: since the exponential fitting parameters are not restricted by boundaries, the fits can output outliers.

Effects of misfits can be seen on the borders of Figure 2i. To limit the outlier influence on the display of the content of

interest, a uniform mask computed with the library skimage.filters.thresholding1 from the grey-level image is used on the
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tau maps and intensity maps to avoid fitting noise on the dark areas and reduce computation costs. The unmasked values

are clipped between specified histogram quantiles of tau maps and intensity maps to remove misfit-related outliers. Note

that a Gaussian smoothing (skimage.filter.gaussan1(σ = 1)) was used after processing of the intensity map to build Figure

3h.

Table S1: Supporting Information related to the Figures of the Main Text.

Theory Sample Instrument Protocol Validation
Figure 1a,b B.1–B.2 1 D.2–D.3 2.1 D.4
Figure 1c,d B.3 2.2 D.2–D.3 2.2 D.6.3
Figure 2a–i B.2 B.2.1 D.3.1 2.3.3 D.4.2
Figure 2j–l B.2 B.2.1 S23 E.1 E.1
Figure 3 S90–B.2 B.2.1 D.3.3 MT–2.3.3 E.2.3
Figure 4a S90 B.2.1 D.3.3 2.3.3 E.2.2
Figure 4b D.4.4 1.4 D.3.1–D.3.4 2.4.3 D.4.4
figure 5a–c B.3 2.2 D.3.1 2.5 D.6.3
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Table S2: Complementary data for the figures in the main text

Figure Metadata τ CI95% threshold quantile clip

1c refer to table S1

Nit: 157 s
Cin: 2160 s
Dronpa-2: 15 s
DASA: 51 s
PA: 71 µs

± 4.2%a

± 1.5%a

± 1.5%a

± 4.1%a

± 9.0%b

N/A N/A

2a-i metadata epifluo 0.63 s ± 0.9% minimum [0.01, 0.995]
2j-l metadata macroscope N/A N/A triangle [0.01, 0.995]

3a-f
metadata pulse confocal
metadata confocal cell

nucleus: 1.87 µs
liquid: 2.08 µs

± 0.5 %b

± 6.1%b li [0.01, 0.95]

3h
metadata pulse confocal
metadata confocal bacteria

N/A N/A li [0.01, 0.95]

4a
metadata pulse confocal
metadata confocal calib

[1.26, 16.29] µs max: ± 0.6%b li N/A

4b
metadata OJIP PSI
FL6000 fluorometer PSI

[0.26,2.3] ms max: ± 11%b N/A N/A

a The confidence interval was computed with Igor Pro.
b The confidence interval was computed with the python library lmfit.2

Table S3: Complements to the legends of the Figures in the Main Text.

Figure Complements
Figure 1b Five fluorescent actinometers covering the UV-Vis range in action. Monoexponential fit of the time

evolution of the normalized fluorescence signal F (t)/F (0) provides τ (in s: 157, 2160, 15, 51, 71.10−6),
which yields I in µE.m−2.s−1 (W.m−2): 5.3 (1.7) at 380 nm,2.5 (0.7) at 405 nm, 270 (69) at 480 nm, 15
(2.9) at 632 nm, 7800 (2000) at 470 nm with Nit, Cin, Dronpa-2, DASA, and PA respectively.

Figure 3c–f Maps of the characteristic time τ (c) and light intensity (e), and corresponding histograms (d,f; a 3×3
binning is applied to the initial video sequence to improve fitting accuracy).
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1 Materials

The following subsections report on (i) the characterization of the commercially available fluorophores and (ii) the pro-

duction of the materials, which have been used to implement and validate the protocols for measuring light reported in

this manuscript.

1.1 Characterization of the commercially available fluorophores

Two commercially available fluorophores have been used in the following: Rhodamine B (RhB) and 7-hydroxy-9H-

(1,3-dichloro-9,9-dimethylacridin-2-one) (DDAO). To enable the end-users to control the quality of their sample of those

fluorophores, we provide below two series of analytical characterizations:

• Their absorption, fluorescence excitation, and fluorescence emission spectra (Figure S2a,b);
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Figure S1: Absorption (solid line), fluorescence excitation (dotted line), and fluorescence emission (dashed line) spectra
of 0.8 µM Rhodamine B (a; RhB; Solvent: Ethanol; λem = 574 nm and λexc = 480 nm for the excitation and emission
spectra respectively) and 7.4 µM 7-hydroxy-9H-(1,3-dichloro-9,9-dimethylacridin-2-one) (b; DDAO; Solvent: pH = 7.9
HEPES buffer (100 mM NaCl, 5 mM NaOH, 10 mM HEPES); λem = 675 nm and λexc = 520 nm for the excitation and
emission spectra respectively). T = 298 K.

• Their chromatography in HPLC. The experiments were carried out using 2.6 µM Rhodamine B (RhB) and 10

µM DDAO solutions in H2O. They have been analyzed by high-pressure liquid chromatography using a C18

column (4.6×50 mm, particle size 2.7 µm; Poroshell 120) operating at 1.0 mL/min and thermostated at 25 oC. The

detection of RhB and DDAO was performed at 565 nm and 450 nm respectively. 15 µL of RhB or DDAO solutions

were injected in the chromatographic system. RhB was eluted with a mobile phase composed of two solvents A

(methanol) and B (water) whereas DDAO was eluted with two solvents A (methanol) and C (0.1% formic acid in

H2O). A gradient was used to optimize the separation of the analytes:

– For RhB, the gradient used was as follow: Initially, the column was equilibrated with a mobile phase consist-

ing of 50% A and 50% B. Six minutes after the injection, the proportion of A was linearly increased to 80%
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and continued at 80% A for another 2 minutes. After this step, the composition of the mobile phase was set to

initial condition within 1 min and the column was equilibrated for 6 min prior to next injection. The retention

time for RhB was tR = 6.1 min in these experimental conditions.

– For DDAO, the gradient used was as follow: Initially, the column was equilibrated with a mobile phase

consisting of 50% A and 50% C. Seven minutes after the injection, the proportion of A was linearly increased

to 90% and continued at 90% A for another 1 min. After this step, composition of the mobile phase was set to

initial condition within 1 min and the column was equilibrated for 6 min prior to next injection. The retention

time for DDAO was tR = 5.3 min in these experimental conditions.
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Figure S2: HPLC Chromatography of 2.6 µM Rhodamine B (a; RhB) and 10 µM 7-hydroxy-9H-(1,3-dichloro-9,9-
dimethylacridin-2-one) (b; DDAO). See Text. T = 298 K.

1.2 Syntheses

1.2.1 (E)-3-(3,5-Dibromo-2,4-dihydroxyphenyl) acrylic acid ethyl ester (Cin)3

Figure S3: Synthetic pathway of Cin.

3,5-Dibromo-2,4-dihydroxybenzaldehyde Bromine (2.32 g, 0.74 mL, 14.5 mmol; 2 eq) was added dropwise to a

solution of 2,4-dihydroxybenzaldehyde (1.00 g, 7.25 mmol) in acetic acid (10 mL) over 30 min at room temperature. The

resulting mixture was vigorously stirred for 2 h at room temperature. After addition of water (20 mL), the precipitate was

filtered, washed with water and dried. 3,5-dibromo-2,4-dihydroxybenzaldehyde was obtained as pale orange crystals after

recrystallization of the crude residue in ethanol (1.20 g, 55% yield). m.p: 200 oC; 1H-NMR (ppm, 250 MHz, CDCl3, 298
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K) δ 9.68 (s, 1 H), 7.70 (s, 1 H), 6.60 (s, 1 H); 13C-NMR (ppm, 62.8 MHz, CDCl3, 298 K) δ 193.5, 158.6, 157.1, 135.6,

114.9, 99.9, 97.8.

1-Carboethoxymethylidene triphenyl phosphorane Ethyl bromoacetate (5.75 g, 34.5 mmol) was added to a solution

of triphenylphosphine (10.0 g, 38 mmol; 1.15 eq) in toluene (40 mL). The mixture was vigorously refluxed for 10 h under

stirring. The white precipitate was filtered off, washed with toluene and dried. The addition at 5 oC of 1 M NaOH (50

mL) to a solution of white solid (10 g) in water (200 mL) gave a white and gummy solid that was filtered, washed with

water and dried to yield 1-carboxymethylidene triphenyl phosphorane as a white solid (8.0 g, 60% yield).

(E)-3-(3,5-Dibromo-2,4-dihydroxyphenyl) acrylic acid ethyl ester (Cin) A mixture of 3,5-dibromo-2,4-dihydroxybenz-

aldehyde and 1-carboethoxymethylidene triphenyl phosphorane (1.5 eq) in toluene (10 mL for 1 mmol of aldehyde) was

heated at 60 oC under argon upon protecting from light. The course of the reaction was followed by TLC (cyclohex-

ane/AcOEt). After 2 to 4 h, the reaction was completed. After cooling to room temperature, toluene was removed in a

vacuum. The crude residue was purified by flash chromatography on silica gel (mixtures of ethyl acetate and cyclohexane

as eluent) to give (E)-3-(3,5-dibromo-2,4-dihydroxyphenyl) acrylic acid ethyl ester (Cin) in 40 to 60% yield. m.p. 118–

118.5 oC; 1H-NMR (ppm, 250 MHz, CDCl3, 298 K) δ 7.81 (d, 1 H, J=16.1 Hz), 7.60 (s, 1 H), 6.47 (d, 1 H, J=16.1 Hz),

6.07 (bs, 2 H), 4.22 (q, 2 H, J=7.0 Hz), 1.33 (t, 3 H, J=7.0 Hz); 13C-NMR (ppm, 62.8 MHz, CD3COCD3, 298 K) δ 167.3,

154.2, 153.7, 138.7, 131.6, 118.8, 117.8, 102.1, 101.8, 60.7, 14.6; Elemental Analysis: (%) for C11H10O4Br2(365.9): C

36.10, H 2.75; found : C 36.06, H 2.63; Mass spectrometry: MS (CI, CH4): m/z 367 [M+1]; MS (CI, CH4, HR): m/z

364.9024, 366.9006 and 368.8992 (calcd mass for C11H10O4Br2: 364.9024, 366.9004 and 368.8985).

1.2.2 α-(4- Diethylamino)phenyl)-N-phenylnitrone (Nit)4

Figure S4: Synthetic pathway of Nit.

4-(Diethylamino)benzaldehyde (1.5 g, 8.5 mmol) and phenylhydroxylamine (0.925 g, 8.5 mmol) were stirred in

glacial acetic acid (8 mL) for 2 h. The reaction mixture was then poured into water and extracted with ether. The ether ex-

tracts were washed with saturated aqueous sodium bicarbonate and with brine, dried on sodium sulfate and concentrated

under a vacuum. After recrystallization in cyclohexane /toluene, the nitrone (Nit) was obtained as orange needles (1.70

g, 6.4 mmol, 75%). 1H NMR (CDC13, 300 MHz, δ) 8.30 (d, 2H, J = 9 Hz); 7.79-7.76 (m, 3H), 7.48-7.37 (m, 3H), 6.71

(d, 2H, J = 9 Hz), 3.43 (q, 4H, J = 7 Hz), 1.22 (t, 6H, J = 7 Hz).
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Figure S5: Synthetic pathway of DASA.

1.2.3 Sodium 4-(4-((2Z,4E)-2-hydroxy-5-(indolin-1-yl)penta-2,4-dien-1-ylidene)-3-methyl-5-oxo-4,5-dihydro-1H-
pyra-zol-1-yl)benzenesulfonate (DASA)5

3-Methyl-1-(4-sulfophenyl)-5-pyrazolone (1.97 mmol, 500 mg) was suspended in water (5 mL) and carefully neutralized

to pH 7 with 1 M sodium bicarbonate. To this, furfural (1.97 mmol, 189 mg) was added and the reaction mixture stirred at

20 oC for 16 h. The solvent was then evaporated under reduced pressure to give the sodium 4-(4-(furan-2-ylmethylene)-

3-methyl-5-oxo-4,5-dihydro-1H-pyrazol-1-yl)benzenesulfonate intermediate (I) as a red solid (494 mg, 76% yield). The

product is a mixture of Z and E isomers (2:1). 1H NMR (300 MHz, Deuterium Oxide) δ 8.09 (d, J = 3.8 Hz, 1H), 7.83

(d, J = 1.6 Hz, 1H), 7.80 – 7.61 (m, 7H), 7.33 (s, 1H), 7.18 (d, J = 3.5 Hz, 0.5H), 7.16 (s, 0.5H), 6.68 (dd, J = 3.7, 1.6 Hz,

1H), 6.61 (dd, J = 3.6, 1.7 Hz, 0.5H), 2.32 (s, 1.5H), 2.11 (s, 3H). 13C NMR (75 MHz, DMSO) δ 164.32, 161.54, 150.90,

150.76, 150.26, 150.11, 149.51, 148.12, 144.35, 138.07, 130.29, 127.36, 127.22, 126.24, 126.18, 124.65, 121.29, 120.10,

116.91, 116.62, 114.84, 114.45, 17.39, 12.64; HRMS (ESI+) m/z calcd. For [C15H11N2O5S] [M–H+]: 331.039; found:

331.040.

I (0.565 mmol, 200 mg) and indoline (0.565 mmol, 67 mg) were dissolved in methanol (2 mL) and stirred at 20 oC

for 1 h. Then this solution was diluted in 10 mL ethyl ether, the precipitate filtered and washed with 3×5 mL of ethyl

ether to yield DASA as a dark blue powder (165 mg, 62% yield). 1H NMR (300 MHz, Deuterium Oxide) δ 8.01 (dd, J

= 6.0, 1.9 Hz, 1H), 7.95 (d, J = 8.4 Hz, 2H), 7.76 (d, J = 8.6 Hz, 2H), 7.27 (d, J = 7.6 Hz, 1H), 7.05 (t, J = 7.6 Hz, 1H),

6.86 (t, J = 7.3 Hz, 1H), 6.67 – 6.56 (m, 2H), 5.37 (d, J = 1.5 Hz, 1H), 3.76 (d, J = 3.2 Hz, 1H), 3.48 – 3.37 (m, 2H), 3.15

– 2.97 (m, 2H), 1.80 (s, 3H). 13C NMR (75 MHz, DMSO) δ 202.51, 163.24, 162.70, 150.52, 149.47, 144.27, 137.06,

134.63, 129.83, 126.99, 126.28, 124.53, 117.63, 116.97, 107.38, 103.62, 61.04, 47.83, 43.50, 27.78, 10.58. Additional

small peaks due to the presence of the keto isomer on the pyrazole. HRMS (ESI-) m/z calcd. For [C23H20N3O5S] [M-]:

450.11; found: 450.11.

1.3 Production of Dronpa-2-containing samples

1.3.1 Plasmids

The plasmids for bacterial expression of Dronpa-2 carrying an N-terminal hexahistidine tag and for mammalian expres-

sion of Dronpa-2 fused at the C-terminal of the histone H2B (H2B-Dronpa-2) were previously described.6, 7
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1.3.2 Production of Dronpa-2-labeled Escherichia coli

Escherichia coli cells from the TOP10 strain were transformed with the Dronpa-2 plasmid by electroporation. The

transformed E. coli cells were grown at 37 ◦C in LB broth. When the optical density at 600 nm reached 0.2, expression

was induced by addition of isopropyl β-D-1-thio-galactopyranoside (IPTG) to a final concentration of 1 mM. After 4 h of

expression at 30 ◦C, 1 mL aliquots were taken and cells were centrifuged at 8000 rpm for 5 min. After centrifugation, the

supernatant was removed and the E. coli cells were washed once with 1 ml of PBS (pH 7.4, 50 mM sodium phosphate,

150 mM NaCl) and then resuspended in 250 µL of PBS buffer.

This suspension of Escherichia coli was used to prepare a monolayer of bacterial cells deposited on an agarose pad as

follows. 125 uL of a 2% pad of low-melting agarose in PBS was sandwiched between two circular glass slides separated

by 250 µm by spacers (Gene Frames AB0578; Thermo Scientific). After the agarose became solid, the top cover slide

was removed and 2 µL of the bacterial suspension was deposited on the surface of the agar pad. After 15 min, the top

cover slide was replaced to seal the sample.

1.3.3 Production and purification of Dronpa-2

The Dronpa-2 plasmid with an N-terminal hexahistidine tag was transformed in E. coli BL21 strain. Cells were grown

in Terrific Broth (TB) at 37 oC. The expression was induced at 30 oC or 16 oC by addition of isopropyl β-D-1-thio-

galactopyranoside (IPTG) to a final concentration of 1 mM at OD(600)=0.6. The cells were harvested after 16 h of

expression and lysed by sonication in lysis buffer (50 mM PBS with 150 mM NaCl at pH 7.4, 1 mg/ml DNAse, 5

mM MgCl2 and 1 mM phenylmethylsulfonyl fluoride (PMSF), and a cocktail of protease inhibitors (Sigma Aldrich;

S8830)). After lysis, the mixture was incubated on ice for 2 h for DNA digestion. The insoluble material was removed

by centrifugation and the supernatant was incubated overnight with Ni-NTA agarose beads (Thermo Fisher) at 4 oC in

a rotator-mixer. The protein loaded Ni-NTA column was washed with 20 column volumes of N1 buffer (50 mM PBS,

150 mM NaCl, 20 mM imidazole, pH 7.4) and 5 column volumes of N2 buffer (50 mM PBS, 150 mM NaCl, 40 mM

imidazole, pH 7.4). The bound protein was eluted with N3 buffer (50 mM PBS, 150 mM NaCl, 0,5 M imidazole, pH 7.4).

The protein fractions were eventually dialyzed with cassette Slide-A-Lyzer Dialysis Cassettes (Thermo Fisher) against 50

mM PBS, 150 mM NaCl pH 7.4.

1.3.4 Production of Dronpa-2-labeled mammalian cells

U-2 OS cells were grown at 37 oC in 5% CO2 in air atmosphere in McCoy’s 5A Medium complemented with 10% fetal

bovine serum (FBS). Cells were transiently transfected with Genejuice (Merck) according to the manufacturer’s protocol

then washed with Dulbecco’s phosphate buffered saline (DPBS; 2.7 mM KCl, 138 mM NaCl, 1.5 mM KH2PO4, 8.1 mM

Na2HPO4, Thermofisher) and fixed with 2% paraformaldehyde (PFA) solution in DPBS.

16



1.4 Production of PA-containing samples

The algae strain used were wild type CC124 and WT4 of Chlamydomonas reinhardtii provided by IBPC.1 The algae were

grown in heterotrophic media TAP 2 under constant 5-10 µE.m2.s−1 white LED and agitation at 25 oC. The population

was diluted to the tenth the day before the experiment to ensure that the culture observed is in exponential phase.

2 Protocols of implementation of the fluorescent systems for measuring light intensity

2.1 Measurements of light intensity with the fluorescent actinometers

2.1.1 Reagents

• Fluorescent actinometer among Cin, Nit and Rhodamine B RhB, Dronpa-2, DASA, or PA

• Solvent to produce the solution of the fluorescent actinometer:

– 20 mM Tris pH 7 100 mM NaCl buffer for Cin

– Spectrograde ethanol for Nit

– DPBS pH 7.4 buffer (2.7 mM KCl, 138 mM NaCl, 1.5 mM KH2PO4, 8.1 mM Na2HPO4) or Tris buffer pH

7.4 (50 mM Tris, 150 mM NaCl) for Dronpa-2

– Spectrograde DMSO and spectrograde acetonitrile for DASA

– Heterotrophic media TAP 3 for PA

2.1.2 Equipments

• Balance to prepare the solutions

• Brown glassware or Aluminium foil to keep the solutions in the darkness

• Spectral data available online https : //chart− studio.plotly.com/ ∼ Alienor134/#/

• Fluorimeter or any optical instrument, which can measure and record the time evolution of the fluorescence signal

from the fluorescent actinometer

• Quartz cuvette or glass microscope slides with a 100 µm spacer to build a chamber

• Software for fitting the time evolution of the fluorescence response to illumination

1http://www.ibpc.fr/UMR7141/en/home/
2https://www.chlamycollection.org/methods/media-recipes/tap-and-tris-minimal/
3https://www.chlamycollection.org/methods/media-recipes/tap-and-tris-minimal/
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2.1.3 Procedure

Figure S6: Fluorescence reporting for retrieving light intensity with a fluorescent actinometer. A jump of constant light
I is applied onto the actinometer. The time evolution of its fluorescence signal F is recorded and fit with a mono-
exponential curve to extract its characteristic time τ . I is retrieved from τ by using the photoconversion cross section σ
of the actinometer.

Generic protocol (Figure S6)

1. Have a solution of the fluorescent actinometer (liquid or solid), which exhibits an absorbance lower than 0.15 along

the optical path;

2. Suddenly expose the solution of the fluorescent actinometer to illumination, set at the level of light intensity I to be

measured;

3. Collect the time evolution of the fluorescence emission signal;

4. Except for the PA actinometer (see below), process the time evolution of the fluorescence emission signalF (λexc, λem, t)

(or F (λexc, λem,
−→r , t) in fluorescence imaging) by the fitting of a mono-exponential curve given in Eq.(S1), to en-

able the retrieval of the associated characteristic time τ (or τ (−→r ) in fluorescence imaging).

F (λexc, λem, t) = F (λexc, λem,∞) + [F (λexc, λem, 0)− F (λexc, λem,∞)] exp

(
− t

τ

)
(S1)

First apply the unsupervised monoexponential fitting function given in Eq.(S1) over the whole acquisition window

to extract a first guess of the characteristic time τ1. Then restrict the time window to [0, 5τ1] and extract a second

value τ2 using the same monoexponential fitting function. This last τ value is used for the next step.

5. Compute the level of light intensity I as I = 1
στ where σ is the photoconversion cross section tabulated below.

6. Check that the computed level of light intensity I is within the appropriate range of light intensity I tabulated below.

7. The preceding computation yields the level of light intensity I in E.m−2.s−1. Denoting its values in E.m−2.s−1

and W.m−2 as I(λexc,E.m−2.s−1) and I(λexc,W.m−2) respectively, the relation between I(λexc,E.m−2.s−1) and

I(λexc,W.m−2) is given in Eq.(S12)

I(λexc,W.m−2) =
hcNA

λexc
× I(λexc,E.m

−2.s−1) ≈ 0.12× I(λexc,E.m
−2.s−1)

λexc (m)
(S2)

with the Planck constant h = 6.63 10−34 m2.kg.s−1, speed of light in a vacuum c = 3.00 108 m.s−1, the Avogadro

number NA = 6.02 1023 mol−1, and where λexc is in m.

Description of five fluorescent actinometers covering the entire UV-Vis wavelength range The following specific

protocols exploit five fluorescent actinometers covering the entire UV-Vis wavelength range for measurement of light

intensity (Figure S7):
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Figure S7: Five fluorescent actinometers covering the UV-Vis range in action. Monoexponential fit of the time evolution
of the normalized fluorescence signal F (t)/F (0) provides τ .

• Two actinometers for the UV A wavelength range (relevant for decontamination of materials, evaluation of envi-

ronmental radiation, photoactivation of many caged molecules in optogenetics, photocatalysis with metal com-

plexes, etc): (i) The dark (E)-3-(3,5-dibromo-2,4-dihydroxyphenyl) acrylic acid ethyl ester (Cin), which irre-

versibly converts under illumination between 350 and 420 nm into the bright 6,8-dibromo-7-hydroxycoumarin

fluorescing between 400 and 550 nm in Tris pH 7 buffer (Figure S8a); (ii) The dark α-(4-diethylamino)phenyl)-N-

phenylnitrone (Nit), which irreversibly converts under illumination between 320 and 430 nm into the dark N-(p-

dimethylaminophenyl)formanilide in ethanol (Figure S8b). The photochemically inert rhodamine B (RhB) emitting

fluorescence between 550 and 650 nm is used here for reporting on Nit photoconversion with fluorescence;

• One actinometer for the blue wavelength range (important in optogenetics for photoactivating opsins, FAD CRY,

FAD BLUF, and FMN LOV systems, or driving photosynthesis): A bright reversibly photoswitchable fluorescent

protein Dronpa-2 (or M159T), contained within Escherichia coli or eucaryotic cells, or in buffered solution or

polyacrylamide gel, emitting fluorescence between 500 and 600 nm, which reversibly converts into a dark photoi-

somerized state under illumination between 400 and 550 nm (Figure S8c);

• One actinometer for the green to red wavelength range (important for photoactivating opsins or bilin PHY3 in opto-

genetics, or driving photosynthesis): In acetonitrile, the donor-acceptor Stenhouse dye DASA emitting fluorescence

extending up to 675 nm reversibly converts into a dark state under illumination between 530 and 670 nm (Figure

S8d);

• Since the width of the absorption band of the preceding fluorescent actinometers is limited which necessitates

to have several of them to cover the whole range of wavelengths, we eventually report on the last fluorescent

actinometer, the photosynthetic apparatus of algae (denoted PA), which can provide an estimate of light intensity

for the entire visible range of wavelengths. In oxygenic photosynthetic organisms, a few percent of collected

sunlight energy is released as fluorescence in the 650-800 nm range. When exposed to constant light at sun-like

light intensity, the fluorescence of dark-adapted photosynthetic organisms rises in less than 1 s from a minimum to

a maximum via intermediate steps (Figure S8e). The rate constant of the fastest step linearly depends on the light

intensity. Usefully, its value does not significantly depend on the type of photosynthetic organism.

These fluorescent actinometers are easily accessible to different communities of end users either via syntheses (for

Cin, Nit, DASA) or as protein (Dronpa-2) and microorganisms (Dronpa-2, PA) for end users with access to biological

techniques.

Specific protocols
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Figure S8: Photoconversion of the fluorescent actinometers: Cin (a), Nit (b), Dronpa-2 (c), DASA (d), PA (e).

Cin to measure light intensity in the 350–420 nm range

1. Prepare a 10 mM stock solution of Cin (MW: 365.9 g.mol−1) by dissolving 3.8 mg of Cin powder in 1 mL of

spectrograde DMSO.

2. Dilute the 10 mM stock solution in 20 mM Tris pH 7 100 mM NaCl buffer to yield a final solution with absorbance

equal to 0.15 along the optical path ℓ of the investigated sample. For instance, it yields [Cin] ≃ 6 µM for the ℓ = 1

cm representatives containers used in photocatalysis or [Cin] = 0.6 mM for a solution sandwiched between two

glass slides with a 100 µm-thick spacer for measuring light intensity in microscopy applications of optogenetics.

This solution can be kept at 4 oC for a week under the protection from ambient light (e.g. by using a brown

glassware enveloped in an Aluminium foil). The reference absorption and fluorescence emission spectra of Cin, as

well as the list of its molar absorption coefficient at various wavelengths is provided online (see also Figure S24

and Table S4).

3. Fill the container with the final solution.

4. Expose the container to time constant monochromatic light at wavelength λexc in the [350 nm;420 nm] wavelength

range.
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5. Record the fluorescence intensity at 456 nm,4 F (λexc,456 nm,t), as a function of time (Figure S9). If illumination

of interest and fluorescence measurements are performed on a same instrument, F (λexc,456 nm,t) can be recorded

continuously upon illumination at the targeted excitation wavelength. Otherwise, the excitation can be performed

in one instrument, and the fluorescence read in another. In this case the excitation has to be performed stepwise

by recording each exposure duration to account for the time scale. The fluorescence should be measured between

each step, and will be optimal when exciting at 368 nm, which is the maximum of absorption wavelength of the

photogenerated 6,8-dibromo-7-hydroxycoumarin.

6. Process the time evolution of the gathered fluorescence signal with the monoexponential fitting equation given in

Eq.(S1) to retrieve the relaxation time τ (Figure S9).

7. Extract the light intensity I as I = 1
στ by using the relevant value of the cross section of Cin photoconversion

σ(λexc) given in Table S4.
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Figure S9: Representative time evolution of the fluorescence signal with the Cin actinometer. Time dependence of the
normalized fluorescence emission at 456 nm of a 5.6 µM Cin solution in 20 mM Tris pH 7 100 mM NaCl buffer contained
in a 1×1 cm2 quartz cuvette upon illumination at constant light intensity at λexc = 405 nm. Markers: Experimental data;
solid lines: Monoexponential fit with Eq.(S1). Using data provided in Table S4, the characteristic time τ = 2160 s
retrieved from the fit yields I(λexc) = 2.5 µE.m−2.s−1 (0.7 W.m−2). T = 293 K.

Nit to measure light intensity in the 320–430 nm range

1. Prepare stock solutions of Nit (MW: 240 g.mol−1; 3.0 mg/ml; 12.5 mM) and RhB (MW: 479 g.mol−1; 2.9 mg/mL;

6 mM) in spectrograde ethanol.

2. Dilute the Nit stock solution in spectrograde ethanol to produce the final solutions upon taking care to exhibit an

absorbance lower or equal to 0.15 at the absorption maximum along the optical path ℓ of the investigated sample.
4This wavelength corresponds to the maximum of fluorescence emission and it is given here as an example. Any wavelength between 400 and

550 nm can be used with fluorescence reporting, albeit with a lower fluorescence signal.
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For instance, it yields [Nit] = 5.8 µM for the ℓ = 1 cm representatives containers used in photocatalysis or [Nit]

= 0.58 mM for a solution sandwiched between two glass slides with a 100 µm-thick spacer for measuring light

intensity in microscopy applications of optogenetics.

3. Dilute the RhB stock solution in the preceding Nit solution in ethanol to produce a solution further containing

Rhodamine B (RhB) at [RhB] = 1 µM. This solution can be kept at 4 oC for a week under the protection from

ambient light (e.g. by using a brown glassware enveloped in an Aluminium foil). The reference absorption and

fluorescence emission spectra of Nit, as well as the list of its molar absorption coefficient at various wavelengths is

provided online (see also Figure S38 and Table S8).

4. Fill the container with the final solution.

5. Expose the container to time constant monochromatic light at wavelength λexc in the [320 nm;430 nm] wavelength

range.

6. Record the fluorescence intensity at 574 nm,5 F (λexc,574 nm,t), as a function of time (Figure S10). If illumination

of interest and fluorescence measurements are performed on a same instrument, F (λexc,574 nm,t) can be recorded

continuously upon illumination at the targeted excitation wavelength. Otherwise, the excitation can be performed

in one instrument, and the fluorescence read in another. In this case the excitation has to be performed stepwise by

recording each exposure duration to account for the time scale. The fluorescence should be measured between each

step, and will be optimal when exciting at 555 nm, which is the maximum of absorption wavelength of RhB.

7. Process the time evolution of the gathered fluorescence signal with the monoexponential fitting equation given in

Eq.(S1) to retrieve the relaxation time τ (Figure S10).

8. Extract the light intensity I as I = 1
στ by using the relevant value of the cross section of Nit photoconversion

σ(λexc) given in Table S8.

Dronpa-2 to measure light intensity in the 440–500 nm range

1. Dilute the Dronpa-2-labeled Escherichia coli cells and Dronpa-2 solution in DPBS pH 7.4 buffer (2.7 mM KCl,

138 mM NaCl, 1.5 mM KH2PO4, 8.1 mM Na2HPO4, Thermofischer) or in Tris buffer pH 7.4 (50 mM Tris, 150 mM

NaCl) to get final solutions, which exhibit an absorbance lower than 0.15 at 488 nm along the optical path ℓ. These

solutions can be kept at 4 oC for weeks under the protection from ambient light (e.g. by using a brown glassware

enveloped in an Aluminium foil). The reference absorption and fluorescence emission spectra of Dronpa-2, as well

as the list of its molar absorption coefficient at various wavelengths is provided online (see also Figure S27 and
5This wavelength corresponds to the maximum of fluorescence emission of RhB and it is given here as an example. Any wavelength between

550 and 650 nm can be used with fluorescence reporting, albeit with a lower fluorescence signal.
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Figure S10: Representative time evolution of the fluorescence signal with the Nit actinometer. Time dependence of the
normalized fluorescence emission at 574 nm of a 5.8 µM Nit and 1µM RhB solution in spectroscopy grade ethanol con-
tained in a 1×1 cm2 quartz cuvette upon illumination at constant light intensity at λexc = 380 nm. Markers: Experimental
data; solid lines: Monoexponential fit with Eq.(S1). Using data provided in Table S8, the characteristic time τ = 157 s
retrieved from the fit yields I(λexc) = 5.3 µE.m−2.s−1 (1.7 W.m−2). T = 293 K.

Table S5). The Dronpa-2-labeled eucaryotic cells are directly used after fixation (see subsection 1.3.4). They can

be kept for at least a week at 4 oC in the dark.

2. Fill the container with the final Dronpa-2-labeled Escherichia coli cells and Dronpa-2 solution.

3. Expose the container (in the case of the Dronpa-2-labeled Escherichia coli cells and Dronpa-2 solution) or the

Dronpa-2-labeled eucaryotic cells to time constant monochromatic light at wavelength λexc in the [445 nm;500

nm] wavelength range.

4. Record the fluorescence intensity at 515 nm,6 F (λexc,515 nm,t), as a function of time (Figure S11). If illumination

of interest and fluorescence measurements are performed on a same instrument, F (λexc,515 nm,t) can be recorded

continuously upon illumination at the targeted excitation wavelength. Otherwise, the excitation can be performed

in one instrument, and the fluorescence read in another. In this case the excitation has to be performed stepwise by

recording each exposure duration to account for the time scale. The fluorescence should be measured between each

step, and will be optimal when exciting at 488 nm, which is the maximum of absorption wavelength of Dronpa-2.

5. Process the time evolution of the gathered fluorescence signal with the monoexponential fitting equation given in

Eq.(S1) to retrieve the relaxation time τ (Figure S11).7

6. Extract the light intensity I as I = 1
στ by using the relevant value of the cross section of Dronpa-2 photoconversion

σ(λexc) given in Table S5.
6This wavelength corresponds to the maximum of fluorescence emission of Dronpa-2 and it is given here as an example. Any wavelength

between 500 and 600 nm can be used with fluorescence reporting, albeit with a lower fluorescence signal.
7A Jupyter notebook Notebooks/Dronpa2 video.ipynb is available to perform the corresponding computations online with Binder.
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Figure S11: Representative time evolution of the fluorescence signal with the Dronpa-2 actinometer. Time dependence
of the normalized fluorescence emission at 515 nm from Dronpa-2-labeled bacteria in DPBS 1× pH 7.4 buffer in 3 mm
optical path cuvette upon illumination at constant light intensity at λexc = 480 nm. Markers: Experimental data; solid
lines: Monoexponential fit with Eq.(S1). Using data provided in Table S5, the characteristic time τ = 15 s retrieved from
the fit yields I(λexc) = 270 µE.m−2.s−1 (69 W.m−2). T = 293 K.

DASA to measure light intensity in the 530–670 nm range

1. Prepare a stock solution of DASA (MW: 450 g.mol−1) in spectrograde DMSO in order to yield a stock solution at

about 1 mg.mL−1.

2. Dilute the DASA stock solution in spectrograde acetonitrile to generate a final solution with absorbance equal to

0.15 along the optical path ℓ of the investigated sample. As a representative example for applications in photochem-

istry, we adopt ℓ = 0.3 cm and [DASA] = 40 µM. As a representative example for applications in optogenetics

and fluorescence microscopy, [DASA] = 100 µM for a DASA solution sandwiched between to glass slides with a

ℓ = 200 µm-thick spacer. The DASA solutions have to be equilibrated at room temperature under the protection

from ambient light (e.g. by using a brown glassware enveloped in an Aluminium foil) for 2 h after preparation,

and used no later than a day after their production. The reference absorption and fluorescence emission spectra

of DASA, as well as the list of its molar absorption coefficient at various wavelengths is provided online (see also

Figure S31 and Table S6).

3. Fill the container with the final solution.

4. Expose the container to time constant monochromatic light at wavelength λexc in the [530 nm; 670 nm] wavelength

range.

5. Record the fluorescence intensity in the [650 nm; 675 nm] wavelength range F (λexc,λem,t), as a function of time

(Figure S12). If illumination of interest and fluorescence measurements are performed on a same instrument,
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F (λexc,λem,t) can be recorded continuously upon illumination at the targeted excitation wavelength. Otherwise,

the excitation can be performed in one instrument, and the fluorescence read in another. In this case the excitation

has to be performed stepwise by recording each exposure duration to account for the time scale and the fluorescence

should be measured between each step.

6. Process the time evolution of the gathered fluorescence signal with the monoexponential fitting equation given in

Eq.(S1) to retrieve the relaxation time τ (Figure S12).

7. Extract the light intensity I as I = 1
στ by using the relevant value of the cross section of DASA photoconversion

σ(λexc) given in Table S6).
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Figure S12: Representative time evolution of the fluorescence signal with the DASA actinometer. Time dependence of the
normalized fluorescence emission of a 20 µM DASA solution in a 1:100 (v/v) mixture of spectroscopy grade DMSO and
acetonitrile in a 3 mm light path quartz cuvette upon illumination at constant light intensity at λexc = 632 nm. Markers:
Experimental data; solid lines: Monoexponential fit with Eq.(S1). Using data provided in Table S6), the characteristic
time τ = 52 s retrieved from the fit yields I(λexc) = 15 µE.m−2.s−1 (2.9 W.m−2). T = 293 K.

PA to measure light intensity in the 400–650 nm range

1. Prepare the microalgae solution according to the subsection 1.4.

2. Dilute the microalgae solution to generate a final solution with absorbance equal to 0.15 along the optical path ℓ of

the investigated sample.

3. Fill the container with the final solution.

4. Expose the container to time constant monochromatic light at wavelength λexc in the [400 nm; 650 nm] wavelength

range.
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5. Record the time evolution of the fluorescence intensity at 690 nm,8 F (t), over 1 s at 3 MHz sampling frequency by

using a fast photodetector (e.g. photodiode, MPPC, oscilloscope; see subsection D.4.4) (Figure S13).

6. The time evolution of the fluorescence signal retrieved from applying constant illumination on the PA actinometer is

more complex than the one of the other fluorescent actinometers9 and it deserves a specific fitting protocol. Process

the time evolution of the fluorescence signal with the following iterative fitting method to retrieve the relaxation

time τ :10

• In a first step, apply an unsupervised fit with Eq.(S3)

F (t) = F (0) +AOJ

(
1− e−t/τOJ

)sOJ

+AJI

(
1− e−t/τJI

)sJI

+AIP

(
1− e−t/τIP

)sIP
(S3)

in order to retrieve a first estimate of the value of the characteristic time τOJ associated to the of the initial

step of PA fluorescence rise ;

• In a second step, restrict the time window to [0;3τOJ ] and apply the fit given in Eq.(S4) to the time evolution

of the fluorescence emission

F (t) = F (0) +A
(
1− e−t/τ

)s
(S4)

upon fixing s = 1.248 in order to retrieve a second estimate of the value of the characteristic time τ associated

to the initial step of PA fluorescence rise ;

• In the last step, restrict the time window to [0;5τ ], apply the fit given in Eq.(S4) to the time evolution of the

fluorescence emission upon adopting the values of parameters extracted during the second step as starting

values, and retrieve the final value of the characteristic time τ associated to the initial step of PA fluorescence

rise .

7. Extract the light intensity I as I = 1
στ by using the relevant value of the cross section of PA photoconversion

σ(λexc) given in Table S7.

2.1.4 Troubleshooting

General

• No time evolution of the fluorescence signal from the final solution of fluorescent actinometer under constant

illumination: Check that the final solution has been kept at 4 oC under the protection from ambient light.
8This wavelength corresponds to the maximum of fluorescence emission of PA and it is given here as an example. Any wavelength between 650

and 750 nm can be used with fluorescence reporting, albeit with a lower fluorescence signal.
9For more details on the origin of the light-limited step of PA, refer to section D.4.4.

10A Jupyter notebook Notebooks/PA OJIP rise fit.ipynb is available to perform the corresponding computations online with Binder.
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Figure S13: Representative time evolution of the fluorescence signal with the PA actinometer. Time dependence of the
normalized fluorescence emission of Chlamydomonas reinhardtii (CC 124) in exponential growth phase upon illumination
at constant light intensity at λexc = 470 nm. Markers: Experimental data; solid lines: Monoexponential fit with Eq.(S1).
Using data provided in Table S7, the characteristic time τ = 71 µs retrieved from the fit yields I(λexc) = 7.8mE.m−2.s−1

(2.0 kW.m−2). T = 293 K.

• If the cross section σ at an excitation wavelength belonging to the wavelength range of relevance for a given fluo-

rescent actinometer is not tabulated in the reported Table, a good estimate can be retrieved from linear interpolation

by exploiting the cross sections at the two closest tabulated values.

• With Dronpa-2 and DASA which are reversibly photoswitchable fluorescent actinometers, the light intensity I

obeys Eq.(S8)

I (λexc) =
1− k∆τ

στ
(S5)

where k∆ is the rate constant associated to thermal relaxation after photoconversion (expressed in s−1). Hence,

using Eq.(S6)

I =
1

στ
(S6)

for retrieving I implies that k∆τ ≪ 1, which has to be checked. k∆ is respectively equal to 0.02 and 0.002 s−1 for

Dronpa-29 and DASA5 around room temperature.

• For calibration of light intensity in fluorescence imaging, Eq.(S1) becomes Eq.(S7)

F (λexc, λem,
−→r , t) = F (λexc, λem,

−→r ,∞) + [F (λexc, λem,
−→r , 0)− F (λexc, λem,

−→r ,∞)] exp

(
− t

τ (−→r )

)
(S7)

which yields the map I (−→r ) sought for from Eq.(S8)

I (−→r ) =
1

στ (−→r ) (S8)
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Eqs.(S7,S8) are strictly valid when the actinometer molecules do not move. However, when they can diffuse

(diffusion coefficient D), Eqs.(S1,S8) can still be used but the spatial resolution of the I (−→r ) is then limited to
√
Dτ (−→r ):9 The faster the photoconversion, the higher the spatial resolution. At the limit of homogenization (e.g.

upon stirring), the spatial information of the illumination profile is lost and one can retrieve the overall amount of

light intensity I received by the actinometer solution from the measured overall relaxation time τ with Eq.(S6).

Specific

DASA

• The time evolution of the fluorescence signal from the DASA fluorescent actinometer does not conform to the

observation in Figure S12: Check that the DASA solutions have been equilibrated at room temperature under the

protection from ambient light for 2 h after preparation, and used no later than a day after their production.

PA

• The fluorescence rise starts decaying after reaching the maximum. The tri-exponential fit must be stopped at the

maximum for better accuracy.

• When calibrating a red light source, make sure to exclude the excitation light from the detected light by using a

narrow fluorescence filter (for example, a 700 nm filter to calibrate a 650 nm LED).

• Make sure that the observed rise time of the PA fluorescence signal is not driven by the rise time of your light source

(e.g. due to heating in LEDs; generally in the µs range9) or of your photodetector by preliminarily analyzing the

rise time of the fluorescence signal from a photochemically inert fluorophore (DDAO for instance) upon turning on

light.9

2.1.5 Time taken

The duration of the overall measurement is evaluated to 2 h:

1. Preparation of the final solution of a fluorescent actinometer: 75 min

2. Collection of the time evolution of the fluorescence emission under constant illumination: 30 min as an order of

magnitude (depending on the actinometer and light intensity)

3. Data processing: 15 min
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2.1.6 Anticipated results

A general estimate of the achievable measurement uncertainty on I is 20%. Where photoconversion occurs rapidly, on a

timescale where molecular motion is minimal, it is possible to retrieve a map of the spatial distribution of light intensity.

However, if the molecules can visit the whole irradiated area at the timescale of the actinometer photoconversion, only

mean light intensity values can be obtained.

2.1.7 References

• About actinometry: H. J. Kuhn, S. E. Braslavsky, and R. Schmidt, Chemical Actinometry (IUPAC Technical Re-

port), Pure Appl. Chem., 2004, 76, 2105–2146.

• About fluorescence: B. Valeur, M.-N. Berberan-Santos, Molecular Fluorescence: Principles and Applications 2nd

Edition, Wiley, 2012.

• About Cin: 1. N. Gagey, P. Neveu, and L. Jullien. Reporting two-photon uncaging with the efficient 3,5-dibromo-

2,4-dihydroxycinnamic caging group, Angew. Chem. Intl. Ed., 2007, 46, 2467–2469.; 2. N. Gagey, P. Neveu,

C. Benbrahim, B. Goetz, I. Aujard, J. - B. Baudin, L. Jullien, Two-photon uncaging with fluorescence reporting:

Evaluation of the o-hydroxycinnamic platform, J. Am. Chem. Soc., 2007, 129, 9986–9998.

• About Nit: 1. P. F. Wang, L. Jullien, B. Valeur, J.-S. Filhol, J. Canceill, J.-M. Lehn, Multichromophoric Cyclodex-

trins. 5. Antenna-induced Unimolecular Photoreactions. Photoisomerization of a Nitrone, New J. Chem., 1996, 20,

895–907; 2. M. Emond, T. Le Saux, S. Maurin, J.-B. Baudin, R. Plasson, L. Jullien, 2-Hydroxy-Azobenzenes to

Tailor pH Pulses and Oscillations with Light, Chem. Eur. J., 2010, 16, 8822–8831.

• About Dronpa-2: 1. R. Chouket, A. Pellissier-Tanon, A. Lahlou, R. Zhang, D. Kim, M.-A. Plamont, M. Zhang,

X. Zhang, P. Xu, N. Desprat, D. Bourgeois, A. Espagne, A. Lemarchand, T. Le Saux, L. Jullien, Extra kinetic

dimensions for label discrimination, Nat. Commun., 2022, 13, 1482; 2. J. Quérard, R. Zhang, Z. Kelemen, M.-A.

Plamont, X. Xie, R. Chouket, I. Roemgens, Y. Korepina, S. Albright, E. Ipendey, M. Volovitch, H. L. Sladitschek, P.

Neveu, L. Gissot, A. Gautier, J.-D. Faure, V. Croquette, T. Le Saux, L. Jullien, Resonant out-of-phase fluorescence

microscopy and remote imaging overcome spectral limitations, Nat. Commun., 2017, 8, 969.

• About DASA: Y Shpinov, A Schlichter, P Pelupessy, T Le Saux, L Jullien, B Adelizzi, Unexpected acid-triggered

formation of reversibly photoswitchable Stenhouse salts from Donor-acceptor Stenhouse adducts, Chem. Eur. J.,

2022, 28, e202200497.

• About PA: 1. Maxwell, K., and Johnson, G. N., Chlorophyll fluorescence – a practical guide, J. Exp. Bot, 2000,

51, 659–668; 2. D. Lazar, The polyphasic chlorophyll a fluorescence rise measured under high intensity of exciting

light, Funct. Plant Biol., 2006, 33, 9 – 30.
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• About data processing: 1. Mechanistic reduction leading to monoexponential fit of the time evolution of the

fluorescence signal: R. Chouket, A. Pellissier-Tanon, A. Lahlou, R. Zhang, D. Kim, M.-A. Plamont, M. Zhang,

X. Zhang, P. Xu, N. Desprat, D. Bourgeois, A. Espagne, A. Lemarchand, T. Le Saux, L. Jullien, Extra kinetic

dimensions for label discrimination, Nat. Commun., 2022, 13, 1482; 2. About PA data processing: D. Joly, R.

Carpentier, Sigmoidal reduction kinetics of the photosystem II acceptor side in intact photosynthetic materials

during fluorescence induction, Photochem. Photobiol. Sci., 2009, 8, 167–173.

2.2 A reporting fluorophore to transfer information on light intensity from one wavelength to another

2.2.1 Reagents

• 7-Hydroxy-9H-(1,3-dichloro-9,9-dimethylacridin-2-one) (DDAO)

• Solvent to produce the DDAO solution:

– Spectrograde DMSO

– Aqueous HEPES pH 7.9 buffer (100 mM NaCl, 5 mM NaOH, 10 mM HEPES)

2.2.2 Equipments

• Balance to prepare the DDAO solution

• Brown glassware or Aluminium foil to keep the solutions in the darkness

• Fluorimeter or any optical instrument, which can measure and record the fluorescence signal

• Quartz cuvette or glass microscope slides with a 100 µm spacer to build a chamber

2.2.3 Procedure

1. Dissolve DDAO (MW: 308 g.mol−1) in spectrograde DMSO in order to yield a stock solution at about 50 mM

concentration.

2. Dilute the preceding stock solution in an aqueous HEPES pH 7.9 buffer (100 mM NaCl, 5 mM NaOH, 10 mM

HEPES) to produce a final solution at DDAO concentration in the few µM range. The reference absorption and flu-

orescence emission spectra of DDAO, as well as the list of its molar absorption coefficient11 at various wavelengths

is provided online (see also Figure S42 and Table S9).
11In DDAO, the molar absorption coefficient ε (λexc) and the scaled excitation coefficient ϵ (λexc) are identical.
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3. Submit the final solution of DDAO to illumination at two wavelengths λexc,1 (with known intensity I (λexc,1)

measured with one actinometer reported above) and λexc,2 (with intensity I(λexc,2) to be measured).

4. Collect the corresponding intensities of its fluorescence emission at a same emission wavelength between 640 and

700 nm.

5. Use Eq.(S9)

I(λexc,2) =
ε (λexc,1)F (λexc,2, λem)

ε (λexc,2)F (λexc,1, λem)
I (λexc,1) . (S9)

to extract the light intensity sought for by using the list of its molar absorption coefficient at various wavelengths

provided online and in Table S9.

2.2.4 Troubleshooting

• If the absorption coefficient ε at an excitation wavelength belonging to the wavelength range of light absorption by

DDAO is not tabulated in Table S9, a good estimate can be retrieved from linear interpolation by exploiting the

absorption coefficients at the two closest tabulated values.

2.2.5 Time taken

The duration of the overall measurement is evaluated to 2 h:

1. Preparation of the final solution of DDAO: 75 min

2. Collection of the DDAO fluorescence emission at two wavelengths: 30 min

3. Data processing with Eq.(S9): 15 min

2.2.6 Anticipated results

A general estimate of the achievable measurement uncertainty on I is 20%.

2.2.7 References

About DDAO as a dye:

• 1. D. Warther, F. Bolze, J. Lonéard, S. Gug, A. Specht, D. Puliti, X.- H. Sun, P. Kessler, Y. Lutz, J.-L. Vonesch, B.

Winsor, J.-F. Nicoud, M. Goeldner, Live-Cell One- and Two-Photon Uncaging of a Far-Red Emitting Acridinone

Fluorophore, J. Am. Chem. Soc., 2010, 132, 2585–2590; 2. R. Labruère, A. Alouane, T. Le Saux, I. Aujard,

P. Pelupessy, A. Gautier, S. Dubruille, F. Schmidt, L. Jullien, Self-immolation for uncaging with fluorescence

reporting, Angew. Chem. Int. Ed., 2012, 51, 9344–9347.
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2.3 Measurement of the light intensity at 488 nm at the focal plane of fluorescence microscopes

2.3.1 Reagents

• Either fixed Dronpa-2-labeled Escherichia coli or eucaryotic cells at the nucleus, or 5–10 µM Dronpa-2 solutions

either in Tris buffer pH 7.4 (50 mM Tris, 150 mM NaCl) or in DPBS 1× pH 7.4 buffer (2.7 mM KCl, 138 mM

NaCl, 1.5 mM KH2PO4, 8.1 mM Na2HPO4).

2.3.2 Equipments

• Fluorescence microscope

• Software for fitting the time evolution of the fluorescence response to illumination

2.3.3 Procedure

Epifluorescence microscope

1. Sandwich a Dronpa-2 aqueous solution between two glass-slides with a 100 µm-thick spacer. Alternatively, you

can use Dronpa-2-labeled Escherichia coli or eucaryotic cells.

2. Expose the sample to a pulse of constant 470 nm light. Alternatively, expose the sample to a train of four 30 s-long

470 nm light pulses separated by 2 min of darkness in order to benefit from additional data.12

3. Collect the fluorescence images at 550 nm.13

4. Apply monoexponential fits to the time evolution of the fluorescence signal at each pixel with Eq.(S1) to extract

the map of characteristic time τ (−→r ) (averaged over the successive light ON-light OFF cycle when using a train of

light pulses).

5. Compute the light intensity at each pixel I(470 nm,r⃗) by using Eq.(S8) and the cross section σ at 488 nm provided in

Table S5. A simplified version of the code is given in an online Jupyter notebook in Notebooks/Dronpa2 video.ipynb.

12It has been demonstrated that the kinetics of the time evolution of the fluorescence decay is similar in the successive pulses.9
13We typically used a camera set to 3 Hz over 10 min. Before further processing, the acquired video images can be downsized by a 3×3 averaging

kernel to improve the signal-to-noise ratio. A mask of the illuminated area was evaluated by exploiting a threshold of the intensity from the average
fluorescence image and all the following operations were performed on the unmasked pixels only.
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Confocal microscope equipped with a continuous 488 nm laser

1. Acquire 100 square images of the Dronpa-2 containing sample ( Dronpa-2-labeled Escherichia coli or eucaryotic

cells, or a Dronpa-2 solution sandwiched between two glass-slides with a 80-100 µm-thick spacer) in the raster

scanning mode (128 × 128 pixel2; pixel size: 0.4 µm; dwell time τdt: 3.4 µs; λexc = 488 nm; 500 nm ≤ λem ≤
600 nm) with the focused 488 nm laser of the confocal microscope. The image of fixed Dronpa-2-labeled cells

at the nucleus displayed in Figure S14a has been obtained with an objective Plan-NeoFluar 20×, NA 0.5; over a

53× 53 µm2 square at 5% light power associated to 1.76 µW measured in the focal plane of the objective with the

powermeter.

2. Average the fluorescence signal over square zone of interest located in the center of the collected images (typically a

3×3 µm2 zone when using the Dronpa-2 solution or the cell nucleus for the Dronpa-2-labeled cells at the nucleus

displayed in Figure S14a respectively).

3. Plot the dependence of the averaged fluorescence signal as a function of time, which was extracted from the im-

age rank n as nτdt. Figure S14b displays the average drop over the nucleus. It also shows that the Dronpa-2

aqueous solution sandwiched between two glass-slides yields a similar kinetic signature upon properly restricting

analysis to a central portion of the overall image, which avoids molecular diffusion to interfere with the Dronpa-2

photoconversion.

4. Extract the maps of the characteristic time τ (Figure S14c) and light intensity at 488 nm delivered by the focused

laser beam at the focal plane of the confocal microscope (Figure S14d) upon exploiting Eq.(S8) and the relevant

parameters for Dronpa-2 in Table S5. Representative histograms in the field of view are displayed in Figures S14e

and f respectively.

5. To calibrate the overall scale of light intensities, reproduce the protocol described above at different settings of the

instrument to be calibrated.

Confocal microscope equipped with a pulsed 488 nm laser Same as paragraph 2.3.3 upon acquiring 50–100 square

images of the Dronpa-2 containing sample ( Dronpa-2-labeled Escherichia coli or eucaryotic cells, or a Dronpa-2

solution sandwiched between two glass-slides with a 80-100 µm-thick spacer) in the raster scanning mode (512 × 512

pixel2; pixel size: from 0.057 to 0.569 µm; dwell time τdt: 1.2 µs; λexc = 488 nm; 500 nm ≤ λem ≤ 600 nm) with the

focused 488 nm laser of the confocal microscope. The image of fixed Dronpa-2-labeled cells at the nucleus displayed

in Figure S14a has been obtained with an objective HC PL APO CS2; Leica 40×, NA 1.1; over a 29.12× 29.12 µm2 to

291.19 × 291.19 µm2 square at 2% light power associated to 18.5 µW measured in the focal plane of the objective with

the powermeter.
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a c e

b fd

Figure S14: Dronpa-2 for characterization of the spatial distribution of the light intensity of a confocal microscope
equipped with a continuous laser. a,b: Dronpa-2-labeled nucleus of a fixed UO2S cell imaged with a confocal micro-
scope in the raster scanning mode (λexc = 488 nm; 500 nm ≤ λem ≤ 600 nm). Initial image (a); Time evolution of
the averaged fluorescence over the whole nucleus (b; triangles: experimental data; solid line: monoexponential fit wit
Eq.(S1). The corresponding evolution from a central portion of the overall image of a 10 µM Dronpa-2 solution sand-
wiched between two glass-slides is shown with circles); c–f: Maps of the characteristic time τ (c) and light intensity (d),
and corresponding histograms (e,f; a 3×3 binning is applied to the initial video sequence to improve fitting accuracy).
Solvent: Tris buffer pH 7.4 (50 mM Tris, 150 mM NaCl); Pixel size: 0.33µm; Laser power 10%; T = 293 K.

2.3.4 Troubleshooting

General

• No fluorescence decay is observed: Light intensity at 488 nm is too low or the Dronpa-2 sample is already photo-

switched. In the first case, increase light intensity at 488 nm. In the second case, refresh the Dronpa-2 sample in

darkness for half an hour.

• For calibration of light intensity in fluorescence imaging, Eq.(S1) becomes Eq.(S10)

F (λexc, λem,
−→r , t) = F (λexc, λem,

−→r ,∞) + [F (λexc, λem,
−→r , 0)− F (λexc, λem,

−→r ,∞)] exp

(
− t

τ (−→r )

)
(S10)

which yields the map I (−→r ) sought for from Eq.(S11)

I (−→r ) =
1

στ (−→r ) (S11)

Eqs.(S10,S11) are strictly valid when the actinometer molecules do not move. However, when they can diffuse

(diffusion coefficient D), Eqs.(S10,S11) can still be used but the spatial resolution of the I (−→r ) is then limited to
√
Dτ (−→r ):9 The faster the photoconversion, the higher the spatial resolution. At the limit of homogenization (e.g.
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upon stirring), the spatial information of the illumination profile is lost and one can retrieve the overall amount of

light intensity I received by the actinometer solution from the measured overall relaxation time τ with Eq.(S6).

Epifluorescence microscope

• The fluorescence decays are not similar when using a train of light pulses to benefit from additional data: Check

that the delay between two light pulses is long enough to yield significant recovery of the bright state of Dronpa-2

after light-driven photoswitching.14

Confocal microscopy

• Figure S14b evidences the similarity of the characteristic times, which have been retrieved by using both Dronpa-

2 containing samples. This observation was anticipated from the previous observations pointing on similar cross

sections for photoisomerization of Dronpa-2 at 488 nm in solution and in fixed cells.9 However, it also validated

the choice of the acquisition parameters, which limited the interference of molecular diffusion for retrieving the

characteristic time of Dronpa-2 photoconversion. Indeed, whereas the Dronpa-2 molecules do not move in the

fixed cell, they can freely diffuse in the Dronpa-2 solution. Hence, in the latter case, the square imaged surface

has to be chosen large enough in order to keep a central zone where the interference of molecular diffusion can

be neglected for retrieving the characteristic time of Dronpa-2 photoconversion from the light-induced decay of

fluorescence signal upon illumination.9 For building Figure S14b, we recorded 100 scans with a delay of 56 ms

between two scans at a same pixel, which yielded 5.6 s for the total duration of the acquisition. During that time,

the typical distance randomly visited by the Dronpa-2 molecule was about 20 µm,15 which is to be compared

with the 53 µm-long side of the imaged square surface so as to reduce the analyzed surface not experiencing any

interference from diffusion in the (x,y) plane to a 3 × 3 µm2 square zone of interest located in the center of the

collected images.16 As shown in Figure S15, an analysis performed over the whole acquired image evidences the

interference of Dronpa-2 diffusion, which can be observed by the departure from a monoexponential decay at

the longest times.9 Nevertheless, the monoexponential fit still provides a satisfactory order of magnitude of the

light intensity. Hence 39 µs was extracted for the characteristic time τ from the latter analysis whereas 34 µs was

retrieved from the analysis on a 3× 3 µm2 square zone of interest located in the center of the collected images.

2.3.5 Time taken

Once the Dronpa-2 sample is available, the duration of the overall measurement is evaluated to less than 1 h:
14The relaxation time for thermal recovery of the bright state of Dronpa-2 in the dark is 50 s at 25 oC.
15We here used the 9 10−11 m2.s−1 value of the diffusion coefficient of EGFP to derive an estimate (available on the Bionumber web site).
16At the corresponding timescale, we did not notice any interference that could originate from diffusion along the z axis in the inhomogeneous

light profile generated with the microscope objective.
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Figure S15: Evidence for the interference of molecular diffusion in the decay of fluorescence emission from a 5 µM
Dronpa-2 solution in DPBS 1× pH 7.4 buffer submitted to 488 nm illumination. The series of 100 images has been
acquired over a 53× 53 µm2 square in 6 s in the raster scanning mode (Objective 20×, NA 0.5; 128× 128 pixel2; pixel
size: 0.4 µm; dwell time τdt: 3.4 µs) with the focused 488 nm laser of the confocal microscope (5% light power associated
to 1.76 µW measured in the focal plane of the objective with the powermeter). The dependence of the fluorescence signal
averaged over the whole 53 × 53 µm2 square field of view is plotted as a function of time, which was extracted from
the image rank n as nτdt. Markers: Experimental data; solid line: Monoexponential fit with Eq.(S1) of the Main Text.
T = 293 K.

1. Collection of the time evolution of the fluorescence emission: 30 min as an order of magnitude (depending on the

light intensity)

2. Data processing: 15 min

2.3.6 Anticipated results

The output image of the light of intensity I(470 nm,r⃗) in the field of view of the microscope from which one can

subsequently retrieve the histogram of the spatial distribution of the light at 470 nm in the field of view of the microscope.

The estimate of the achievable measurement uncertainty on I is 20%.

2.3.7 References

• About actinometry: H. J. Kuhn, S. E. Braslavsky, and R. Schmidt, Chemical Actinometry (IUPAC Technical Re-

port), Pure Appl. Chem., 2004, 76, 2105–2146.

• About fluorescence: B. Valeur, M.-N. Berberan-Santos, Molecular Fluorescence: Principles and Applications 2nd

Edition, Wiley, 2012.

• About Dronpa-2: 1. R. Chouket, A. Pellissier-Tanon, A. Lahlou, R. Zhang, D. Kim, M.-A. Plamont, M. Zhang,

X. Zhang, P. Xu, N. Desprat, D. Bourgeois, A. Espagne, A. Lemarchand, T. Le Saux, L. Jullien, Extra kinetic
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dimensions for label discrimination, Nat. Commun., 2022, 13, 1482; 2. J. Quérard, R. Zhang, Z. Kelemen, M.-A.

Plamont, X. Xie, R. Chouket, I. Roemgens, Y. Korepina, S. Albright, E. Ipendey, M. Volovitch, H. L. Sladitschek, P.

Neveu, L. Gissot, A. Gautier, J.-D. Faure, V. Croquette, T. Le Saux, L. Jullien, Resonant out-of-phase fluorescence

microscopy and remote imaging overcome spectral limitations, Nat. Commun., 2017, 8, 969.

• About data processing: Mechanistic reduction leading to monoexponential fit of the time evolution of the fluores-

cence signal: R. Chouket, A. Pellissier-Tanon, A. Lahlou, R. Zhang, D. Kim, M.-A. Plamont, M. Zhang, X. Zhang,

P. Xu, N. Desprat, D. Bourgeois, A. Espagne, A. Lemarchand, T. Le Saux, L. Jullien, Extra kinetic dimensions for

label discrimination, Nat. Commun., 2022, 13, 1482.

2.4 Quantitation of non-monochromatic light sources with a fluorescent actinometer

2.4.1 Reagents

• Fluorescent actinometer. In the reported examples, we adopted Nit and PA

• Solvent to produce the solution of the fluorescent actinometer:

– Spectrograde ethanol for Nit

– Heterotrophic media TAP 17 for PA

2.4.2 Equipments

• Balance to prepare the solutions

• Brown glassware or Aluminium foil to keep the solutions in the darkness

• Spectral data available online https : //chart− studio.plotly.com/ ∼ Alienor134/#/

• Fluorimeter or any optical instrument, which can measure and record the time evolution of the fluorescence signal

from the fluorescent actinometer

• Quartz cuvette or glass microscope slides with a 100 µm spacer to build a chamber

• Software for fitting the time evolution of the fluorescence response to illumination

17https://www.chlamycollection.org/methods/media-recipes/tap-and-tris-minimal/
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2.4.3 Procedure

Quantitation of a purple LED emitting at 405 nm We first report an example of such a measurement by using the

combination of α-(p-dimethylaminophenyl)-N-phenylnitrone (Nit) and Rhodamine B (RhB) in ethanol as a fluorescent

actinometer to characterize the emission spectrum of a Light Emitting Diode (LED) at 405 nm.

1. Acquire the LED emission spectrum, either as a reference from the purchaser or after a measurement with a spec-

trophotometer in which the the light emitted from the LED is sent into the emission pathway of a fluorometer

with reduced slits opening. Figure S16a displays the unscaled emission spectrum S(λ) of a Light Emitting Diode

(LHUV-0405, Lumileds, NL), which emits at 405±15 nm.

2. Divide the curve S(λ) by its integral S calculated over the wavelength range of LED emission to yield the normal-

ized emission spectrum j(λ) = S(λ)/S (Figure S16b).

3. The flux of photons arriving at the sample at each wavelength λ which is sought for, I(λ), is proportional to j(λ)

but the proportionality factor SI is unknown (see Eq.S38). To measure SI , first compute the integral of the action

spectrum AS of the LED on Nit in ethanol (see Eq.S40) by multiplying the absorption spectrum of the nitrone Nit,

ε(λ) (Figure S16c) by the normalized emission spectrum j(λ) (Figure S16d) upon further using φ = 0.17 as an

average over the concerned wavelength range (see Table S8).

4. On the other hand, submit a 12 µM Nit and 1 µM RhB solution in ethanol to illumination in a 3 mm optical path

cuvette.

5. Record the rise of the fluorescence emission at 574 nm as a function of time.

6. Retrieve the relaxation time τ of the photoreaction from monoexponential fitting of the data (see Figure S16e).

7. Exploit the values of τ and AS to retrieve the scaling parameter SI = 1/(τAS).

8. Retrieve the scaled emission spectrum of the LED from I(λ) = SI × j(λ) (see Figure S16f).

Quantitation of a red-orange LED emitting at 625 nm We then report an example of measurement by using the

PA fluorescent actinometer to calibrate the emission spectrum of a Light Emitting Diode (LED) at 625 nm mounted on

the FL 6000 fluorometer from Photon Systems Instruments (PSI; Drasov, Czech Republic) (LXML-PH01 LED, which

belongs to the LUXEON Rebel Color Line from LUMILEDS). The following protocol has been reproduced for various

percentages of light power of the PSI instrument, which led us to build the calibration curve displayed in Figure 4 of the

Main Text.

38



a 80 x 10
3

60

40

20

0

 S
(λ
) (

a.
u.

)
  

430420410400390380

 λ (nm)

b 80 x 10
-3

60

40

20

0

 j(
λ)

 (n
m

-1
)

430420410400390380

 λ (nm)
c 4000

3000

2000

1000

0

 ε
 (m

2 ·m
ol

-1
)

 

500400300

 λ (nm)

d 200

150

100

50

0

 j(
λ)

 ×
 ε

 (m
2 ·m

ol
-1

·n
m

-1
)

430420410400390380

 λ (nm)
e 1.15

1.10

1.05

1.00

F
(t

)/F
(0

)
 

2.5 x 10
22.01.51.00.50.0

 t (s)

f 2.0 x 10
-6

1.5

1.0

0.5

0.0

 I(
λ)

 (E
·m

-2
·s

-1
·n

m
-1

)
 

430420410400390380

 λ (nm)

Figure S16: Quantitation of a purple LED emitting at 405 nm. Non-normalized (S(λ); a) and normalized (S(λ)/S; b)
emission spectrum of the LED at 405 nm; c: Absorption spectrum of Nit ε(λ); d: Action spectrum of the LED on Nit in
ethanol; e: Rise of the fluorescence emission of a 12 µM Nit and 1 µM RhB solution in ethanol at 574 nm as a function of
time. Markers: experimental data; solid line: monoexponential fit. From the fit, we retrieved τ = 38.3 s for the relaxation
time. T = 293 K; f: Scaled emission spectrum of the LED.

1. Acquire the LED emission spectrum.

2. Divide the curve S(λ) by its integral S calculated over the wavelength range of LED emission to yield the normal-

ized emission spectrum j(λ) = S(λ)/S (Figure S17a).

3. Multiply the scaled excitation spectrum of PA, σmic(λ) (Figure S17b), by the normalized emission spectrum j(λ)
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to generate the action spectrum of the LED on PA, σmic(λ)× j(λ) (Figure S17c).

4. Compute the integral AS of the action spectrum of the LED on PA.

5. On the other hand, submit a sample of Chlamydomonas reinhardtii to LED illumination in the fluorometer.

6. Record the rise of the fluorescence emission at 625 nm as a function of time (see Figure S17d).

7. Retrieve the relaxation time τ of the PA photoactivation from the fitting protocol reported in paragraph 2.1.3.

8. Exploit the values of τ and AS to retrieve the scaling parameter SI = 1/(τAS).

9. Retrieve the scaled emission spectrum of the LED from I(λ) = SI × j(λ) (see Figure S17e).

2.4.4 Troubleshooting

Make sure that the suspension of algae is not sedimented.

2.4.5 Time taken

The duration of the overall measurement is evaluated to 2 h:

1. Collection of the unscaled LED spectrum: 30 min

2. Collection of the time evolution of the fluorescence emission under constant illumination: 30 min as an order of

magnitude (depending on the light intensity)

3. Data processing: 60 min

2.4.6 Anticipated results

A quantitative spectral measurement of light intensity with achievable measurement uncertainty equal to 20% with Nit

and 70% with PA.

2.4.7 References

• About actinometry: H. J. Kuhn, S. E. Braslavsky, and R. Schmidt, Chemical Actinometry (IUPAC Technical Re-

port), Pure Appl. Chem., 2004, 76, 2105–2146.

• About fluorescence: B. Valeur, M.-N. Berberan-Santos, Molecular Fluorescence: Principles and Applications 2nd

Edition, Wiley, 2012.
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Figure S17: Quantitation of a red-orange LED emitting at 625 nm. a: Normalized emission spectrum (j(λ) = S(λ)/S)
of the LED at 625 nm; b b: Scaled fluorescence excitation spectrum σmic(λ) of PA in Chlamydomonas reinhardtii
(CC 124) in exponential phase in minimal media (λem = 470 nm); c: Action spectrum of the LED at 625 nm on PA in
Chlamydomonas reinhardtii (CC 124); d: Time evolution of the PA fluorescence emission under constant illumination
at 625 nm for the power setting 60% on the PSI instrument (2 repeats). The experimental data (grey markers) have been
fitted with Eqs.(S3) (dashed lines) and (S4) (solid lines) to retrieve τ = 427 µs and τ = 460 µs for the characteristic time
τ associated to the initial step of PA fluorescence rise ; e: Scaled emission spectrum of the LED at 625 nm. T = 293 K.

• About Nit: 1. P. F. Wang, L. Jullien, B. Valeur, J.-S. Filhol, J. Canceill, J.-M. Lehn, Multichromophoric Cyclodex-

trins. 5. Antenna-induced Unimolecular Photoreactions. Photoisomerization of a Nitrone, New J. Chem., 1996, 20,

895–907; 2. M. Emond, T. Le Saux, S. Maurin, J.-B. Baudin, R. Plasson, L. Jullien, 2-Hydroxy-Azobenzenes to
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Tailor pH Pulses and Oscillations with Light, Chem. Eur. J., 2010, 16, 8822–8831.

• About PA: 1. Maxwell, K., and Johnson, G. N., Chlorophyll fluorescence – a practical guide, J. Exp. Bot, 2000,

51, 659–668; 2. D. Lazar, The polyphasic chlorophyll a fluorescence rise measured under high intensity of exciting

light, Funct. Plant Biol., 2006, 33, 9 – 30.

• About data processing: 1. Mechanistic reduction leading to monoexponential fit of the time evolution of the

fluorescence signal: R. Chouket, A. Pellissier-Tanon, A. Lahlou, R. Zhang, D. Kim, M.-A. Plamont, M. Zhang,

X. Zhang, P. Xu, N. Desprat, D. Bourgeois, A. Espagne, A. Lemarchand, T. Le Saux, L. Jullien, Extra kinetic

dimensions for label discrimination, Nat. Commun., 2022, 13, 1482; 2. About PA data processing: D. Joly, R.

Carpentier, Sigmoidal reduction kinetics of the photosystem II acceptor side in intact photosynthetic materials

during fluorescence induction, Photochem. Photobiol. Sci., 2009, 8, 167–173.

2.5 Quantitation of non-monochromatic light sources with a photochemically inert fluorophore

2.5.1 Reagents

• 7-Hydroxy-9H-(1,3-dichloro-9,9-dimethylacridin-2-one) (DDAO)

• Solvent to produce the DDAO solution:

– Spectrograde DMSO

– Aqueous HEPES pH 7.9 buffer (100 mM NaCl, 5 mM NaOH, 10 mM HEPES)

2.5.2 Equipments

• Balance to prepare the DDAO solution

• Brown glassware or Aluminium foil to keep the solutions in the darkness

• Spectral data available online https : //chart− studio.plotly.com/ ∼ Alienor134/#/

• Fluorimeter or any optical instrument, which can measure and record the fluorescence signal

• Quartz cuvette or glass microscope slides with a 100 µm spacer to build a chamber
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2.5.3 Procedure

• Record the emission spectrum S(λ) of the white LED by following the protocol reported in the paragraph D.2

upon using appropriate filters to avoid spectral overlaps with the fluorescence emission of DDAO. To perform this

calibration with the epifluorescence microscope, we filtered the LED light before the sample with the same filters

as for the spectrum measurement: a short-pass 694 filter (694/SP, AHF, FR) and a fluorescence dichroic 665 nm

beamsplitter (FF665-Di02-25x36, Semrock, NY) to eliminate any contribution from the white LED signal that

could overlap with DDAO fluorescence.

• Normalize the emission spectrum S(λ) by its integral to yield the normalized emission spectrum j(λ) = S(λ)/S

(Figure S18a).

• Build the action spectrum of the white LED on DDAO from exploiting the excitation spectrum of the latter identical

to its absorption spectrum (Figure S18b).

• Use Eq.(S79) to compute its integral ASabs.

• On the other hand, collect the fluorescence signal from the same DDAO solution by using a band-pass 775/140

filter (775/140 single band-pass, Semrock, US) under two illuminations:

– 470±10 nm LED of the epifluorescence microscope calibrated in intensity with Dronpa-2 at various light

intensities to investigate the linear dependence of the fluorescence level of DDAO F (λexc,1) on the light

intensity I (λexc,1) at 470 nm (Figure S18c).

– White LED at various feeding currents to record the dependence of its fluorescence level F (λmin;λmax) on

the LED-feeding current.

Equipped with the molar absorption coefficient of DDAO at λexc,1, use Eq. (S77) to compute the SI,0 value at

various currents feeding the white LED. The resulting dependence of the scaled spectral light intensity of the white

LED is displayed in Figure S18d.
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Figure S18: Quantitation of a white LED with DDAO. a: Emission spectrum of the white LED normalized by its integral
j(λ) = S(λ)/S; b: Action spectrum of the white LED on DDAO ϵ(λ)j(λ); c: Dependence of the fluorescence level of
10 µM DDAO in aqueous HEPES pH 7.9 buffer (100 mM NaCl, 5 mM NaOH, 10 mM HEPES) sandwiched between
two microscope slides F (λexc,1) on the light intensity I (λexc,1) at 470 nm. Squares: experimental data from averaging
the fluorescence collected by the camera, solid line: linear fit; d: Scaled spectral photon flux of the white LED for current
levels feeding the white LED ranging from 55, 111, 166, 222, 277, 333, 388, 444 mA (light to dark). T = 293 K.

2.5.4 Troubleshooting

• Make sure that the same filter is used for the spectrum measurement of the light source and the set-up;

• Make sure the excitation light is properly filtered and not received by the detector for the two light sources used.

2.5.5 Time taken

The duration of the overall measurement is evaluated to 2 h:

1. Collection of the unscaled LED spectrum: 30 min

2. Acquisition of the DDAO fluorescence signals: 30 min
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3. Data processing: 60 min

2.5.6 Anticipated results

A quantitative spectral measurement of light intensity with 20% achievable measurement uncertainty.

2.5.7 References

About DDAO as a dye:

• 1. D. Warther, F. Bolze, J. Lonéard, S. Gug, A. Specht, D. Puliti, X.- H. Sun, P. Kessler, Y. Lutz, J.-L. Vonesch, B.

Winsor, J.-F. Nicoud, M. Goeldner, Live-Cell One- and Two-Photon Uncaging of a Far-Red Emitting Acridinone

Fluorophore, J. Am. Chem. Soc., 2010, 132, 2585–2590; 2. R. Labruère, A. Alouane, T. Le Saux, I. Aujard,

P. Pelupessy, A. Gautier, S. Dubruille, F. Schmidt, L. Jullien, Self-immolation for uncaging with fluorescence

reporting, Angew. Chem. Int. Ed., 2012, 51, 9344–9347.

3 Glossary

• Actinometer: An actinometer is a system which can be used to directly measure light intensity by knowing the

quantum yield of its photo-conversion, and following the time-course of the reaction extent on the application of

light.

• Characteristic time (or relaxation time): Time retrieved by the fitting of a mono-exponential curve from the time

evolution of the fluorescence emission signal, which reports on the actinometer photoconversion extent.

• Cross section of photoconversion: Measure of the molecular surface leading to the actinometer photoconversion

after light absorption (often expressed in m2.mol−1).

• Fluorescence emission spectrum: A fluorescence emission spectrum is recorded by fixing the excitation wavelength

and scanning the emission wavelength. Hence, it results in a plot of fluorescence intensity vs. emission wavelength.

• Fluorescence excitation spectrum: A fluorescence excitation spectrum is recorded by fixing the emission wave-

length and scanning the excitation monochromator wavelength. Hence, the fluorescence excitation spectrum gives

information about the wavelengths at which a sample absorbs light so as to emit at the single emission wavelength

chosen for observation.

• Inner filter effect: The inner filter effect manifests itself in samples exhibiting an absorbance along the optical path

typically exceeding 0.15. It results in a decay of the intensity of the excitation light in the sample. As a consequence,

the fluorescence signal is attenuated and dominated by the sample surface. In addition, if the excitation and emission
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fluorescence spectra significantly overlap, the fluorescence emission can be reabsorbed by the sample itself, which

results in spectral distortion and even in some cases complete loss of the fluorescence signal.

• Irradiance: Irradiance is the light flux received by a surface per unit area. The SI unit of irradiance is the watt per

square metre. Alternatively, it is denominated photon flux density with mole of photon per unit of time per square

metre (See Eq.(S12) for the energy conversion) units, which is wavelength independent. Irradiance is often called

light intensity. Spectral irradiance is the irradiance of a surface per unit wavelength, which is commonly measured

in watts per square metre per nanometre or in mole of photon per unit of time per square metre per nanometre as

done in the Main Text.

• Quantum yield of fluorescence: The fluorescence quantum yield gives the probability of the excited state being

deactivated by fluorescence rather than by another, non-radiative mechanism.

• Quantum yield of photoconversion: The quantum yield of photoconversion gives the probability of the excited state

being deactivated by photoconversion rather than by another mechanism.
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A Conversion of energy units

In this manuscript, we provide the values of the light intensities in E.m−2.s−1 (or mol. of photons.m−2.s−1). This unit

is currently used in actinometry. However, it is not often used in other fields such as optical microscopy, in which the

researchers prefer to adopt W.m−2. We provide below the conversion between both units.

We consider a monochromatic light of wavelength λexc. Its values in E.m−2.s−1 and W.m−2 are respectively denoted

as I(λexc,E.m−2.s−1) and I(λexc,W.m−2). The relation between I(λexc,E.m−2.s−1) and I(λexc,W.m−2) is given in

Eq.(S12)

I(λexc,W.m−2) =
hcNA

λexc
× I(λexc,E.m

−2.s−1) ≈ 0.12× I(λexc,E.m
−2.s−1)

λexc (m)
(S12)

with the Planck constant h = 6.63 10−34 m2.kg.s−1, speed of light in a vacuum c = 3.00 108 m.s−1, the Avogadro

number NA = 6.02 1023 mol−1, and where λexc is in m.

B Theoretical derivation of the expressions for retrieving light intensity

B.1 First protocol: Kinetic analysis of an actinometer engaged in an irreversible photochemical reac-
tion

We first perform the kinetic analysis of an actinometer engaged in an irreversible photochemical reaction, which is relevant

of the Cin, Nit, and PA18 actinometers.

B.1.1 The model

We consider mechanisms of light-driven conversions, which can be reduced to the irreversible photochemical reaction

displayed in Figure S19.

Figure S19: Reduced mechanism accounting for the photoactivation of an actinometer 1 leading to the irreversible for-
mation of the product 2.

Since most such light-driven conversions involve multiple steps, this assumption implies that the light intensity is low

enough to make the photochemical activation step rate-limiting.

We here consider that the irreversible photochemical reaction is performed in a closed system (overall volume V ).

Two asymptotic cases are considered:

• Case 1. The actinometer molecules do not diffuse and one can access the spatial profile of photon flux I(x, y, z) at

coordinates (x, y, z) (given in mole of photons – or E – per unit of time) assumed to be constant in time;
18In fact, the kinetic model of the PA actinometer is more complex than the one developed below. However, we used Eq.(S24) to retrieve the

cross section associated to the PA photoconversion.
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• Case 2. The system can be considered homogeneous at any time of its evolution. This situation can result from

either (i) homogeneously illuminating the whole system, (ii) stirring the sample content, or (iii) applying a non-

homogeneous illumination profile on a small enough system such that molecular motion leading to homogeneous

concentrations (by diffusion, convection,. . . ) can be considered realized at any time of the photochemically-driven

evolution of the whole system.19 The whole system can then be considered to be submitted to an integrated photon

flux (given in mole of photons – or E – per unit of time) constant in time and equal to I =
∫
V I(x, y, z).

Analyses of the temporal evolution of the concentration profiles in 1 and 2 with other boundary conditions can be found

elsewhere.9–11

In the following, in a purpose of simplification, we adopt a unique notation, which has to be interpreted as accounting

for the local (Case 1) or global (Case 2) time evolution of the concentrations and observables. Hence we rely on the

mechanism displayed in Figure S19 to write Eq.(S13) describing the evolution of the concentrations :

d1

dt
= −d2

dt
= −k12 1 (S13)

where we can make explicit the photochemical contribution to the rate constant by writing

k12 = khν12 . (S14)

We first derive the theoretical expressions of the concentrations in 1 and 2 (denoted 1 and 2 respectively) upon applying

a light jump and establish the relation existing between the illumination time associated to the photochemical reaction

and the photophysical and photochemical parameters associated to the photo-activation step. Then we analyze the time

evolution of the absorbance and intrinsic/extrinsic fluorescence emission of the actinometer under illumination.

B.1.2 Light-jump experiments with monochromatic illumination

Expression of the concentrations We consider that the system initially contains the actinometer 1 at concentration

Stot. The system is “suddenly”20 illuminated, so that the incident photon flux varies from 0 to I(x, y, z) (Case 1), or from

0 to I (Case 2). The rate constant k12 = khν12 can be considered constant. Upon writing Stot = 1 + 2, Eq.(S13) yields:

1 = Stot exp

(
− t

τ

)
(S15)

2 = Stot

[
1− exp

(
− t

τ

)]
(S16)

where

τ =
1

k12
(S17)

19This condition is fulfilled when τV ≪ τ where τV and τ respectively designate the time associated to molecular motion and the photochemical
reaction over the whole system volume V .

20Note that “suddenly” here refers to a time interval such that Eq.(S13) can be considered valid.
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designates the local (Case 1) or global (Case 2) relaxation time associated to the photochemical reaction in the presence

of light at constant photon flux I(x, y, z) (Case 1) or I (Case 2).

The reaction rate for the photo-consumption of the actinometer 1 is proportional to the local (Case 1) or global (Case

2) photon flux of the monochromatic excitation light absorbed by 1 at the excitation wavelength – written in both cases as,

Iabs(λexc), and to the unitless photo-consumption cross section, φ12, which measures the probability of 1 photoactivation

leading to 2 production after 1 light absorption:

−d1
dt

=
Iabs(λexc)φ12

V
(S18)

where V is the irradiated volume (expressed in L or dm3) and Iabs(λexc) is expressed in E per unit of time.

Iabs(λexc) is given by Eq.(S19)

Iabs(λexc) =
A1(λexc)

Atot(λexc)
I(λexc) (S19)

where A1(λexc) is the absorbance of 1, Atot(λexc) is the total absorbance, and I(λexc) is the photon flux absorbed by the

solution at the excitation wavelength. According to the Beer-Lambert law, the latter can be written

I(λexc) = I0(λexc) [1− exp (−2.3Atot(λexc))] (S20)

where I0(λexc) is the photon flux of the incident beam at the excitation wavelength.

We further consider that an actinometer is illuminated with a light source that perpendicularly illuminates a cuvette

filled with its solution. Upon introducing the length of the optical pathlength ℓ and the scaled molar excitation (leading

to light absorption by the actinometer21) coefficient ϵ1(λexc) (expressed in m2.mol−1) at the excitation wavelength,22

Eq.(S18) yields

−d1
dt

= ϵ1(λexc)I0(λexc)φ12ℓ
1− exp (−2.3Atot(λexc))

Atot(λexc)V
1. (S21)

If the total absorbance Atot(λexc) is lower than 0.15, the kinetics is first order (at first order12) with a rate constant

k12 given in Eq.(S22)

k12 = 2.3ϵ1(λexc)φ12
I0(λexc)ℓ

V
= 2.3ϵ1(λexc)φ12I0(λexc) (S22)

upon introducing the incident light intensity I0(λexc) (expressed in E.m−2.s−1).

Eq. (S22) can be alternatively written by introducing the cross section for the photochemical reaction σ12(λexc)

σ12(λexc) = 2.3ϵ1(λexc)φ12 (S23)

21When energy transfer can occur from a light-collecting antenna towards the actinometer chromophore (like in the actinometer PA), the molar
absorption coefficient ε1(λexc) has to be replaced by the excitation coefficient ϵ1(λexc), which take into account the contribution of the antenna
towards light absorption. For a sake of simplicity, we have only retained the notation ϵ1(λexc) in the derivation.

22Note that the unit of ε(λ) is in m2.mol−1. One has: ε(λ)(m2.mol−1)=0.1×ε(λ)(mol.L−1.cm−1).
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which yields

k12 =
1

τ
= σ12(λexc)I0(λexc). (S24)

Eq.(S22) shows that the rate constant k12 can be evaluated from the knowledge of the photophysical and photochem-

ical parameters, ϵ1(λexc) and φ12 or σ12(λexc), as soon as I0(λexc) is known. Conversely, I0(λexc) can be retrieved from

Eq.(S25) from the knowledge of ϵ1(λexc) and φ12 or σ12(λexc), and the relaxation time of the photochemical reaction τ .

I0(λexc) =
k12

2.3ϵ1(λexc)φ12
=

1

2.3ϵ1(λexc)φ12τ
=

1

σ12(λexc)τ
(S25)

In order to simplify the notations, we identified I0(λexc) to I(λexc) and σ12(λexc) to σ(λexc) for the actinometers

engaged in an irreversible photoconversion in the Main Text.

When the monochromatic illumination is focussed such that photo-activation occurs only within a sub-volume Vexc

of the total volume V and provided that molecular motion over the whole system volume is fast at the time scale of its

photoconversion, one has:

k12 =
Vexc
V

kVexc (S26)

where kVexc designates the rate constant associated to photoactivation within the volume Vexc.

Expression of the absorbance The time evolution of the absorbance A(λexc) at the excitation wavelength λexc is

expressed in Eq.(S27)

A(λexc) = [ε1(λexc)1 + ε2(λexc)2] ℓ =

{
[ε1(λexc)− ε2(λexc)] exp

(
− t

τ

)
+ ε2(λexc)

}
Stotℓ (S27)

where ε1(λexc) and ε2(λexc) designate the molar absorption coefficients of 1 and 2 respectively and ℓ is the optical

pathlength.

In particular, when ε2(λexc) is vanishing (as with the nitrone actinometer), Eq.(S27) yields

A(λexc) = ε1(λexc)Stotℓ exp

(
− t

τ

)
. (S28)

As shown in Eqs.(S27,S28), the relaxation time τ can be simply extracted from a robust monoexponential fit of the

temporal evolution of the absorbance signal.

Expression of the fluorescence We consider two cases where fluorescence can be used to report on the time evolution

of the illuminated actinometer:

• We first consider the case of bright states 1 and 2;

• We then consider the case of adding a fluorophore, which reports on the time evolution of the illuminated actinome-

ter by the inner filter effect (see below).
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Intrinsic fluorescence reporting When 1 and 2 are intrinsically bright, the temporal dependence of the fluorescence

emission F (t) originates from summing the individual contributions of 1 and 2. Denoting Qi = ϵi(λexc)φF,i for the

molecular brightness (φF,i designate the quantum yield of fluorescence of the species i), one has

F (t) = (Q11 +Q22) I =

[
(Q1 −Q2)Stot exp

(
− t

τ

)
+Q2Stot

]
I. (S29)

Then, as shown in Eq.(S29), the relaxation time τ can be simply extracted from a robust monoexponential fit of the

temporal evolution of the fluorescence signal.

Extrinsic fluorescence reporting When 1 and 2 are not fluorescent, one can add a fluorophore to report with

fluorescence on the time evolution of the absorbance driven by the time evolution of the illuminated actinometer. To

illustrate the corresponding principle of inner filter effect, we analyze the following model.

We consider that a light beam of wavelength λexc and intensity I(λexc) perpendicularly illuminates a pathlength ℓ.

At the abscissa x, the excitation light intensity is equal to I(λexc) exp [−2.3Atot(λexc)x/ℓ] where Atot(λexc) is the total

absorbance of the sample along the pathlength ℓ. The light absorbed by the reporting fluorophore F in a thin slice of

thickness dx is 1 − exp [−2.3AF(λexc)dx/ℓ] ≈ 2.3AF(λexc)dx/ℓ with AF the fluorophore absorbance of the cuvette

which is assumed to be small. Then the total fluorescence emission from the reporting fluorophore collected at the

wavelength λF at the detecting element can be written

F (λexc, λF ) =

∫ ℓ

0
α(x)F (λF )× I(λexc) exp [−2.3Atot(λexc)x/ℓ]× 2.3AF(λexc)dx/ℓ (S30)

where α(x) is a collecting factor and F (λF ) the fluorescence intensity per absorbed photon at the wavelength λF . As-

suming that α(x) only weakly depends on x in the considered geometry, we finally derive

F (λexc, λF ) = C
1− exp (−2.3Atot(λexc))

2.3Atot(λexc)
(S31)

where

C = 2.3αF (λF )I(λexc)AF(λexc) (S32)

which is a constant during a given experiment.

When Atot(λexc) < 0.15, we develop the exponential term in Eq.(S31) at the second order around zero and obtain

Eq.(S33)

F (λexc, λF ) = C

(
1− 2.3Atot(λexc)

2

)
(S33)

When AF ≪ Atot(λexc), we use Eq.(S27) and derive Eq.(S34)

F (λexc, λF ) = C

[
1− 2.3

2

(
[ε1(λexc)− ε2(λexc)]Stot exp

(
− t

τ

)
+ ε2(λexc)Stot

)
ℓ

]
(S34)

reducing to Eq.(S35)

F (λexc, λF ) = C

[
1− 2.3

2

(
ε1(λexc)Stot exp

(
− t

τ

))
ℓ

]
(S35)
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when ε2(λexc) is vanishing (as with the nitrone actinometer).

Eqs.(S34,S35) demonstrates that τ can then be retrieved from analyzing the time evolution fluorescence of the report-

ing fluorophore F.

B.1.3 Light-jump experiments with non-monochromatic illumination

We now consider a light source associated with a spectral light intensity I(λ) (expressed in E.m−2.s−1.nm−1) spread over

[λmin;λmax] (with the wavelength expressed in nm). It perpendicularly illuminates a cuvette filled with an actinometer

associated to a scaled excitation spectrum leading to its light absorption ϵ1(λ) (expressed in m2.mol−1). Following from

Eqs.(S22–S24), the rate constant k12 for the actinometer photoconversion as well as the associated characteristic time τ

obey Eq.(S36)

k12 =
1

τ
= 2.3

∫ λmax

λmin

ϵ1(λ)ϕ12(λ)I(λ)d(λ) =

∫ λmax

λmin

σ12(λ)I(λ)d(λ) (S36)

where ϕ12(λ) and σ12(λ) designate the quantum yield and the cross section associated with the photoconversion.

We introduce the normalized emission spectrum j(λ) = I(λ)/SI , where SI designates the integral of I(λ) over

[λmin;λmax] (Eq.(S38))
∫ λmax

λmin

I(λ)d(λ) = SI (S37)

and the integral of j(λ) over the same wavelength range is equal to one (Eq.(S38))

∫ λmax

λmin

j(λ)d(λ) = 1 (S38)

Eq.(S36) yields Eq.(S39)

k12 =
1

τ
= 2.3SI

∫ λmax

λmin

ϵ1(λ)ϕ(λ)j(λ)d(λ) = SI

∫ λmax

λmin

σ12(λ)j(λ)d(λ) (S39)

From computing the integral of the action spectrum AS of the light source given in Eq. (S40)

AS =

∫ λmax

λmin

σ12(λ)j(λ)d(λ) (S40)

and measuring the characteristic time τ , one can extract the integral SI = 1/(τAS) and retrieve the scaled spectral light

intensity I(λ) = SI × j(λ) sought for given in Eq.(S71)

I(λ) =
1(∫ λmax

λmin
σ12(λ)j(λ)d(λ)

)
× τ

j(λ) (S41)

Eq.(S71) bears much similarity to Eq.(S25) except for a convolution of the cross section with the spectral light intensity.

In practice, one has the dependence of ϵ1(λ)ϕ(λ) or σ12(λ) on the wavelength and an unscaled emission spectrum of

the light source S(λ) (expressed in arbitrary unit) and the goal is to scale it to retrieve the spectral light intensity I(λ)
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(expressed in E.m−2.s−1.nm−1) at the sample. The scaling step first involves the normalization of the unscaled emission

spectrum S(λ) by its integral S (Eq.(S42)) ∫ λmax

λmin

S(λ)d(λ) = S (S42)

to yield the normalized emission spectrum j(λ) = S(λ)/S. Then one proceeds as reported above to first compute the

integral of the action spectrumAS of the light source given in Eq.(S40), and then retrieve the scaled spectral light intensity

I(λ) = SI × j(λ) sought for from the measured characteristic time τ and the integral SI = 1/(τAS).

B.2 First protocol: Kinetic analysis of an actinometer engaged in a reversible photochemical reaction

The actinometers engaged in an irreversible photochemical reaction benefit from simple kinetic laws. However, they

can be used only once. Hence, we additionally performed the kinetic analysis of an actinometer engaged in a reversible

photochemical reaction, which is relevant of the Dronpa-2 and DASA actinometers.

B.2.1 The model

We now consider relaxation mechanisms, which can be reduced to the reversible photochemical reaction displayed in Fig-

ure S20. In particular this model is often relevant to account for the behavior of reversibly photoswitchable actinometers

such as the reversibly photoswitchable fluorescent proteins or synthetic photochromes.

Figure S20: Reduced mechanism accounting for the photochemical behavior of a reversibly photoswitchable actinometer.
The most stable state of the actinometer is assumed to be 1, which can switch to the less stable state 2 by photoisomeriza-
tion. Back reaction from 2 to 1 can occur either by photoisomerization or thermally-driven exchange.

The frame of assumptions is the same as the one exposed in the preceding section. Relying on the mechanism

displayed in Figure S20, we write Eqs.(S43–S44) describing the concentration evolutions:

d1

dt
= −k12 1 + k21 2 (S43)

d2

dt
= k12 1− k21 2 (S44)

where we make explicit the photochemical and thermal contributions to the rate constants by writing

k12 = khν12 (S45)

k21 = khν21 + k∆21 (S46)

where the exponent indicates the nature of the contribution.

In the following, we derive the theoretical expressions of the concentrations in 1 and 2 and the intrinsic/extrinsic

fluorescence intensity upon applying a light jump.

53



B.2.2 Light-jump experiments

Expression of the concentrations We consider that the system initially contains the actinometer 1 at concentration

Stot. The system is “suddenly”23 illuminated so that the incident light intensity varies from 0 to I(x, y, z) (Case 1), or

from 0 to I (Case 2). The rate constant k12 = khν12 and k21 = khν21 + k∆21 can be considered constant. Upon introducing

the total concentration in actinometer Stot = 1 + 2, Eqs.(S43,S44) yield:

−d (2− 2∞)

dt
= (k12 + k21) (2− 2∞) (S47)

from which we derive

2− 2∞ = 1∞ − 1 = −2∞ exp

(
− t

τ

)
(S48)

where

2∞ =
K12

1 +K12
Stot (S49)

1∞ =
1

1 +K12
Stot (S50)

τ =
1

k12 + k21
(S51)

K12 =
k12
k21

(S52)

In Eqs.(S48–S52), 2∞, 1∞, τ , and K12 respectively denote the steady-state value of the concentrations in 2 and 1, the

relaxation time associated to the reversible exchange between the states 1 and 2,24 and the photoisomerization constant

of the actinometer in the presence of light constant in time, which has to be interpreted either locally (Case 1) or globally

(Case 2) in relation to the presence of light at constant light intensity I(x, y, z) (Case 1) or I (Case 2).

Upon keeping the notations and the assumptions introduced above in the model of irreversible two-state exchange,

we derive at first order

k12 = 2.3ϵ1(λexc)φ12I0(λexc) (S53)

k21 = 2.3ϵ2(λexc)φ21I0(λexc) + k∆21 (S54)

where ϵ1(λexc) and ϵ2(λexc) are the scaled molar excitation coefficients for photoisomerization of 1 and 2 at the exci-

tation wavelength, and φ12 and φ21 are the quantum yields associated to photoisomerization of 1 into 2 and of 2 into 1

respectively. Eqs. (S53,S54) can be alternatively written by introducing the cross sections for the photochemical reaction

σ12(λexc) and σ21(λexc)

σ12(λexc) = 2.3ϵ1(λexc)φ12 (S55)

σ21(λexc) = 2.3ϵ2(λexc)φ21 (S56)
23Note that “suddenly” here refers to a time interval such that Eqs.(S43,S44) can be considered valid.
24Note that the expression given in Eq.(S51) is independent on the initial composition of the system.
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which yields

k12 = σ12(λexc)I0(λexc) (S57)

k21 = σ21(λexc)I0(λexc) + k∆21. (S58)

Eqs.(S53,S54) show that the rate constants k12 and k21 can be evaluated from the knowledge of the photophysical and

photochemical parameters, ϵ1(λexc), ϵ2(λexc), φ12 and φ21, as soon as I0(λexc) is known. Conversely, I0(λexc) can be

retrieved with Eq.(S59) retrieved from Eq.(S53,S54,S57,S58) from the knowledge of ϵ1(λexc), ϵ2(λexc), φ12 or σ12(λexc),

φ21 or σ21(λexc), and the relaxation time of the photochemical reaction τ .

I0(λexc) =
k12 + k21 − k∆21

2.3 (ϵ1(λexc)φ12 + ϵ2(λexc)φ21)
=

(
1− k∆21τ

)

(σ12(λexc) + σ21(λexc)) τ
(S59)

When

I(λexc) ≥ 10× k∆21
σ(λexc)

, (S60)

k∆21τ ≪ 1, (S61)

and Eq.(S59) can be simplified to yield Eq.(S62)

I =
1

σ(λexc)τ
(S62)

where we simplified the notations by identifying I0(λexc) to I(λexc) and [σ12(λexc) + σ21(λexc)] to σ(λexc) as done in

the Main Text.

When the illumination is focussed, Eq.(S26) is valid with a similar analysis to the one exposed above.

Expression of the absorbance The time evolution of the absorbance A(λexc) at the excitation wavelength λexc is

expressed in Eq.(S63)

A(λexc) = [ε1(λexc)1 + ε2(λexc)2] ℓ = A(λexc)
∞ +

{
[ε1(λexc)− ε2(λexc)] exp

(
− t

τ

)}
2∞ℓ (S63)

where ε1(λexc) and ε2(λexc) designate the molar absorption coefficients of 1 and 2 respectively,A(λexc)∞ = ε1(λexc)1
∞+

ε2(λexc)2
∞, and ℓ is the optical pathlength. As shown in Eq.(S63), the relaxation time τ can be simply extracted from a

robust monoexponential fit of the temporal evolution of the absorbance signal.

Expression of the fluorescence We consider two cases where fluorescence can be used to report on the time evolution

of the illuminated actinometer:

• We first consider the case of bright states 1 and 2;

• We then consider the case of adding a fluorophore, which reports on the time evolution of the illuminated actinome-

ter by the inner filter effect.
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Intrinsic fluorescence reporting When 1 and 2 are intrinsically bright, the temporal dependence of the fluorescence

emission F (t) originates from summing the individual contributions of 1 and 2. Denoting Qi = ϵi(λexc)φF,i for the

molecular brightness (φF,i designate the quantum yield of fluorescence of the species i), one has

F (t) = (Q11 +Q22) I = F∞ + (Q1 −Q2) 2
∞I exp

(
− t

τ

)
(S64)

where F∞ = Q11
∞ + Q22

∞. Then, as shown in Eq.(S64), the relaxation time τ can be simply extracted from a robust

monoexponential fit of the temporal evolution of the fluorescence signal.

Extrinsic fluorescence reporting When 1 and 2 are not fluorescent, one can add a fluorophore to report on the time

evolution of the absorbance driven by the the time evolution of the illuminated actinometer. The equations (S31,S32)

derived above are still valid and when Atot(λexc) < 0.15, we develop the exponential term in Eq.(S31) at the second

order around zero and obtain Eq.(S33), which demonstrates that τ can be retrieved from analyzing the time evolution

fluorescence of the reporting fluorophore F.

B.3 Second protocol: Transfer of information on light intensity from a wavelength to another with a
photochemically inert fluorophore

B.3.1 Illumination with monochromatic illumination

We consider a fluorophore illuminated with a light source (incident photon flux I0(λexc)) that perpendicularly illuminates

a cuvette filled with its solution. The reaction rate for its conversion to its excited state E is proportional to the photon

flux absorbed by its ground state G at the monochromatic excitation wavelength IG(λexc) (expressed in E.s−1). Then the

time evolution of the concentration G in G obeys Eq.(S65)

−dG
dt

=
IG(λexc)

V
(S65)

where V designates the illuminated volume of the fluorophore solution.

IG(λexc) is given by Eq.(S66)

IG(λexc) =
AG(λexc)

Atot(λexc)
I(λexc) (S66)

where AG(λexc) is the absorbance of G, Atot(λexc) is the total absorbance, and I(λexc) is the photon flux absorbed by the

solution at the excitation wavelength. The latter is given in Eq.(S20).

Upon introducing the length of the optical pathlength ℓ and the known molar absorption coefficient εG(λexc) (ex-

pressed in m2.mol−1) of the fluorophore at the excitation wavelength, Eq.(S65) yields

−dG
dt

= εG(λexc)I0(λexc)ℓ
1− exp (−2.3Atot(λexc))

Atot(λexc)V
G. (S67)

If the total absorbance Atot(λexc) is lower than 0.15, the kinetics of light absorption is first order (at first order) with

a rate constant kabs given in Eq.(S68)

kabs = 2.3εG(λexc)
I0(λexc)ℓ

V
= 2.3εG(λexc)I0(λexc) (S68)
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upon introducing the incident light intensity I0(λexc) (expressed in E.m−2.s−1).

We introduce the total concentration of the fluorophore as Ftot. Far from the saturation of the excited state of the

fluorophore, the fluorophore population in its excited state is given by E = kabsτEFtot where τE designates the lifetime

of the excited state. Then the fluorescence signal F (λexc, λem) collected from the fluorophore at a wavelength λem upon

exciting at λexc is given in Eq.(S69)

F (λexc, λem) = kFE = kFkabsτEFtot = 2.3kF τEFtotεG(λexc)I0(λexc) (S69)

where kF designates the rate constant associated to the radiative deexcitation of the excited state by fluorescence emission.

Most of the fluorophores obey the Kasha’s rule, which states that photon emission (termed fluorescence in the case

of a singlet S state) is expected in appreciable yield only from the lowest excited state, S1. Since only one state is

expected to yield emission, an equivalent statement of the rule is that the wavelength and the quantum yield of fluorescence

emission are independent of the excitation wavelength. Then the ratio F (λexc, λem) /εG(λexc)I0(λexc) is a constant and

the fluorescence signals F (λexc,1, λem) and F (λexc,2, λem) recorded at a same emission wavelength λem from a same

fluorophore solution upon exciting at the wavelengths λexc,1 (with a known light intensity I0(λexc,1)) and λexc,2 (with

light intensity I0(λexc,2) to be measured) respectively are linked with Eq.(S70), which is given in Figure 1b of the Main

Text upon identifying I0(λexc) to I(λexc) in order to simplify the notations

I0(λexc,2) =
εG (λexc,1)F (λexc,2, λem)

εG (λexc,2)F (λexc,1, λem)
I0 (λexc,1) . (S70)

B.3.2 Illumination with non-monochromatic illumination

We now consider a light source associated to a spectral light intensity I0(λ) (expressed in E.m−2.s−1.nm−1) spread over

[λmin;λmax] (with the wavelength expressed in nm). Then the rate constant kabs for light absorption by the fluorophore

obeys Eq.(S71)

kabs = 2.3

∫ λmax

λmin

εG(λ)I0(λ)d(λ) (S71)

and

F ([λmin;λmax], λem) = kFE = kFkabsτEFtot = 2.3kF τEFtot

∫ λmax

λmin

εG(λ)I0(λ)d(λ). (S72)

The application of the Kasha’s rule now yields the ratio F ([λmin;λmax], λem) /
∫ λmax

λmin
εG(λ)I0(λ)d(λ) to be a con-

stant and the relation Eq.(S72) yields Eq.(S73)
∫ λmax

λmin

εG(λ)I0(λ)d(λ) =
εG (λexc,1)F ([λmin;λmax], λem)

F (λexc,1, λem)
I0 (λexc,1) (S73)

by assuming that the light source delivering emission at λexc,1 is monochromatic (see section C).

We introduce the normalized emission spectrum j(λ) = I0(λ)/SI,0, where SI,0 designates the integral of I(λ) over

[λmin;λmax] (Eq.(S74))
∫ λmax

λmin

I0(λ)d(λ) = SI,0 (S74)
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and the integral of j(λ) over the same wavelength range is equal to one (see Eq.(S38)). Then Eq.(S73) yields Eq.(S75)

SI,0

∫ λmax

λmin

εG(λ)j(λ)d(λ) =
εG (λexc,1)F ([λmin;λmax], λem)

F (λexc,1)
I0 (λexc,1) (S75)

Hence, the computation of the integral of the action spectrum ASabs of the light source given in Eq.(S79)

ASabs =

∫ λmax

λmin

εG(λ)j(λ)d(λ) (S76)

together with the acquisition of F ([λmin;λmax], λem) and F (λexc,1) measured with a light source emitting at λexc,1 with

intensity I0 (λexc,1) yields the integral

SI,0 =
εG (λexc,1)F ([λmin;λmax], λem)

ASabsF (λexc,1)
I0 (λexc,1) (S77)

which can be alternatively written

SI,0 =
F ([λmin;λmax], λem)

ASabs,normF (λexc,1)
I0 (λexc,1) (S78)

by introducing the integral of the normalized action spectrum ASabs,norm of the light source given in Eq.(S79)

ASabs,norm =

∫ λmax

λmin

εG(λ)

εG (λexc,1)
j(λ)d(λ) (S79)

It becomes then possible to retrieve the scaled spectral light intensity I0(λ) = SI,0×j(λ) sought for given in Eq.(S80)

I0(λ) =
εG (λexc,1)F ([λmin;λmax], λem)(∫ λmax

λmin
εG(λ)j(λ)d(λ)

)
F (λexc,1)

I0 (λexc,1) j(λ) =
F ([λmin;λmax], λem)

ASabs,normF (λexc,1)
I0 (λexc,1) j(λ) (S80)

Eq.(S80) bears much similarity to Eq.(S70) except for a convolution of the molar absorption coefficient of the fluorophore

with the spectral light intensity.

In practice, one has the dependence of the absorption molar coefficient εG(λ) on the wavelength and an unscaled

emission spectrum of the light source S(λ) (expressed in arbitrary unit) and the goal is to scale it to retrieve the spectral

light intensity I0(λ) (expressed in E.m−2.s−1.nm−1) at the sample. The scaling step first involves the normalization

of the unscaled emission spectrum S(λ) by its integral S (see Eq.(S42)) to yield the normalized emission spectrum

j(λ) = S(λ)/S. Then one proceeds as reported above to first compute the integral of the action spectrum ASabs of the

light source given in Eq.(S79), and then retrieve the scaled spectral light intensity I0(λ) = SI,0 × j(λ) sought for after

determining SI,0 with Eq.(S77) from the acquisition of F ([λmin;λmax], λem) and F (λexc,1) measured with a light source

emitting at λexc,1 with intensity I0 (λexc,1).

In order to simplify the notations, we identified I0(λexc) to I(λexc) and SI,0 to SI in the Main Text.

C Assumption of monochromatic vs polychromatic light for retrieving cross sections
of light absorption

In this account, we used filtered LEDs (for the experiments in cuvettes and in epifluorescence microscopy) and a Xe

lamp (for the experiments in cuvettes) as light sources. Although they exhibit a limited bandwidth – less than 2-3 and 10
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nm with the filtered Xe lamp and LEDs respectively, we have been concerned with the level of error, which result from

considering them as strictly monochromatic for retrieving both the cross sections associated to the photoconversion (for

the actinometers) and the fluorescence intensity (for DDAO) at a given wavelength λexc.

We consider a light source associated to a spectral light intensity I(λ) (expressed in E.m−2.s−1.nm−1) spread over

[λmin;λmax] (with the wavelength expressed in nm). It perpendicularly illuminates a cuvette filled with an actinometer or a

photochemically inert fluorophore associated to a scaled excitation spectrum leading to its light absorption ϵ(λ) (expressed

in m2.mol−1). Then the rate constant for light absorption by the actinometer or the fluorophore obeys Eq.(S81)

kabs,poly = 2.3

∫ λmax

λmin

ϵ(λ)I(λ)d(λ). (S81)

kabs,poly determines the value of the fluorescence intensity of the fluorophore but it also determines the rate constant of

the photoconversion of the actinometer k12 when its associated quantum yield φ12 does not depend on the excitation

wavelength (see Eqs.(S23,S24)).

In the polychromatic approximation, we consider I(λ) to be a Gaussian distribution (bandwidth 2σ) with its integral

Iλexc peaking at λexc and extending over the wavelength range [λexc − 3σ;λexc + 3σ]. Then Eq.(S81) yields Eq.(S82)

kabs,poly = 2.3

∫
λexc+3σ

λexc−3σ

ϵ(λ)
Iλexc

σ
√
2π
e

−(λ− λexc)
2

2σ2 dλ. (S82)

In the monochromatic approximation, I(λ) = Iλexcδ(λ− λexc) and Eq.(S81) reduces to Eq.(S83)

kabs,mono = 2.3× ϵ(λexc)× Iλexc . (S83)

To assess the relevance of the monochromatic approximation for retrieving both the cross sections associated to

the photoconversion (for the actinometers) and the fluorescence intensity (for DDAO) at a given wavelength λexc, we

generated a simulated arbitrary spectrum ϵ(λ) (Figure S21a) and computed the deviation ( |kabs,poly−kabs,mono|
max(kabs,poly,kabs,mono)

) for

various values of λexc (position in the spectrum) and σ (half bandwidth of the light source) (Figure S21b). For σ = 20 nm

(larger than the half bandwidth of our LEDs) and whatever λexc, the error remains below 20%, which is the error estimated

for our evaluations of light intensity. In fact, the bandwidths of all the light-sources we used for calibration were below

σ = 10 nm so that the error is closer to 5%, which validates our exploitation of the monochromatic approximation for

retrieving both the cross sections associated to the photoconversion (for the actinometers) and the fluorescence intensity

(for DDAO) at a given wavelength λexc.

D Characterization of the fluorescent systems for measuring light intensity

This section details the Materials and Methods, and the thorough characterization of the fluorescent systems, which we

report to measure light intensity. It also details the experiments, which have been performed for their validation.
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Figure S21: Evaluation of the assumption of monochromatic vs polychromatic light for retrieving cross sections of light
absorption. a Arbitrary excitation spectrum ϵ(λ) (solid black line). This spectrum has been blurred by its convolution
with a gaussian kernel with increasing standard deviation (from 1 to 20 nm) representing the emission spectra of light
sources with various bandwidths (grey lines) in order to give an insight of how the bandwidth of the light source affects
the spectrum values; b Evolution of the deviation between kabs,poly and kabs,mono computed for various values of λexc
(circles: 320 nm, triangles: 405 nm, squares: 750 nm) and σ for the spectrum ϵ(λ) given in a. The grey area represents
the range of bandwidths of the various light sources used in this manuscript.

D.1 Materials

The materials were produced as reported in subsections B.1.1, B.2.1, and 1.4. For the syntheses, the reagents were

obtained from Sigma-Aldrich or TCI and used without purification. Solvents were obtained from VWR. Flash chro-

matography silica (high purity, 6 nm pore size, 40-63 µm particle size) was obtained from Sigma-Aldrich and was used to

perform purifications in manual column chromatography. NMR measurements were recorded using a Bruker Ultrashield

300 MHz NMR. 1H-NMR chemical shifts are reported using the residual protons of the deuterated solvents as references.
13C chemical shifts are reported using the signal from the solvents as references. The NMR spectra were processed us-

ing the Mnova Mestrelab software. Mass spectra were recorded using a Bruker UHR-Q-TOF MaXis system with ESI

ionization method at the High-resolution Mass Spectroscopy Platform at Orleans University.

D.2 UV/Vis absorption and fluorescence spectrometers

D.2.1 Instruments

UV/Vis absorption spectra were recorded on a UV/Vis spectrophotometer (Cary 300 UV-Vis, Agilent Technologies, Santa

Clara, CA) at 20 ◦C equipped with a Peltier 1×1 thermostatic cell holder (Agilent Technologies). Samples were contained

either in 1 cm × 1 cm (3 mL; the cuvette content was stirred) or in 0.3 cm × 0.3 cm (45 µL; the cuvette content was

not stirred) quartz cuvettes (Hellma Optics, Jena, Germany). Fluorescence measurements were acquired on a LPS 220

spectrofluorometer (PTI, Monmouth Junction, NJ), equipped with a TLC50 cuvette holder (Quantum Northwest, Liberty

Lake, WA) thermoregulated at 25 ◦C.
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D.2.2 Light sources

The constant illumination applied to generate the time evolution of the fluorescence signal from the chemical actinometers

has been obtained by using:

• LEDs for the photoconversion experiments performed at various light intensities. The lights from high power LEDs

(NCSU033B, Nichia Corp, JP; LHUV-405, LXZ1-PB01, Lumileds, NL, LXML-PWN1-0080, Lumileds, NL)

driven by a 4-channel current driver (DC4104, Thorlabs, NJ) were collimated by high-NA condenser (ACL25416UA,

f = 16 mm, Thorlabs, NJ) and filtered (BP ZET 365/20x, Chroma Technology, BP ET405/20x; Chroma Tech-

nology, VT, BP FF01-479/40-25, Semrock, NY and SP 694/SP, AHF, FR combined with a 665 dichroı̈c filter

FF665-Di02-25x36, Semrock, NY). The quasi-parallel beams were combined with dichroic mirrors (ZT375rdc,

T425LPXR, Chroma Technology, VT) and sent on the 3×3 mm2 aperture of the sample cuvette;

• the Xenon lamp of the LPS 220 spectrofluorometer (PTI, Monmouth Junction, NJ) for the photoconversion experi-

ments performed at various excitation wavelengths.

The emission spectra of the LEDs have been recorded by sending the light emitted from the LEDs into the emission

pathway of the fluorometer with reduced slits opening.

D.2.3 Measurement of the light intensity with a powermeter

A powermeter (PM100A, Thorlabs, NJ; S130C probe, Thorlabs, NJ) has been used to report on the light intensity ap-

plied on the cuvettes. In a first experiment, we analyzed the time recovery of the fluorescence signal from 488 nm-

photoswitched Dronpa-2 upon illumination at 405 nm7, 9 in order to calibrate at 405 nm the geometrical factor linking

the indication provided by the powermeter with the light intensity applied on the cuvette. Subsequently keeping constant

the position of the powermeter probe in the following experiments, we neglected the dispersion of the refractive index

over the investigated wavelength range and retained the value of this geometrical factor to convert the indication of the

powermeter (in W) into the light intensity (in E.s−1.m−2; see Section A) at the excitation wavelength.25

D.3 Optical setups

D.3.1 Epifluorescence microscope

Description Several photoconversion experiments (on photosynthetic organisms, Dronpa-2, DASA, DDAO) have been

performed on a home-built inverted epifluorescence microscope (Figure S22). To illuminate the samples, the lights from

high power LEDs (LXZ1-PB01, LHUV-405, LXZ1-PX01, LXM3-PD01; Lumileds, NL) are collimated by high-NA

condensers (ACL25416U-A, f = 16 mm, Thorlabs, NJ) and filtered by band pass filters (ET405/20x, ET550/15x; Chroma
25In our setup, the LEDs deliver homogeneous illumination on the 0.3 cm × 0.3 cm cuvette and the light intensity retrieved from the measurement

with the powermeter corresponds to the applied illumination in this case. In contrast, the measurement with the powermeter only provides an
equivalent light intensity assuming homogeneous illumination of the whole cuvette content when illumination is performed with the Xe lamp –
delivering heterogeneous illumination – or when using a partially illuminated a 1 cm × 1 cm cuvette in which only part of the stirred content is
illuminated.
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Technology, VT and FF01-479/40-25, FF01-650/13, Semrock, US) to avoid spectral overlaps. The quasi-parallel beams

are combined with dichroic mirrors (T425LPXR, T505LPXR Chroma Technology, VT and FF01 560 Di01, Semrock,

NY) and injected in a 400 µm-core optical fiber using a 20× objective (Nikon, NA = 0.75) to further homogenize the

light beams. Light at the output of the fiber is collimated with a 10× objective (Olympus, NA = 0.5) and focused with

f = 150 mm lens (AC254-150-A Thorlabs, NJ) at the back focal plane of a 10× imaging objective (Zeiss, NA = 0.5)

after being reflected by a dichroic mirror (Di-FF506, Semrock, US). The LEDs are powered by an LED driver (DC4104,

Thorlabs, NJ) controlled by an Arduino Uno card or a DAQ card (SCB68A with PCI 6374, National Instruments, US)

depending on the applications. The DAQ card also collects the output signals from detectors at 3 MHz maximum.

The fluorescence signal can either be collected by a photodetector (MPPC C13366 Hamamatsu, JP) or a camera (UEye

3060CT-M - IDS, DE). Another photodetector (MPPC C13366 Hamamatsu, JP) is used to collect the light excitation

before it reaches the sample. The photodetector was used in subsections 2.1.3, 2.4.3, D.4.4 dealing with experiments

on PA, DASA, and DDAO (Fluorescence images at wavelength 690/8 nm – FF01 690/8 Semrock), whereas the camera

was used in subsections 2.5, D.4.3, D.6 for the Dronpa-2 experiments (Fluorescence images at 525/30 nm – FF525-30,

Semrock, US). The videos were acquired at 3 or 5 Hz.

In order to evidence the effect of diffusion on the determination of the light intensity in the sample (see Figure 2g–i

of the Main Text), we patterned the light in the focal plane by inserting a silver film for camera with a black and white

imprinted picture on the conjugated plan of the objective.
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Figure S22: Schematic representation of the epifluorescence microscope.

Measurement of the light intensity at the focal plane with a powermeter The light intensity at the focal plane of

this microscope has been estimated with a powermeter (PM100A, Thorlabs, NJ). Its probe (S170C Thorlabs, NJ) was
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placed at the position of the sample and the excitation wavelength was selected. The collected output is given in Watt. To

estimate the surfacic power (W/m2), we further recorded a scaled image of the illumination spot at the sample position

to measure the spot surface (0.25 mm2 in our configuration where the illumination was narrowed by a diaphragm; see

Figure 2a of the Main Text).

D.3.2 Fluorescence macroimager

Images of a CAD model representation of the physical setup, created in Rhinoceros 3D (Robert McNeel & Associates,

Seattle, WA, US), are shown in Figure S23. The setup consists of separated imaging and illumination paths. The two

views provided of the model show how the angle of the optical axes of both, which are shown in red, differ. Looking at the

macroscope from the front, the illumination axis is offset from vertical by 28.6o, and from the side, 11.2o. The imaging

path consists of a macroscope objective (1X/WF, Nikon, Tokyo, Japan), to collimate the light originating from the sample

plane; an emission filter (550 nm CWL, 100 nm FWHM; 33-331, Edmund Optics Inc., Barrington, NJ, US), to pass as

much of only the fluoresced light as possible; and a camera objective (AF Nikkor 50 mm f/1.8D, Nikon, Tokyo, Japan), to

focus the collimated light onto the image sensor of a greyscale global-shutter camera (UI-3060CP-M-GL, IDS Imaging

Development Systems GmbH, Obersulm, Germany). The illumination path consists of a condenser lens (ACL25416U,

Thorlabs Inc., Newton, NJ, US) to collect the light from a blue LED (L1RX-BLU1000000000, Lumileds, San Jose, CA,

USA) and collimate it for passing through an excitation filter (ET470/40×, Chroma Technology Corp., Bellows Falls,

VT, US). Following the filter, the collimated light is injected into the entrance of a lightpipe (65-840, Edmund Optics

Inc., Barrington, NJ, US) using a plano convex lens (LA1422-A, Thorlabs Inc., Newton, NJ, US). The lightpipe is used

to homogenize the input light, providing homogeneous light at the pipe’s exit. The exit end of the lightpipe is conjugated

to the sample plane through the use of a matched achromatic doublet pair (MAP1040100-A, Thorlabs Inc., Newton, NJ,

US). Images, or a description, of the optomechanical components used to hold the optical components in place are not

described here. The distance between the components in the imaging path is such that the macroscope objective forms

collimated light at its output, and the camera objective takes the collimated light and focuses it onto the sensor. The

distance between the two objectives was approximately 65 mm, with the emission filter being placed about 20 mm above

the macroscope objective. The distances between the components in the illumination path are introduced in the following

section on the setup of the simulation.

In relation to the electronics, the LED was connected to an LED driver (DC4104, Thorlabs Inc., Newton, NJ, US)

to power it, and the camera to a custom-built PC running Windows 10 (Microsoft Corp., Redmond, WA, US) to accept

images from it. The cameras frames were triggered using an Elegoo Uno R3 board (Elegoo, Shenzhen, China).

The experiment was carried out using a 4 µM Dronpa-2 solution sandwiched between two round 40 mm micro-

scope cover slips (Thermo Fisher Scientific, Waltham, MA, US), using a 17 × 28 mm Gene Frame (Thermo Fisher

Scientific, Waltham, MA, US) to maintain the separation between the slides at approximately 0.25 mm and hold the

solution in place. The sandwich was placed flat, relative to the imaging optical axis, on the sample plane, and at the
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Figure S23: Fluorescence macroimager. CAD rendered diagrams of the optical elements composing the macroscope;
LEFT – Frontal view, RIGHT –Side view. 1 – LED, 2 – Condenser, 3 – Excitation Filter, 4 – Condenser, 5 – Lightpipe, 6
– Matched Achromatic Doublets, 7 – Camera, 8 – Camera Objective, 9 – Emission Filter, 10 – Macroscope Objective, 11
– Sample.

focal distance of the macroscope objective. The experiment involved acquiring images, at a frequency of 6 Hz, for 30

seconds, while, at a time point shortly after the camera was started, the LED was driven with a current of 1000 mA.

The video and data corresponding to the final intensity image output is provided (Macroscope/MACRO video.tiff and

Macroscope/MACRO ExperimentalData.npy, respectively).

D.3.3 Confocal microscopy

Several photoconversion experiments on Dronpa-2 have been performed on confocal microscopes. The confocal micro-

graphs were acquired on a Zeiss LSM 710 Laser Scanning Microscope equipped with continuous laser lines at 405 and

488 nm and a Plan NeoFluar 20×/0.5 objective, or on a Leica TCS SP8 confocal microscope equipped with a HC PL APO

CS2 40x/1.10 water immersion objective, a continuous laser line delivering light at 405 nm and a white light laser (WLL)

source delivering 200-300 ps light pulses at 488 nm every 13.6 ns. ZEN software from Zeiss or LAS X software from

Leica were used to collect the data. The images were analyzed with Fiji and Python.

D.3.4 Fluorometer for acquisition of the fast OJIP transient fluorescence response to PA illumination

Besides the corresponding measurements which have been performed with the epifluorescence microscope equipped

with the MPPC photodetector, we used the FL 6000 fluorometer from Photon Systems Instruments (PSI; Drásov, Czech

Republic) to record the fast OJIP transient fluorescence response to illumination of microalgae.

The LED mounted on this PSI instrument is the LXML-PH01 LED, which belongs to the LUXEON Rebel Color Line
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from LUMILEDS. Its unscaled emission spectrum S(λ) was measured with a portable spectrophotometer (SpectraPen

Mini - PSI, CZ).

D.3.5 Fluorescence Correlation Spectroscopy

The one-photon excitation FCS setup consisted of a laser source, a home built microscope and two avalanche photodiodes

(APD). The laser source was a 488 nm laser (LBX-488, Oxxius, Lannion, FR). The laser beam was expanded 3 times at

the entrance of the microscope using pairs of converging lenses (AC254-030-A and AC254-075-A, Thorlabs, NJ) to reach

a diameter of 8 mm and sent with a dichroic mirror (FF506-Di03, Semrock, NJ) at the back aperture of a water-immersion

objective (60×/1.2, UPlanApo, Olympus, JP). The fluorescence was collected through the same objective and filtered with

a bandpass filter (ET525/30m, Chroma VT; FF01-650/13 Semrock, NY) before being focused at the entrance of a 50 µm

core optical fiber (M14L02, Thorlabs, NJ) with a f = 200 mm lens (AC254-200-A, Thorlabs, NJ). Light at the exit the

fiber was re-collimated with a 50 mm lens and separated by a cube beam splitter with a 1:1 ratio and then focused on

the 200 µm2 working surfaces of the two APDs (SPCM-AQR-14, Excelitas Technologies, MA). The signal outputs of

the APD modules (TTL pulses) were acquired by a digital autocorrelator module (ALV-6000, ALV-Gmbh, DE) which

computed online the cross-correlation function of the fluorescence fluctuations. Ten runs of 60 s were averaged to yield

the final data including the associated standard deviations at the different lag times.

D.4 Intrinsically fluorescent actinometers

D.4.1 Cin

This actinometer has been thoroughly investigated by Jullien et al.3, 13 It has been shown to irreversibly convert into 6,8-

dibromo-7-hydroxycoumarin in water13 and in water–acetonitrile mixtures3 under illumination in the UV A wavelength

range.

Preparation of the Cin solutions The synthesis of the (E)-3-(3,5-dibromo-2,4-dihydroxyphenyl) acrylic acid ethyl

ester (Cin) actinometer is reported in the subsection 1.2.1. The Cin solution was produced in two steps. A first 10

mM stock solution was made by dissolving 3.8 mg Cin powder in 1 mL of spectrograde DMSO. This stock solution

was subsequently diluted in 20 mM Tris pH 7 100 mM NaCl buffer to get the final solutions used for the fluorometric

investigations at 5.6 or 16.8 µM concentration. In these solutions, the volumetric DMSO/Buffer ratio is 0.05 and 0.16

% respectively. These solutions can be kept under the protection of ambient light (container covered with an Aluminium

foil) at 20 oC for up to a day.

Absorption spectrum of Cin and emission spectrum of its coumarin photoproduct Cin exhibits a significant light

absorption between 300 and 430 nm solution in 20 mM Tris pH 7 100 mM NaCl buffer (see Figure S24). Its photoproduct,

6,8-dibromo-7-hydroxycoumarin, emits fluorescence between 400 and 600 nm in the same solvent (see Figure S24).
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Figure S24: Absorption spectrum of 5.6 µM Cin solution (solid line) and fluorescence emission spectrum of its pho-
toproduct, 6,8-dibromo-7-hydroxycoumarin (dotted line; λexc = 368 nm) in 20 mM Tris pH 7 100 mM NaCl buffer
recorded in a 1×1 cm2 quartz cuvette. T = 293 K.

Determination of the quantum yield of Cin photoconversion in pH 7 Tris buffer at 405 nm The quantum yield

of the Cin photoconversion is 0.05 at 350 nm in acetonitrile/20 mM Tris pH 7 100 mM NaCl buffer 1/1 (v/v).3 In this

manuscript, we evaluated its value at 405 nm in pure 20 mM Tris pH 7 100 mM NaCl buffer. We also examined any

possible upper range of light intensity beyond which the photochemical step is not anymore rate-limiting in the Cin

light-driven conversion in pH 7 Tris buffer.

Figure S25a displays the time dependence of the fluorescence emission of 16.8 µM Cin in 20 mM Tris pH 7 100 mM

NaCl buffer at 456 nm upon irradiation at various light intensities at 405±20 nm, which have been measured by using

the Nit actinometer (see below). Then we applied the monoexponential fitting function given in Eq.(S1) to the temporal

rises of the normalized fluorescence in order to retrieve the characteristic times of the photoconversion τ . As displayed

in Figure S25b, the inverse of the characteristic times of the photoconversion linearly depends on the light intensity. This

behavior demonstrates that the rate limiting step of Cin photoconversion in 20 mM Tris pH 7 100 mM NaCl buffer is

photochemical at least up to 6 10−4 E.m−2.s−1 light intensity. However, despite the observed linearity of the inverse of

the characteristic time of the Cin photoconversion on the light intensity, one notices that the photoproduced 6,8-dibromo-

7-hydroxycoumarin experiences significant photobleaching (see Figure S25a), which may reduce the amplitude of the

observable fluorescence rise. Hence it is suggested to restrict the use of the fluorescent actinometer to light measurements

below 5 10−5 E.m−2.s−1 light intensity at 405 nm.

Eq.(S24) was used to retrieve σ = 184 ± 2 m2.mol−1 from the slope of the dependence of the inverse of the char-

acteristic time of the photoconversion on the light intensity. Equipped with the latter value of the cross section for

the photoconversion and the value of the molar absorption coefficient of Cin at 405 nm (0.7 104 M−1.cm−1 = 0.7 103

m2.mol−1), we used Eq.(S23) to extract φF = 0.13± 0.02 as the value of the quantum yield of the Cin photoconversion

at 405 nm in 20 mM Tris pH 7 100 mM NaCl buffer.
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Figure S25: Determination of the cross section for the photoconversion of (E)-3-(3,5-dibromo-2,4-dihydroxyphenyl)
acrylic acid ethyl ester (Cin) in pH 7 Tris buffer at 405 nm. a: Time evolution of the normalized fluorescence emis-
sion at 456 nm from a 16.8 µM Cin in 20 mM Tris pH 7 100 mM NaCl buffer contained in a 3 mm optical path quartz
cuvette upon irradiation at various constant light intensity at 405 nm (in 10−5 E.m−2.s−1): 0.88 (circles), 2.0 (squares),
6.1 (triangles), 13 (diamonds), 27 (disks), and 54 (hexagons). Markers: Experimental data; Solid lines: Monoexponential
fit with Eq.(S1); b: Dependence of the inverse of the characteristic time τ retrieved in a from the monoexponential fit on
the light intensity. Markers: Experimental data; Solid line: Linear fit. The extracted slope is 184± 2 m2.mol−1. T = 293
K.

Dependence of the quantum yield of the Cin photoconversion on the excitation wavelength Then we studied the

dependence of the quantum yield of the Cin photoconversion on the excitation wavelength. Figure S26 displays the time

dependence of the fluorescence emission of a 5.6 µM Cin in 20 mM Tris pH 7 100 mM NaCl buffer upon irradiation at

constant light intensity at 350, 365, 380, 405, and 420 nm, which have been measured from recording the light power

transmitted through the 1 cm light path quartz cuvette. Then we applied the monoexponential fitting function given in

Eq.(S1) to the temporal rises of the normalized fluorescence at 456 nm in order to retrieve the rate constants of the photo-

conversion upon exciting at various wavelengths (Figure S26). Equipped with the rate constants of the photoconversion

and the light intensities (retrieved from the light powers) measured at all the excitation wavelengths, and the dependence

of the molar absorption coefficient of Cin on the wavelength, we used Eq.(S23) to extract the dependence of the quantum

yield of the Cin photoconversion on the excitation wavelength upon fixing the value of the quantum yield of the Cin

photoconversion to 0.13 at 405 nm. The results are displayed in Table S4. The quantum yield of the Cin photoconversion

is essentially constant and equal to 0.22 ± 0.02 from 350 to 380 nm but seems to drop on the red edge of its absorption

band.

Estimate of the achievable measurement uncertainty on light intensity I Considering the uncertainty in the param-

eters (σ and τ ), we estimate that the achievable measurement uncertainty on light intensity I is 20% by using Cin.
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Figure S26: Dependence of the quantum yield of the Cin photoconversion on the excitation wavelength. Time dependence
of the normalized fluorescence emission at 456 nm of a 5.6 µM Cin in 20 mM Tris pH 7 100 mM NaCl buffer contained in
a 1×1 cm2 quartz cuvette upon illumination at constant light intensity at 350 (circles), 365 (squares), 380 nm (triangles),
405 (diamonds), and 420 (hexagons) nm. Markers: Experimental data; solid lines: Monoexponential fit with Eq.(S86).
T = 293 K.

Table S4: Photoconversion parameters of (E)-3-(3,5-dibromo-2,4-dihydroxyphenyl) acrylic acid ethyl ester (Cin) in 20
mM Tris pH 7 100 mM NaCl buffer. The quantum yield of photoconversion φF has been extracted from analyzing the rise
of the fluorescence emission at 456 nm of a 5.6 µM Cin in 20 mM Tris pH 7 100 mM NaCl buffer under monochromatic
illumination at 350, 365, 380, 405, and 420 nm as representatives of 350 nm – 420 nm range. The molar absorption
coefficients ε(λexc) were extracted from the Cin absorption spectrum by using the Beer-Lambert law. The cross section
σ(λexc) was evaluated with Eq.(S23). Isup(λexc) indicates the upper light intensity tested and relevant for a reliable
measurement.

λexc 103 × ε(λexc) σ(λexc) φF Isup(λexc)
(nm) (±10%; M−1cm−1) (±10%; m2mol−1) (±0.02) (E.m−2.−1 (W.m2))
350 20 940 0.20 1.6 10−5(5.5)a

365 23 1200 0.23 1.4 10−5(4.6)a

380 19 1000 0.24 1.7 10−5(5.3)a

405 6.4 184 0.13 5.0 10−5(15)a

420 2.5 49 0.09 1.3 10−4(37)a

a Extracted from the value of Isup(λexc) by using Isup(λexc) = Isup(λexc,ref)× ε(λexc,ref )
ε(λexc)

where λexc,ref designates the wavelength at which the extraction of the cross section of
photoconversion has been performed (λexc,ref = 405 nm for Cin).

D.4.2 Dronpa-2

The reversibly photoswitchable fluorescent proteins (RSFPs)14 are favorable endogenously fluorescent actinometers,

when access to biological techniques is available. Indeed, they are genetically-encoded and can be easily introduced

in various live and fixed biological samples (e.g. bacteria, eucaryotic cells from animals and plants, leaves and roots

of live plants) or produced as solutes in a buffer solution. Moreover, their cross sections for photoisomerization span

a wide range (over two orders of magnitude9) in the 450-500 nm range, which opens a road to measure light intensity

over a wide range of values. In this manuscript, we illustrate this series of fluorescent actinometers with Dronpa-2 (or
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M159T).15 This variant of the reversibly photoswitchable green fluorescent protein Dronpa16 benefits from an appropriate

characteristic time close to the minute associated to its thermal return after photoconversion, which makes it appropriate

for repeated use without generating a too demanding lower limit of the reliably measurable light intensity. However, the

proposed methodology will be relevant as well for the other RSFPs.

In aqueous solution at neutral pH, Dronpa-2 exhibits a broad absorption band spanning the 420-520 nm range. Under

blue light around 480 nm, Dronpa-2 photoswitches from a bright to a dark state (negative photochromism). In contrast,

it photoswitches from a dark to a bright state under violet light (around 405 nm). The quantitative analysis of the kinetics

of Dronpa-2 photoswitching has been thoroughly investigated by Le Saux, Jullien, et al.7, 9 The time evolution of its

fluorescence emission upon constant illumination at 480 nm and 405 nm obeys a simple two-state kinetic model at time

scales longer than a few ms, which enables to measure light intensity up to 10 E.m−2.s−1 (3×106 W.m−2).9

Preparation of the Dronpa-2 samples Three Dronpa-2-based actinometers are proposed for measuring light intensity

in the 440-500 nm wavelength range: a Dronpa-2 solution, Dronpa-2-labeled Escherichia coli cells, and fixed U-2 OS

eucaryotic cells Dronpa-2-labeled at their nucleus.

The production of those actinometers is reported in the subsections 1.3.2, 1.3.3, and 1.3.4.

The concentration of the solutions of Dronpa-2 purified protein, i.e. Dronpa-2 solution, and Dronpa-2 labeled

bacteria were fixed as follows. The absorption spectrum of the original samples were recorded over the 200 nm – 800 nm

wavelength range. The original solutions were subsequently diluted in DPBS 1× pH 7.4 buffer (2.7 mM KCl, 138 mM

NaCl, 1.5 mM KH2PO4, 8.1 mM Na2HPO4) such that their absorbance at 488 nm was in the 0.15 range.

The Dronpa-2 solution and Dronpa-2-labeled Escherichia coli cells can be kept under the protection of ambient

light (container covered with an Aluminium foil) at - 20 oC for up to two weeks. The fixed U-2 OS eucaryotic cells

Dronpa-2-labeled at their nucleus remain functional for several weeks when kept at +4◦C.

Absorption and emission spectra of Dronpa-2 At neutral pH, the Dronpa-2 solution exhibits a significant light ab-

sorption between 440 nm and 500 nm and emits fluorescence peaking at 512 nm (see Figure S27).

Determination of the cross sections of photoconversion of Dronpa-2 in bacteria at 480 and 405 nm We already

evidenced that the Dronpa-2 photoconversion can be reliably modeled as a two-state exchange up to a threshold of light

intensity in the 10 E.m−2.s−1 with values of the cross sections of photoconversion of Dronpa-2 in aqueous solution at

pH 7.4, which are respectively equal to 198 and 415 m2.mol−1 at 480 and 405 nm.9 We also analyzed the Dronpa-2

photoconversion in fixed eucaryotic cells Dronpa-2-labeled at the nucleus and did not notice any significant departure

of the photoconversion kinetics with respect to the solution (see Supplementary Table 6 in the Supporting Information

of the reference7). In this subsection, we measured the values of the corresponding cross sections of photoconversion of

Dronpa-2 in Dronpa-2 labeled bacteria.
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Figure S27: Absorption (solid line) and emission (dotted line; λexc = 480 nm) spectra of 2.1 µM Dronpa-2 solution in
DPBS 1× pH 7.4 buffer recorded in a 1×1 cm2 quartz cuvette. T = 293 K.

Figures S28a,c display the time dependence of the fluorescence emission of the suspension of Dronpa-2 labeled

bacteria in DPBS 1× pH 7.4 buffer contained in a 3 mm light path quartz cuvette upon irradiation at various combinations

of light intensities, which have been calibrated from analyzing the time evolution of the fluorescence signal from the

Dronpa-2 pH 7.4 aqueous solution upon illumination at 480 or 405 nm.7, 9 Figure S28a displays the time decay of the

fluorescence emission of the suspension of Dronpa-2 labeled bacteria upon illumination at several light intensities at 480

nm under constant light intensity at 405 nm whereas Figure S28c displays the time rise of the fluorescence emission of

the suspension of 480 nm-phoswitched Dronpa-2 labeled bacteria upon illumination at several light intensities at 405

nm under constant light intensity at 480 nm. Then we applied the monoexponential fitting function given in Eq.(S1)

to the temporal evolutions of the normalized fluorescence at 515 nm in order to retrieve the characteristic times of the

photoconversion τ under the various conditions of illumination. As displayed in Figures S28b,d the inverses of the

characteristic times of the photoconversion linearly depend on the light intensity. This behavior demonstrates that the

rate limiting step of the Dronpa-2 photoconversion in Dronpa-2 labeled bacteria is photochemical at least up to 2 10−3

E.m−2.s−1 light intensity. Eq.(S24) was used to retrieve σ(480) = 251± 7 m2.mol−1 and σ(405) = 370± 2 m2.mol−1

from the observed slopes.

Comparison of the cross sections of photoconversion of Dronpa-2 at 480 nm in solution and in a polyacrylamide

gel In order to account for the impact of molecular diffusion on the determination of the light intensity in the focal

plane of the epifluorescence microscope, we compared the kinetics of the photoconversion of Dronpa-2 on a selected

homogeneous region of interest (100×100 pixels; see Figure S29a) in solution and in a polyacrylamide gel (prepared by

adding 20 µL of Dronpa-2 stock solution to 20 µL of 40% acrylamide/bis-acrylamide (37.5:1 ratio, Merck), 1 µL of

10% N,N,N’,N’-Tetramethylethylenediamine (TEMED) in water and 1 µL of 10 % ammonium persulfate in water. The

blue light was turned on and the decays of the fluorescence were collected on the camera at 3 Hz (see Figure S29b). The
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Figure S28: Determination of the cross section of photoconversion of Dronpa-2 in Dronpa-2 labeled bacteria at 480
and 405 nm. a: Time evolution of the normalized fluorescence emission at 515 nm from Dronpa-2 labeled bacteria in
DPBS 1× pH 7.4 buffer in 3 mm optical path cuvette upon irradiation at various constant light intensities at 480 nm (in
10−4 E.m−2.s−1; disks: 1.5; circles: 2.7; squares: 6.2; diamonds: 11.2; triangles: 17.7) and constant light intensity at
405 nm equal to 3.9 10−5 E.m−2.s−1. Markers: Experimental data; Solid lines: Monoexponential fit with Eq.(S1); b:
Dependence of the inverse of the characteristic time τ retrieved in a from the monoexponential fit on the light intensity.
Markers: Experimental data; Solid line: Linear fit. The extracted slope is 251 ± 7 m2.mol−1; c: Time evolution of the
normalized fluorescence emission at 515 nm from Dronpa-2 labeled bacteria in 3 mm optical path cuvette upon irradiation
at various constant light intensities at 405 nm (in 10−5 E.m−2.s−1; disks: 1.7; circles: 3.9; squares: 11.6; diamonds: 24.5;
triangles: 51.0) and constant light intensity at 480 nm equal to 6.2 10−4 E.m−2.s−1. Markers: Experimental data; Solid
lines: Monoexponential fit with Eq.(S1); d: Dependence of the inverse of the characteristic time τ retrieved in c from
the monoexponential fit on the light intensity. Markers: Experimental data; Solid line: Linear fit. The extracted slope is
370± 2 m2.mol−1.

retrieved characteristic times τ decays were found similar in the solution (τ = 0.91 s) and in the gel (τ = 1.03 s) so as

to support that the cross sections of photoconversion of Dronpa-2 in solution and in a polyacrylamide gel are essentially

identical under these experimental conditions.
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Figure S29: Comparison of the fluorescence decay associated to the photoconversion of Dronpa-2 in solution and in a
polyacrylamide gel. a: 100×100 pixels region of interest selected for analysis in the image generated in the polyacry-
lamide gel; b: Averaged decays of the fluorescence signal over the selected area. Experimental data: disk (solution)
triangles (gel); monoexponential fits: solid lines (solution: τ = 0.91 s, polyacrylamide gel: τ = 1.03 s).

Dependence of the cross sections of the Dronpa-2 photoconversion on the excitation wavelength Then we studied

the dependence of the cross sections of photoconversion of Dronpa-2 in Dronpa-2 solution and in Dronpa-2 labeled

bacteria on the excitation wavelength.

Figures S30a,b display the time dependence of the fluorescence emission of a 8.8 µM Dronpa-2 solution (Figure

S30a) and of Dronpa-2 labeled bacteria (Figure S30b) in DPBS 1× pH 7.4 buffer upon irradiation at constant light inten-

sity at 445, 480, and 500 nm in a 3 mm optical path quartz cuvette. Then we applied the monoexponential fitting function

given in Eq.(S1) to the temporal rises of the normalized fluorescence at 515 nm in order to retrieve the rate constants

of the photoconversion upon exciting at various wavelengths. Equipped with the rate constants of the photoconversion

and the light intensities (retrieved from the light powers) measured at all the excitation wavelengths, we used Eq.(S23) to

extract the dependence of the cross sections of photoconversion of Dronpa-2 in the Dronpa-2 solution and in Dronpa-2

labeled bacteria on the excitation wavelength upon fixing their values to 198 and 251 m2.mol−1 at 480 nm respectively.

The results are displayed in Table S5. By further using the dependence of the molar absorption coefficient of Dronpa-2

in in DPBS 1× pH 7.4 buffer on the wavelength, we extracted the quantum yield associated to Dronpa-2 photoswitching

at 445, 480, and 500 nm in Dronpa-2 solution and in Dronpa-2 labeled bacteria respectively. As displayed in Table S5,

the extracted values are all in the 1–2×10−2 range and do not considerably depend on the excitation wavelength.

Estimate of the achievable measurement uncertainty on light intensity I Considering the uncertainty in the param-

eters (σ and τ ), we estimate that the achievable measurement uncertainty on light intensity I is 20% by using Dronpa-2.
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Figure S30: Dependence of the cross sections of photoconversion of Dronpa-2 on the excitation wavelength from an-
alyzing the decay of the Dronpa-2 fluorescence under illumination. Time dependence of the normalized fluorescence
emission at 515 nm of a 8.8 µM Dronpa-2 solution (a) and Dronpa-2 labeled bacteria (b) in DPBS 1× pH 7.4 buffer
in 3 mm optical path cuvette upon illumination at constant light intensity at 445 (triangles), 480 nm (circles), and 500
(diamonds) nm. Markers: Experimental data; solid lines: Monoexponential fit with Eq.(S1). T = 293 K.

Table S5: Photoconversion parameters of Dronpa-2 in Dronpa-2 solution and in Dronpa-2 labeled bacteria in DPBS 1×
pH 7.4 buffer. The cross sections of photoconversion, σsol(λexc) and σbac(λexc), have been extracted from analyzing the
decay of the fluorescence emission at 515 nm of a 8.8 µM Dronpa-2 solution and Dronpa-2 labeled bacteria respectively,
under monochromatic illumination at 445, 480, and 500 nm upon adopting the value at 480 nm (which was measured
in subsection D.4.2) and under fixing the rate constant associated to thermal return k∆21 (3.2 10−3 s−1 in the Dronpa-2
solution and in the Dronpa-2 labeled bacteria respectively). The molar absorption coefficients ε(λexc) were extracted
from the Dronpa-2 absorption spectrum in Dronpa-2 solution in DPBS 1× pH 7.4 buffer by using the Beer-Lambert law.
The quantum yields of Dronpa-2 photoconversion in Dronpa-2 solution and of Dronpa-2 labeled bacteria, φsol and φbac

respectively, were evaluated from the cross sections of photoconversion with Eq.(S23). [I(λexc)] indicates the range of
reliably measurable light intensity associated to the actinometer photoconversion at λexc.
λexc 104εsol(λexc) σsol(λexc) 102φsol σbac(λexc) 102φbac [I(λexc)]a

(nm) (±0.1; M−1cm−1) (±10%; m2mol−1) (±0.2) (±10%; m2mol−1) (±0.2) (E.m−2.s−1 (W.m2))
445 3.8 140 1.6 192 2.2 [3 10−4–18] ([80–4.8 106])
480 7.0 198 1.2 251 1.6 [2 10−4–10] ([50–2.5 106])
500 5.3 128 1.0 151 1.3 [3 10−4–13] ([72–1.0 106])

a The lower range of I(λexc) has been computed from Eq.(S60) upon using the values of k∆21 and σsol(λexc). The upper range of
I(λexc) has been retrieved from the value of Ic1(480 nm) given in Supplementary Table 3 of the reference9 by using Isup(λexc) =
Ic1(480 nm)× ε(480 nm)

ε(λexc)
.

D.4.3 DASA

Photochromic dyes provide attractive reusable actinometers since they reversibly change of color upon photoreaction.17

Yet, only a few of them absorb up to the red wavelength range. Donor-acceptor Stenhouse dyes reversibly photoswitch

between an open conjugated state absorbing above 500 nm, and a cyclic non-conjugated state that absorbs below 300 nm.18

We recently introduced such a photochromic dye – subsequently denoted DASA, which has been thoroughly investigated

by Jullien, Adelizzi et al.5 In acetonitrile, it exhibits a broad absorption band spanning the 530-670 nm range, which is
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associated to an open form. It encounters a reversible two-step light-triggered conversion under illumination at 595 nm:

A Z/E photoisomerization is followed by a thermally-driven cyclization resulting in the cyclic colorless form.

Preparation of the DASA solution The synthesis of the sodium 4-(4-((2Z,4E)-2-hydroxy-5-(indolin-1-yl)penta-2,4-

dien-1-ylidene)-3-methyl-5-oxo-4,5-dihydro-1H-pyra-zol-1-yl)benzenesulfonate (DASA) actinometer is reported in the

subsection 1.2.3. The preparation of the DASA solution is performed in two steps. A first 0.2 mM mother DASA solution

is prepared in spectroscopy grade DMSO. It can be kept under the protection of ambient light (container covered with

an Aluminium foil) at 20 oC for up to a week. The mother solution is then diluted in spectroscopy grade acetonitrile to

yield a final 40 µM DASA in a 1:50 (v/v) (or 20 µM DASA in a 1:100 (v/v)) mixture of spectroscopy grade DMSO and

acetonitrile. This solution has to be freshly prepared and equilibrated for 2 h before immediate use.

Absorption and emission spectra of DASA In acetonitrile, the DASA open state absorbs light between 530 and 670

nm and emits fluorescence emission, which peaks at 650 nm and extends up to 675 nm (see Figure S31).
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Figure S31: Absorption (solid line) and emission (dotted line; λexc = 600 nm) spectra of 30 µM DASA solution in a 1:50
(v/v) mixture of spectroscopy grade DMSO and acetonitrile recorded in a 3 mm quartz cuvette. T = 293 K.

Determination of the quantum yield of DASA photoconversion in acetonitrile at 632 nm We evaluated the quantum

yield of DASA photoconversion in acetonitrile at 632 nm and examined whether there is a possible upper range of light

intensity beyond which the photochemical step is not anymore rate-limiting in the DASA light-driven conversion.

Figure S32a displays the time evolution of the fluorescence emission of 40 µM DASA in a 1:50 (v/v) mixture of

spectroscopy grade DMSO and acetonitrile contained in a 3 mm optical path cuvette upon illumination at various light

intensities at 632 nm measured with a powermeter. The monoexponential fitting function given in Eq.(S1) was applied to

the temporal decays of the normalized fluorescence emission at 675 nm in order to retrieve the characteristic times of the

photoconversion τ upon exciting at various light intensities. As displayed in Figure S32b, the inverse of the characteristic
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times of the photoconversion linearly depends on the light intensity. This behavior demonstrates that the rate limiting step

of DASA photoconversion in acetonitrile is photochemical at least up to 6 10−4 E.m−2.s−1 light intensity. Eq.(S24) was

used to retrieve σ = 1135± 50 m2.mol−1 from the slope.

This experiment was reproduced on a microscopy setup with MPPC detection of the emitted fluorescence. 40 and 100

µM DASA in a 1:35 (v/v) mixture of spectroscopy grade DMSO and acetonitrile contained in a 200 µm-high glass slide

chamber were exposed to illumination at various light intensities at 630± 7 nm (measured with a powermeter) and their

emission was collected at 690±8 nm. As displayed in Figure S32c, very similar results have been obtained with σ values

ranging from 1128± 40 to 1136± 50 m2.mol−1.
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Figure S32: Determination of the quantum yield of photoconversion of sodium 4-(4-((2Z,4E)-2-hydroxy-5-(indolin-1-
yl)penta-2,4-dien-1-ylidene)-3-methyl-5-oxo-4,5-dihydro-1H-pyra-zol-1-yl)benzenesulfonate (DASA). a: Time evolution
of the normalized fluorescence emission at 675 nm from a 40 µM DASA solution in a 1:50 (v/v) mixture of spectroscopy
grade DMSO and acetonitrile contained in a 3 mm optical path cuvette upon illumination at various light intensities
at 632 nm (in 10−5× E.m−2.s−1: 2.3, 3.1, 5.5, 9.7, 15, 19, 43, and 58). Markers: Experimental data; Solid lines:
Monoexponential fit with Eq.(S1); b: Dependence of the inverse of the characteristic time τ retrieved in a from the
monoexponential fit on the light intensity. Markers: Experimental data; Solid line: Linear fit. The extracted slope is 1135
m2.mol−1 c: Dependence of the inverse of the characteristic time τ retrieved in the experiments performed on DASA
solutions in a 1:35 (v/v) mixture of spectroscopy grade DMSO and acetonitrile contained in a 200 µm-high glass slide
chamber upon illumination at various light intensities with a microscopy setup equipped with MPPC detection of the
emitted fluorescence. Excitation wavelength: 630 ± 7 nm; emission wavelength: 690 ± 8 nm. Markers: The disks and
the circles are associated to two series of experiments on 40 µM DASA solution and the squares have been recorded on a
100 µM DASA solution. The solid and dotted lines result from the monoexponential fit on the light intensity of the data
gathered on 40 and 100 µM DASA solutions respectively. The extracted slopes are 1135± 50 and 1128± 40 m2.mol−1

respectively.

Dependence of the quantum yield of the DASA photoconversion on the excitation wavelength Then we studied the

dependence of the quantum yield of the DASA photoconversion on the excitation wavelength. Two different protocols

have been implemented.

Decay of the DASA absorbance under illumination Figure S33a displays a representative time dependence of the

absorption spectrum of 40 µM DASA in a 1:50 (v/v) mixture of spectroscopy grade DMSO and acetonitrile upon irradi-

ation at constant light intensity at 632 nm. This experiment has been reproduced upon exciting at various wavelengths
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while recording the light power transmitted through the 3 mm light path quartz cuvette. Then we applied the monoex-

ponential fitting function given in Eq.(S1) to the temporal decays of the normalized absorbance at 632 nm in order to

retrieve the rate constants of the photoconversion upon exciting at various wavelengths (Figure S33b). Equipped with the

rate constants of the photoconversion and the light intensities (retrieved from measuring the light powers with a power-

meter) measured at all the excitation wavelengths, we used Eq.(S23) to extract the dependence of the cross section of the

DASA photoconversion on the excitation wavelength upon fixing its value to 1135 m2.mol−1 at 632 nm. The results are

displayed in Table S6. The quantum yield of the DASA photoconversion is demonstrated to be essentially constant over

the whole range of investigated wavelengths.
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Figure S33: Dependence of the cross section of the DASA photoconversion on the excitation wavelength from analyzing
the decay of the DASA absorbance under illumination. a: Time dependence of the absorption spectrum of 40 µM DASA
in a 1:50 (v/v) mixture of spectroscopy grade DMSO and acetonitrile in a 3 mm light path quartz cuvette upon irradiation
at constant light intensity at 632 nm in 5 s increments from the initial time; b: Time dependence of the normalized
absorbance at 632 nm of 40 µM DASA solution in a 1:50 (v/v) mixture of spectroscopy grade DMSO and acetonitrile
upon illumination at constant light intensity at 530 (circles), 560 nm (squares), 600 (triangles), 632 (diamonds), 650
(pentagons), and 670 (hexagons) nm. Markers: Experimental data; Solid lines: Monoexponential fit with Eq.(S1). T =
293 K.

Decay of the DASA fluorescence under illumination Figure S34 displays the time dependence of the fluorescence

emission of 20 µM DASA in a 1:100 (v/v) mixture of spectroscopy grade DMSO and acetonitrile upon irradiation at

constant light intensity at 530, 560, 600, 632, 650, and 670 nm, which have been measured from recording the light

power transmitted through the 3 mm light path quartz cuvette. Then we applied the monoexponential fitting function

given in Eq.(S1) to the temporal decays of the normalized fluorescence in order to retrieve the rate constants of the

photoconversion upon exciting at various wavelengths. Equipped with the rate constants of the photoconversion and the

light intensities (retrieved from the light powers) measured at all the excitation wavelengths, we used Eq.(S23) to extract

the dependence of the cross section of the DASA photoconversion on the excitation wavelength upon fixing the value

of the cross section of the DASA photoconversion to 1135 m2.mol−1 at 632 nm. The results are displayed in Table
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S6. Again, the quantum yield of the DASA photoconversion is essentially constant over the whole range of investigated

wavelengths. Hence, the value of the cross section for the DASA photoconversion can be reliably computed from the

dependence of its molar absorption coefficient on the wavelength given in Eq.(S23).
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Figure S34: Dependence of the cross section of the DASA photoconversion on the excitation wavelength from analyzing
the drop of endogeneous fluorescence under illumination. Time dependence of the normalized fluorescence emission of a
20 µM DASA solution in a 1:100 (v/v) mixture of spectroscopy grade DMSO and acetonitrile in a 3 mm light path quartz
cuvette upon illumination at constant light intensity at 530 (circles), 560 nm (squares), 600 (triangles), 632 (diamonds),
and 650 (hexagons) nm. Emission wavelength: 650 nm for illumination at 530, 560, 600, and 632 nm; 670 nm for 650 nm
excitation; 685 nm for excitation at 670 nm. Markers: Experimental data; solid lines: Monoexponential fit with Eq.(S1).
T = 293 K.

Estimate of the achievable measurement uncertainty on light intensity I Considering the uncertainty in the param-

eters (σ and τ ), we estimate that the achievable measurement uncertainty on light intensity I is 20% by using DASA.

D.4.4 Photosynthetic apparatus (PA)

The preceding chemical actinometers provide accurate values of light intensity. However, they are effective in a rather

narrow range of wavelengths, which necessitates to use several actinometers to measure light intensity over a wide range of

wavelengths. We have been interested to exploit the photosynthetic apparatus as an intrinsically fluorescent actinometer,

which can provide two to three orders of magnitude of light intensity over the whole 400–650 nm range.

In oxygenic photosynthetic organisms, sunlight is collected with an efficient antenna absorbing light in the whole

visible wavelength range.19 The absorbed energy is conveyed to the photosystem II and photosystem I, where it drives

a charge separation accompanied by water splitting leading to oxygen evolution, followed by assimilation of carbon

dioxide to produce sugars. However, a small part of the absorbed energy (a few percent) is released as fluorescence

emission (mostly by chlorophylls, Chl) spanning the 650–800 nm range with an emission maximum around 680 nm

at room temperature. When dark-adapted photosynthetic samples are exposed to continuous constant light, the Chl a

fluorescence intensity shows characteristic changes called fluorescence transient or OJIP rise. Primarily reporting on the
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Table S6: Photoconversion parameters of sodium 4-(4-((2Z,4E)-2-hydroxy-5-(indolin-1-yl)penta-2,4-dien-1-ylidene)-3-
methyl-5-oxo-4,5-dihydro-1H-pyra-zol-1-yl)benzenesulfonate (DASA) in mixtures of spectroscopy grade DMSO and
acetonitrile. The quantum yields of photoconversion, φA and φF have been respectively extracted from analyzing the
decay of the absorbance at 632 nm of a 40 µM DASA 1:50 (v/v) DMSO:acetonitrile solution, and the decay of the
fluorescence emission of a 20 µM DASA in 1:100 (v/v) DMSO:acetonitrile solution under monochromatic illumination at
530, 560, 600, 632, 650, and 670 nm as representatives of 530 nm – 670 nm range. φ is the mean value of φA and φF . The
molar absorption coefficients ε(λexc) were extracted from the DASA absorption spectrum by fixing ε(632 nm) = 87×103

M−1cm−1.5 The cross section σ(λexc) was evaluated with Eq.(S23). [I(λexc)] indicates the range of reliably measurable
light intensity associated to the actinometer photoconversion at λexc.

λexc 104 × ε(λexc) φF φA φ σ(λexc) [I(λexc)]a

(nm) (±0.1; M−1cm−1) (±0.01) (±0.01) (±0.01) (±10%; m2mol−1) (E.m−2.s−1 (W.m2))
530 1.8 0.05 0.07 0.06 255 [8-290] 10−5([18-660])
560 3.5 0.05 0.08 0.07 530 [4-150] 10−5([9-320])
600 7.2 0.05 0.06 0.05 885 [2-72] 10−5([4-140])
632 8.7 0.06 0.06 0.06 1135 [2-60] 10−5([4-110])
650 3.8 0.06 0.07 0.07 575 [3-140] 10−5([6-260])
670 0.6 –b 0.14c 0.14c 210c –

a The lower range of I(λexc) has been computed from Eq.(S60) upon using the values of k∆21 from reference5 and
σsol(λexc). The upper range of I(λexc) has been retrieved from using Isup(λexc) = Isup(λexc,ref)× ε(λexc,ref )

ε(λexc)
where

λexc,ref designates the wavelength at which the extraction of the cross section of photoconversion has been performed
(λexc,ref = 632 nm for DASA).
b Too slow a relaxation to be reliably measured.
c The slow relaxation induced a higher error on the extraction of φA (and subsequently of φ and σ(670 nm)).

successive reduction of the electron acceptors of the photosynthetic electron transport chain, the chlorophyll fluorescence

intensity rises in less than 1 s from a minimum level (the O level) to a maximum level (P). Depending on the light level

and the experimental conditions, the curve displays one, two or three intermediate steps identified as local maxima labeled

K, J and I, and subsequently decays over a few minutes.20 The first step systematically reflects the light-limited reaction

(reduction of the electron acceptor Qa). This so-called photochemical phase, linearly depends on the intensity of the

exciting light.21, 22 Moreover, its value does not significantly depend on the nature of the photosynthetic organism,8 so as

to facilitating getting samples for light measurement.

Conditioning of the PA-containing samples The production of the PA-containing samples is reported in subsection

1.4. All the samples have been submitted to darkness for 15 min before starting the illumination experiments.

Fluorescence excitation and emission spectra of PA Photosynthetic organisms collect sunlight over the whole visible

wavelength range by means of an antenna integrating multiple chromophores. The associated energy is subsequently

funneled to the reaction center, where the charge separation governing photosynthesis occurs. Considering that fluores-

cence emission is a side-product of the light-driven process of charge separation driving the initial step of PA fluorescence

rise under constant illumination, we recorded the fluorescence excitation spectrum of a culture of Chlamydomonas rein-

hardtii (CC 124) in exponential growth phase (Figure S35). It exhibits strong values in the purple-blue and red wavelength

ranges and a minimum at green wavelengths.
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Figure S35: Fluorescence excitation and emission spectra of PA. Normalized fluorescence excitation ϵnorm (solid line;
λem = 690 ± 2 nm, normalized at 470 nm) and emission Fnorm (dotted line; λexc = 470 ± 2 nm) spectra of a culture
of Chlamydomonas reinhardtii (CC 124) in exponential growth phase. T = 293 K. The excitation spectrum has been
normalized at 470 nm.

Determination of the cross section of PA photoconversion at 470 nm We then evaluated the cross section of PA

photoconversion associated to the initial step of PA fluorescence rise from dark acclimated cells of Chlamydomonas

reinhardtii (CC 124) (in exponential phase in minimal media) upon applying a 0.3–1 s-long26 pulse of constant light at

470±10 nm. Figure S36a displays representative time evolutions of the normalized fluorescence emission at 470±10

nm from the dark acclimated cells observed with the photodetector under the epifluorescence microscope.27

After setting time zero to fluorescence crossing a threshold above zero corresponding to the light turning on and loga-

rithmically subsampling the data to allow us for faster fitting, the fit of the time evolutions of the normalized fluorescence

emission was performed stepwise:

• In a first step, we followed the analysis reported in reference8 and applied an unsupervised fit with Eq.(S84)

F (t) = F (0) +AOJ

(
1− e−t/τOJ

)sOJ

+AJI

(
1− e−t/τJI

)sJI
+AIP

(
1− e−t/τIP

)sIP
(S84)

in order to retrieve a first estimate of the value of the characteristic time τOJ associated to the initial step of PA

fluorescence rise ;

• In a second step, we restricted the time window to [0;3τOJ] and applied the fit given in Eq.(S85) to the time evolution

of the fluorescence emission

F (t) = F (0) +A
(
1− e−t/τ

)s
(S85)

26Depending on the light level.
27Recording started 10 ms before the LED was turned on. The rise-time of the LED is always faster than 1 µs while the dynamics of the initial

step of PA fluorescence rise is in the tenths of microseconds range. Therefore the rise time of the LED does not interfere with the recording of the
fluorescence rise dynamics.
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upon fixing s = 1.248 in order to retrieve a second estimate of the value of the characteristic time τ associated to

the intial rise of the PA fluorescence;

• In the last step, we restricted the time window to [0;5τ ], applied the fit given in Eq.(S85) to the time evolution of the

fluorescence emission upon adopting the values of parameters extracted during the second step as starting values,

and retrieved the final value of the characteristic time τ associated to the initial step of PA fluorescence rise .

This fitting protocol was found relevant as displayed in Figures S36a,b. Moreover it was typically found accurate above

50 µE.m−2.s−1 under blue illumination.

As displayed in Figure S36c, the inverse of the characteristic time of the photoconversion associated to the initial

step of PA fluorescence rise linearly depends on the light intensity. This behavior demonstrates that the process driving

the initial step of PA fluorescence rise evolution is photochemical at least up to 10−2 E.m−2.s−1 light intensity. It also

enabled us to retrieve (1.8 ± 0.1)×106 m2.mol−1 as the cross section of PA photoconversion associated to the initial step

of PA fluorescence rise from the slope.
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Figure S36: Determination of the cross section associated with the initial step of PA fluorescence rise from dark accli-
mated microalgae (Chlamydomonas reinhardtii (CC 124) in exponential phase in minimal media) cells upon constant
illumination at 470±10 nm. a,b: Time evolution of the PA fluorescence emission under constant illumination at 470 nm
in the epifluorescence microscope at various light intensities (previously calibrated with Dronpa-2) in the field of view.
a: 7300, 6100, 4800, 3300, 2500 µE.m−2.s−1; b: 1700, 600, 250, 60 µE.m−2.s−1. A moving average was applied on
the experimental data (grey markers) before subsampling with window sizes of 50 and 10 for the fits given in Eq.(S84)
(dashed lines) and (S85) (solid lines) respectively to retrieve the characteristic time τ (µs)= 74, 76, 100, 134, 232, 327,
455, 676, 1320, 11000 associated to the initial step of PA fluorescence rise ; c: Light intensity-dependence of the inverse
of the characteristic time τ associated to the initial step of PA fluorescence rise , which was retrieved from the monoex-
ponential fit on the light intensity in the range 60–7300 µE.m−2.s−1 by using the 470±10 nm LED of the epifluorescence
microscope. Markers: experimental data, solid line: linear fit (slope σ(470) = (1.8± 0.1)×106 m2.mol−1).

Dependence of the cross section of the PA photoconversion on the excitation wavelength The dependence of the

cross section of the PA photoconversion on the excitation wavelength has been further investigated with the epifluores-

cence setup at two other wavelengths from two different LEDs (6 repeats: 3 with the strain CC 124 and 3 with the strain

WT4A):

80



• A purple LED emitting at 405±7 nm. It was calibrated with a Dronpa-2 solution as an actinometer9 and used in

the range 250–4000 µE.m−2.s−1 (80–1200 W.m−2);

• A red-orange LED emitting at 650 nm. It was calibrated with the powermeter and used in the range 200–6500

µE.m−2.s−1 (40–1200 W.m−2);

with collection of emitted fluorescence at 690 nm.

From the dependence of the inverse of the characteristic time on the light intensity (data not shown), we obtained (2.0±
0.06)×106 m2.mol−1 and (1.0± 0.02)×106 m2.mol−1 associated to the purple and and red-orange lights respectively.

Upon fixing the value of the cross section of the PA photoconversion to 2.0×106 m2.mol−1 at 470 nm as a reference,

we could scale the fluorescence excitation spectrum displayed in Figure S35 in order to generate the scaled fluorescence

excitation spectrum σmic(λ) (see Figure S37 ). Figure S37 further displays the set of cross sections that have been directly

measured in the preceding experiments. The fair observed agreement between the prediction from the scaled fluorescence

excitation spectrum and the experimental values suggests the former to be relevant for retrieving the cross section of the

PA photoconversion in the [400 nm; 650 nm] wavelength range.
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Figure S37: Fluorescence excitation spectrum σmic(λexc) of PA in Chlamydomonas reinhardtii (CC 124) (λem = 690
nm). Scaling reference: σ(470) = 2.0 ×106 m2.mol−1. The color markers represent the σ(λexc) measured experimentally
using three LEDs.

Table S7 sums up the relevant parameters which have to be used for measuring the light intensity at various wave-

lengths with the PA actinometer.

Estimate of the achievable measurement uncertainty on light intensity I Considering the uncertainty in the param-

eters (σ and τ ) and the specific nature of the fitting function applied to the time evolution of the fluorescence signal, we

estimate that the achievable measurement uncertainty on light intensity I is 70% by using PA.
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Table S7: Photoconversion parameters associated to the initial step of PA fluorescence rise . The normalized excitation
coefficient ϵnorm(λexc) was extracted from the PA fluorescence excitation spectrum displayed in Figure S35. The cross
sections σ(λexc) and σmic(λexc) have respectively been measured (see Figure S37) and computed at 405 and 650 nm from
using the excitation spectra of the dark acclimated Chlamydomonas reinhardtii (CC 124) cells (in exponential phase in
minimal media) upon fixing the value of the cross section of the PA photoconversion to 2.0 ×106 m2.mol−1 at 470 nm.
Isup(λexc) indicates the upper light intensity tested and relevant for a reliable measurement.

λexc ϵnorm(λexc) σ(λexc) σmic(λexc) Isup(λexc)
(nm) (106m2mol−1) (106m2mol−1) (E.m−2.s−1 (W.m2))
405 1.0± 0.05 2.0± 0.06 2.0± 0.4a 10−2(3000)b

470 1.0± 0.05 2.0± 0.4 2.0± 0.4a 10−2(2600)b

650 0.55± 0.05 1.0± 0.02 1.1± 0.4a 10−2(1900)b

aEstimated from 6 repeats at 470 nm on two different Chlamydomonas reinhardtii
strains.
bExtracted from the value of Isup(λexc) by using Isup(λexc) = Isup(λexc,ref) ×
ϵ(λexc,ref )
ϵ(λexc)

where λexc,ref designates the wavelength at which the extraction of the
cross section of photoconversion has been performed (λexc,ref = 470 nm for PA).

D.5 Combination of a non-fluorescent actinometer with a fluorescent reporter

D.5.1 α-(4-Diethylamino)phenyl)-N-phenylnitrone (Nit)

This actinometer has been thoroughly investigated.12, 23 It has been shown to irreversibly convert into N-(p-dimethylamino-

phenyl)formanilide in ethanol under illumination in the UV A wavelength range.

Preparation of the Nit solutions The synthesis of α-(4-diethylamino)phenyl)-N-phenylnitrone (Nit) actinometer is

reported in the subsection 1.2.2. Stock solutions of α-(4-diethylamino)phenyl)-N-phenylnitrone (3.0 mg/ml; 12.5 mM)

and Rhodamine B (2.9 mg/mL; 6 mM) were produced in spectrograde ethanol. They can be kept under the protection

of ambient light (container covered with an Aluminium foil) at -20 oC for up to two weeks. They were subsequently

diluted in spectrograde ethanol to produce the final solutions upon taking care to exhibit an absorbance at the absorption

maximum lower or equal to 0.15.

Absorption and emission spectra of Nit In ethanol, the Nit open state absorbs light between 320 and 430 nm. Rho-

damine B emits fluorescence emission, which peaks at 574 nm and extends from 550 up to 650 nm (see Figure S38).

Determination of the quantum yield of Nit photoconversion in ethanol at 405 nm The value of the quantum yield of

the Nit photoconversion has been already measured to be 0.16 at 365 nm.23 In this manuscript, we independently evaluated

this value at 405 nm. We also examined whether there is a possible upper range of light intensity beyond which the photo-

chemical step is not anymore rate-limiting in the light-driven Nit conversion into N-(p-dimethylaminophenyl)formanilide

in ethanol.

Figure S39a displays the time dependence of the fluorescence emission of 14 µM Nit and 1.0 µM RhB in spectroscopy

grade ethanol upon irradiation at various light intensities at 405 nm, which have been measured from analyzing the time
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Figure S38: Absorption (solid line) and emission (dotted line; λexc = 384 nm) spectra of 14 µM Nit and 1 µM RhB
solution in EtOH recorded in a 1×1 cm2 quartz cuvette. T = 293 K.

recovery of the fluorescence signal from 488 nm-photoswitched Dronpa-2 upon illumination at 405 nm.7, 9 Then we

applied the monoexponential fitting function given in Eq.(S1) to the temporal rises of the normalized fluorescence at

574 nm in order to retrieve the characteristic times of the photoconversion τ upon exciting at various light intensities.

As displayed in Figure S39b, the inverse of the characteristic times of the photoconversion linearly depends on the light

intensity. This behavior demonstrates that the rate limiting step of Nit photoconversion in ethanol is photochemical at least

up to 7 10−4 E.m−2.s−1 light intensity. Eq.(S23) was used to retrieve σ = 1005±30 m2.mol−1 from the slope. Equipped

with the latter value of the cross section for the photoconversion and the value of the molar absorption coefficient of Nit

at 405 nm (3.1 104 M−1.cm−1 = 3.1 103 m2.mol−1), we used Eq.(S23) to extract φF = 0.14 ± 0.02 as the value of the

quantum yield of the Nit photoconversion at 405 nm.

Dependence of the quantum yield of the Nit photoconversion on the excitation wavelength Then we studied the

dependence of the quantum yield of the Nit photoconversion on the excitation wavelength. Two different protocols have

been implemented.

Decay of the Nit absorbance under illumination Figure S40a displays a representative time dependence of the

absorption spectrum of 5.8 µM Nit in spectroscopy grade ethanol upon irradiation at constant light intensity at 365 nm.

This experiment has been reproduced upon exciting at various wavelengths while recording the light power transmitted

through the 1 cm light path quartz cuvette. Then we applied the monoexponential fitting function given in Eq.(S86)

A(λexc, t)

A(λexc, 0)
=

A(λexc,∞)

A(λexc, 0)
+

[
1− A(λexc,∞)

A(λexc, 0)

]
exp(−t/τ) (S86)

to the temporal decays of the normalized absorbance at 383 nm in order to retrieve the rate constants of the photoconver-

sion upon exciting at various wavelengths (Figure S40b). Equipped with the rate constants of the photoconversion and the

light intensities (retrieved from the light powers) measured at all the excitation wavelengths, and the dependence of the
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Figure S39: Determination of the cross section for the photoconversion of α-(4-diethylamino)phenyl)-N-phenylnitrone
(Nit) into N-(p-dimethylaminophenyl)formanilide in ethanol at 405 nm. a: Time evolution of the normalized fluorescence
emission at 574 nm from a 14 µM Nit and 1.0 µM RhB in spectroscopy grade ethanol contained in a 1×1 cm2 quartz
cuvette upon irradiation at constant light intensity at 405 nm at various light intensities (in 10−5 E.m−2.s−1): 2.7 (cir-
cles), 4.4 (disks), 6.2 (empty squares), 7.9 (filled squares), 33 (empty hexagons), 52 (diamonds), and 69 (filled hexagons).
Markers: Experimental data; Solid lines: Monoexponential fit with Eq.(S1); b: Dependence of the inverse of the charac-
teristic time τ retrieved in a from the monoexponential fit on the light intensity. Markers: Experimental data; Solid line:
Linear fit. The extracted slope is 1005± 30 m2.mol−1.

molar absorption coefficient of Nit on the wavelength, we used Eq.(S23) to extract the dependence of the quantum yield of

the Nit photoconversion on the excitation wavelength upon fixing the value of the quantum yield of the Nit photoconver-

sion to 0.14 at 405 nm. The results are displayed in Table S8. The 0.15 value measured at 365 nm is in fair agreement with

the 0.16 reported value at the same wavelength.23 Moreover, the quantum yield of the Nit photoconversion is essentially

constant over the whole range of investigated wavelengths.

Rise of the RhB fluorescence under illumination Figure S41 displays the time dependence of the fluorescence

emission of 5.8 µM Nit and 1.0 µM RhB in spectroscopy grade ethanol upon irradiation at constant light intensity at

365, 380, 400, and 420 nm, which have been measured from recording the light power transmitted through the 1 cm light

path quartz cuvette. Then we applied the monoexponential fitting function given in Eq.(S1) to the temporal rises of the

normalized fluorescence at 574 nm in order to retrieve the rate constants of the photoconversion upon exciting at various

wavelengths (Figure S41). Equipped with the rate constants of the photoconversion and the light intensities (retrieved

from the light powers) measured at all the excitation wavelengths, and the dependence of the molar absorption coefficient

of Nit on the wavelength, we used Eq.(S23) to extract the dependence of the quantum yield of the Nit photoconversion on

the excitation wavelength upon fixing the value of the quantum yield of the Nit photoconversion to 0.14 at 405 nm. The

results are displayed in Table S8. The 0.19 value measured at 365 nm is in fair agreement with the 0.16 reported value

at the same wavelength.23 Moreover, the quantum yield of the Nit photoconversion is again essentially constant over the

whole range of investigated wavelengths.
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Figure S40: Dependence of the quantum yield of the Nit photoconversion on the excitation wavelength from analyzing
the decay of the Nit absorbance under illumination. a: Time dependence of the absorption spectrum of 5.8 µM Nit in
spectroscopy grade ethanol through the 1 cm light path quartz cuvette upon irradiation at constant light intensity at 365
nm. t(s): 0, 5, 20, 35, 50, 80, 140, 200, 280, 415, 595, and 895; b: Time dependence of the normalized absorbance at
383 nm of 5.8 µM α-(4-Diethylamino)phenyl)-N-phenylnitrone (Nit) in spectroscopy grade ethanol upon illumination at
constant light intensity at 365 (diamonds), 380 nm (disks), 400 (diamonds) and 430 (squares) nm. Markers: Experimental
data; solid lines: Monoexponential fit with Eq.(S86). T = 293 K
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Figure S41: Dependence of the quantum yield of the Nit photoconversion on the excitation wavelength from analyzing
the rise of the RhB fluorescence under illumination. Time dependence of the normalized fluorescence emission at 574
nm of a 5.8 µM Nit and 1µM RhB solution in spectroscopy grade ethanol through the 1 cm light path quartz cuvette
upon illumination at constant light intensity at 365 (triangles), 380 nm (circles), 400 (diamonds) and 420 (squares) nm.
Markers: Experimental data; solid lines: Monoexponential fit with Eq.(S86). T = 293 K.

Estimate of the achievable measurement uncertainty on light intensity I Considering the uncertainty in the param-

eters (σ and τ ), we estimate that the achievable measurement uncertainty on light intensity I is 20% by using Nit.
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Table S8: Photoconversion parameters of α-(4-diethylamino)phenyl)-N-phenylnitrone (Nit) in ethanol. The quantum
yields of photoconversion, φA and φF have been respectively extracted from analyzing the decay of the absorbance at
383 nm of a 5.8 µM Nit solution in ethanol, and the rise of the fluorescence emission at 574 nm of a 5.8 µM Nit and 1µM
RhB solution in ethanol under monochromatic illumination at 365, 380, 400, and 420 nm as representatives of 320 nm –
430 nm range. φ is the mean value of φA and φF . The molar absorption coefficients ε(λexc) were extracted from the Nit
absorption spectrum by using the Beer-Lambert law. The cross section σ(λexc) was evaluated with Eq.(S23). Isup(λexc)
indicates the upper light intensity tested and relevant for a reliable measurement .

λexc 104 × ε(λexc) φF φA φ σ(λexc) Isup(λexc)
(nm) (±0.1; M−1cm−1) (±0.02) (±0.02) (±0.02) (±10%; m2mol−1) (E.m−2.s−1(W.m−2))
365 2.2 0.24 0.15 0.19 960 11 10−4(360)a

380 3.4 0.13 0.18 0.15 1200 7.2 10−4(230)a

400 3.5 0.14 0.14 0.14 1100 7.0 10−4(200)a

420 2.0 0.20 0.20 0.20 850 12 10−4(340)a

a Extracted from the value of Isup(λexc) by using Isup(λexc) = Isup(λexc,ref)× ε(λexc,ref )
ε(λexc)

where λexc,ref designates
the wavelength at which the extraction of the cross section of photoconversion has been performed (λexc,ref = 405
nm for Nit).

D.6 DDAO for transferring information on light intensity from a wavelength to another

One current operation on an optical setup is to transfer available information on light intensity from a wavelength to

another. This is especially attractive in the orange and red wavelength range, where fluorescent actinometers are scarce

and often exhibit a poor quantum yield of fluorescence. DDAO [7-hydroxy-9H-(1,3-dichloro-9,9-dimethylacridin-2-

one)]24, 25 is here an attractive fluorophore for transferring information on light intensity from a wavelength to another

along the principle exposed in the Main Text. It is commercially available and exhibits a broad absorption band essentially

covering the whole visible wavelength range after ionization of its phenol group obtained at pH≥6.25

D.6.1 Preparation of the DDAO solutions

In a first step, we produced a 52 mM DDAO solution in DMSO by dissolving 0.8 mg of DDAO in 55 µg of spectrograde

DMSO.25 This mother solution was then diluted in an aqueous HEPES pH 7.9 buffer (100 mM NaCl, 5 mM NaOH, 10

mM HEPES) to reach 9 µM (see Figure S42).

D.6.2 Absorption and fluorescence emission spectra of DDAO

DDAO exhibits a broad absorption band between 450 and 650 nm and strongly emits fluorescence between 640 and 700

nm in HEPES pH 7.4 buffer. Table S9 reports on the dependence of the molar absorption coefficient of DDAO on the

wavelength.

D.6.3 Validation of DDAO as light intensity-transferring fluorophore

We first checked that the quantum yield of fluorescence of DDAO did not depend on the excitation wavelength in its

absorption band in the visible wavelength range as evidenced by the similarity of its absorption and normalized fluores-

cence excitation spectra (see Figure S2b). Hence, DDAO was shown to obey the Kasha’s rule, which enables us to exploit
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Figure S42: Absorption (solid line) and emission (dotted line; λexc = 600 nm) spectra of 9 µM DDAO in an aqueous pH
7.9 HEPES buffer (100 mM NaCl, 5 mM NaOH, 10 mM HEPES) recorded in a 1×1 cm2 quartz cuvette. T = 293 K.

Table S9: Dependence of the molar absorption coefficient ε(λexc) of DDAO on the wavelength. Solvent: Aqueous
HEPES pH 7.9 buffer (100 mM NaCl, 5 mM NaOH, 10 mM HEPES).

λexc 10−4 × ε(λexc)
(nm) (M−1cm−1)
450 0.09 ± 0.01
470 0.18 ± 0.02
490 0.34 ± 0.04
510 0.60 ± 0.08
530 0.98 ± 0.13
550 1.44 ± 0.19
570 1.89 ± 0.24
590 2.24 ± 0.29
610 2.31 ± 0.30
630 2.31 ± 0.30
650 2.27 ± 0.30
670 0.21 ± 0.03

Eq.(S70) to transfer information on light intensity from one wavelength to another.

Then two series of experiments have been further performed in different regimes of light intensity to validate the

relevance of DDAO as light intensity-transferring fluorophore.

Regime of low light intensity This series of experiments has been performed on the epifluorescence microscope by

measuring the dependence of the DDAO fluorescence collected by the camera with a 775/140 band-pass filter on the light

intensity from LEDs at 405±7 nm, 470±10 nm, 550±6 nm, and 630±9 nm evaluated by the current applied to feed the

LEDs using the LED driver (DC4104, Thorlabs, NJ).

We first used the LED emitting at 405±7 nm (Figure S43a). For each applied voltage, we

• linked the DDAO fluorescence intensity to the light intensity, which was measured with the Dronpa-2 actinometer;

• further measured the light intensity with the powermeter by using the protocol reported in subsection D.3.1.
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Then we turned to the LEDs emitting at 470±10 nm (Figure S43b), 550±6 nm (Figure S43c), and 630±9 nm (Figure

S43d). For each applied voltage, we

• measured the DDAO fluorescence intensity and used Eq.(S70) to retrieve the light intensity;

• further measured the light intensity with the powermeter and an actinometer (Dronpa-2 at 470±10 nm and DASA

at 630±9 nm).

From examining Figures S43a–d, we concluded that:

• the light intensity linearly depends on the applied voltage for all the investigated LEDs;

• the DDAO fluorescence intensity provides consistent values of the light intensity with the measurements made with

the fluorescent actinometers and the powermeter thereby validating its relevance.

Regime of high light intensity In a second series of experiments, we established the dependence of the fluorescence

intensity at 650 nm from a 10 nM DDAO solution in 50 mM CHES buffer pH 9.3 on the light intensity of the focused

488 nm laser of our photoswitchometer,9 which was measured with the powermeter.

In a first step, we measured the beam waist of the focused 488 nm laser by Fluorescence Correlation Spectroscopy

(FCS). The time dependence of the autocorrelation function extracted from a 3.4 nM Fluorescein solution in 50 mM

CHES buffer pH 9.3 is displayed in Figure S44a. It was fitted with the theoretical expression of the autocorrelation

function involving 2D diffusion and the formation of the triplet state given in Eq.(S87) in which τD, τT , andAT designate

the diffusion time through the beam waist, the relaxation time of the fluorophore triplet state, and an amplitude fitting

parameter.

G(τ) = G(0)×
(
1 +

τ

τD

)−1

×
[
1 +AT exp

(
− τ

τT

)]
(S87)

By using DFluo = 4.25 10−10 m2.s−1 for the value of the diffusion coefficient of Fluorescein in water at 298 K,26 we

extracted the lateral extension of the beam waist ωxy = 2 (DFluoτD)
0.5 = 0.26 µm from the τD = 40 µs value retrieved

from the fit. Equipped with the ωxy value, we recorded the time dependence of the autocorrelation function extracted

from a 10 nM DDAO solution in 50 mM CHES buffer pH 9.3 (see Figure S44b). No significant formation of a triplet

state could be observed and we fitted experimental data with Eq.(S88).

G(τ) = G(0)×
(
1 +

τ

τD

)−1

(S88)

From the retrieved diffusion time τD = 29 µs value and the knowledge of ωxy = 0.26 µm, we extracted DDDAO = 5.8

10−10 m2.s−1 for the value of the diffusion coefficient of DDAO in water at 293 K.

Equipped with the surface of the laser beam at the beam waist, we could investigate the dependence of the DDAO

fluorescence signal on the light intensity of the laser measured with the powermeter. As displayed in Figure S45, the
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Figure S43: Validation of DDAO as light intensity-transferring fluorophore in a regime of low light intensity. Depen-
dence of the light intensity from LEDs at 405±7 nm (a), 470±10 nm (b), 550±6 nm (c), and 630±9 nm (d) on the
voltage applied to feed the LEDs as retrieved from using the DDAO fluorescence intensity (a–d, white bar), actinometers
(Dronpa-2 in a and b, DASA in d, black bar), and the powermeter (a–d, striped bar), using the protocol described in
subsection D.3.1. T = 293 K.

observed dependence is linear up to 1500 kW.cm−2 (6 104 E.m−2.s−1) and then saturates. Such a threshold is higher than

the maximal light flux generated on a regular confocal microscope.

As a conclusion, DDAO is validated as light intensity-transferring fluorophore for most current microscopy setups

with one-photon excitation.

Estimate of the achievable measurement uncertainty on light intensity I Considering the uncertainty in the parame-

ters (σ and τ ) exploited to acquire light intensity at a reference wavelength by using a fluorescent actinometer, we estimate

that the achievable measurement uncertainty on light intensity I is 20% by using DDAO.
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Figure S44: FCS autocorrelation curves recorded at 293 K from 3.4 nM Fluorescein (a) and 10 nM DDAO (b). Markers:
Experimental data; Lines: Fits according to Eqs.(S87,S88) for Fluorescein and DDAO respectively, which yield G(0) =
0.59, τD = 40 µs, τT = 1.0 µs, and AT = 0.8 for Fluorescein, and G(0) = 0.14 and τD = 29 µs for DDAO. Solvent:
50 mM CHES buffer pH 9.3. T = 293 K.
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Figure S45: Validation of DDAO as light intensity-transferring fluorophore in a regime of high light intensity. Dependence
of the fluorescence intensity at 650 nm from a 10 nM DDAO solution in 50 mM CHES buffer pH 9.3 on the light intensity
of the 488 nm laser, which was measured with the powermeter. Markers: Experimental data; solid line: Linear fit.
T = 293 K.

E Validation of the extraction of the light intensity in fluorescence imaging

E.1 Fluorescence macroimager

The first protocol for light intensity measurement was validated in wide-field imaging by applying it in the case of a

macroscope setup described in subsection D.3.2 whose illumination comes in from an angle, causing an intensity gradient

at the sample, and comparing the obtained results to ones obtained through an optical simulation combined with a power
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meter reading.

A model of the illumination system was created and run using the optical design software package Optic Studio 18.9

(Zemax LLC, Kirkland, WA, US). The file corresponding to this is provided in Figure S46. A 3D view of the model within

the software is shown at the top of Figure S46, while a CAD model, created in Rhinocerous 3D, is provided at the bottom

of the same figure – to provide information on the relative spacing between the components. The corresponding Optic

Studio (or Zemax) file is additionally provided (Macroscope/MACRO Zemax.zmx). The optical components modelled

are detailed in the subsection D.3.2. In this case however, an excitation filter was not implemented, and instead the source

wavelength was set to the appropriate wavelength of 470 nm. The LED was modelled using the “Source Radial” object,

whereby the radial intensity profile was entered according to data provided by the manufacturer. An aperture was placed at

the position of the achromatic doublets in order to prevent stray light, passing over the lenses, from reaching the detector

placed at the sample plane. Its aperture was set to the diameter of the lenses. The sample plane was set at the appropriate

angle according to the angle of illumination axis relative to the imaging axis.

Figure S46: 3D view of the optical model of the fluorescence macroimager within the Optic Studio 18.9 software. 1 –
LED, 2 – Condenser, 3 – Plano-Convex Lens, 4 – Lightpipe, 5 – Matched Achromatic Doublet Pair and Aperture, 6 –
Sample.

The simulation was run with 50,000,000 rays with the settings “Use Polarization” and “Split NSC Rays” selected. Fol-

lowing this, the incoherent irradiance data, provided (Macroscope/MACRO SimulationData.npy), was saved for further

processing. A jupyter python notebook, containing the code which carries out the calculations described in the remainder

of this section, is provided (Macroscope/MACRO Code.ipynb). The simulation provided the irradiance information in

units of W.cm−2. This was converted to units of µE.m−2.s−1, and the resulting image scaled and cropped such that the

image was of the same size, and the relevant features in the same location, compared with the images obtained in the

physical experiment. The power value attributed to the LED in the simulation was set to be a reasonable, but not the

exact, value. As such, the homogeneity information is accurate, but the overall power still required scaling. In order to
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do so, the power values from the simulation were integrated over the area of the illumination, to first obtain the overall

power (PTotal):

PTotal =
x∑

1

y∑

1

I (x, y)×Apixel (S89)

where I (x, y) is the intensity within a pixel with the image coordinates (x, y), and Apixel the area that one pixel cor-

responds to at the sample plane. The scale factor between the overall power calculated from the simulation, and that

obtained using a powermeter according to section D.2.3 with a squared sensor (S170C, Thorlabs Inc., Newton, NJ, US)

with a neutral density filter (to expand the sensor’s maximum), was determined and applied to the intensity values of the

simulated intensity image. This operation provided a corresponding simulated intensity image, which could be directly

compared with the experimentally obtained intensity image.

As a way to compare the results, the angle of the light gradient direction was determined for both the simulated and

experimentally obtained image. In order to do so, data were extracted along a straight line within the illuminated area,

and a line fit made on the intensity data along such line, providing gradient information. This was carried out repeatedly

on the image at different rotational positions. The rotation angle corresponding to the highest gradient corresponded to

the direction of the gradient. The angle between the directions found for the computed and experimental gradients is 3.2◦,

which accounts for a fair agreement between the data and the simulation.

E.2 Confocal microscopes

E.2.1 Theory

The measurement of light intensity in confocal microscopy exhibits several differences with respect to the measurement

in wide-field microscopy:

• Illumination is not homogeneous over the field of view as in epifluorescence microscopy. Introducing the cartesian

coordinates (x, y, z), we consider that illumination results from a focused laser beam assumed to adopt a radially

and axially Gaussian intensity profile given in Eq.(S90)

I (x, y, z) = I0 exp

[
−2

(
x2 + y2

w2
0

)]
exp

[
−2

(
z2

z20

)]
(S90)

where I0, w0, and z0 designate the light intensity at coordinates (0, 0, 0), the waist radius in the focal plane, and the

radial resolution z0 respectively (see Figure S47).28

• In order to build an image, the focus of the laser scans the sample according to a chosen pixel size ∆y, as displayed

in Figure S48.

In relation with estimating the light intensity in confocal microscopy, we are interested in the time evolution of the

overall fluorescence signal arising from the molecules of fluorescent actinometer, which are assumed to be spatially fixed.
28As a consequence, Eq. S90 is valid only for lenses of relatively low NA (which have a cylindrical illumination profile).
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Figure S47: Cross-section of the gaussian beam for z = z0. ω0 = 2σ and I0 corresponds to the maximum.

a b c

Figure S48: Simulation of the integrated light path of the laser for different values of the pixel size ∆y. The simulations
were performed by convolving a Gaussian kernel representing the beam of the laser with horizontal lines representing the
path of the laser. ω0 = 0.3 and ∆y = 0.08, 0.29 and 0.5 in a, b and c respectively.

The concentration of fluorescent actinometer C(x, y, z, t) is submitted to Eq.(S91)

∂C (x, y, z, t)

∂t
= −σI (x (t) , y (t) , z (t))C (x, y, z, t) (S91)

by assuming the photoconversion to be irreversible.29

Photoconversion along a line Following Braeckmans et al,27, 28 we first consider the laser beam to scan along a single

line expressed by y = Y with a constant scanning speed v and take the x-axis to be parallel with the scanning direction.

We first estimate the overall fluorescence signal arising from the molecules of fluorescent actinometer when the scan of

the line segment has been completed.
29When photoconversion is reversible, Eq.(S91) reports on the distance of the concentration C (x, y, z, t) to its steady-state.
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Due to scanning, the x-coordinate of the light intensity profile is a function of time: I (x− x (t) , y − Y, z). We

consider scanning to start at x = −ℓ/2 and end up at x = ℓ/2 with x (t) = vt − ℓ/2 and T to be the time it takes for

the scanning beam to cross the line with length ℓ at constant scanning speed v = ℓ/T . We denote C0 (x, y, z) the con-

centration of fluorescent actinometer before starting to record the first frame. Then the fluorescence signal F1,1 (x, y, z)

at position (x, y, z) after time T is given in Eq.(S92)

F1,1 (x, y, z, T ) = C0 (x, y, z) e
[−σ

∫ T
0 L(x(t),Y,z)I(x−x(t),y−Y,z)dt] ×

∫ T

0
L (x (t) , Y, z) I (x− x (t) , y − Y, z) dt (S92)

where L (x (t) , Y, z) is the function that describes the modulation of the light intensity and has value 0 when the laser is

switched off and 1 when the laser is turned on.

Expressing t in terms of x (t) and renaming x (t) as x′, Eq.(S92) yields Eq.(S93)

F1,1 (x, y, z, T ) = C0 (x, y, z) e

[
−σ

v

∫ ℓ/2
−ℓ/2

I(x−x′,y−Y,z)dx′
]
×
∫ ℓ/2

−ℓ/2
I
(
x− x′, y − Y, z

)
dx′ (S93)

which yields Eq.(S94)

F1,1 (x, y, z, T ) = C0 (x, y, z) e
−
√

π
8

σw0
v

I0e
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(y−Y )2

w2
0 e

−2 z2

z20

{
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×
√
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)]}

after the variable change X =
√
2

w0
(x− x′).

Provided that ℓ≫ w0 and − ℓ
2 ≪ x≪ ℓ

2 , Eq.(S94) yields Eq.(S95)

F1,1 (x, y, z, T ) = C0 (x, y, z) e
−
√

π
2

σw0
v

I0e
−2

(y−Y )2

w2
0 e

−2 z2

z20 ×
√
π

2

w0

v
I0e

−2
(y−Y )2

w2
0 e

−2 z2

z20 (S95)

Photoconversion of a square A 2D square geometry is subsequently photoconverted by scanning N line segments at

regular interline spacing ∆y. Following Braeckmans et al,27, 28 we consider the case associated to ∆y ≤ w0. In such a

situation, the molecules of fluorescent actinometer experience photoconversion during several scans and the fluorescence

signal F1,N (x, y, z, T ) obtained after scanningN lines is computed by integrating F1,1 (x, y, z, T ) over y from y = −ℓ/2
to y = ℓ/2. Hence, Eq.(S95) first yields Eq.(S96)

F1,N (x, y, z, T ) = C0 (x, y, z) e
−
√

π
2

σw0
v∆y

I0e
−2 z2

z20
∫ ℓ/2
−ℓ/2

e
−2

(y−y′)2

w2
0 dy′ ×

√
π

2

w0

v∆y
I0e

−2 z2

z20

∫ ℓ/2

−ℓ/2
e
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(y−y′)2

w2
0 dy′, (S96)

which gives Eq.(S97)

F1,N (x, y, z, T ) = C0 (x, y, z) e
−
√

π
2

σw0
v∆y

I0e
−2 z2

z20
∫

√
2
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2
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after the variable change X =
√
2

w0
(y − y′). Eq.(S97) eventually yields Eq.(S98)

F1,N (x, y, z, T ) = C0 (x, y, z) e
−σ

πw2
0

2v∆y
I0e

−2 z2

z20 × π

2

w2
0

v∆y
I0e

−2 z2

z20 (S98)

upon considering that ℓ ≫ w0. In the limit of recovering the fluorescence signal from the focal plane only, one finally

obtains Eq.(S99)

F1,N (x, y, 0, T ) = C0 (x, y, 0) e
−σ

πw2
0

2∆y2
I0d × πw2

0

2∆y2
I0d (S99)

upon introducing the dwell time d = ∆y
v .

Interestingly, C0 (x, y, 0) e
−σ

πw2
0

2∆y2
I0d provides the final distribution of the concentration of the fluorescent actinometer

after scanning N line segments to build the first frame, which acts as the initial distribution to build the second frame.

Then, one reproduces the calculation above and it writes Eq.(S100)

F2,N (x, y, 0, T ) = C1 (x, y, 0) e
−σ

πw2
0

2∆y2
I0d = C0 (x, y, 0) e

−σ
πw2

0
2∆y2

I02d × πw2
0

2∆y2
I0d (S100)

After acquiring n frames, one eventually obtains Eq.(S101)

Fn,N (x, y, 0, T ) = C0 (x, y, 0) e
−σ

πw2
0

2∆y2
I0nd × πw2

0

2∆y2
I0d = C0 (x, y, 0) Ide

−nd
τ (S101)

with

I =
πw2

0

2∆y2
I0 (S102)

and

1

τ
= σI = σ

πw2
0

2∆y2
I0, (S103)

which designate the integral light intensity at the laser focus divided by the pixel surface, and the inverse of the character-

istic time associated to the photoconversion of the fluorescent actinometer at light intensity I .

Hence, the extraction of the characteristic time τ from the decay of the fluorescence signal of the fluorescent acti-

nometer on the number of frames multiplied by the dwell time (which amounts to a time t) provides an average of the

light intensity I experienced by the sample during image acquisition.

E.2.2 Confocal microscopy equipped with a continuous laser

Measurement of the radial waist of the laser beam To validate the relevance of the evaluation of the light intensity

by using the Dronpa-2 actinometer, we first implemented Raster image correlation spectroscopy (RICS) on a suspension

of Fluorescein-labeled 0.04 µm beads (FluoSpheres F8795, Thermo Fischer Scientific, MA) for determining the radial

waist of the laser beam of the confocal microscope ω0.29, 30
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In a first step, we measured the hydrodynamic radius of the fluorescent beads by FCS. We measured the beam waist of

the focused 488 nm laser by recording the time dependence of the autocorrelation function extracted from a 10 nM Fluo-

rescein solution in 50 mM CHES pH 9.3 (Figure S49a). It was fitted with the theoretical expression of the autocorrelation

function involving 2D diffusion and the formation of the triplet state given in Eq. (S87). By using DFluo = 4.25 10−10

m2.s−1 for the value of the diffusion coefficient of Fluorescein in water at 298 K,26 we extracted the lateral extension of

the beam waist ω0 = 2 (DFluoτD)
0.5 = 0.28 µm from the τD = 45 µs value retrieved from the fit. We recorded the time

dependence of the autocorrelation function extracted from a suspension of Fluorescein-labeled beads in 50 mM CHES

pH 9.3 (see Figure S49b) and we fitted experimental data with Eq.(S88). From the retrieved diffusion time τD = 4.4

ms value and the knowledge of ω0 = 0.28 µm, we extracted Dbeads = 4.25 10−12 m2.s−1 for the value of the diffusion

coefficient of the Fluorescein-labeled beads in water at 293 K.

a

τ

G
(τ
)

b

G
(τ
)

τ

Figure S49: FCS autocorrelation curves recorded at 293 K from 10 nM Fluorescein (a) and 3 nM Fluorospheres beads
(b). Markers: Experimental data; Lines: Fits according to Eqs.(S87,S88) for Fluorescein and Fluorescein-labeled beads
respectively, which yield G(0) = 0.12, τD = 44 µs, τT = 1.0 µs, and AT = 0.9 for Fluorescein, and G(0) = 0.63 and
τD = 4.4 ms for the Fluorescein-labeled beads. Solvent: 50 mM CHES buffer pH 9.3. T = 293 K.

Equipped with the diffusion coefficient of the Fluorescein-labeled beads, a series of 30 images of their suspension

at 3 nM concentration in 50 mM CHES pH 9.3 sandwiched between two glass-slides with a 80 µm-thick spacer was

acquired over a 10.6 × 10.6 µm2 square in the raster scanning mode (Objective 20×, NA 0.5; 256 × 256 pixel2; pixel

size: 0.042 µm; dwell time τdt: 8.275 µs) with the focused 488 nm laser of the confocal microscope (5% light power

associated to 1.76 µW measured in the focal plane of the objective with the powermeter). The data have been processed

with the Globals software for Images SimFCS, which is kindly available from https://www.lfd.uci.edu/globals/ (Figure

S50). Hence, we retrieved ω0 = 0.44 µm from analyzing the whole set of data.

Measurement of the light intensity with the fluorescent actinometer The theoretical analysis reported in subsection

E.2.1 established the dependence of the characteristic time τ associated to the photoconversion of the fluorescent acti-
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Figure S50: Fit and difference of the correlation of the image of Fluorescein-labeled beads in water at 293 K obtained at
488 nm with the confocal microscope equipped with the continuous laser. In the fit plotted in three dimensions, the height
of the plot corresponds to the magnitude of the function (color code). The horizontal axis is the horizontal correlation
shift, ξ. The vertical axis is the vertical correlation shift, ψ. The image correlation was calculated at a region of interest
of 128 × 128 pixel2 placed in the center of the original series of images and the correlation function was calculated for
half the size of the region of interest in the original image (64×64 pixels2).

nometer on the light intensity I experienced by the sample during image acquisition and the tabulated cross section σ of

the actinometer photoconversion. In a first step, we validated the relevance of the corresponding Eq.(S103) by plotting

the dependence of 1/τ on the square of the pixel size ∆y2.

As shown in Figure S51, τ linearly depends on the square of the pixel size ∆y2 up to ω2
0 as anticipated from Eq.(S103).

Hence, the measurement of the characteristic time τ together with the tabulated cross section σ of the actinometer photo-

conversion make possible to extract I experienced by the sample during image acquisition, and subsequently I0 = 2∆y2

σπw2
0τ

from the knowledge of w0 and ∆y.

Measurement of the light intensity with the powermeter At the same time, a powermeter spatially integrates light

intensity over all its detecting element and delivers 1
2I0πw

2
0 (obtained by 2D integration of the Gaussian beam). With the

present confocal microscope, scanning is performed at constant speed along the x-axis and light application effectively

occurs only during a fraction γ of the period of the sinusoidal motion of the focal point.30 Hence, the power experienced
30To evaluate the fraction γ, the sensitive element of a fast photodiode (PD10A, Thorlabs, NJ) was placed at the focal plane of the imaging

objective during acquisition of a series of 30 images. The output signal from the photodiode was digitized by a 300 MHz oscilloscope (RTB2004,
Rhode and Schwarz, Munich, Germany) and we measured γ = 0.4, indicating that the laser excitation is turned off when the beam returns to the
initial x position between line scans to reduce photo-damage to the sample.
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Figure S51: Dependence of the square root of the characteristic time τ retrieved from the decay of the fluorescence
signal of Dronpa-2 on the pixel size ∆y. The dependence has been established by averaging the fluorescence signal over
segmented 256×256 images of Dronpa-2-labeled fixed U-2 OS cells scanned with the confocal microscope equipped
with a continuous laser with 8.24 µs dwell time and 10 % laser power at 488 nm.

by the sensor during scanning is P = γ
2 I0πw

2
0.

Equipped with the value of w0 measured with Raster image correlation spectroscopy and the γ parameter, it subse-

quently becomes possible to retrieve the I0 = 2
γπw2

0
P value from the light power measured with the powermeter.

Conclusion We used the preceding results to evaluate the consistency of the measurement of the light intensity delivered

by the focused laser beam at the focal plane of the confocal microscope at λ = 488 nm as retrieved with the Dronpa-2

actinometer and with the powermeter:

• Exploiting the Dronpa-2 actinometer in the nucleus of fixed cells, we extracted τ = 19 µs for the characteristic

time associated to the photoconversion at 10% light power measured in the scanning mode at 1.7 µs dwell time over

a 128×128 pixels2 image with 0.415 µm pixel size and ω0 = 0.44 µm. Using σ = 198 m2.mol−1, we retrieved

I0 = 150± 30 E.m−2.s−1;

• Exploiting the associated measurement of the powermeter in the focal plane of the objective (3.65 µW; 1.45 10−11

E.s−1), the value of w0 measured with Raster image correlation spectroscopy (ω0 = 0.44 µm), and the γ = 0.4

parameter, we extracted I0 = 120± 25 E.m−2.s−1.

The fair agreement between both derivations underlines the relevance of the fluorescent actinometers to estimate the light

intensity in confocal microscopy.

E.2.3 Confocal microscopy equipped with a pulsed laser

Measurement of the radial waist of the laser beam
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Measurement from Raster image correlation spectroscopy (RICS) To measure the radial waist of the laser

beam, we first proceeded as reported above with the confocal microscope equipped with a continuous laser. We ap-

plied Raster image correlation spectroscopy (RICS) on a suspension of Fluorescein-labeled 0.04 µm beads (FluoSpheres

F8795, Thermo Fischer Scientific, MA) for determining the radial waist of the laser beam of the confocal microscope

ω0.29, 30

Equipped with the Dbeads = 4.25 10−12 m2.s−1 diffusion coefficient of the Fluorescein-labeled beads in water at

293 K, we acquired a series of 50 images of their suspension at 3 nM concentration in 50 mM CHES pH 9.3 sandwiched

between two glass-slides with a 120 µm-thick spacer over a 6.05×6.05 µm2 square in the raster scanning mode (Objective

HC PL APO CS2 40×, NA 1.1; 256 × 256 pixel2; pixel size: 0.024 µm; dwell time τdt: 4.9 µs) with the focused 488

nm laser of the confocal microscope. The data have been then processed with the Globals software for Images SimFCS,

which is kindly available from https://www.lfd.uci.edu/globals/ (Figure S52). Hence, we retrieved ω0 = 0.32 µm from

analyzing the whole set of data.

Figure S52: Fit and difference of the correlation of the image of Fluorescein-labeled beads in water at 293 K obtained
at 488 nm with the confocal microscope equipped with the pulsed laser. In the fit plotted in three dimensions, the height
of the plot corresponds to the magnitude of the function (color code). The horizontal axis is the horizontal correlation
shift, ξ. The vertical axis is the vertical correlation shift, ψ. The image correlation was calculated at a region of interest
of 128 × 128 pixel2 placed at the center of the original series of images and the correlation function was half the size of
the original image, 64×64 pixels2.
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Measurement from collecting the point spread function We also characterized the beam waist of the pulsed

laser at 488 nm on the confocal microscope by recording a z-stack of (x,y) images of a 100 µm Green-Yellow-labeled

bead (Fluospheres, ThermoFischer).31 We both processed the images in 2D (by Gaussian fit of the image of the z-stack

associated to the highest average value; Figure S53) and 3D (by using the software MetroloJ32) and extracted ω0 = 0.28

µm and ω0 = 0.26 µm respectively.
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Figure S53: Two-dimensional curve fitting of a 100 nm Green-Yellow-labeled polystyrene bead imaged with the confocal
microscope equipped with the 488 nm pulsed laser. Dotted contour lines from white to black correspond to increase in
intensity by steps of 10% of the fitted maximum value.

Measurement of the light intensity with the fluorescent actinometer The principle of the validation reported above

for the confocal microscope equipped with the continuous laser remains valid. Thus, we again evaluated the relevance of

Eq.(S103) by plotting the dependence of
√
τ on the pixel size ∆y.

As shown in Figure S54, τ linearly depends on the square of the pixel size ∆y2 up to ω2
0 as anticipated from Eq.(S103).

Hence, the measurement of τ together with the tabulated cross section σ of the actinometer photoconversion make possible

to extract I experienced by the sample during image acquisition, and subsequently I0 = 2∆y2

σπw2
0τ

from the knowledge of

w0 and ∆y.

At that step, it is important to notice that the tabulated cross section σ of the Dronpa-2 photoconversion reported

in Table 1 of the Main Text refers to photoconversions, which have been investigated in a regime of light intensities not

covering the ones presently reached with the pulsed laser at 488 nm.

Measurement of the light intensity with the powermeter The expressions derived above for the measurement of the

light intensity with the powermeter are still applicable. Equipped with the value of w0 measured with Raster image

correlation spectroscopy and the γ parameter (equal to γ = 1 in the exploited bleaching mode), the I0 value retrieved

from the light power P measured with the powermeter is equal to I0 = 2
γπw2

0
P .

100



Figure S54: Dependence of the square root of the characteristic time τ retrieved from the decay of the fluorescence signal
of Dronpa-2 on the pixel size ∆y. The dependence has been established by averaging the fluorescence signal over a
segmented 512×512 images of Dronpa-2-labeled fixed U-2 OS cells scanned with the confocal microscope equipped
with a pulsed laser with 1.2 µs dwell time and 0.2 % laser power at 488 nm.

Conclusion We used the preceding results to compare the measurements of the light intensity delivered by the focused

laser beam at the focal plane of the confocal microscope at λ = 488 nm as retrieved with the Dronpa-2 actinometer and

with the powermeter from exploiting the value of the beam waist:

• Exploiting the Dronpa-2 actinometer in the nucleus of fixed cells, we extracted τ = 1.2 µs for the characteristic

time associated to the photoconversion at 2% light power measured in the scanning mode at 1.2 µs dwell time over

a 512×512 pixels2 image with 0.114 µm pixel size and ω0 = 0.3 µm. Using σ = 198 m2.mol−1, we retrieved

I0 = 390± 80 E.m−2.s−1;

• Exploiting the associated measurement of the powermeter in the focal plane of the objective (17.3 µW; 6.9 10−11

E.s−1), the value of w0 measured with Raster image correlation spectroscopy (ω0 = 0.3 µm), and the γ = 1

parameter, we extracted I0 = 490± 100 E.m−2.s−1.

The fair agreement between both derivations suggests that using σ = 198 m2.mol−1 is relevant for the measurement of

the light intensity delivered by the focused laser beam at the focal plane of the confocal microscope.

F Measurement of light intensity from a LED array

Here, we present a case demonstrating a limitation of the first protocol for measuring light intensity: retrieving 3D

intensity distribution information in a non-homogeneous light intensity profile. In order to evaluate and demonstrate this

limitation, an experiment was conducted whereby our protocol was applied to the situation of a Petri dish, containing

a solution of the Dronpa-2 fluorescent actinometer, being illuminated by a surrounding radial array of LEDs and being

imaged from above; and the results compared to those obtained through an optical simulation.
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F.1 Experimental Setup

An image and CAD rendered views of the setup, with the Petri dish and Dronpa-2 solution sectioned, created in

Rhinoceros 3D (Robert McNeel & Associates, Seattle, WA, US), of the setup are provided in Figure S55. The setup

consists of an LED strip light (ZFS-85000HD-B, JKL Components Corporation, Los Angeles, CA, US), which contains

460 nm LEDs (L1SP-RYL0002800000, Lumileds, San Jose, CA, USA), stuck to the inside of a large 100 mm diameter

plastic Petri dish (Corning Incorporated, Corning, NY, US), and a small 35 mm diameter plastic petri dish (Thermo Fisher

Scientific, Waltham, MA, US), containing 1.6 mL of 4 µM Dronpa-2 solution, placed inside it at its center. In order to

have the solution at approximately the same height as the LEDs, a base was printed in black PLA/PHA plastic (ColorFabb

B.V, Belfeld, Netherlands) on the Ultimaker 2+ Connect 3D printer (Ultimaker B.V., Utrecht, Netherlands), for the small

Petri dish to sit on. In order to simplify the situation, and therefore the simulation, the bottom of the large Petri dish

was covered with paper painted with highly absorbent black paint (Musou Black, Koyo Orient Japan Co., Ltd., Saitama,

Japan) in order to eliminate any reflections, which could reach the Dronpa-2 solution, meaning it could be ignored in

the simulation (Figure S55). The CAD images do not show the large Petri dish for this reason. In Figure S55, the CAD

models show the Dronpa-2 solution in place, with a meniscus shape, based on the meniscus shape of water in a Petri dish

as seen in reference.33 A scale bar is provided for the final CAD model, which is a 2D frontal sectioned view, allowing

the size and position of the different components to be recovered.

Figure S55: Photo (top left), CAD perspective sectioned view (top right) and CAD front sectioned view (bottom) of the
Petri dish LED array setup. 1 – Small Petri Dish (where the Dronpa-2 solution is held), 2 – LED Array (460 nm), 3 –
Large Petri Dish with Blackened Bottom, 4 – 3D Printed Base. The large Petri dish is omitted in the CAD views since it
is not implemented in the simulation. The 20 mm scale bar applies only to the bottom image. In the CAD drawings, the
LEDs are shown in blue.

The setup was imaged from above using a greyscale global-shutter camera (UI-3060CP-M-GL, IDS Imaging Devel-

opment Systems GmbH, Obersulm, Germany), with a Nikon camera objective (AF Nikkor 50 mm f/1.8D, Nikon, Tokyo,
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Japan), and with an emission filter (550 nm CWL, 100 nm FWHM; 33-331, Edmund Optics Inc., Barrington, NJ, US),

placed after the objective, to pass as much of only the fluorescence light as possible. In relation to the electronics, the

LED was connected to an LED driver (LEDD1B, Thorlabs Inc., Newton, NJ, US) to power it, and the camera to a custom-

built PC running Windows 10 (Microsoft Corp., Redmond, WA, US) to accept images from it. The cameras frames were

triggered using an Elegoo Uno R3 board (Elegoo, Shenzhen, China). The experiment involved acquiring images, at a

frequency of 6 Hz, for 70 s, while, at a time point shortly after the camera was started, the LED array was driven at the

maximum current possible with the LED driver used. In this case, only 8 of the LEDs, of equal spacing, were used. In

order to make this possible, black tape was placed over the relevant LEDs to block the light emitted from them. The data

corresponding to the video and final intensity image output are provided (LED Array/LEDArray ExperimentVideo.tiff).

F.2 Simulation Setup and Protocol

A model of the system was created and run using the optical design software package Optic Studio 18.9 (Zemax LLC,

Kirkland, WA, US). The file corresponding to this is provided (LED Array/LEDArray Simulation.zmx). A 3D view of

the model within the software is shown at the top of Figure S56. The LEDs were modelled using the “Source Radial”

object, whereby the radial intensity profile was entered according to data provided by the manufacturer. The Petri dish was

modeled as a volume object with a refractive index of 1.59, corresponding to that of polycarbonate, with no absorption.

The Dronpa-2 solution was modelled as a volume object with the material “WATER” selected. The CAD files for these

two objects have been provided (LED Array/Liquid.stp, LED Array/PetriDish.stp). The software does not contain the

transmission data of the Dronpa-2 solution, and so it was entered manually as 71 % for 30 mm of optical path distance.

In order to be able to measure the profile of absorbed light flux within the solution, a detector volume, 20 × 20 × 3.228

mm, containing 200 × 200 × 20 voxels, was set up fully covering the solution. The simulation was run with 1,000,000

rays with the settings “Use Polarization” and “Split NSC Rays” selected. Following this, the absorbed light flux for

each slice, provided (LED Array/LEDArray Intensity2DSLices.npy), was saved for further processing. A jupyter python

notebook, containing the code which carries out the calculations described in the remainder of this section, is provided

(LED Array/LEDArry Code.ipynb).

F.3 Results and Discussion

F.3.1 Simulated 3D-distribution of absorbed light flux

The 2D image slices obtained from the simulation are provided in Figure S57. It can be seen that the light intensity

distribution varies along the z-axis, with a bright central region being apparent in the lower slices and not the top. It is

likely that the cause is related to reflection phenomena occurring at the bottom of the dish.

F.3.2 Simulated 2D-maps of the characteristic times of Dronpa-2 photoconversion and light intensity

Theoretical derivation The conversion of the simulated steady 3D-spatial distribution of light intensity I (r, z) into a

2D map of characteristic time τ (r, z) is required to compare the simulation with the experimental observation.
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Figure S56: 3D view of the optical model of the Petri dish LED array setup within the Optic Studio 18.9 software. 1 –
LED, 2 – 35 mm Petri Dish, 3 – Dronpa-2 solution, 4 – Detector Volume.

Figure S57: 2D images of the absorbed light flux at each of the 20 z-axis locations within the detection volume. The
first image corresponds to the Dronpa-2 solution space adjacent to the bottom of the petri dish, and the following images,
going left to right, and down, in a raster fashion, correspond to image slices progressively closer to the fluid surface. Since
this work did not consider the absolute light intensity, but rather the distribution, a color scale is omitted.

The Dronpa-2 solution contained in the Petri dish is divided in voxels, which are assumed to contain Dronpa-2 at

identical concentration. Furthermore, we consider large enough voxels to neglect diffusion effects involving transfer of

the bright and dark states of Dronpa-2 between voxels experiencing distinct light intensities. Under such conditions, the
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conversion is performed as follows:

• In each voxel i, the time dependence of the fluorescence signal from Dronpa-2 Fi (r, z, t) obeys:

Fi (r, z, t) = Fi (r, z,∞) + ai (r, z) Ii (r, z) exp [−σIi (r, z) t] (S104)

where Fi (r, z,∞) designates the final value of the fluorescence signal;

• One calculates the sums of the time dependences of the fluorescence signal from Dronpa-2 along the optical axis

F (r, t)

F (r, t) =

i=n∑

i=1

Fi (r, z,∞) +

i=n∑

i=1

ai (r, z) Ii (r, z) exp [−σIi (r, z) t] (S105)

where the voxels along the optical axis are numbered from 1 to n;

• We assume ai (r, z) = a to be independent on r and z in the considered regime of light intensity. Then the sums of

the time dependences of the fluorescence signal from Dronpa-2 along the optical axis becomes

F (r, t) =

i=n∑

i=1

Fi (r, z,∞) + a

i=n∑

i=1

Ii (r, z) exp [−σIi (r, z) t] (S106)

• Although multiexponentially decreasing, F (r, t) is fitted with a monoexponential fitting function

F (r, t) = F (r,∞) + b (r) exp [−σ⟨I (r)⟩t] (S107)

which provides the 2D-map of light intensity ⟨I (r)⟩.

• The 2D-map of τ (r) is eventually extracted as

τ (r) =
1

σ⟨I (r)⟩ . (S108)

Results and discussion Maps of the characteristic times τ of Dronpa-2 photoconversion, and light intensity I , for both

the experimental and simulation cases, are provided in Figure S58. It can be seen visually that, although not an exact

match, the results of both cases fairly agree with each other. More precisely, the eight-fold symmetry of the distribution

is conveniently accounted for on both maps. One possible explanation for the small discrepancy arising from the weaker

flower motif observed in the experimental maps is that the surface roughness, which could have impacted upon the

reflections taking place, was not modelled for the simulation. Another possible factor causing differences could have

been some inaccuracy in positioning between the plane of the LED array and the fluid. Despite the slight differences,

this experiment demonstrates that the technique is able to extract information, closely matching that from a simulation.

However, recovering information on light intensity in fully 3D cannot be retrieved from the integral image of light intensity

displayed in Figure S58, which is a limit of this protocol.
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Figure S58: τ (left) and light intensity (right) maps of the experimental (top) and simulation (bottom) situation. Since
this work did not consider the absolute light intensity, but rather the distribution, a color scale is omitted.
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[17] H. Dürr and H. Bouas-Laurent. Photochromism: molecules and systems, Elsevier. Elsevier, 2003.

107



[18] M. Lerch, W. Szymanski, and B. Feringa. The (photo)chemistry of stenhouse photoswitches: guiding principles and

system design. Chem. Soc. Rev., 47:1910–1937, 2018.

[19] T. Mirkovic, E. Ostroumov, J. Anna, R. Van Grondelle, and G. Scholes. Light absorption and energy transfer in the

antenna complexes of photosynthetic organisms. Chemical reviews, 117(2):249–293, 2017.

[20] A. Stirbet and Govindjee. On the relation between the kautsky effect (chlorophyll a fluorescence induction) and pho-

tosystem ii: basics and applications of the ojip fluorescence transient. Journal of Photochemistry and Photobiology

B: Biology, 104(1-2):236–257, 2011.

[21] R. Delosme. Etude de l’induction de fluorescence des algues vertes et des chloroplastes au début d’une illumination
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