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Résumé

Les phénomènes de turbulence atmosphérique sévère sont la principale cause de
blessures en vol dans le transport aérien civil. Leur fréquence et leur gravité aug-
mente en raison des changements climatiques. Il n’y a pas de méthode embarquée de
détection de turbulence précise et fiable à court terme.

Pour résoudre ce problème, nous présentons dans cette thèse FUTURA (FUnctional
shape feature for real time TURbulence Alerting), une approche basée sur les données
pour la détection de la turbulence en temps réel qui utilise uniquement les données
de capteurs déjà existantes à bord de l’avion. FUTURA fusionne trois technologies :
le filtre de Kalman, l’analyse des données fonctionnelles et la détection d’anomalies
des séries temporelles pour une identification précoce de la turbulence. Dans la pre-
mière étape, nous proposons d’utiliser le filtre de Kalman en régime stationnaire pour
approximer les signaux bruts de manière récursive. L’approximation fonctionnelle
ne permet pas seulement d’éliminer implicitement le bruit des données, mais égale-
ment de tirer parti des propriétés mathématiques des fonctions approximées. Dans
la deuxième étape, les caractéristiques géométriques fonctionnelles sont extraites de
l’approximation fonctionnelle obtenue lors de la première étape. Les caractéristiques
géométriques extraites capturent la relation entre plusieurs variables et fournissent une
nouvelle représentation des données originales qui peut nous aider à mieux identifier
les comportements anormaux dans les séries temporelles multivariées. Pour finir, une
technique de détection d’anomalies de séries temporelles est utilisée sur les caractéris-
tiques géométriques extraites afin d’attribuer un score d’anomalie à chaque instance.
En considérant les turbulences comme des anomalies et en établissant un seuil sur
les scores d’anomalie, nous pouvons distinguer parmi les vols lesquels rencontreront
prochainement des turbulences.

Afin d’examiner les performances de FUTURA, une série d’expériences est réalisée.
La méthode est évaluée en utilisant des données des séries temporelles multivariées
provenant de vols ayant rencontré différents niveaux de perturbation d’air, y compris
des turbulences sévères, et des comparaisons sont effectuées avec des méthodes basées
sur Gradient Boosting utilisées dans la littérature récente pour la prédiction de la
turbulence. Les expérimentations démontrent que FUTURA est capable d’identifier
40% des turbulences sévères (taux de vrais positifs) 30 secondes à l’avance tout en
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maintenant un taux de faux positifs nul, ce qui surpasse non seulement les méthodes
basées sur Gradient Boosting, mais répond également à l’exigence d’absence de fausses
alarmes pour optimiser l’expérience passager et la fiabilité opérationnelle de l’avion.



Abstract

Severe atmospheric turbulence phenomena are the leading causes of in-flight injuries in
civil air transport in the context of the increasing frequency and severity of turbulence
due to climate changes. There is currently no precise and reliable short term on-board
turbulence prediction method.

To address this problem, in this thesis, we propose the new FUTURA (FUnctional
shape feature for real time TURbulence Alerting) function, a data-driven approach
for real time turbulence prediction that utilizes only the sensor data already existing
on-board of the aircraft. FUTURA fuses three technologies, namely Steady State Kalman
Filter (SSKF), Functional Data Analysis (FDA) and time series anomaly detection for
turbulence early identification.

In the first step, we put forward Steady State Kalman Filter (SSKF) to approximate
raw signals in a recursive manner. The functional approximation can not only implicitly
remove the data noise, but also allow us to make use of the mathematical properties
of the approximated functions. In the second step, functional shape features are ex-
tracted from the functional approximation obtained in the first step. The extracted
shape features capture the relationship among multiple variables and provide a new
representation of original data that can help us better identify the abnormal behavior in
multivariate time series data. Finally, a time series anomaly detection method is applied
on the extracted shape features to give an anomaly score to each instance. Turbulence
is considered as an anomaly and by setting a threshold on anomaly scores, we can
distinguish which flights will shortly encounter turbulence and which flights will not.

To investigate the performance of FUTURA, a sequence of experiments are con-
ducted. The method is evaluated using multivariate time series sensor data coming from
flights that encountered different levels of air disturbance including severe turbulence
and comparisons are made with Gradient Boosting based methods that are utilized in
the recent literature for turbulence prediction task. Experimental results show that
FUTURA can distinguish 40% of the severe turbulence cases (true positive rate) 30
seconds in advance while keeping a zero false positive rate, which not only outperforms
the gradient boosting based methods, but also meets the zero false alarm requirement
for optimizing the passenger experience and the aircraft operational reliability.
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Atmospheric turbulence phenomena are the main causes of injuries in civil
air transport and due to climate change, the frequency and severity of tur-
bulence is increasing. There is currently no precise and reliable short term
on-board turbulence prediction method. With the aim of designing a real time
atmospheric turbulence early identification and alerting function on board of
commercial aircraft, the dedicated algorithm should be as ’light’ as possible
in terms of computation efforts and memory usage to meet the requirement
of the embedded computer and provide turbulence predictions in a real time
manner. On board aircraft warning functions should also deliver robust out-
comes thus keep the false alarm rate as low as possible. In response to these
practical needs, we propose FUTURA (FUnctional shape feature for real time
TURbulence Alerting), an on-board turbulence alerting function that combines
three principles, namely Steady State Kalman Filter, Functional Data Analysis
and Time Series Anomaly Detection.

Abstract.

1.1 Introduction

In this chapter, we present the industrial context, scientificmotivation, and contributions
of our work.

We first introduce aeronautical systems with particular emphasis on the onboard
sensors and flight control systems. Aircraft onboard sensors are the data source of
the proposed turbulence alerting algorithm and flight control computer is where the
algorithm is planned to be embedded. Atmospheric turbulence including its classifica-
tion and intensity metrics are presented. We then summarize and clarify the industrial
constraints as well as objectives of our research. We transform an industrial problem
to a scientific problem by taking all the industrial constraints into consideration and
present each scientific field involved in our research.
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1.2 Industrial context

1.2.1 Aeronautical system

1.2.1.1 Aeronautical systems and onboard sensors

A civil aircraft is composed of the engines, structure and systems. According to
Aerospace Recommended Practice (ARP) 4754 (SAE 2010), a system is a combination
of inter-related items arranged to perform a specific function(s)’. A civil aircraft en-
compasses about 100 different systems, which include, for example, the flight control
system, the landing gear system and the electrical system, just to name a few.

Coming from different aircraft systems, on board sensors play an important role in
the process of automating aircraft control, piloting and monitoring aircraft systems.
They reflect the evolution of aeronautical systems state in a changing and disturbed
environment. Depending on the type of aircraft, the available sensors and their adopted
technology can be very different. The same anemometric sensors (i.e. total pressure,
static pressure and total temperature sensors, allowing the relative wind speed to be
measured for an aircraft) and clinometric sensors (i.e. angle of attack and sideslip,
indicating the inclination of the airplane in relation to the air mass), however, can be
found on different airplanes (Alcalay 2018), namely:

• 3 to 4 angle of attack sensors;

• 3 Pitot tubes generating 3 total pressure measurements;

• 6 static pressure taps generating 3 static pressure measurements;

• 2 or 3 total temperature sensors;

• 1 total temperature sensor per motor;

• 2 static sockets per motor, allowing the reconstruction of 1 pressure measurement;

The aircraft sensors are also valuable resources for meteorological analysis and
forecast. Especially on atmospheric turbulent flows, this phenomenon can be detected
using aircraft sensor responses. In this thesis, we develop a machine learning based
turbulence early identification and alerting function leveraging the aircraft on-board
sensor data.
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Figure 1.1: The Flight Control System (FCS) contains all the elements between pilot
inputs and control surfaces.

1.2.1.2 Flight control system

The Flight Control System (FCS) contains all the elements between pilot inputs (in
the cockpit) and control surfaces (i.e. movable parts that allow to change the aircraft
aerodynamic configuration), dedicated to control the aircraft altitude, trajectory and
speed. More specifically, it consists mainly of 5 different components: the pilots control
inputs, the FCS computers, the power sources, the actuators and the control surfaces.
The pilot inputs are first linked to a FCS computer. Considering both pilot orders and
flight sensor parameters, the FCS computer calculates the command and sends it to the
actuator that moves the control surface.

In place of mechanical FCS, Airbus initially introduced Electrical Flight Control
System (EFCS) on the Airbus A310 (1982), on the spoilers, slats and flaps only, followed
by a complete generalization on all control surfaces on the A320 (1987) (Goupil 2011).
The EFCS system is now recognized as the industrial standard in commercial appli-
cations and it provides more sophisticated control of the aircraft and flight envelope
protection functions (Traverse 2004). The most important requirement and objective
of the flight control system is to ensure the safety of the flight. Based on the safety
requirement, the flight control system also needs to be robust to failures and enhance
aircraft’s performance. Transitioning from mechanical FCS to electrical FCS has also
allowed to contribute to significantly reduce the pilot workload.

As the brain of FCS, the flight control computer is a high integrity, low size,
weight and power airborne computer that has strict memory and computation limits
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Figure 1.2: The turbulence early identification function is dedicated to be integrated in
the flight control system.

(Goupil 2011). It processes the flight control laws and provides commands for flight
control surfaces. The turbulence early identification function designed in this thesis
is dedicated to be integrated in the flight control computer. After receiving the flight
parameters, flight control computer calculate the turbulence prediction result and send
it to Flight Control Data Concentrator (FCDC) computers (see figure 1.2). FCDC com-
puters are in charge of the system maintenance and warnings, cautions and indications.
The FCDCs compute some logics to generate warning messages towards the Flight
Warning Computer (FWC). These messages are displayed in the cockpit through a
dedicated screen (ECAM) (Goupil 2011). As shown in figure 1.2, there are the 6 EFCS
computers on an A380 including 3 primary (PRIM) computers and 3 secondary (SEC)
computers that have different hardware and software than PRIM (Goupil 2011). The
reason for the hardware redundancy as well as dissimilarity between PRIM and SEC is
to be compliant with Airworthiness requirements for aircraft certification and to design
a fault-tolerant aircraft (Traverse 2004).

As the turbulence alerting function aims to be embedded function in flight control
computer, several constraints need to be taken into consideration (Goupil 2011):

• Considering the limited computing capacities of flight control computer, a com-
plex algorithm must be developed with as many simplifications as possible for
effective implementation.
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• Flight control computers operate on a multi-rate time-triggered basis, resulting
in varying sampling periods for data processing, even within a single unit. For
example, if an algorithm computes every 10 ms, this algorithm must adapt the
data that are produced every 40 ms to its faster sampling time.

• Data measured by different sensors may be sent to flight control computers with
different sampling frequency.

• Maintaining a low false alarm rate is crucial to avoid degrading the operational
reliability. A false alarm may leads to a system reconfiguration and potentially to
degrade the flight envelope protection level.

It is worth noticing that the proposed turbulence warning function does not seek
to control the aircraft nor change the trajectory of the aircraft, but to warn the crews
and passengers for the upcoming turbulence. As part of the flight control computer,
it is imperative that the turbulence warning function complies with the safety and
robustness requirements of the flight control system.

1.2.2 Atmospheric turbulence

Atmospheric turbulence phenomena are not only major concerns for the safety and
comfort of passengers and crew, but also for safe and cost-effective aircraft operations
(Sharman 2016). According to International Air Transport Association (IATA 2018),
turbulence is responsible for 25% of injuries in flight and causes 14% of flight diversions.
13% of turbulence events lead to aircraft damage and the most serious events can trigger
more than 100 insurance claims. In addition, the frequency and severity of turbulence
are increasing due to the climate change (IATA 2018).

1.2.2.1 Generation mechanism

According to different generation mechanisms, atmospheric turbulence can be classified
as Convective induced turbulence, Low-level turbulence, Mountain wave turbulence,
Clear-air turbulence and Aircraft-induced turbulence (Sharman 2016). Ideally, the
proposed method should handle all types of turbulence except the Aircraft-induced
turbulence.
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1. Convective induced turbulence. Turbulence associated with convective clouds
is called convective induced turbulence and includes in-cloud or near-cloud
turbulence. Since convectively induced turbulence are directly related to con-
vective clouds, it tends to have a relatively brief lifetime of just a few minutes
(Sharman 2016).

2. Low-level turbulence. Caused by strong winds related to a surface frontal
passage, dry hot air flows over a hot surface or flows over obstacles like mountains,
trees and buildings, low-level turbulence is a safety hazard during takeoffs and
landings, especially for small aircraft (Sharman 2016).

3. Mountain wave turbulence. Mountain Wave Turbulence is linked to the signif-
icant amplitude and breaking of gravity waves above and behind mountainous
terrain (Sharman 2016). Wave breaking may occur above the mountain or at
lower altitudes downstream from the mountain.

4. Clear-air turbulence. Caused by enhanced wind shears and reduced stability
near jet streams, Clear-Air Turbulence (CAT) often occurs in clear air. CAT
typically occurs in the upper troposphere and lower stratosphere.

5. Aircraft-induced turbulence. Aircraft-induced turbulence typically happens
near airports when a lighter aircraft trails a heavier aircraft and impacted by its
trailing vortex wakes.

1.2.2.2 Different turbulence levels

Despite the different nature and generation mechanism, all kinds of turbulence can
be categorized as “light,” “moderate,” “severe,” and “extreme”, depending on the size
and intensity of the encountered atmospheric turbulent eddies and the corresponding
aircraft’s response (FAA 2014) (see table 1.1 for a detailed description of different at-
mospheric turbulence levels). The current work mainly concentrates on severe and
extreme turbulence that pose a higher risk of injury.

1.2.2.3 Turbulence intensity metrics

In-flight turbulence intensity can be quantified by vertical load factor or Eddy (or
Energy) Dissipation Rate (EDR) (Lee 2022). Load factor is the ratio of the aircraft’s lift
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Table 1.1: Atmospheric turbulence levels.(FAA 2014)

Description Aircraft Reaction Occupants Reaction

Light Slight changes in altitude
and/or attitude.

Slight strain against seat belts
or shoulder straps. Unsafe ob-
jects may be moved slightly.
Food service may be con-
ducted and little or no diffi-
culty is encountered in walk-
ing.

Moderate Changes in altitude and/or at-
titude occur. The aircraft re-
mains in control. Variations
in indicated airspeed.

Strains against seat belts or
shoulder straps. Unsecured
objects are dislodged. Food
service and walking are diffi-
cult.

Severe Large, abrupt changes in al-
titude and/or attitude. Large
variations in indicated air-
speed. Aircraft may temporar-
ily lose control.

Occupants are forced vio-
lently against seat belts or
shoulder straps. Unsecured
objects are tossed about. Food
Service and walking are im-
possible.

Extreme Aircraft is violently tossed
about and is practically impos-
sible to control. It may cause
structural damage.

to its weight (see equation 1.1) (Clancy 1975).

Nz = L

W
(1.1)

Where L is the lift of an aircraft, W is the weight and Nz the vertical load factor.
Load factor is an aircraft dependent metric that describes the stress on aircraft

structures and reflects the real bumpiness and passenger feelings during the turbulence.
A vertical load factor equals to 1 indicates a straight level flight and a load factor greater
or less than 1 is the consequence of maneuvers or turbulence.

EDR, on the contrary, is an objectively turbulence intensity metric independent of
the aircraft type (Meymaris 2019). Owing to its objectivity, EDR is used to deliver the
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encountered turbulence information among aircraft. The aircraft that receives EDR
interprets the turbulence intensity level based on its appropriate aircraft type, altitude,
airspeed, weight and flight conditions to infer its response to turbulence. EDR has been
adopted by both International Civil Aviation Organization and World Meteorological
Organization as the official turbulence reporting metric (Lee 2022). Both National
Aerospace Laboratory and National Center for Atmospheric Research (Meymaris 2019)
developed their corresponding algorithms for EDR calculations.

The advantages and inconveniences of EDR and Load factor as turbulence intensity
metrics can be summarized as follows (Meymaris 2019):

1. EDR

• Advantage

– Independent on aircraft models and thus EDR message can be delivered
and easily interpreted by other aircraft.

• Inconvenience

– Can not reflect the passenger’s real feeling compared to the load factor.
– Cannot be measured directly by the sensor. Embedded software is

required to calculate from sensor data.

2. Load factor

• Advantage

– Reflect the real bumpiness and passenger feeling during turbulence.
– Can be measured directly by aircraft sensors.

• Inconvenience

– Aircraft dependent. Not a universal measurement thus may not be used
directly on other aircraft models.

– Influenced by the aircraft operations and maneuvers.

The objective of this thesis is to design a turbulence alerting function on board of
each commercial aircraft. Such function should identify in advance severe atmospheric
turbulence that result in passenger injuries ahead of each aircraft in a real time manner.
For this purpose, we use load factor to describe the turbulence intensity as it reflects
the aircraft bumpiness and passengers’ feelings.
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Figure 1.3: The machine learning based turbulence alerting function transforms on-
board sensor signals into a turbulence indicator.

1.2.3 Objective and industrial constraints

In this thesis, we aim to design a Machine Learning based turbulence alerting function
on board of commercial aircraft using sensor data. More specifically, we transform the
on-board sensor signals into a turbulence indicator (see figure 1.3).

The main industry constraints are summarized as follows:

• The aircraft flight control computer has strict computational limit and memory
requirement for the embedded functions. The designed turbulence early identifi-
cation algorithm should be as ’light’ as possible in terms of computation efforts
and memory usage to meet the requirement of the embedded computer.

• The turbulence identification function should provide turbulence predictions
and alert in a real time manner for timely turbulence warnings which means
sufficiently in advance. The time required for alerting is still to be defined w.r.t
operational constraints. Related to the first constraint, the meaning of ’real time’
has two folds:1. The recursive (or iterative, incremental) nature of the algorithm
to reduce the memory requirement. The algorithm should update its prediction
according to the new coming data point without needing to store and reuse all
historical data every time. 2. The low computation cost at each iteration.

• On board aircraft warning functions should deliver robust outcomes thus keep the
false alarm rate as low as possible. Although the false alarm of such an alerting
function does not harm in flight operation, its accumulation will make pilot lose
confidence in the turbulence alerting function and make passengers lose trust in
airlines.



1.3. Scientific motivation 17

1.3 Scientific motivation

1.3.1 From an industrial problem to a scientific problem

According to its functionality and system requirements, a data-driven on-board turbu-
lence identification and alerting function has the following characteristics:

• Data collected from on-board sensors are composed of multivariate time series
where each variable represents a different sensor parameter.

• The data are highly imbalanced: there are much less severe turbulence flights
than normal flights which is consistent with the reality.

• The turbulence should be identified early enough before the aircraft enters the
turbulence zone to allow sufficient time for passengers and crew to secure.

• The turbulence identification algorithm should meet the computational limit and
memory requirements of the on-board aircraft control computer and provide real
time turbulence warnings.

• Sensor measurements contain noise and different sensors have different sampling
frequencies.

1.3.2 Multivariate time series

A time series is a sequence of values that has temporal dependency among data points
(Gupta 2020a) (Faouzi 2022). Time series data can be found in various fields such as
engineering, chemometrics, econometrics, finance, healthcare and internet activity.

Depending on the dimension of the measurements, time series can be classified into
univariate and multivariate time series. A time series is univariate if its observation
value at each timestamp returns a scalar and multivariate if its observation value returns
a m dimensional vector where m is the number of variables.

Although multivariate time series can be seen as a stack of multiple univariate
time series and one can treat each variable independently, such a way of analyzing
multivariate time series data results in omitting the relationships between the multiple
variables (Blázquez-García 2021). In multivariate time series the variables can be corre-
lated between each other along time and the relationships between variables contain
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important information. Multivariate time series has not only temporal variabilities
along each variable but also correlation variabilities across them.

On board sensors coming from different aircraft systems (e.g. avionic systems, en-
gines) generate multivariate time series, which allow data driven approaches to become
possible options. Figure 1.4 shows the variation of on-board sensors’ measurements
while encountering severe turbulence. Flight variables exhibit strong fluctuation in the
turbulence area. Atmospheric turbulence can be detected if these specific behaviors are
early identified.

The relationship between flight parameters can be deterministic. For example
the relation between total air temperature and static air temperature can be given by
(Trenkle 1973):

TAT

SAT
= 1 + γ − 1

2 M2
a (1.2)

where TAT is the total air temperature, SAT is the static air temperature, M2
a is

the square Mach number and γ is the ratio of specific heats.
The relationship between flight parameters can also be non-deterministic, e.g. the

relation between total air temperature and motor temperature. Figure 1.4 illustrate the
behavior of five flight parameters near a turbulent region. While parameters 1,2 and 4
seem to have synchronized changes, the relation between parameters 3 and 5, as well
as their relationship with all other parameters can not be concluded intuitively from
visualization.

1.3.3 Rare event

The data collected from a rare event are often highly imbalanced where one class has
a higher percentage of data than the others (Lewis 1994). In addition to atmospheric
turbulence detection, similar scenarios are observed in areas such as detecting fraud in
banking operation, detecting fraudulent telephone calls, managing risk and medical
diagnosis.

In the supervised case, classification performance of machine learning algorithms
is affected with highly imbalanced dataset (Chawla 2010) (Buda 2018) (Thabtah 2020).
The machine learning classification are trained with the aim of maximizing the overall
accuracy of the derived classifiers with the assumption of a balanced number of instances
per class (Ganganwar 2012), which can result in a high degree of accuracy on the
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Figure 1.4: Signals of five flight parameters near a turbulent region.

majority class and poor performance on the minority class as the major class has the
higher weight in the data (Thabtah 2020). As the minor class is often of greater interest
in the real-world application, applying themachine learning classificationmodel directly
to highly imbalanced data may not lead to desired results. Techniques to tackle the
class imbalance problem include sampling methods and algorithmic level solutions.
Sampling methods resample the data set by oversampling the minority class or by
under-sampling the majority class to have an approximately equal class distributions.
Common used methods include Synthetic Minority Over-sampling Technique (SMOTE)
(Chawla 2002), borderline-SMOTE1 and borderline-SMOTE2 (Han 2005). Algorithmic
level solutions include cost sensitive learning which attaches the cost associated with
misclassification during the learning task, thresholding methods that adjust threshold
of the classifiers to reduce cost of misclassifications and ensemble learning approaches
(Thabtah 2020).

In the unsupervised case, the anomaly detection or outlier detection algorithm has
its advantage in detecting rare data samples that deviate remarkably from the general
distribution of the data (Braei 2020). Anomalies occupy only a small portion of the data
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and their distribution is remarkably different from the major class of the dataset which
are considered as the normal data (Braei 2020). Therefore, depending on the nature of
the real application, rare events can be regarded as anomalies or outliers, which allow
applying unsupervised anomaly detection algorithms to identify rare events.

As sensor signals exhibit particular behaviors in the turbulence zone and represent
only a very small part of the data, in this thesis, turbulent signals are considered as
outliers in magnitude and shape compared with normal sensor signals and multivariate
functional outlier detection methods are applied to identify turbulence several seconds
or minutes in advance.

1.3.4 Time series early classification

Compared with time series classification that uses complete time series to predict the
class label, time series early classification aims to classify an incomplete time series as
early as possible with a desired level of classification performance (Gupta 2020a). The
earliness of classification is essential in many time sensitive domains such as gas leakage
(Hatami 2013), bearing faults (Ahn 2020), earthquake (Fauvel 2020), early detection of
infected people during pandemic period of COVID-19 (Gupta 2020a). Although using
the complete time series can help achieve better classification performance, it is not
applicable in streaming applications and waiting for more data also results in missing
the right timing to identify hazard or important events. Thus, the main challenge
of early classification approach lies in balancing between two conflicting objectives,
accuracy and earliness, at the same time (Mori 2019).

1.3.5 Functional Data Analysis

Functional Data Analysis (FDA) aims to represent high dimensional discrete observa-
tions as functions (Ramsay 2008). It assumes that there exists a function generating the
observed data and that the underlying function is smooth with one or more derivatives
(Ramsay 2008). Observations from high rate sensors deployed in commercial aircraft
are real continuous functions observed at discrete time points, thus can be treated as
functional data (Lejeune 2020).

Distinguishing FDA from treating the data as just multivariate time series, the
smoothness property is essential as it can not only implicitly remove noise from the
raw signal but also allow us make use of the information contained in their derivatives.
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Figure 1.5: An illustration of approximating raw signals by b-spline basis functions. a)
the raw signal. b) initialized basis functions. c) coefficients of basis functions obtained by least
square estimations (colored vertical bars). d) the estimated underlying function.

Although one can calculate derivatives by forward difference or central difference,
estimated derivatives can easily go wrong by differencing methods even if functions
are analytically available (Press 1992) and the estimated derivatives can be rather noisy.

The underlying functions can be constructed by a weighted sum or linear combi-
nation of basis functions. Basis functions are a series of known and mathematically
independent functions. For example, Fourier basis functions are commonly used to
approximate periodic data and b-spline basis are commonly used for non-periodic data
(See figure 1.5).
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1.3.6 Kalman Filter

As the underlying function of a time series is constructed by a weighted sum of basis
functions, the familiar technique of computing the amplitudes or coefficients of basis
functions is by minimizing the sum of squared errors. Such a way of approximating raw
signals demands the availability of the complete time series thus can not be directly
utilized for real-time applications. Even though it is possible to apply the least square
estimation within a sliding window, such methods require to store all the data in the
sliding window which is not desirable considering the strict memory limit of aircraft
embedded control computer and does not meet the real-time industry requirements.
To tackle this problem, the Kalman filter (Kalman 1960) is applied to approximate raw
sensors signals in real time.

Assume that there is a dynamic system of which measurements are available, and
its current condition or behavior at a given time point is quantitatively described by
the system states. For example, a car speed monitoring system where the system state
is the car speed and the measurements can be wheel rotation speed measured by wheel
speed sensors. In the case of b-spline approximation, the system we constructed is
not a physical system. The measurements are the continuously-generated sensor data
points and we regard the coefficients of underlying basis functions as system states.
Different from smoothing, where measurements derived later than time t can be used
in obtaining information about the system, and prediction, which aims to predict the
system information of t + δt at time t, filtering refers to the process of obtaining
information about the system at a given time t by utilizing measurements collected
up to that point in time (Anderson 2012). As one of the most famous filter to estimate
the state of a dynamic system in the presence of noisy measurements, Kalman Filter
(Kalman 1960) operates in a recursive manner, consistently updates its state estimates
as it receives new data, making it especially appropriate for real-time applications and
systems with time-varying parameters.

Based on the assumption that the system state follows a linear model over time,
the Kalman Filter considers measurements are linearly related to the underlying state
and corrupted by noise (Simon 2006). It works in two steps: prediction and update.
The prediction step involves using the previous state estimate along with the system
model which describes the evolution of the system state over time, to estimate the
current state. Then, in the update stage, it integrates the most recent measurement to
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improve the state estimate, considering both the measurement noise and the system
model uncertainties (Simon 2006). Kalman filter can also be viewed as a Bayesian
estimation approach: in each time step, the a priori state estimate is first obtained after
the prediction step and then get updated with the new observations to obtain the a
posteriori state estimate (Welch 1995).

1.4 Contributions

Our main contribution lies in the proposal of FUTURA (FUnctional shape feature for
real time TURbulence Alerting), an on-board turbulence early identification model
utilizing only the sensor data on-board of aircraft.

The introduction of FUTURA is intended to tackle the subsequent requirements
and yet-to-be-solved challenges:

• Although severe atmospheric turbulence phenomena are the leading causes of
in-flight injuries in civil air transport (IATA 2018), there is no precise and reli-
able in-flight turbulence prediction method (Sharman 2016). The state-of-the-art
turbulence detection methods used on board commercial aircraft include pilot
reports and in situ turbulence algorithms only provide turbulence observations
but not their prediction. On-board weather radar detects turbulence in wet air
without any precise announcement about the timing. Turbulence forecasting
methods are difficult to precisely predict turbulence due to limited spatial and
temporal resolution (Kim 2018).

• Using high frequency multivariate time series generated by sensors for turbulence
early identification, flight parameters can be correlated between each other along
time and the relationship between variables contains important information.
Most of the research work on time series classification as well as time series early
classification is dedicated to exploring univariate time series classification. Most
existing multivariate time series early classification methods do not consider
these relationships (Ma 2017; Gupta 2020a).

• To implement a turbulence alerting function in an embedded system, the strict
memory limits and computational requirements should be taken into consid-
eration. We need a method that has a low memory requirement as well as a
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low computation complexity to make real time turbulence prediction become
possible.

FUTURA combines three principles, namely Steady State Kalman Filter (SSKF)
(Simon 2006), Functional Data Analysis (FDA) (Ramsay 2008) (Jauch 2017) and Time
Series Anomaly Detection for turbulence early identification.

In the first step, we put forward Steady State Kalman Filter (SSKF) for functional
approximation. SSKF is utilized to approximate raw signals by estimating the coefficients
of b-spline basis functions in a recursive manner. The functional approximation can not
only implicitly remove the data noise, but also allows us to make use of the mathematical
properties of the approximated functions. For example, if b-spline basis functions are
second-order derivable, the first and second derivatives of the approximation function
can then be used for further analysis. In the second step, functional shape features
(Srivastava 2016) are extracted from the functional approximation obtained in the first
step. The extracted shape features capture the relationship among multiple variables
and provide a new representation of the original data that can help us better identify
the abnormal behavior in multivariate time series data. Finally, a time series anomaly
detection method (such as Functional Isolation Forest (FIF) (Staerman 2019)) is applied
on the extracted shape features to give an anomaly score to each instance. Turbulence
is considered as an anomaly and by setting a threshold on anomaly scores, we can
distinguish which flights will shortly encounter turbulence and which flights will not.
Besides FUTURA, we also propose a feature selection method for multivariate time
series data.

To investigate the performance and properties of FUTURA, a sequence of exper-
iments is conducted. The method is evaluated using multivariate time series sensor
data coming from flights that encountered different levels of air disturbance including
severe turbulence and comparisons are made with gradient boosting based methods
that are utilized in the recent literature (Emara 2021) for turbulence prediction task.
Experimental results show that FUTURA can distinguish 40% of the severe turbulence
cases (true positive rate) 30 seconds in advance while keeping a zero false positive rate,
which not only outperforms the gradient boosting based methods, but also meets the
zero false alarm requirement for optimizing the passenger experience and the aircraft
operational reliability.

The thesis is structured as follows: Chapter 2 introduces related works for our
proposed task in both turbulence detection field and multivariate time series early



1.4. Contributions 25

classification as well as anomaly detection field. Chapter 3 describes the method of
functional shape features for turbulence detection in an offline manner where the real
time constraints are not yet taken into consideration. Chapter 4 details the principle of
FUTURA, our proposed real time turbulence identification approach. Various experi-
ments including the preliminary data explorations, experiments for the offline methods
and experiments for FUTURA are introduced in Chapter 5. Conclusions are discussed
in Chapter 6.
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There is no precise and reliable in-flight turbulence prediction method. The
state-of-the-art turbulence detection methods used on board commercial air-
craft include pilot reports and in situ turbulence algorithms to calculate energy
dissipation rate. They provide turbulence observations but not their prediction.
On-board weather radar on the other hand only detects turbulence in wet air
without any precise announcement about the timing. Turbulence forecasting
methods are difficult to precisely predict turbulence due to limited spatial and
temporal resolution. Equipped with a large number of sensors coming from
different aircraft systems, we believe that the flight variables (high frequency
multivariate time series generated by sensors) as well as their relationships
contain useful information indicating upcoming turbulence. Most existing
multivariate time series early classification methods, however, do not consider
the relationship among variables. Regarding time series anomaly detection
methods, although many application scenarios require algorithms to operate in
real time, no study has been done to analyze the computational cost of anomaly
detection methods for their possibility to be used in real-time contexts.

Abstract.

2.1 Introduction

In this chapter, we highlight the most relevant works for our proposed task as well as
the remaining gaps in both turbulence detection field and multivariate time series early
classification and anomaly detection field.

In the first section, we summarize the turbulence detection and prediction state-of-
the-art being applied or proposed in aeronautical industry and academia. We divide
turbulence detection and prediction techniques into four categories: Turbulence fore-
casting methods, Turbulence detection on-board of commercial aircraft, Advanced
sensing techniques for turbulence detection and AI-based turbulence prediction using
sensor data.

A data driven turbulence identification problem can be tackled by supervised times
series early classification methods or unsupervised times series anomaly detection
approaches. In the second section of this chapter, we present the related research works
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of time series classification, early classification as well as anomaly detection.

2.2 Turbulence detection and prediction state-of-the-
art

2.2.1 Turbulence forecasting methods

Established by the International Civil Aviation Organization (ICAO), the World Area
Forecast Centers (WAFCs) provides 6-hourly forecasts of weather information such
as wind, temperature and turbulence to global aviation users (Gill 2014). The current
WAFCS forecasts utilize global Numerical Weather Prediction (NWP) model output
to estimate turbulence on a 1.25° × 1.25° (equivalent to 138.75km × 138.75km) gridded.
At the request of ICAO, WAFCS plans to provide calibrated turbulence forecasts on a
0.25° × 0.25° grid every 6 hours by 2024 (Kim 2018). Using NWP output data, Graphical
Turbulence Guidance (GTG) developed by the National Center for Atmospheric Re-
search (NCAR) provides turbulence forecasts by combining several different turbulence
diagnostics (Sharman 2016). Nevertheless, due to the resolution of NWP models, the
spatial and temporal resolution of current forecast system are still too large to capture
the rapidly changing atmospheric turbulence that has only a few hundred meters to a
few kilometers in size (Sharman 2016) (Kim 2018).

2.2.2 Turbulence detection on-board of commercial aircraft

2.2.2.1 Pilot report

Pilot report (often termed as PIREP or AIREP (air report) by aviation meteorologists)
contains the manual reporting of weather conditions encountered during the flight.
Most commercial aircraft are equipped with an on-board computer to calculate wind
direction and speed. Since the early 1970s, PIREPs not only contained these measured
variables, but also the encountered turbulence information (intensity, duration and
cloud information) (Sharman 2016). Turbulence reports contained in PIREPs are based
on the pilots’ subjective assessment therefore cannot precisely and objectively reflect
the intensity, location and appearance time of turbulence. It is a way of recording the
turbulence events encountered during the flight instead of a predictive method.
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2.2.2.2 In-situ Energy Dissipation Rate (EDR)

The Energy Dissipation Rate (EDR) (Sharman 2016) is a measure of turbulence intensity.
EDR can not be measured directly but is calculated frommeasurable flight variables such
as velocities and temperature. Several algorithms for estimating EDR for commercial
airline flights are proposed in the literature (Huang 2019) (Chen 2019). As an objective
intensitymeasure of the encountered turbulence, EDR can be used for warning following
aircraft. Same as pilot reports, it is not a predictive method.

2.2.2.3 Airborne weather radar

As a necessary equipment for civil aircraft, weather radar was first utilized in civil
aviation for autonomous navigation based on characteristic landmarks; e.g. cities and
lakes (Yanovsky 2005). Today, the development of airborne weather radar is mainly
related to the detection of hazardous weather phenomena such as severe turbulence.
The weather radars on board of aircraft are able to detect clouds and precipitation,
and display a radar image of the surface in map mode (Yanovsky 2005). The weather
radars can only detect turbulence in wet air without the precise timing of upcoming
turbulence. For non-rainy weather, they might not provide reliable turbulence detection
result (Sharman 2016).

2.2.3 Advanced sensing techniques for turbulence detection

2.2.3.1 LIDAR

LIDAR (Light Detection and Ranging) emits pulsed laser and collects scattering light
reflected from aerosol particles in the atmosphere. It has been used to measure wind
gusts and turbulence in front of aircraft for feed-forward flight control (Schmitt 2007), as
well as obstacle detection and avoidance for unmanned aerial vehicles (Ramasamy 2016).
JAXA (Japan Aerospace Exploration Agency) developed on board Doppler LIDAR to
detect clear-air turbulence (JAXA 2018). The developed clear-air turbulence detection
system was tested on small jets in 2017 and then on Boeing 777 on 2018. JAXA will
continue their research to realize the practical application of the developed turbulence
detection system.
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2.2.3.2 Infra-sonic sensor to detect turbulence

Infrasound consists of sound waves between 0.001 and 20 hertz, which is below hu-
man audibility. Based on the definite infrasound signature of clear-air turbulence,
researchers at NASA (National Aeronautics and Space Administration) developed infra-
sonic microphones that capture low frequency sound waves for clear-air turbulence
detection (NASA 2021). The microphones were first tested on the grounds by placing
them in an equidistant triangular pattern and then, with the help of stratodynamics,
implemented on an uncrewed stratospheric glider for both turbulence detection and
aeronautical research. Stratodynamics will conduct more flight tests to further improve
the infra-sonic microphone technique.

2.2.4 AI based turbulence prediction using sensor data

Gradient boosting The authors in (Emara 2021) trainedmachine learningmodels
to estimate turbulence severity utilizing the time-series data collected from airline
flights. The collected data is segmented into windows of fixed length and each window
contains a single vector obtained by flattening all parameters values. EDR is calculated
(Chen 2019) to label each flight. Gradient Boosting Classifier (GBC) and Gradient
Boosting Regressor (GBR) are applied to predict turbulence severity 10 seconds in
advance. Both models were trained on 55,885 flights (53,492 lights turbulence, 2170
moderate turbulence and 223 severe turbulence) and tested on 215,148 flights (213,968
lights turbulence, 1069 moderate turbulence and 111 severe turbulence). Both GBC and
GBR reached the accuracy rate of 0.9937. The F1-score for GBC and GBR are 0.7336
and 0.6850, respectively. Benefiting from the use of gradient boosting methods, feature
importance ranks are given for both methods. Vertical wind, acceleration, vertical speed,
and fuel flow are recognized as the most important flight parameters for turbulence
prediction.

One questionable aspect of this work is that the authors predict turbulence 10
seconds before it occurs. As an alerting function, an earliness of 10s is too short to notify
and secure passengers. Furthermore, using overall accuracy and F1-score (obtained
by averaging the F1-score of three classes) as evaluation metrics is not appropriate
as the data used for both training and test are highly imbalanced (light turbulence:
moderate turbulence: severe turbulence = 0.9945 : 0.0050 : 0.0005 in test set). As light
turbulence cases account for 99.45%, the overall accuracy can not fairly represent the
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model capability of predicting moderate and severe turbulence. Likewise, adding the
F1-score of light turbulence to the calculation of the overall F1 score will push up the
average F1-score thus does not reflect the model performance for predicting turbulence.

2.3 Machine learning approaches for time series data

The problem of turbulence early identification can be categorized as a times series early
classification problem or a times series anomaly detection problem, depending on the
technical approaches to tackle this problem. Treating the turbulence flights as anomaly,
the unsupervised time series anomaly detection techniques can be applied to identify
anomalies in time series. Similarly, the supervised time series classification as well as
early classification methods can also be utilized to classifying ’turbulence’ and ’normal
flights’.

2.3.1 Times series classification and early classification

Conventional machine learning classification techniques, designed to work with struc-
tured data, are not consistently compatible with unstructured data like time series, where
successive time points exhibiting a high degree of correlation (Faouzi 2022). For exam-
ple, logistic regression assumes independence between input features (Hosmer Jr 2013)
(time points in time series data) which neglects the temporal correlation between time
points.

Numerous research studies have been carried out to address the challenges of time
series classification. The combination of the K-Nearest Neighbor (KNN) classifier and
the Dynamic Time Warping (DTW) as distance metric (Xi 2006) is commonly viewed
as the benchmark algorithm in time series classification, where the advantage of DTW
compare to Euclidean distance lies in its capability of compares the values of both time
series at different time points.

A time series shapelet (Ye 2011) is a subsequence within a time series that holds
discriminative information for differentiating classification labels. It can be regarded
as signatures that capture distinguishing features of different classes of time series. In
the context of time series classification, shapelet transform (Lines 2012) (Hills 2014)
(Bostrom 2017) extract the best shapelets from the training data set. Following their
work, there have been efforts that enable learning shapelets directly without need-
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ing to extracting numerous shapelet candidates (Grabocka 2014). As shapelets are
related directly to raw time series, a key strength of shapelet approaches lies in their
interpretability.

Some research works aims to transform tree-based methods and applying them to
time series data. Time series forest (Deng 2013) randomly segmented time series into
intervals where the mean, the standard deviation and the slope are extracted. In this
manner, the time series data is transformed into structured data, and then the random
forest algorithm is employed for classification.

Dictionary-based approaches discretize time series (by Aggregation approXimation
(SAX) in Bag of patterns (BOP) algorithm (Lin 2012)) or discretize Fourier coefficients (by
Symbolic Fourier Approximation (SFA) in Bag-of-SFA-Symbols (BOSS) (Schäfer 2015))
into symbol sequences. Words are then extracted from these sequences through a
sliding window and the frequency of each word is computed in the dictionary to form
a word histogram of the time series, where a classifier is finally applied on.

Early classification of time series aims to predict the class label of incoming time
series as early as possible (Mori 2019). It is applied in many domains such as earthquake
warning (Fauvel 2020) and gaz leakage detection (Hatami 2013). To avoid serious con-
sequences, atmospheric turbulence should be correctly identified with a certain amount
of time in advance. As reviewed in (Gupta 2020a), several shapelet based and prefix
based multivariate early classification methods have been proposed in recent years.

Shapelet based methods search for time series subsequences that are representative
of a class and appear early in time (Xing 2011; He 2015). (Ghalwash 2012) developed a
multivariate shapelets detection method for multivariate time series early classification.
The proposed method extracted core shapelets that have the same start and end points
for all variables. (Ghalwash 2013) proposed interpretable patterns for early diagnosis,
which allowed multivariate shapelets with different start and end points. (He 2015) ob-
tained key shapelets for each variable separately and dealt with within-class imbalance
problems by clustering shapelet candidates. (He 2020) further proposed a method with
interpretable rules which selected key shapelets by estimating the confidence of early
classification for multivariate time series. To generate shapelets from categorical time
series, (Lin 2015) proposed an early classification approach for multivariate time series
that contained categorical variables along with numerical variables. To address class
imbalance problem in a multivariate time series early classification scenario, (He 2013)
combined an under-sampling method with shapelet based approaches and proposed an
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early prediction on imbalanced multivariate time series.
Prefix-based methods are dedicated to first learn minimum prediction length of time

series and then utilize it for early classification(Xing 2009). (Ma 2017) transformed mul-
tivariate time series into univariate time series by center sequence and executed the early
classification on piecewise aggregate approximation representations. (Gupta 2020b)
focused on multivariate time series from sensors with different sampling rates and
proposed a divide-and-conquer based method.

Equipped with thousands of sensors on board commercial aircraft, the evolution of
flight variables as well as their relationship may provide valuable information indicating
upcoming turbulence.

Most of the research work on time series classification as well as time series early
classification is dedicated to exploring univariate time series classification (He 2015;
Faouzi 2022). Most existing multivariate time series early classification methods do
not consider the relationships among variables (Ma 2017; Gupta 2020a). An early clas-
sification method (He 2015) utilized the combination of core shapelets to reflect the
connection between variables, but the relation among variables is not considered before
shapelet extraction.

2.3.2 Times series anomaly detection

According to anomaly types and the number of variables, the times series anomaly
detection algorithms are proposed in the literature to detect anomaly points, anomaly
subsequences, or anomaly time series for univariate time series or multivariate time
series data (Blázquez-García 2021). While most time series anomaly detection methods
are dedicated to univariate time series data and anomaly point detection, fewer meth-
ods handle multivariate time series and anomaly subsequences (Blázquez-García 2021).
Even though it is possible to apply univariate method on each variable independently,
such a way will miss the information about dependencies between variables. To lever-
age univariate anomaly detection methods, some multivariate methods first find or
represent multiple variables as a set of uncorrelated variables and then apply univariate
techniques. The dimensionality reduction techniques include clustering based methods
(Wang 2018), Functional Principal Component Analysis (Ramsay 2008) and functional
shape features (Srivastava 2016). Multivariate time series anomaly detection methods
include local outlier factor (LOF) (Breunig 2000), one-class support vector machine
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(OCSVM) (Manevitz 2001) (Schölkopf 2001), isolation forest (Liu 2008), functional iso-
lation forest (Staerman 2019) and deep learning based methods (Zenati 2018) (Su 2019),
etc.

Although many application scenarios of time series anomaly detection require
algorithms to operate in real time, no study has been done to analyze the computational
cost of anomaly detection methods for their possibility to be used in real-time contexts
(Blázquez-García 2021).

2.4 Conclusion

Even though many studies has been conducted in both industry and academia, there
is still no precise and reliable in-flight turbulence prediction method. Pilot reports
and EDR algorithms provide turbulence observations but not their real time predic-
tion. On-board weather radar only detects turbulence in wet air without any precise
announcement about the timing. Turbulence forecasting methods are difficult to pre-
cisely predict turbulence due to limited spatial and temporal resolution. Considering
the growing severity of the atmospheric turbulence phenomenon and the lack of the
precise prediction methods, we are committed to filling this gap and investigating new
approaches for precise turbulence early identification. Equipped with a large number of
sensors coming from different aircraft systems, we believe that the flight variables (high
frequency multivariate time series generated by sensors) as well as their relationships
contain useful information indicating upcoming turbulence. Most existing multivariate
time series early classification methods, however, do not consider the relationship
among variables. Regarding time series anomaly detection methods, although many
application scenarios require algorithms to operate in real time, no study has been done
to analyze the computational cost of anomaly detection methods for their possibility to
be used in real-time contexts. To tackle the above-mentioned problems, we propose a
machine-learning-based turbulence early identification method. The proposed method
not only makes real-time turbulence prediction become possible due to its recursive
nature and low computation complexity, but also captures the dynamic relation between
multiple variables which help identify and predict turbulence.
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In this chapter, functional shape features combined with the state-of-the-
art time series anomaly detection methods are utilized for turbulence early
identification. We first represent raw time series as functions which enable
not only discovering the underlying function behind raw measurements but
also implicitly removing data noise. Functional geometry features, which
can capture the dynamic relation between variables, are deduced from the
multidimensional path in functional representation. Based on the transformed
geometry features, a time series anomaly detection method is further deployed
to detect specific behaviors indicating upcoming severe turbulence. We also
proposed a method to select important variables for multivariate time series
based on the functional shape feature arc length.

Abstract.
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3.1 Introduction

As shown in Figure 1.4, flight variables exhibit strong fluctuation in the turbulence area.
Atmospheric turbulence can be detected if these specific behaviors are early identified.
In this work, the problem of turbulence detection is cast as a problem of rare event
early classification task. We use time series data from sensors for this.

Both flight variables and their relationships change before encountering turbulence,
which may provide valuable information indicating upcoming turbulence. To early
detect atmospheric turbulence, we propose to utilize both flight variables and their
relationships.

Most existing multivariate time series early classification methods do not consider
the relationships among variables (Ma 2017; Gupta 2020a). To address this problem,
we early classify upcoming turbulence based on functional shape features extracted
from the multidimensional path in functional representation, where each shape feature
exhibits a different relationship between variables.

3.2 Methodology

Functional Data Analysis (FDA) aims to represent high dimensional discrete obser-
vations as functions (Ramsay 2008). Observations from high rate sensors deployed
in commercial aircraft are real continuous functions observed at discrete time points,
thus can be treated as functional data. As sensor signals exhibit particular behaviors
in the turbulence zone, turbulent signals are considered as outliers in magnitude and
shape compared with normal sensor signals and multivariate functional outlier de-
tection methods (Srivastava 2016; Staerman 2019; Lejeune 2020) are applied to identify
turbulence several seconds or minutes in advance.

The overall workflow (See Figure 3.1) can be divided into four steps: functional
approximation, multidimensional representation, functional shape features and anomaly
detection with functional isolation forest. For the sake of simplicity, a bivariate time
series data set from (Ramsay 2008) is employed to illustrate the framework.

1. Functional approximation.
The discretely recorded data collected from a sensor on board of commercial aircraft

can be represented as (ti, yi), with yi the observation value at time ti. By assuming the
existence of a ’smooth’ function generating the discretely recorded data, the discretely
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recorded data can be treated as functional data. The smooth property of the underlying
function is critical: it ensures that the underlying function is derivable and one can
take advantage of the information contained in its derivatives. Besides, representing
the raw data as functions can also implicitly filter out data noise.

Data coming from multiple sensors are observed over multiple dimensions of time
thus can be regarded as multidimensional functional data. To find the underlying
function, functional approximation is applied to high dimensional functional data and
represents the latent function by linear combination of basis functions (see figure1.5).
Basis functions are a group of known functions and the common used basis function
systems includes monomial basis, Fourier basis and b-spline basis (Ramsay 2008). For
non-periodic functional data, b-spline functions are the most common choices for
functional approximation (Ramsay 2008).

As the approximation function is the weighted sum of basis functions, it can be
determined once we obtain the coefficient of each basis function. To estimate the
coefficients, a familiar technique is tominimize the weighted sum of squared errors (with
roughness penalty) between estimated functions and functional data (Ramsay 2008).

Assume that we have an univariate raw time series with N sampling points. We
approximate the time series data {yt}, t ∈ [1, N ] through J b-spline basis functions
hj , j ∈ [1, J ]. The coefficients xj , j ∈ [1, J ] for basis functions hj can be calculated by
minimizing least square criteria (Ramsay 2008):

J(x) = argmin
x

N∑
t=1

(yt −
J∑

j=1
xjhj(t))2 (3.1)

The estimate x̂ can be computed as:

x̂ = argmin
x

(||y −HX||2)

= (HT H)−1HT y
(3.2)

Where the matrix H = {hj(t)}j∈[1,J ],t∈[1,N ] contains the values of all basis functions
at sampling points. X = {xj}, j ∈ [1, J ] is the coefficient vector.

To avoid over fitting, roughness penalty is added to balance two conflicting goals:
bias and variance, at the same time.

J(x) = argmin
x

N∑
t=1

(yt −
J∑

j=1
xjhj(t))2 + λ

∫
[Dqf̂m(t)]2dt (3.3)
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Figure 3.1: Geometry based functional outlier detectionmethod framework. The images
for the first, second and fourth steps come from (Bernard 2020) and the illustrations for the third
step are inspired by (Lejeune 2020). In the first step, raw signals (blue lines) are approximated by
b-spline basis functions (orange lines). Then, in the second step, two variables are represented
as a path in a two-dimensional space. In the third step, geometry shape features are extracted
from the bi-dimensional path curve. This operation allows the shapes of the curves to capture
the important relationships between variables to classify the time series. Then finally, in the
fourth step, functional isolation forest is applied based on a shape feature to detect outliers.

f̂m(t) = ∑J
j=1 xjhj(t) is the approximation function and Dq = dq

dt
is the qth deriva-

tive. We referred to theorem 2.18. and theorem 3.15. in (Lyche 2008) for the calculation
of b-spline function values hj , j ∈ [1, J ] and their derivatives. λ is a hyper-parameter
that controls the weight of the penalty.

x̂ can be obtained by equating the first derivative of J(x) to 0 with with respect to
the vector X that contains all the basis functions’ coefficients:

x̂ = argmin
x

((||y −HX||2) + λXT RX)

= (HT H + λR)−1HT y
(3.4)

Where the matrix H = {hj(t)}j∈[1,J ],t∈[1,N ] contains the values of all basis functions
at sampling points. X = {xj}, j ∈ [1, J ] is the coefficient vector. R =

∫
Dqhj(t)Dqhl(t)dt

with j, l ∈ [1, J ].
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2. Path lying in M-dimensional space. Suppose that we have a multivariate
time series with M variables (dimensions), each variable can be approximated by
a linear combination of basis functions. Once the raw curves are approximated by
smooth functions, a space is formed by combining all the variables, where each variable
represents an axis of the multidimensional space. Such representation is adopted in
(Lejeune 2020) to incorporate multivariate time series. In this space, the state evolving
over time traces a path through the M -dimensional space thus each point represents
a system’s state. Figure 3.1 shows an example of a two-dimensional space plotted by
combining two variables.

3. Functional shape features. As the path lying in the multidimensional space is
the representation of all variables, its shape reflects the relationship between variables.
Therefore, an underlying shape outlier in the path curve corresponds to a change of
the relationship between variables. To capture shape features, various aggregation
functions are applied, where each aggregation function extracts a shape feature and each
shape feature exhibits a different aspect of relationship among variables. Aggregation
functions are used in (Srivastava 2016) to analyze multidimensional curves and the
following shape features are adapted in this work as they have been successfully applied
in (Lejeune 2020) for multivariate time series outlier detection.

Arc length Suppose that f(t) is a m-dimensional continuous function of variable t,
the arc length α(t), which is the cumulative length of f(t), can be calculated as follows:

α(t) =
∫ t

t0

∥∥∥D1(f(u)
∥∥∥ du =

∫ t

t0

√√√√ m∑
k=1

df(u)2

du
du (3.5)

where ∥.∥ is the l2-norm in Rm. Arc length is a positive increasing function which
enable detecting the change of curve length. Thus, whether it is a continuous fluctuation
or a sudden overshoot, as long as an outlier causes changes in the curve’s length, it can
be effectively revealed by arc length.

Velocity Velocity shows the instantaneous change of the curve and can be regarded
as the curve’s slope at instant t

v(t) =
∥∥∥D1f(t))

∥∥∥ (3.6)
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Figure 3.2: Evolution of arc length, velocity and curvature before encountering atmo-
spheric turbulence. Red lines are flights that will encounter turbulence while grey lines are
flights that will not. The closer to the turbulence, the bigger the difference between the red
lines and the grey lines for all three shape features, which indicates the upcoming turbulence.

Velocity can also be computed from arc length: v(t) = dα
dt

or α(t) =
∫ t

t0
v(t)dt.

Velocity is an instantaneous variable that reflects the rate of change of arc length.

Curvature Curvature shows how quickly the tangent vector changes its direction.
More intuitively, its inverse is the radius of the curve at instant t and can detect outliers
in bended shapes. Curvature is defined by the following equation:

κ(t) =

∥∥∥D1( D1(f(t)
∥D1(f(t)∥)

∥∥∥
∥D1(f(t)∥ (3.7)

where D1(f(t))
∥D1(f(t)∥ is the normalized tangent vector and

∥∥∥D1( D1(f(t))
∥D1(f(t)∥)

∥∥∥ can be regarded
as its rate of change. Therefore, curvature is the rate of change of the tangent vector in
relation to the normalized tangent vector.

Example. Figure 3.2 illustrates how these shape features are used for turbulence
early identification. It provides an example of the evolution of arc length, velocity and
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curvature before encountering atmospheric turbulence. A 60 seconds sliding window
with a step size of 10 seconds is applied. Red lines are flights that will encounter
turbulence while grey lines are flights that will not. The closer to the turbulence,
the bigger the difference between the red lines and the grey lines for all three shape
features, which indicates the upcoming turbulence. Moreover, it also shows that arc
length, velocity and curvature exhibit the information of incoming turbulence and the
closer to turbulence, the easier to predict its occurrence.

Based on shape features, functional isolation forest is applied to further detect
outliers.

4. Functional isolation forest. Functional isolation forest (FIF) (Staerman 2019)
extends isolation forest (IF) (Liu 2008) from finite dimensional observations to functional
data (Staerman 2019). Based on the same principle of constructing isolation trees as IF,
FIF projects the functional data onto a finite dimensional function space by introducing
a dictionary and a scalar product. The dictionary consists of a series of functions (deter-
ministic functions, stochastic functions or observations themselves). The scalar product
of the observation function and elements in dictionary provides a rich representation of
the observation function. Different dictionaries (e.g. cosine dictionary, brownian bridge
dictionary, mexican hat wavelet dictionary) describes different properties of original
observations thus the choice of dictionary plays a key role (Staerman 2019). To split a
node, FIF first samples an element from the predefined dictionary. Then, a split value is
uniformly drawn from the interval defined by the maximum and minimum values of
the projections of the dictionary element and observations. Same as IF, the instance
that has a shorter average path length will have a larger anomaly score, as it is easier
to isolate from all others.

Based on a shape feature, FIF returns an anomaly score for each instance; i.e., the
bigger the score, the shorter the path, and the more likely the instance is an outlier
(more likely that a flight will encounter severe turbulence in our case). How to set the
contamination threshold is tricky; i.e., a low threshold will cause more false negative
cases whereas a high threshold will lead to more false alarms (false positive cases). For
the purpose of having a robust turbulence alerting system, a relative low threshold is
desired to eliminate false alarm.



44 Chapter 3. Offline Method: Shape features for turbulence detection

3.3 Parameter selection by arc length

Coming from different aircraft systems, hundreds of sensors are equipped on board of
a commercial aircraft. Taking all the parameters into consideration for turbulence pre-
diction will create a huge computational burden for on board aircraft control computer.
We therefore propose to use the functional shape feature arc length to select impor-
tant parameters for turbulence prediction. In addition, understanding the parameters
importance can also provide insights to better understand atmospheric turbulence for
both aviation practitioners and ML algorithm engineers.

Figure 3.3 shows the principle of feature selection by arc length. Assume that we
have l time series and each time series has M different variables. We first compute the
arc length using all M parameters. Then, we remove one parameter, recompute the arc
length with the M − 1 parameters left and calculate the euclidean distance between arc
length with all the parameters and arc length with M − 1 parameters. The variables
that have larger distance gaps are considered as the important parameters as they make
larger contribution to the formation of arc length. We then iterate this process over all
M variables and obtained a parameter importance list where the distance difference
obtained by removing one variable indicates its importance.

Algorithme 3.1 : Parameter importance by arc length
1 Input: A M -dimensional time series y = {y1

t , y2
t , ..., yM

t }, t ∈ [1, N ].
2 Output: Scores of parameters importance: S = [S1, S2, ..., SM ].
3 αy← calculate arc length of y according to equations 3.4 and 3.5.
4 for m← 1 to M do
5 ym← remove the m-th variable ym from y
6 αym ← calculate arc length of ym according to equations 3.4 and 3.5.
7 Sm← EuclideanDistance(αy,αym)
8 end

Algorithm 3.1 illustrates how parameters importance is calculated for a multivariate
time series y. Assume that we have l multivariate time series in the dataset, the overall
parameter importance of the m-th variable can be obtained by averaging Sm through
all l time series.
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Figure 3.3: Parameter importance by functional shape feature arc length. The black
curve in both a), b) and c) shows the arc length calculated using all M parameters. The orange
curve in b) shows the arc length calculated using M − 1 parameters after removing parameter 1.
The green curve in c) shows the arc length calculated using M − 1 parameters after removing
parameter 2. The euclidean distances are calculated between arc length with all the parameters
and arc length with M − 1 parameters. The larger the distance, the more important this
parameter is.

3.4 Conclusion

In this chapter, we use multivariate time series data coming from aircraft on board sen-
sors and identify future turbulence by a functional shape-based outlier early detection
method. This approach can not only capture the dynamic relation between variables,
but also allows us to detect the upcoming turbulence information based on the shape of
the transformed geometry features. Such a method, however, demands the availability
of the entire time series to perform functional approximation by least squares, which
limit its use in real-time applications. In the next chapter, we will present how to
approximate time series and extract functional shape features in a recursive way for
real time applications.
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In this chapter, we introduce FUTURA for FUnctional shape feature for real
time TURbulence Alerting. Based on the offline method from chapter 3, FU-
TURA adapts a steady state Kalman Filter to approximate raw signals and
extract functional shape features in a recursive manner. FUTURA not only
makes real-time turbulence prediction become possible due to its incremental
nature and low computation complexity, but also inherits the advantage of the
offline method by capturing the dynamic relation between multiple variables
which helps identify and predict turbulence.

Abstract.

4.1 Introduction

Offline method use least square to calculate the coefficients of basis function which
demands the availability of the entire time series. Although it is possible to apply the
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offline method in real time by adding a sliding window, such a way of approximating
raw signal needs to store all the data in the sliding window which is not desirable
considering the strict memory limit of aircraft embedded control computer. To tackle
this problem, we propose a method called FUTURA for FUnctional shape feature for
real time TURbulence Alerting.

In this chapter, we show the principle of FUTURA and its improvements in both
memory requirement and time complexity compared to the offline method presented
in the chapter 3.

4.2 Methodology

FUTURA is a data-driven approach to predict severe turbulence 30 seconds in advance
based on the aircraft on board sensor data. It first applied steady state Kalman Filter
(Simon 2006) on functional data approximation (Ramsay 2008) (Jauch 2017) to extract
functional shape features (Srivastava 2016) in an incremental way. Then, a time series
anomaly detection method such as functional isolation forest (Staerman 2019) is applied
on the generated shape features to identify future severe turbulence.

The overall workflow of the proposed method can be divided into 4 steps: functional
approximation, multidimensional representation, shape feature extraction and anomaly
detection with functional isolation forest. A visual illustration of the first three steps
can be found in figure 4.3. Both FUTURA and the offline method share the second step
of multidimensional representation, the third step of shape feature extraction and the
fourth step of anomaly detection. The main difference of the two methods is how they
approximate raw signals: the offline method applies least square on the entire time
series and FUTURA uses steady state Kalman Filter to approximate raw signal in an
recursive way.

4.2.1 Functional approximation by steady state Kalman Filter

In the first step, steady state Kalman Filter is applied to approximate raw signals by
calculating corresponding basis functions coefficients in real time.
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4.2.1.1 Functional approximation

According to chapter 3, the entire raw time series can be approximated by a linear
combination of basis functions and the estimated basis function coefficients x̂ can be
obtained by minimizing the weighted sum of squared errors (with roughness penalty)
between estimated functions and raw measurements.

Although it is possible to applied least square in real time by applying it to a sliding
window, such technique is not suitable for real-time approximation of high frequency
sensor data for two reasons:

1. high memory requirements. One needs to store sufficient raw data points in the
embedded computer to calculate the basis functions coefficients and whenever a
new data point comes, the stored data needs to be updated and then used again
to calculate the basis functions coefficients by least squares.

2. high time complexity. The time complexity of estimating basis functions co-
efficients in each iteration is O(C2

windowNwindow + C3
window) where Cwindow and

Nwindow are respectively the number of basis functions and the number of data
points in the sliding window.

We therefore propose an incremental way of approximating functional data utilizing
steady state Kalman Filter, based on the work of (Jauch 2017). The proposed method
can significantly reduce the computation and storage requirements, thus better adapt
to process high frequency sensor data in embedded system. The comparison of time
and space complexity between our proposed method and least squares will also be
illustrated in the following subsection.

4.2.1.2 Functional approximation with Kalman Filter

Kalman Filter estimates the system state from sensors measurements (See Simon’s book
(Simon 2006) for a detailed explanation of Kalman Filter). Based on the linear relation
between the underlying function and b-spline basis functions, a discrete linear time-
invariant dynamic system can be established where the coefficients of basis functions
are the system states (Jauch 2017). Then, a linear Kalman Filter is utilized to estimate
the coefficients of basis functions that are not observable, from the observable sensor
measurement at every instant t.
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Algorithme 4.1 : Kalman Filter (Simon 2006)
1 Input: x̂+

t−1, P
+
t−1, ut, yt, Ft,Gt,Ht,Qt, Rt

2 /* Predict
3 x̂−

t ← Ftx̂+
t−1 + Gtut

4 P−
t ← FtP+

t−1F
T
t + Qt

5 /* Update
6 Kt ← P−

t HT
t (HtP−

t HT
t + Rt)−1

7 x̂+
t ← x̂−

t + Kt(yt − Htx̂−
t )

8 P+
t ← (I− KtHt)P−

t (I− KtHt)T + KtRtKT
t

9 Output: x̂+
t , P+

t

Algorithm 4.1 (Simon 2006) illustrates the five equations contained in the Kalman
Filter. Compared with least square where the coefficients of all basis functions are
calculated at once, Kalman Filter estimates the coefficients of the basis functions in an
incremental way: algorithm 4.1 is applied on each new measurement coming from the
sensor and updates only the coefficients of related basis functions (See figure 4.1).

For the two steps of Kalman Filter ’predict’ and ’update’, ’predict’ uses the previous
system state estimate to predict the current state and ’update’ integrates the most recent
measurement to improve the state estimate. Applying Kalman Filter to functional
approximation, the ’predict’ step serves to realize the change of basis functions so
that a new coming data point can always be approximated by the corresponding basis
function beneath it (see figure 4.1 and figure 4.2 for an example).

1. In the first equation (algorithm 4.1 line 3) of Kalman Filter,

• x̂+
t−1, the estimated a posteriori system state vector at time step t − 1, is
the output of the previous iteration of Kalman Filter and it contains the
coefficients of basis functions which are used to approximate measurement
yt−1.

• x̂−
t , the a priori system state vector at time t, is a predicted estimate of the
system state before the measurement yt is introduced into the system. Given
d as the degree of the basis functions, the system state vector (both x̂+

t−1 and
x̂−

t ) are (d + 1)× 1 dimensional column vector (see figure 4.1).

• Ft is the state transition matrix, Gt is the input transition matrix (Gt is set
to be a (d + 1)× (d + 1) identity matrix for functional approximation) and
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Figure 4.1: Functional approximation with b-spline basis functions. Functional approxi-
mation at time t. The degree of the basis function d is set to 3 in this example. Only d+1 nonzero
basis functions contributes to approximate the measurement at time t, while the function values
of other basis functions are all zero. The solid black lines are 4 b-spline basis functions that
contribute to the approximation the measurement yt at time t. The four colored vertical bars
x1, x2, x3 and x4 correspond to the coefficients of four b-spline functions. h1, h2, h3 and h4 are
the initial values of the basis functions at time t. The functional approximation f(t) of yt are
the linear combination of basis functions values at time t.

ut is the deterministic input variable to the system. Ft, Gt and ut transform
x̂+

t−1 to x̂−
t .

The functionality of the first equation (algorithm 4.1 line 3) can be summarized
as follows:

(a) when yt−1 and yt share the same basis functions, the state transition matrix
F is a (d + 1)× (d + 1) identity matrix and the input transition matrix u is
a (d + 1)× 1 zero column vector. In this case, x̂−

t is kept the same as x̂+
t−1 .

(b) when a new basis function needs to be added to approximate yt, F is an
(d + 1) × (d + 1) matrix with an upper diagonal (see Equation 4.1) and
ut = (0, ...0, 1)T

d+1. The x̂−
t is generated by removing the first element

in the x̂+
t−1 column vector, pushing the other elements up one position,

and adding a new element at the bottom of x̂−
t (see figure 4.2 for a more

detailed explanation). Such way of recursively approximate raw data with
b-splines was proposed in (Jauch 2017) and have been applied for real sea
level monitoring (Strandberg 2019).
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Figure 4.2: Apply Kalman Filter for functional approximation: two state transition
situations This figure illustrates two different state transitions when applying Kalman Filter to
b-spline approximation. a) Sampling points at time t-1 and time t shares the same basis functions
bf1, bf2, bf3 and bf4. b) For the sampling point at time t + 1, the leftmost basis function bf1
is removed and a rightmost basis function bf5 is added to approximate the measurement at
time t + 1.

Iupper =



0 1 0 · · · 0
0 0 1 · · · 0
... ... . . . ...

0 0 0 · · · 1
0 0 0 · · · 0


d+1×d+1

(4.1)

In summary, the first equation in Kalman Filter realizes the change of basis
functions, so that the system state vector x̂−

t always contains the coefficients of
d + 1 related basis functions to approximate yt.

2. In the second equation (algorithm 4.1 line 4) of Kalman Filter,
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• P+
t−1 and P−

t are the covariance matrix that describe the uncertainty in the
estimates x̂+

t−1 and x̂−
t , respectively (Simon 2006). Both P+

t−1 and P−
t are

(d + 1)× (d + 1) dimensional matrices.

• Qt is the process noisematrix. With the same settings as in paper (Jauch 2017),
Qt = q̄Id+1 where Id+1 is the (d + 1) × (d + 1) identity matrix. Qt can
directly impact P −

t . The larger the q̄, the larger the value of the elements
on the diagonal in P −

t .

The second equation in Kalman Filter calculates a priori covariance matrix of the
current state P−

t from P+
t−1 and Qt (Simon 2006). P−

t is then used in the following
equation to calculate Kalman gain Kt.

3. In the third equation (algorithm 4.1 line 5) of Kalman Filter,

• P−
t is the a priori covariance matrix of the current state which is calculated
from the second equation.

• Rt is the measurement noise covariance matrix which has a great impact
on the smoothness of the approximation function. Rt is a r-dimensional
diagonal matrix and its θ-th (θ < r) diagonal element corresponds to noise
level of θ-th element in yt.
The input measurement at each iteration yt is a r × 1 column vector
(y, 0, .., 0)T

r where r is the dimension of measurements (a positive integer
smaller than d) (Jauch 2017). Taking r = 3 as example, elements in (y, 0, 0)T

are the measurements of raw signal value at time t, its first order derivative
and second order derivative. As the derivatives of raw signals can not be
measured directly, derivatives in yt are set to zero to act as a smoothing
effect, and the smoothness is controlled by the elements in Rt.
There is a trade-off between bias and variance in functional approximation:
we want to approximate the raw signal as closely as possible while having
a smooth approximation as we will utilize the derivatives of approximation
function to generate functional shape features. Therefore, diagonal elements
in Rt are hyperparameters that need to be carefully tuned.

• Ht is the observation matrix that relates xt and yt. Ht is a r× (d + 1) matrix
that contains basis functions’ values and their corresponding derivatives at
time t.
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• Kt is the Kalman gain calculated according to the state uncertainty P−
t and

measurement noise covariance Rt.

Considering both the measurement noise and the system model uncertainties,
Kalman gain is the weight between the measurement yt and the a prior estimate
x̂−

t when forming the a posteriori state estimate x̂+
t (Simon 2006). Once Kt is

determined, x̂+
t can be computed combining yt and x̂−

t .

4. In the fourth and fifth equation (algorithm 4.1 line 7,8) of Kalman Filter,

• yt is the sensor measurement at time t.

• x̂+
t is the a posteriori estimate of basis functions coefficients vector at time t

after the measurement yt is introduced into the system (Simon 2006). It is
generated by combining the information contained in the measurement yt

and the a priori system state vector x̂−
t .

• P+
t is the a posteriori covariance matrix that describes the uncertainty in
the estimates x̂+

t (Simon 2006).

Whenever a data point is passed from the sensor, the corresponding basis functions
coefficients are estimated by Kalman Filter in a real time manner without waiting for
the availability of the entire time series. And once the coefficients of basis functions
x̂+

t are estimated, the approximation function, which is the linear combination of basis
functions, can be obtained. Similarly, as Ht (algorithm 4.1 line 6,7,8) contains not only
basis functions’ values but also their corresponding derivatives at time t, derivatives of
the estimated approximation function can also be calculated in a recursive way. Based
on the approximation function and its derivatives, functional shape features can be
extracted in a real time manner (function shape features will be introduced in section
4.2.3).

Simplification for sensor data with fixed frequency. As can be seen from algo-
rithm 4.1, the calculation of covariance matrix and Kalman gain Kt (line 4,6,8) does not
depend on the state vector x̂t and measurement yt (line 3,7). In the case where Pt and
Kt converge to steady states P∞ and K∞ (which means that the underlying system, the
process and measurement noise covariances are time-invariant), time varying Kalman
Filter can be simplified into Steady-State Kalman Filter (SSKF) (shown in algorithm 4.2)
(Simon 2006).
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Algorithme 4.2 : Steady state Kalman Filter (Simon 2006)
1 Input: x̂+

t−1, yt,Ht, Ft, ut,K∞,Gt

2 /* Predict
3 x̂−

t ← Ftx̂+
t−1 + Gtut

4 /* Update
5 x̂+

t ← x̂−
t + K∞(yt − Htx̂−

t )
6 Output: x̂+

t

As sensor data has a fixed sampling frequency and we generate b-spline basis
functions on equidistant nodes, Ht,Ft, Qt and ut change periodically. In this case, Ht,Ft,
Qt and ut have only η different variations with η the number of data points in each basis
function knot interval. A knot interval is the interval between the starting points of two
successive b-spline basis functions. Once the sampling frequency of sensor, the interval
distance between basis function knots and the degree of b-spline are known, Ht,Ft, Qt

and ut can be calculated before applying Kalman Filter for real time approximation
without having to re-compute it at each iteration.

1. When η = 1 (there is only one data point between two basis function knots),
the system is time invariant (both Ft, Ht and Qt are constant matrices) and
the model is asymptotically stable (eigenvalues of Ft lies inside the unit circle).
There exists a steady state covariance P∞ of Pt and it is reached at time t = T

where ||PT − PT −1|| < ϵ and ϵ is a small positive real number (Anderson 2012).
Therefore there exists also a steady state kalman gain K∞ (see algorithm 4.3).
One way of determining K∞ is by numerical simulation (Simon 2006). We can
iterate algorithm 4.3 and propagate Kt to obtain its converged value.

Algorithme 4.3 : Offline calculation of Kalman gain
1 Input: P+

t−1, Ft,Qt,Ht, Rt

2 /* Predict
3 P−

t ← FtP+
t−1F

T
t + Qt

4 /* Update
5 Kt ← P−

t HT
t (HtP−

t HT
t + Rt)−1

6 P+
t ← (I− KtHt)P−

t (I− KtHt)T + KtRtKT
t

7 Output: P+
t ,Kt
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2. When η >= 2, Ht, Ft, Qt and ut change with a period of η. As Ft, Qt and ut

depend on whether basis functions in x̂−
t change compared to x̂+

t−1 (see figure
4.2), they actually have only two different variations.

(a) The first variation corresponds to the situation where data point at time
t − 1 and time t shares the same basis functions and we have Ft = Id+1,
Qt = q̄Id+1 and ut = (0, ..., 0)T

d+1.

(b) The second variation corresponds to the situationwhere a new basis function
is needed to approximate the data point arriving at time t (see figure 4.2).
We have Ft an upper diagonal identity matrix (see equation 4.1) and ut =
(0, ..0, 1)T

d+1. As discussed in subsection 4.2.1.2, the second variation of F

and u enables the update of the basis functions from t to t + 1. The second
variation of Qt only changes the last element on the diagonal while keeping
the same as the first variation: Qtd+1,d+1 = p̄. By setting p̄ much larger than
q̄, the newly added basis function is given a larger state uncertainty thus
the coefficient of new added basis function can deviate from initial value x̄

and easily updated by the new measurement yt (Jauch 2017).

It is not trivial to demonstrate the periodic convergence of Kalman gain when η >=
2 but its convergence can be illustrated by numerical simulation before the real time
application.

The time complexity of applying SSKF for b-spline approximation in each iteration
is O(d2) where d is the degree of basis functions. The time complexity of ordinary least
square with a sliding window is O(C2

windowNwindow + C3
window) where Cwindow is the

number of basis functions in the window and Nwindow is the number of data points in
the sliding window. As each data point in the sliding window is approximated by d + 1
basis functions (see figure 4.1), the number of basis functions Cwindow is always greater
than or equal to d + 1. Therefore the time complexity of b-spline approximation by
SSKF is undoubtedly much smaller than least square with a sliding window. Besides,
SSKF approximate raw points in an incremental way and one only needs to store and
update the state vector in the previous estimation. If we use least square method, all
data points in sliding window need to be stored and updated in real time application.
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4.2.1.3 Real time functional approximation algorithm

Algorithm 4.4 describes the initialization step before launching SSKF to approximate raw
signal in real time. H (calculated in lines 2-7), F (calculated in lines 8-12), U (calculated
in lines 13-20), K (calculated in lines 21-29) contains all the possible variations of
Ht, Ft, ut and Kt, respectively (η different variations in total for each parameter).

In real time approximation (Algorithm 4.5), one can utilizeH,F ,U ,K calculated in
algorithm 4.4 without the need to recompute Ht, Ft, ut, Kt at each iteration. W is the
total number of iterations for numerical simulation (a sufficiently large integer, e.g.104)
and we iterate W times algorithm 4.3 to obtain the convergence values of Kt and stored
them (η different variations in total) in K.

OnceH,F ,U ,K are obtained from algorithm 4.4, we can apply SSKF for real time
functional approximation according to algorithm 4.5. The input variable rem records
the position order of the data points in each knot interval. For example, if we suppose
η = 3 which means each knot interval contains 3 data points, the relative position rem

of the first, second, third, fourth, fifth, sixth and seventh data point will be 0, 1, 2, 0,
1, 2 and 0. The first three data points are located in the first node interval, the fourth
to sixth data points are in the second node interval, and the seventh data point is in
the third node interval. Due to the periodic change, the data point located at same
relative position rem within different knot intervals share the same Ht, Ft, ut, Kt. As
previously mentioned, all η variations of Ht, Ft, ut, Kt can be calculated offline and
stored inH,F ,U ,K for real time application.

In section 4.2.1, we use SSKF to estimate the coefficients of basis functions recur-
sively. It enables us to approximate raw sensor measurements and obtain a derivable
approximation function in real time. Since there are different kinds of sensors coming
from various aircraft systems, section 4.2.2 and 4.2.3 will introduce how the useful
information can be extracted from multiple variables based on approximation functions.
The overall framework of the method including the content of section 4.2.1, 4.2.2 and
4.2.3 is illustrated in figure 4.3.

4.2.2 Path lying in multidimensional space

While the raw signals are approximated by b-spline basis functions by SSKF in real
time, a multidimensional space can be formed by combining all the variables at the
same time. As shown in figure 4.3, two variables are incorporated together to form a
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Algorithme 4.4 : Initialization
1 Input: d, p̄, q̄,x̄, η, R, k̄,W
2 H ← 03×η×(d+1)

3 for r← 0 to 2 do
4 for i← 1 to η do
5 H[r, i, :]← DrBd(i)T from theorem 2.18. and 3.15. in (Lyche 2008)
6 end
7 end
8 F ← 0η×(d+1)×(d+1)

9 for i← 1 to η − 1 do
10 F [i, :, :]← I(d+1)×(d+1)
11 end
12 F [η, :, :]← F from equation 4.1
13 Q ← 0η×(d+1)×(d+1)

14 U ← 0η×(d+1)

15 for i← 1 to η do
16 Q[i, :, :]← q̄I(d+1)×(d+1)

17 U [η, :]← 0(d+1)×1

18 end
19 Q[η, d + 1, d + 1]← p̄
20 U [η, d + 1]← x̄

21 K ← 0η×(d+1)×3

22 P ← p̄I(d+1)×(d+1)

23 for i← 1 to Wη do
24 rem← i mod η
25 P, K ← Algorithm4.3(P,F [rem, :, :],Q[rem, :, :],H[:, rem, :], R)
26 if i > (W − 1)η then
27 K[i− (W − 1)η, :, :]← K
28 end
29 end
30 Return: H,F ,U ,K
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Algorithme 4.5 : Real time functional approximation by SSKF
1 Input: x̂+

t−1, yt,H,F ,U ,K, η, rem

2 x̂+
t ← Algorithm4.2(x̂+

t−1, yt,H[:, rem, :],F [rem, :, :],U [rem, :],K[rem, :, :
], I(d+1)×(d+1))

3 rem← rem + 1
4 if rem ≥ η then
5 rem← 0
6 end
7 Return: x̂+

t , rem

two-dimensional space where each axis represents a individual variable.

4.2.3 Functional shape features

Same as the offline method, to capture shape features for the multi-dimensional path,
we apply three aggregation functions arc length, velocity and curvature (See Chapter
3). Each aggregation function extracts a different shape feature that represents different
aspects of the relationship among variables. Compared to the offline method where
the shape features can be extracted only after the whole time series is approximated,
FUTURA generate functional shape features ’on the fly’. For the sensor measurement
yt at time t, once its related coefficients of basis functions are estimated in real time by
Steady State Kalman Filter, the functional shape features are generated directly without
the complete time series.

Figure 4.3 illustrates how the functional shape feature ’velocity’ is extracted from
raw time series in a real time manner.

4.2.4 Functional isolation forest

Same as the offline method, FUTURA applies FIF on functional shape features to identify
future turbulence (see Chapter 3 for FIF principle).

As the multivariate sensor signals are transformed into the univariate shape fea-
ture by FUTURA, apart from FIF, various state-of-the-art time series classification
and anomaly detection methods can be applied on the shape feature for turbulence
prediction. A comparison of the state-of-the-art time series classification as well as
anomaly detection methods for their turbulence prediction performance based on the



60 Chapter 4. FUTURA

Figure 4.3: Real-time generation of functional shape feature ’Velocity’. A bivariate time
series data set is generated to illustrate the framework. The degree of b-spline basis function
is set to 3. In the first step, noisy raw signals are approximated by basis functions. 4 b-spline
functions (pink solid lines) contribute to the functional approximation at time t and the red
vertical bars are their corresponding coefficients. Grey dotted lines are the historical b-spline
functions that no longer participate in the estimation of measurement at time t and the grey
vertical bars illustrate their corresponding coefficients. In the second step, two variables are
represented together. Such representation traces a path in a two-dimensional space where the
time information is included implicitly. The trajectory and shape of this path not only reflect the
information contained in each variable, but also closely reflect the relationship between them.
Then, in the third step, geometry shape feature ’Velocity’ is extracted from the bi-dimensional
path curve in the second step. Velocity is the slope of the curve at instant and it captures the
instantaneous changes between the relationships of variables.
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extracted shape feature ’velocity’ is conducted and the results are presented in section
5.4.5 of chapter 5. FIF is utilized as a part of the FUTURA as it has the highest AUC
value and the second highest true positive rate according to the experimental results.

4.3 Conclusion

In this chapter, we introduced FUTURA for severe atmospheric turbulence early iden-
tification. FUTURA applies steady state Kalman Filter on functional approximation
as a replacement of least square to extract functional shape features and then deploy
functional isolation forest to detect the upcoming turbulence. Compared to offline
method, FUTURA has a lower time complexity and memory requirement. Similarly,
FUTURA can also captures the dynamic relations between variables thanks to the
utilization of functional shape features.
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In this chapter we present all the experimental results and the analysis for both
offline method and FUTURA. Predicting serious severe turbulence 30 seconds
in advance, experimental results show that the offline approach reaches a
0.53 true positive rate while keeping a zero false positive rate and FUTURA
can reaches a 0.40 true positive rate with a zero false positive rate. Although
there is a performance degradation, FUTURA makes it possible for real time
application and achieves a better performance (a 3% increase in AUC and a
31% increase in TPR in the case of zero FPR) than gradient boosting based
methods proposed in the recent literature for turbulence early identification.
It also meets the zero false alarm requirement for optimizing the passenger
experience and the aircraft operational reliability. In addition, experiments are
also conducted to study the influence of hyper-parameters in FUTURA.

Abstract.

5.1 Introduction

In chapters 3 and 4, we introduced the principles of the offline method and the online
method FUTURA. In order to assess their capabilities and attributes, we carried out a
range of experiments to evaluate them on real data.

We first expose our preliminary studies conducted for data exploration. We describe
the sensor data used in this thesis for turbulence early identification. A study of the
correlation between sensor parameters is conducted using Pearson coefficient. As atmo-
spheric turbulence can be classified into several different categories according to their
formation mechanism, to better understand the flight behavior during the turbulence,
we also apply time series clustering to categorize different types of turbulence according
to load factor (section 5.2).

Then, we show the turbulence prediction performance of the offline method as well
as its generalization capacity by applying it to the flight data of a different aircraft
model (section 5.3).

Finally,we present the turbulence prediction performance of FUTURA, its execution
time for approximating raw signals as functions, the influence of hyperparameters on
its capabilities, and a comparison of outcomes using different classifiers and anomaly
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Figure 5.1: Dataset illustration. The dataset contains 682 flights in total. Each flight is a
multivariate time series of 22 parameters and 5 minutes length.

detection algorithms on top of it (section 5.4).
The discussion and conclusion are presented in section 5.5.

5.2 Data Exploration

5.2.1 Dataset

The data set is collected from on-board sensors of a generic aircraft model; it contains
682 flight recordings segmented from the cruise phase of 682 different flights. Each
flight recording is a multivariate time series of 22 parameters and 5 minutes length.

All the flights have been labeled by domain experts into two classes: ‘Severe Tur-
bulence’ and ‘Normal flight’ according to load factor. There are 62 flights labelled
as ‘Severe Turbulence’ and 620 labelled as ‘Normal flights’. The 22 parameters have
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different sampling frequencies (from 8 hertz to 64 hertz). As presented in the section of
chapter 1, atmospheric turbulence can be classified as Convective induced turbulence,
Low-level turbulence, Mountain wave turbulence, Clear-air turbulence and Aircraft-
induced turbulence according to their nature and generation mechanisms. Among
them, Clear-air turbulence, which accounts for 17% of the total turbulence cases in the
whole data set, is not included in the 62 turbulence flights for experiments. The reason
is that clear-air turbulence does not cause any fluctuation in all 22 flights parameters
before the arrival of turbulence thus it is not predictable using the current 22 flight
parameters. With the current data set, clear-air turbulence comes suddenly without
any sign before.

5.2.2 Study of variables correlation

Different sensors come from different systems and measure different physical quantities.
Not only their own individual values but also the relationships between them could
contain useful information indicating upcoming turbulence. To better understand
the dataset and prepare for turbulence prediction tasks, we first studied if there are
correlations between these parameters using Pearson coefficient (Cohen 2009).

The Pearson Correlation Coefficient of two real-valued random variables a and b is
defined as (Cohen 2009):

ρ(a, b) = cov(a, b)
σaσb

(5.1)

where cov is the covariance, σa is the standard deviation of a and σb is the standard
deviation of b.

The Pearson Correlation Coefficient measures the linear correlation between two
variables. It is a number between −1 and 1. The closer to −1, the stronger negative
linear relation between two variables and vice versa for 1. A Pearson Correlation
Coefficient of 0 implies that two variables have no linear dependency between them.

We classified 22 parameters into 8 different families according to their physical
properties. Due to confidentiality reasons, we anonymize the names of flight parameters.
A parameter named ’F1P1’ means it is the first parameter in sensor family 1. Figure
5.2 shows the linear dependency between flights parameters measured by Pearson
Correlation Coefficient.

Observing the correlationmatrix along the diagonal, we can find that there are strong
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Figure 5.2: Linear dependencies between flights parameters measured by Pearson
Correlation Coefficient. Yellow boxes highlight strong linear dependencies between flight
parameters while white boxes highlight the relative weak linear correlations.

linear correlations between parameters inside family 3, 4, 6 and 7. Besides, some cross-
family linear dependencies can also be found in the correlation matrix; e.g. the strong
linear dependencies between family 3 and family 7, F2P3 and Family 7. Figure 5.3
illustrate four examples of inner and cross family correlation. The inner and cross family
linear dependency demonstrates the strong association between parameters within
and cross sensor families, which can not only provide insights to better understand
turbulence phenomenon but also demonstrate the existence of relationship among
variables and help us to reduce the parameter redundancy. The limitation of Pearson
Correlation Coefficient is that it can only measure linear relationships between variables
in a time interval and cannot reflect the non-linear, non-deterministic and time varying
relationships.
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Figure 5.3: Examples of inner and cross parameter family linear dependency. (a) the
relationship between family 3 and 7. (b) internal relation within family 3. (c) internal relation
within family 4. (d) the relationship between F2P3 and family 7.

5.2.3 Time series clustering

According to the load factor, flights have different behaviors during the turbulence
phase. As shown in figure 5.4, severe turbulence could happened gradually with an
increasing intensity or happened suddenly after a low-intensity continuous fluctuation.

To better understand the flight behavior during the turbulence, we applied time
series clustering to categorize different types of turbulence according to load factor.
For this, we used the popular k-means algorithm (MacQueen 1967) with dynamic time
warping (Sakoe 1978) as time series similarity measures.

Silhouette coefficient (Rousseeuw 1987) is used to evaluate the clustering perfor-
mance. Based on the pairwise distance between and within clusters, Silhouette coeffi-
cient measures the quality of the clustering that does not require the ground truth of
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Figure 5.4: Flights can have different behaviors during turbulence phases. a) The
intensity of turbulence increase gradually. b) A continuous fluctuation happens before the
overshot of load factor.

Table 5.1: Experimental results of clustering on the load factor signals of all turbulence flights.

Number of clusters 2 3 4 5 6 7 8 9 10
Silhouette coefficient 0.09 0.04 -0.05 0.09 -0.07 0.003 -0.04 -0.03 0.11

time series clusters. The higher separation between clusters and cohesion within clus-
ters, the better a clustering is. As the most common metric for clustering performance
evaluation, Silhouette coefficient returns a score between−1 and +1 (Rousseeuw 1987).
The closer to +1, the better is the clustering. A silhouette coefficient equals−1 indicate
an incorrect clustering and a score around 0 means clusters are overlapped.

We performed the clustering on the load factor signals of all turbulence flights by
setting the number of clusters from 2 to 10. The experimental result is shown in table
5.1. No matter how many cluster centers are set, it can be seen from the table that the
silhouette coefficient is always around 0. Turbulence flights are not been clustered into
several mutually distinct subcategories. We therefore treat all 62 turbulence flights as
one category rather than design dedicated turbulence prediction algorithms for different
turbulence subcategories.



70 Chapter 5. Experimental Result

5.3 Results of offline method

5.3.1 Data preparation

As mentioned in the previous section, the experiment data are collected from a general
commercial aircraft model (we name it aircraft model A for convenience) and all the
flights have been labeled by domain experts into two classes: ‘Turbulence’ (62 flights in
total) and ‘Normal flight’(620 flights in total).

We use the sensors’ recording extracted 30 seconds before severe turbulence happens
andmix themwith the normal flight signals. The goal of the model is to identify whether
each flight will encounter turbulence in 30 seconds. Each flight contains the recording
of 22 flight variables with same length (60s) but different sampling frequencies (from 8
hertz to 64 hertz).

5.3.2 Experimental settings

All variables are standardized to share the same scale. We use 300 B-spline functions of
order five as basis functions for all variables considering that the data does not exhibit
periodicity. The grid search of λm is fixed on logarithmic scale in [-8,-6,-4,-2,0,2,4,6,8].
Three different shape features are used in the experiment: arc length, velocity and
curvature. For functional isolation forest, the number of functional isolation trees is set
to 100 and Brownian bridge is used as dictionary. Sub-sampling size is set to 256.

Functional isolation forest is applied on three shape features respectively. To demon-
strate the effectiveness of our approach, we also perform multivariate functional isola-
tion forest directly on all 22 sensors variables.

5.3.3 Results

We use True Positive Rate (TPR) and False Positive Rate (FPR) to evaluate the detection
and false alarm rates for turbulence alerting system. Here, detection rate means the
percentage of real severe turbulence events that are successfully identified in advance
and false alarm rate is the percentage of erroneous alerts among all the alerts. Besides,
AUC (Area Under Curve) of ROC (Receiver Operating Characteristic) is also used for
the evaluation as it shows the model general classification performance regardless of
skew in class distribution and the change of threshold (Bradley 1997).
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Table 5.2 shows the preliminary experimental results. In this experiment, the
threshold of functional isolation forest is set to 0.091, which corresponds to treating
the top 62 flights with the highest anomaly scores as turbulence flight.

Compared with applying multivariate functional isolation forest directly on all 22
flight variables (see the first row of table 5.2), outlier detection based on shape feature
(whether it is arc length, velocity or curvature) obtains much better result in both
TPR, FPR and AUC, which demonstrates the effectiveness of our approach in early
identifying in-flight turbulence. Velocity has the highest TPR and AUC as well as the
lowest FPR (see the third row of table 5.2), which may be due to its ability to capture the
instantaneous changes in the relationships of variables that the upcoming turbulence
information exhibits.

Table 5.2: Experiment results of the offline method. The anomaly detection model is trained
and tested on the data of aircraft model A. The threshold is set to 0.091.

TPR FPR AUC
Multivariate functional isolation forest - All 22 flight variables 0.113 0.089 0.552

Functional isolation forest - Arc length 0.710 0.029 0.947
Functional isolation forest - Velocity 0.742 0.026 0.959
Functional isolation forest - Curvature 0.661 0.034 0.906

Considering our application scenarios and actual operational needs, a turbulence
alerting system should have a perfect operational robustness. This requires us to
maximize TPR while keeping a zero FPR.

Figure 5.5 shows the ROC curve of turbulence early classification model using the
shape feature velocity. Moving up from the bottom left corner of the curve, TPR can
reach up to 0.532 with a zero FPR. This can be achieved by setting the threshold to 0.0484.
From an operational point of view, such result is encouraging as there is currently no
accurate prediction for in-flight turbulence. The result obtained of setting threshold as
0.0484 are shown in table 5.3.
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Figure 5.5: ROC curve of the turbulence early classification model using the shape
feature velocity. The red point represent a 0.532 TPR with a zero FPR. This can be achieved by
setting the threshold to 0.0484.

5.3.4 Application on new aircraft models

To test the generalization ability of the proposed turbulence prediction model, exper-
iments are also conducted on a new aircraft model. More concretely, the turbulence
prediction model is trained using the sensor data collected from one aircraft model
(we name it as aircraft model A for convenience) and tested or applied on another (we
name this new aircraft model as aircraft model B). We use the terms ’train’ and ’test’
for an unsupervised functional isolation forest algorithm. It does not signify that the
true labels of the data are set as the training targets to optimize model parameters.
In fact, we first save the functional isolated forest (formed by isolated trees) built on
the shape feature velocity of model A flights. Then velocities from flights of model
B are extracted and traverse each isolation tree of the trained model to obtain their
corresponding anomaly scores.

Same as experimental setting as model A, we use the sensors recording of aircraft
model B extracted 30 seconds before severe turbulence happens and merge them with
the normal flight signals. The dataset of aircraft model B contains 1364 flights, among
which 124 are the flights that encountered turbulence, and 1240 are the normal flights.
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Table 5.3: Experiment results of the offline method. The anomaly detection model is trained
and tested on the data of aircraft model A. The threshold is set to 0.0484.

TPR FPR AUC
Multivariate functional isolation forest - All 22 flight variables 0.097 0.044 0.552

Functional isolation forest - Arc length 0.500 0.003 0.947
Functional isolation forest - Velocity 0.532 0 0.959
Functional isolation forest - Curvature 0.452 0.008 0.906

The threshold of functional isolation forest is set to 0.0484, with which we obtain the
zero false positive rate in aircraft model A (we obtained 0.532 true positive rate and zero
false positive rate using shape feature velocity). The experimental results are shown in
table 5.4.

Table 5.4: Experiment results of the offline method. The anomaly detection model is trained on
the data of aircraft model A and tested on the aircraft model B. The threshold is set to 0.0484.

TPR FPR AUC
Functional isolation forest - Arc length 0.411 0.012 0.955
Functional isolation forest - Velocity 0.460 0.007 0.964
Functional isolation forest - Curvature 0 0.053 0.619

Comparing all three shape features arc length, velocity and curvature, velocity still
obtains the best result among all three features, with a TPR of 0.460, a FPR of 0.007 and
a AUC of 0.964. Compared with experimental results of velocity in aircraft model A (see
table 5.3), aircraft model B have a slightly lower true positive rate and a higher false
positive rate, but a higher AUC. The same conclusions hold for arc length. Curvature,
on the other hand, has a noticeable performance degradation in both TPR, FPR and
AUC. The reason for the performance difference may come from the difference between
the two datasets: the functional isolation forest model is constructed based on the
functional shape features of model A which comes from the sensor parameter values
and their correlations. Model A and model B have different flight dynamic properties
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and different load factor distribution, resulting in different value ranges and different
behaviors in functional shape features, which future lead to a shift in data distribution
between two aircraft models.

Experiments are further conducted by using the data of aircraft model B for both
training and testing (see table 5.5). Comparing to the result presented in table 5.4, while
velocity and arc length has slight performance improvement, curvature has a huge
enhancing. It is more appropriate to construct the turbulence prediction algorithm for
aircraft model B using the flight data from B.

Comparing the results derived from dataset of model A (see table 5.3) and dataset
from model B (see table 5.5), although TPR decreases and FPR increases on B, AUC
achieves a higher value. As AUC is a general measure of model classification perfor-
mance regardless of the threshold, a higher AUCmeans that the offline method achieves
a better overall classification performance on dataset of model B. But a higher TPR
and FPR also indicates that the offline method has a degradation in robustness.

Table 5.5: Experiment results of the offline method. The anomaly detection model is trained
and tested on the data of aircraft model B. The threshold is set to 0.0484.

TPR FPR AUC
Functional isolation forest - Arc length 0.427 0.010 0.955
Functional isolation forest - Velocity 0.468 0.006 0.969
Functional isolation forest - Curvature 0.315 0.022 0.896

5.4 Results of FUTURA

To demonstrate the effectiveness of FUTURA in turbulence early identification, ex-
perimental study is conducted on the same dataset (aircraft model A) as the offline
method. We also compared FUTURA with Gradient Boosting Classifier (GBC) and
Gradient Boosting Regressor (GBR) which were applied recently to predict atmospheric
turbulence 10s before it occurs (Emara 2021). As mentioned in chapter 2, predicting
turbulence 10s in advance is of limited usefulness: flight crews and passengers need
some time to prepare for the upcoming turbulence and fasten the seatbelt. We therefore
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focus on a 30s of earliness which makes more practical sense for a turbulence prediction.

5.4.1 Comparison of FUTURA with Gradient Boosting Classifier
(GBC)

5.4.1.1 Experimental settings

To train the model, we conduct a 2-fold cross-validation that is repeated 5 times with
stratified sampling on the dataset. Such method of cross-validation (5× 2cv) is recom-
mended by (Dietterich 1998) for the situation where the learning algorithm is efficient
enough to execute ten times.

To measure the accuracy of the model, we calculate the True Positive Rate (TPR) and
False Positive Rate (FPR) to evaluate the detection and false alarm rates for turbulence
alerting system. Here, detection rate means the percentage of severe turbulence events
that are successfully identified in advance and false alarm rate is the percentage of
erroneous alerts among all the alerts. We then plot the Receiver Operating Characteristic
(ROC) curves based on the results on the test sets and calculate the corresponding Area
Under the Curve (AUC). We calculate the mean and standard deviation of the AUC over
10 iterations.

The hyperparameters of FUTURA include the degree of basis functions d, the
number of sample points per knot interval η and p, q, R introduced in section 4. The
shape feature ’velocity’ is used in the experiment. For functional isolation forest, we
use brownian bridge as dictionary. The number of functional isolation trees is set to
100 and sub-sampling size is set to 256 (the same settings as in (Staerman 2019)).

According to the paper of Emara et al. (Emara 2021), GBC and GBR are imple-
mented using scikit-learn (Pedregosa 2011) and the considered hyperparameters of
both methods are the number of estimators, the subsample fraction, the minimum
number of samples required to split an internal node, the minimum number of samples
required to be at a leaf node, the maximum depth of individual estimators and the
learning rate. The best hyper-parameters configuration of both FUTURA and GBC are
found by Bayesian Optimization (Gaussian processes model with expected improvement
acquisition function) (GPyOpt 2016; Frazier 2018).
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Figure 5.6: FUTURA outperforms Gradient Boosting Classifier (GBC) when the tur-
bulence is to be predicted 30 sec prior it occurs. (a) ROC curves of GBC with earliness
equals 30 sec (b) ROC curves of FUTURA with earliness equals 30 sec. The blue lines are the
average of ROC curves and the grey area illustrates the ±1 standard deviation. The light red
squares show areas where FPR approaches zero. GBC achieved an AUC mean of 0.91 with a
standard deviation of 0.02 while FUTURA achieves an AUC mean of 0.94 with an AUC standard
deviation of 0.01.

5.4.1.2 Results and discussion

We plot ROC on the test sets and report AUC for both GBC and FUTURA (See figure 5.6).
The mean curve and the ±1 standard deviation interval of ROC curves are also reported
(see the blue line and the grey area in figure 5.6, respectively).

Our proposed method has a higher average AUC and lower standard deviation
(0.94 ± 0.01) compared to GBC (0.91 ± 0.02). A higher average AUC shows that
FUTURA has a better classification performance regardless of the choice of threshold,
while a lower AUC standard deviation means that FUTURA produces more consistent
classification results than GBC, thus has a better classification stability. Most impor-
tantly, the average ROC curve of FUTURA has a steeper increase in the region where
the FPR approaches zero (Illustrated by the red gradient area in figure 5.6). This implies
that FUTURA is more likely to have a higher TPR while keeping a very low FPR. As
mentioned in the introduction, such property is critical for a robust turbulence detection
method as the passengers should not be frequently alterted when there is no turbulence
so that they really pay attention when there is one.
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Table 5.6: FUTURA is better than Gradient Boosting Classifier (GBC) no matter how far in
advance turbulence is predicted. (a) shows the TPR with zero FPR. Each column illustrates the
detection rate with zero false alarm for the corresponding prediction earliness. (b) shows the
TPR when FPR equals 0.005 for two methods. As there are 620 normal flights in total, a value of
0.005 for FPR means that 3 normal flights are mistaken by algorithms for future turbulence. (c)
shows the AUC for FPR from 0 to 0.005, which is another measure of model performance when
FPR approaches zero. For each method and each earliness value, 2-fold cross-validation are
conducted on the dataset 5 times with stratified sampling. The result is obtained by averaging
10 experiments results on test sets.

(a) TPR(FPR= 0)

Earliness (sec) 10 20 30 40 50

FUTURA 0.55 0.31 0.40 0.25 0.18
GBC 0.33 0.13 0.09 0.18 0.05

(b) TPR (FPR=0.005)

Earliness (sec) 10 20 30 40 50

FUTURA 0.61 0.40 0.48 0.39 0.23
GBC 0.38 0.32 0.21 0.25 0.15

(c) AUC (×10−3) (for FPR from 0 to 0.005)

Earliness (sec) 10 20 30 40 50

FUTURA 5.93 3.86 4.44 3.54 2.55
GBC 3.81 2.65 2.03 2.26 1.26

In Table 5.6, we compare the performance of FUTURA with GBC when predicting
turbulence 10, 20, 30, 40 and 50 seconds prior it occurs. It is worth noticing that a FPR
value of 0.005 is set in (b) and (c). We take this very small value of FPR to explore how
the model performs when only very small false alarm rate are tolerated.
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We can see from Table 5.6 that FUTURA outperforms GBC no matter how far in
advance turbulence is predicted (see (a), (b) and (c)). This demonstrates that FUTURA
has a better turbulence prediction performance especially when a strong operational
robustness (low false alarm rate) is demanded. The reasons for the superior performance
of FUTURA are three-fold: (1) Functional approximation represents raw signals by
combining b-spline basis functions thus implicitly reduces the data noise. (2) Functional
shape feature ’velocity’ captures the dynamic relationship among variables, which may
provide valuable information indicating upcoming turbulence. (3) Functional Isolation
Forest (FIF) is able to detect various shape deviations from normal data (Staerman 2019),
and thus better distinguish between normal flights and ’turbulent flights’ based on
’velocity’.

Increasing the earliness gradually from 10s to 50s, the performance of both models
showed a downward trend. In general, the farther away from turbulence, the less
accurate the predictions.

5.4.2 Comparison of FUTURAwith Gradient Boosting Regressor
(GBR)

(Emara 2021) also applied Gradient Boosting Regressor (GBR) for turbulence early
identification. The authors first predicted the EDR values using GBR 10s prior to
turbulence happen, then classified turbulence flights by setting thresholds on the
predicted EDR.

Similar to GBC, to compare the turbulence prediction performance of GBR with
FUTURA, we applied GBR on flight data to predict the value of load factor 30 sec in
advance. But unlike GBC, classification by the prediction results of GBR does not output
class probabilities for each sample. Therefore, when GBR is applied on a test set, we can
only get a fixed TPR/FPR pair and cannot obtain a ROC curve by varying the threshold
on class probabilities. We therefore plotted TPR/FPR pairs obtained by GBR under
100 different configurations of GBR hyperparameters generated from random search
(Bergstra 2012). In figure 5.7, each red cross represents a TPR/ FPR pair obtained by
GBR under one hyperparameter configuration. For comparison, the ROC curves of
FUTURA that predicts turbulence 30s piror to turbulence happen is also shown in the
figure. Same as figure 5.6 (a), the blue line in figure 5.7 is the average of ROC curves of
FUTURA on the 10 trials and the grey area illustrates the ±1 standard deviation.
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Figure 5.7: FUTURA outperforms Gradient Boosting Regressor (GBR) when the turbu-
lence is to be predicted 30 sec prior it occurs. A 5× 2cv is conducted on the dataset and the
result is obtained by averaging 10 experiments results on test sets. The blue line is the average of
ROC curves of FUTURA and the grey area illustrates the ±1 standard deviation. Each red cross
mark represents a TPR/ FPR pair obtained by GBR under one hyperparameter configuration, and
also obtained by averaging 10 experimental results. 100 different hyperparameter combinations
are generated from Random Search.
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As can be seen from figure 5.7, no matter what hyperparameter combinations GBR
takes, the red cross is always below the blue line. Especially, the biggest mean TPR
obtained by GBR with a zero FPR is 0. This shows that FUTURA outperforms GBR
when the turbulence is to be predicted 30 sec prior it occurs.

5.4.3 Comparison of time complexity and memory requirement
between FUTURA and the offline method

The embedded aircraft control computer has strict requirement on memory footprint
and computational effort of algorithms that runs on it. In this section, we compare
the time complexity as well as the memory requirement of FUTURA and the offline
method.

As FUTURA and the offline method both apply anomaly detection algorithms for
the final step of turbulence prediction, the main difference of two methods is that
FUTURA uses SSKF to recursively approximate raw time series and the offline method
uses least square for function approximation.

5.4.3.1 Time complexity

Applying a turbulence alerting function into embedded system, the computation capa-
bility constraint need to be taken into account. In addition, to predicting turbulence in a
real time manner, the algorithm needs to mine useful information from high frequency
time series data coming continuously from on board sensors. The high calculation
frequency puts forward requirements on the complexity of the algorithm. Therefore, to
make the practical application of data driven turbulence alerting function possible, it is
desirable yet essential to have a low time complexity algorithm.

The time complexity of ordinary least square with a sliding window is
O(C2

windowNwindow + C3
window) where Cwindow is the number of basis functions in the

window and Nwindow is the number of data points in the sliding window.
The time complexity for Kalman Filter is O(d2r) + O(dr2) + O(d3) + O(r3) per

iteration where d is the degree of basis functions and r is the dimension of measurement
yt. The time complexity for SSKF is O(d2) + O(dr). Table 5.7 illustrates the time
complexity comparison of KF and SSKF and Table 5.8 shows the notations and their
corresponding matrix dimensions. As the converged state covariance matrix as well
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as Kalman gain are calculated in a offline manner, simplifying KF as SSKF reduces the
time complexity of overall algorithm thus better adapts to real time application.

Table 5.7: Time complexity comparison of KF and SSKF

KF SSKF

1. x̂−
t ← Ftx̂+

t−1 + Gtut O(d2) O(d2)
2. P−

t ← FtP+
t−1F

T
t + Qt O(d3) -

3. Kt ← P−
t HT

t (HtP−
t HT

t +
Rt)−1

O(dr2) + O(d2r) + O(r3) -

4. x̂+
t ← x̂−

t +Kt(yt−Htx̂−
t ) O(dr) O(dr)

5. P+
t ← (I − KtHt)P−

t (I −
KtHt)T + KtRtKT

t

O(dr2) + O(d2r) + O(d3) -

Total O(dr2) + O(d2r) + O(d3) + O(r3) O(d2) + O(dr)

Comparing the time complexity of the least square with SSKF for functional ap-
proximation, as each data point in the sliding window is approximated by d + 1 basis
functions (see figure 4.1), the number of basis functions Cwindow is always greater than
or equal to d + 1. Acting as a smoothing effect, the value of r is often less than or equal
to 3. Therefore the time complexity of b-spline approximation by SSKF is undoubtedly
much smaller than least square with a sliding window.

The time complexity of the offline method depends on the number of basis functions
in the sliding window. The more basis functions used, the better the performance
of the approximation, but the computation time grows cubically. Considering the
strict computational constraints of aircraft embedded systems, such characteristic is
not desirable for the real-time application of the algorithm. The time complexity of
functional approximation using steady state Kalman Filter, however, depends only on
the degree of basis functions. Using more basis functions (less sampling points between
two b-spline knots thus smaller η) would not result in the increase in computation
effort, which is an advantage for real time application.

5.4.3.2 Memory requirement

As mentioned in the chapter 4, using least square for functional approximation, all data
points in sliding window Nwindow need to be stored and updated in real time application.
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Table 5.8: Notations in Kalman filter and their dimensions.

Notation Dimension

x̂+
t−1 estimated system state vector at time step t-1 d + 1× 1
x̂−

t predicted system state vector at time t (a priori estimate before
the measurement yt is introduced into the system)

d + 1× 1

x̂+
t estimated system state vector at time step t (a posteriori esti-

mate after the measurement yt is introduced into the system).
d + 1× 1

P+
t−1 covariance matrix of the previous state at time t-1 d + 1× d + 1
P−

t a priori covariance matrix before the measurement yt is pro-
cessed

d + 1× d + 1

P+
t a posteriori covariance matrix for the current state after the

measurement yt is processed
d + 1× d + 1

ut deterministic input variable to the system d + 1× 1
yt measurement vector r × 1
Ft state transition matrix d + 1× d + 1
Gt input transition matrix d + 1× d + 1
Qt the process noise matrix d + 1× d + 1
Rt the measurement noise covariance matrix r × r

While SSKF approximate raw points in an incremental way and one only needs to store
and update the state vector of dimension d + 1 where d + 1≪ Nwindow.

5.4.3.3 Running time comparison

To compare the actual CPU processing time of approximating multivariate time series
by SSKF and least square method, experiments are conducted on a 2 hours flight
recordings of 22 sensors on an Intel(R) Core(TM) i5-8365U 1.9 GHz processor. SSKF
is applied directly on the 2 hours flight data for functional approximation while least
square is implemented on a sliding window of 10 seconds length and 1 second step
size. Experimental result shows that the total processing time of SSKF is 17.4 seconds
compared to 739.9 seconds by using least square with a sliding window. It should be
noted that the experiments is conducted using ordinary least square method where
the penalty term has not been added. The huge gap in execution time not only reflects
the infeasibility of least square methods running on flight control computers but also
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Figure 5.8: Illustration of earliness and sliding window length in turbulence prediction.
This figure shows the evolution of a shape feature with time. Red box is the sliding window
where the data inside are utilized for turbulence prediction.

highlights the advantages of FUTURA in the aspect of efficiency.

5.4.4 Hyperparameter study: Earliness and slidingwindow length

Earliness is an important hyperparameter as it is desirable to precisely predict tur-
bulence as soon as possible. A common hypothesis is that the further away from
turbulence the harder it is to predict its occurrence. To verify the impact of earliness
on turbulence prediction performance, we conducted the following experiments. In
addition to earliness, we also studied the influence of the length of sliding window
(which is applied on the extracted shape feature to perform anomaly detection) on
prediction performance.

A visualization of earliness and window length is illustrated in figure 5.8. A sliding
window is applied on the shape feature Velocity for the following anomaly detection
task.

5.4.4.1 Experiment

We iterate the algorithm for turbulence prediction setting the earliness and window
length as 1,10,20,30,40,50,60,70,80,90,100,110,120 seconds respectively. Figure 5.8 il-
lustrates the window length and earliness in the experiment. For each earliness and
window length pairs, we repeat the prediction 10 times and calculate the mean True
Positive Rate (TPR) corresponding to the zero False Positive Rate (FPR).
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Figure 5.9 shows the result of experiment. The lighter the color, the higher the value
of TPR. It can be deduced that:

• Looking at the heat map from the vertical direction, there is a negative correlation
between TPR-Earliness: TPR normally decreases when earliness increases.

• Unlike earliness, there is no simple monotonic relationship between window
length and TPR. But the best window lengths tend to increase as Earliness in-
creases (the blue box in each line illustrates the maximum TPR in each earliness
value), which may indicate that the further away from turbulence, the more
information is needed to predict its occurrence.

A 3D visualization is showed in figure 5.10 a). Figure 5.10 b) and c) are side views of
5.10 a). Figure 5.10 b) shows the negatively correlated relation between TPR and earli-
ness. In addition, TPR decreases non-linearly with the increase of earliness. Whatever
the window length values, the TPR stays in a very low level when earliness is larger
than 60 seconds. Precisely predicting turbulence more than 60 seconds in advance is
tricky. Inversely, predicting turbulence a few seconds prior to it occurs will result in a
big improvement in detection rate, except that it makes limited sense from an operation
point of view. We therefore set the earliness to 30 seconds to ensure the predictive
performance while leaving the crew and passengers have enough time. From figure
5.10 c) we can see that there is no monotonic relation between TPR and window length.
There is no one window length that is the best for all earliness.

5.4.5 Predicting turbulence based on shape feature velocity: a
comparison of anomaly detection and classification meth-
ods

In the last step of FUTURA, right after the shape feature velocity is extracted, we applied
an anomaly detection method called ’Functional Isolation Forest (FIF)’(Staerman 2019)
to identify which flights will encounter turbulence. As being introduced in the chapter
2, a number of research works are conducted in the literature for univariate and multi-
variate time series anomaly detection as well as classification tasks. As the multivariate
sensor signals are transformed into the univariate shape feature ’velocity’ by FUTURA,
apart from FIF, various state-of-the-art time series classification and anomaly detection
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Figure 5.9: TPR (zero FPR) obtained by different earliness and sliding window length
settings. x axis represents the window length and y axis are the earliness values. The number
on each square represents the TPR obtained by zero FPR in a different window length and
earliness configuration. The blue box in each line illustrates the maximum TPR in each earliness
value.
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Figure 5.10: Influence of earliness and window length: A 3D visualization. a) TPR (zero
FPR) obtained by different earliness and sliding window length settings. b) a side view of a) to
illustrate the relation between TPR(zero TPR) and earliness. c) a side view of a) to illustrate the
relation between TPR(zero TPR) and window length
.
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methods can be applied on ’velocity’ for turbulence prediction. In this section, we
make a comparison of the state-of-the-art time series classification as well as anomaly
detection methods for their turbulence prediction performance based on the extracted
shape feature ’velocity’. With the final purpose of applying the turbulence alerting
algorithm on aircraft on-board computers, we wish to make our algorithm as simple
(in terms of time complexity) as possible. To this end, the inference time (the running
time to score new flights) of each method is also evaluated. Compared to the execution
time of training which is conducted in an offline manner, the inference time reflects the
delay and computation efforts for real time responses in the practical application thus
it is a more valuable metric for an embedded function.

5.4.5.1 Experiment

Experiments are conducted using 5 state-of-the-art time series classification meth-
ods including Bag-of-SFA-Symbols (BOSS) (Schäfer 2015), Supervised Time Series
Forest (STSF) (Cabello 2020), Time Series Forest (TSF) (Deng 2013), Shapelet Trans-
form Classifier (Hills 2014) (Bostrom 2017), K-Nearest Neighbors with Dynamic Time
Warping (KNN-DTW)(Xi 2006) and 3 anomaly detection methods including Functional
Isolation Forest (FIF) (Staerman 2019), One Class Support Vector Machine (OCSVM)
(Manevitz 2001), Local Outlier Factor (LOF) (Breunig 2000).

Using the same experimental settings as in section 5.4.1 above, we conduct a 2-fold
cross-validation that is repeated 5 times with stratified sampling on the dataset. To mea-
sure the accuracy of the model, we plot the average Receiver Operating Characteristic
(ROC) curves based on the results on the test sets and calculate the corresponding aver-
age Area Under the Curve (AUC). The mean True Positive Rate (TPR) with zero False
Positive Rate (FPR) are also compared among all the methods. For LOF and OCSVM,
the models are fitted only on inliers (normal flights) of training set and the anomaly
score is given on each flights in the test set according to how isolated the object is from
the training data (Breunig 2000) (Manevitz 2001). For KNN-DTW, the performance of
the model is highly sensitive to the number of neighbors (k value). A grid search is
therefore performed to determine the k value resulting in the highest AUC and the
following ROC curve of KNN-DTW is the outcomes derived when k is equal to 23.

Figure 5.11 illustrates the ROC curves and their AUC values averaging from 10
times cross-validation on test set. The light colored areas illustrates the ±1 standard
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deviation. FIF achieves the highest average AUC value of 0.94. STSF, TSF, LOF reach a
AUC value of 0.92 and their ROC curves exhibit mutual intersection without one fully
encompassing the others. KNN-DTW closely follows with a mean AUC value of 0.91.
The mean AUC value of OCSVM is 0.82 and it exhibits a steep increase when FPR is
close to zero, which will be further analyzed by in the following subsection. BOSS and
Shapelet transform exhibit a suboptimal performance, attaining mean AUC values of
only 0.63 and 0.59, respectively.

As discussed above, operational robustness is the key of on-board turbulence alerting
functions. We therefore calculate and compare the mean TPR with zero FPR of all 8
methods. Although OCSVM only reaches an average AUC value of 0.88, it obtains the
best mean TPR value of 0.46 with zero FPR. This can also be seen from its ROC curve:
the growth is very steep until reaching a TPR value of 0.8 after which the growth is
slowing down considerably. FIF reaches the second highest TPR of 0.39. The TPR for
TSF, LOF and STSF are 0.28, 0.20 and 0.12, respectively. Finally, the average TPR of BOSS,
Shapelet transform and KNN-DTW tend to zero, indicating that they cannot correctly
identify upcoming turbulence without false alarms. Unlike AUC which measures the
general classification performance regardless of threshold, TPR with zero FPR exhibits
the robustness or conservative level: making positive classification only with strong
evidence to eliminate false alarm. Performing well on one metric does not guarantee
the same performance on another. The high AUC value of LOF does not guarantee its
operational robustness and the situation with OCSVM is just the opposite.

Table 5.9: Comparison of average TPR(FPR=0) obtained by different anomaly detection and
classification methods

FIF OCSVM TSF STSF BOSS Shapelet LOF KNN-DTW

0.39 0.46 0.28 0.12 0 0.01 0.20 0

Comparing the average inference duration on test set, two classic novelty detection
methods OCSVM and LOF perform the best, and the running time of both is less than
0.01 second. Three ensemble methods, TSF, STSF and FIF follow behind with running
time of 0.407, 2.376 and 4.015, respectively. The average inference time of BOSS and
Shapelet transform are 35.636 and 21.906 seconds, which demonstrates that they are
not suitable for real time application.

Considering all three metrics, OCSVM has the highest TPR with zero FPR and the
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Figure 5.11: ROC curves and their AUC values of time series classification and anomaly
detection methods for turbulence early identification. The colored lines are the ROC
curves of different time series classification and anomaly detection methods and the light
colored areas illustrates their corresponding ±1 standard deviation. The average AUC values
and standard deviation are shown in the lower right corner. The red dotted diagonal line reflects
a classifier that correctly assign class labels to each class with a 50% probability, which performs
no better than random chance.
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shortest inference time but a relative low AUC. FIF has the highest AUC value and
second highest TPR but a relative long running time. Both two methods make good
candidate for turbulence early identification and can be used as a part of FUTURA
algorithm.

Table 5.10: Comparison of average inference time (s) obtained by different anomaly detection
and classification methods

FIF OCSVM TSF STSF BOSS Shapelet LOF KNN-DTW

4.015 0.004 0.407 2.376 35.636 21.960 0.009 8.905

5.5 Conclusion

In this chapter, we conduct experiments on commercial aircraft flight recordings and
comparison are made between our proposed approach with gradient boosting based
methods. The experimental results show that the proposed method outperforms gra-
dient boosting classifier and gradient boosting regressor in terms of turbulence early
identification. In addition, predicting atmospheric turbulence 30 seconds prior to it oc-
curs, the presented algorithm can detect 40% turbulence (9% for GBC and 0% for GBR)
while keeping a zero false positive rate, which meets the zero false alarm requirement
for optimizing the passenger experience and the aircraft operational reliability.

To compare the running time of approximating multivariate time series by SSKF
integrated in FUTURA and least square method integrated in the offline method, exper-
iments are conducted on a 2 hours flight recordings of 22 sensors. Experimental result
shows that the total processing time of SSKF is 17.4 seconds compared to 739.9 seconds
by using least square with a sliding window, which not only reflects the infeasibility
of least square methods running on flight control computers but also highlights the
advantages of FUTURA in the aspect of efficiency.

Experiments are also conducted to investigate the influence of earliness on turbu-
lence identification performance and we found that TPR decreases non-linearly with
the increase of earliness. Based on the functional shape feature extracted from mul-
tivariate time series data, we compared the turbulence prediction performance of 5
state-of-the-art time series classification methods and 3 anomaly detection methods.
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OCSVM achieve the highest TPR with zero FPR and the shortest inference time. FIF
has the highest AUC value and second highest TPR but a relative long running time.





Chapter 6

Conclusion

In this thesis, we design FUTURA (FUnctional shape feature for real time TURbulence
Alerting), an on-board turbulence early identification model utilizing only the sensor
data on-board of aircraft. FUTURA combines three technologies, namely Steady State
Kalman Filter (SSKF), functional data analysis and time series anomaly detection for
turbulence early identification. In the first step, we put forward SSKF for functional
approximation. SSKF is utilized to approximate raw signals by estimating the coefficients
of b-spline basis functions in a recursive manner. In the second step, functional shape
features are extracted from the functional approximation obtained in the first step.
Finally, a time series anomaly detection method is applied on the extracted shape
feature to give an anomaly score to each flight. Turbulence is considered as an anomaly
and by setting a threshold on anomaly scores, we can distinguish which flights will
shortly encounter turbulence and which flights will not.

Comparing with the existing multivariate time series early classification meth-
ods where the relationship among variables is not considered, FUTURA captures the
dynamic relations between variables which may contain important information that
heralds the coming of the turbulence. Besides, the proposed method also makes real
time turbulence prediction become possible due to its recursive nature and relative low
computation complexity.

To investigate the performance and properties of FUTURA, a sequence of exper-
iments is conducted. The method is evaluated using multivariate time series sensor
data coming from flights that encountered different levels of air disturbance including
severe turbulence and comparisons are made with gradient boosting based methods
that are utilized in the recent literature for turbulence prediction task. Experimental
results show that FUTURA can distinguish 40% of the severe turbulence cases (true
positive rate) 30 seconds in advance while keeping a zero false positive rate, which not
only outperforms the gradient boosting based methods, but also meets the zero false
alarm requirement for optimizing the passenger experience and the aircraft operational
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reliability.
A limitation of our approach is that a sliding window is still needed to segment the

extracted shape features to apply functional isolation forest for upcoming turbulence
identification. Therefore, to have a fully recursive turbulence alerting method to reduce
storage requirements, a further step will be replacing functional isolation forest by
a recursive anomaly detection or classification approach. Another limitation is that
the proposed method is not applicable on clear air turbulence using the current flight
parameters. A possible improvement is to test FUTURA using extra flight parameters.
Another line of research is to construct a specific predictivemodel for clear air turbulence
prediction based on its physical mechanism.

As future work, we plan to test FUTURA on a new data set of the aircraft model A.
The new data set contains the whole flight recordings, from take-off to touch down, of
51 flights with an average flight duration of 9 hours. In addition to the original 22 flights
parameters, the new data set encompasses 3 additional flight parameters. We plan to
first apply FUTURA on this new data set without the additional flight parameters to
test its performance as well as its robustness in different flights phases. Compared
to the cruise phase, maneuver involves more frequently in the stages like the climb
and descent. Indeed, during the cruise phase, there is either little or no maneuver.
Conducting experiments on the whole flight recordings allows us to investigate the
impact of maneuver on turbulence predictive performance. Then, we will relaunch the
experiments by adding the 3 additional flight parameters to study their influence.

In addition to the experiments on new data, another task to be tackled in the future
is to experiment more functional shape features as well as their combinations that may
reflect different aspects of relationships among variables. Moreover, it is also valuable
to investigate in the theoretical demonstration for periodic convergence of Kalman
gain.
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