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Résumé :La résilience des Infrastructures Cri-
tiques (ICs) est cruciale pour assurer la sécu-
rité et la stabilité socio-économique dans la so-
ciété moderne. Ces ICs s'appuient sur un ré-
seau complexe de systemes cyber-physiques
(SCPs) couvrant plusieurs domaines tels que
les télécommunications et I'énergie, afin de ga-
rantir un flux continu de services critiques.
L'évolution du mode opérationnel des ICs mo-
dernes, illustré par lintégration accrue des
technologies cloud-natif dans les réseaux SCPs
sous-jacents, introduit de nouveaux défis en
termes de résilience face aux cyber-risques, qui
s'ajoute au probléme du dimensionnement op-
timal du réseau des SCPs avec la contrainte
des colts de déploiement qui résultent des

schémas de protection géo-redondant. Dans
cette these, nous attaquons ces défis en pre-
mier lieu par le développement d'un modéle
d'évaluation de disponibilité avec comme ob-
jectif, la quantification de I'efficacité d’adoption
des schémas de protection croisée. Ensuite, on
présente un modéle d'orchestration optimale
des ressources cloud-natifs mutualisées avec
I'objectif de minimiser les colts des schémas
de protection. Enfin, nous abordons la problé-
matique de coordination inter-opérateurs d'ICs
d’'un point de vue "confiance" en proposant une
plateforme de partage d'information et de res-
source qui exploite la convergence des para-
digmes cloud-natif des DataSpaces.

Title : Cross-domain Resilience in Cloud-native, Critical Cyber-Physical Systems Networks : Avai-
lability Modeling, Analysis, and Optimization of Critical Services Provisioning

Keywords : Critical Infrastructures Resilience, Availability Modeling, Network Function Virtualiza-
tion, Software-Defined Networking, Optimization, Information-sharing.

Abstract : The dependability of Critical Infra-
structures (Cls) operations is crucial to ensure
security and socio-economic stability in mo-
dern society. These Cls rely on a complex net-
work of Critical Cyber-Physical Systems (CCPSs),
spanning multiple domains such as telecom-
munication and energy, to guarantee a conti-
nuous flow of critical services. The paradigm
shift in modern Cls’ operational mode, illus-
trated by the increased integration of cloud-
native technologies in the underlying CCPSs
networks, brings more challenges in terms of
resilience against cyber-risks, and increased de-
ployment costs due to redundancy-based pro-
tection schemes. In this dissertation, we tackle
these challenges by, first, proposing a model-

based, cross-domain dependability evaluation
to assess the availability of cloud-native, inter-
dependent critical services and quantify the im-
pact of adopting cross-domain protection me-
chanisms on critical services’ dependability. Se-
condly, we study the problem of optimal ser-
vice provisioning based on resource sharing in
cloud-native, CCPSs networks with deployment
cost and performance constraints. Finally, we
tackle the problem of cross-domain coordina-
tion from a Trust perspective by proposing an
architecture for secure and trustful information
and resource sharing that exploits the conver-
gence of cloud-native management and DataS-
paces paradigm to ensure secure, trustful, and
sovereign coordination.
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1 - Introduction

1.1 . General Context

Critical Infrastructures (Cls) like telecommunication, energy, and transpor-
tation networks, are the backbone of a nation’s economy, and their protec-
tion is essential to ensure socioeconomic stability and the well-being of indi-
viduals. In the framework of the European Union, Cls are defined as : "an asset
or system which is essential for the maintenance of vital societal functions. The da-
mage to critical infrastructure, its destruction or disruption by natural disasters,
terrorism, criminal activity or malicious behavior, may have a significant negative
impact on the security of the EU and the well-being of its citizens." [1].

Accordingly, the European Program for Critical Infrastructure Protection (EP-
CIP) [2] was launched in order to set the overall procedures and practices to
increase the resilience of European Cls by leveraging coordination and infor-
mation sharing between member states. Similar efforts are witnessed in other
regions out of Europe like the United States and the United Kingdom [3, 4],
with the same objectives but sometimes with different approaches which is
due to cultural, political, technological, and societal differences.

From a technological perspective, Cls can be seen as complex and inter-
dependent networks of Critical Cyber-Physical Systems (CCPSs) spanning mul-
tiple domains like telecommunication, energy, and transportation. These CCPSs
networks are built on heterogeneous technologies, managed by independent
operators, and operate at different timescales [5]. Hence, ensuring Cls pro-
tection is a hard and complex task as it requires the coordination of many
organizations’ efforts which depends on the willingness of all parties to co-
operate. Indeed, Public-Private Partnership (PPP) is an intensively discussed
topic in Cls protection research [6, 7, 8], which aims to promote information
sharing and coordination between public authorities and private Cls opera-
tors during disruptive events and enable these private stakeholders to find a
trade-off between business interests and their responsibility to protect criti-
cal assets.

Furthermore, most of the efforts in coordination-based Cls protection fo-
cus on post-disaster information sharing [9, 10]. It turns out that, with the in-
creased penetration of digital technologies in modern Cls, and to keep pace
with the proliferating cyber-risks resulting from such transformation [11, 12],
developing proactive resilience procedures while minimizing human interven-
tionis urgentin order to reduce response time and minimize the loss induced



by disruptive events.

In this thesis, we focus on telecommunication and power infrastructures
as the main Cls of interest. On one hand, the high reliance on telecommuni-
cation and power networks, their geographical expansion, and the presence
of strong interdependencies make these two Cls more vulnerable to manned
and unmanned disruption events as well as failure propagation phenomenon
as experienced in major blackouts in Europe and North America [13, 14]. On
the other hand, the Information and Communication Technologies (ICT) and
Electrical Power Infrastructure (EPI) are shifting towards cloud-native mana-
gement of their critical asset to deliver more sophisticated services to support
complex emerging use cases, and effectively respond to increasing demand
for energy and telecommunications to unlock the potential of modern tech-
nologies like the fifth generation of mobile telecommunication (5G), Industry
4.0, and Smart Power Grid.

As an example of this shift, we are witnessing the rise of Telco Cloud concept
where ICT operators manage their network services in cloud infrastructure by
means of virtualization technologies [15]. This adds more resilience, flexibility,
and cost-effectiveness to service provisioning by auto-scaling computing re-
sources to respond to different situations. For example, in [16], security func-
tion like firewalls can be deployed as Virtualized Network Function (VNF)s to
be instantiated in case of a high risk of cyber-attacks. This would decrease the
cost of running the functions during periods of low risk and enhance the se-
curity elsewhen. Overall, the NFV paradigm paves the way to support new ICT
use cases with strict performance requirements in terms of latency, connec-
tivity, and computing power.

In the same way, cloud-native technologies are promising enablers for
the Smart Power Grid (SPG) [17, 18, 19]. The high penetration of renewable
energies, the apparition of micro-grids, and the fast development of electrical
mobility might disturb power distribution due to bi-directional power flows.
Hence, EPI operators must update power load balancing strategies to ones
with strict latency requirements [17]. To this end, virtualization and cloud-
native technologies are key enablers of real-time data analytics and proces-
sing which is the backbone of modern SPG services (smart metering, real-
time load balancing, and third-party applications support). In addition, the
flexibility and agility of cloud-native service deployments enable EPI opera-
tors to quickly, and fault-free updating of their services in response to chan-
ging conditions. This highly relies on the telecommunication infrastructure as
a backhaul to support data flow between data generation points and control
centers in the power infrastructure [20].

2



1.2 . Problem Statement & Research Questions

It is obvious from the previous section that the migration of ICT and EPI
operators towards cloud-native is crucial to deal with the evolving complexity
of telecommunication and energy services delivery. The combination of mo-
dern virtualization and edge DC technologies depicted by the deployment of
critical energy and telecommunication services as VNFs hosted in geographi-
cally distributed, and small size DCs close to physical plants, motivates the
need to explore the virtuous cycle of "reliable energy supply for reliable DCs and
reliable DCs for reliable energy supply". Nevertheless, the journey of ICT and EPI
operators toward cloud-native management of their assets faces some bot-
tlenecks which can be classified into three dimensions :

+ Economical : cloud-native technologies are disruptive in the sense that
operators must radically change the technological infrastructure and in-
vest to rearchitect their physical networks. Mainly, by installing new Data
Centers (DCs) to support the new business use cases. This will induce
huge costs and increase Capital Expenditures (CAPEX) and Operational
Expenditures (OPEX) [21].

+ Legislation : Cls operator must adhere to the country’s law in terms of
technology integration from other countries/regions in the context of
sovereignty. In the example of European Cls, operators cannot rely on
non-European cloud providers to host critical services. This will constrain
and delay the adoption of cloud-native technologies by operators and
force them to adopt local/trustful technologies [22]. In addition, the bu-
siness interests fueling the cloud migration are conflicting with the en-
vironmental obligations of operators to reduce their carbon footprint

(23]

+ Risk: the migration of EPI and ICT toward software-defined service pro-
visioning must be accompanied by corresponding tools to assess the
risks and exposure to manned or unmanned attacks due to such trans-
formation from a vulnerability and security perspectives. Also, in order
to avoid the impact of new emerging interdependencies [11, 24].

Within this context, sharing the infrastructure at the DC level seems in-
teresting in the sense that it enables ICT and EPI operators to overcome the
previous bottlenecks in chorus by tackling them in one unifying framework.
In the telecom domain, sharing infrastructure among ICT operators is a viable
solution to reduce costs and ensure high service availability and Service Level
Objectives (SLOs) [25, 26].



Thanks to the standardization efforts of virtualization technologies, it could
be interesting to analyze the correspondent problem of sharing DCs resources
among ICT and EPI operators in a geographical area where the resource shor-
tage of an operator in terms of installed DC capacity could be compensated
by another operator’s DCs resources as illustrated in Figure 1.1 where a DCs
Resource Sharing Orchestrator is assumed to ensure the cross-domain coor-
dination allowing ICT and EPI operators to "virtually" increase their available
resources to build a redundancy scheme usually refereed to as "Availability
Zone" in the cloud domain. This latter redundancy scheme can be made dyna-
mic and be adapted to different risk situations, paving the way to reduce CA-
PEX and OPEX costs by minimizing the installed resources, and thus, reducing
energy consumption and the operator’s carbon footprint. Also, this would al-
low ICT and EPl operators to integrate cross-domain risk assessment modules
into the shared DCs infrastructure to better estimate the risk of cross-domain
failure propagation, and "software-define" procedures to withstand disruptive
events in real-time. This could be made possible by means of the advance-
ments in service life-cycle management tools in virtualized DCs [27, 28], allo-
wing the automation and integration of resilience strategies into service or-
chestration level.

ICT control EPI control
center center
DCs resources control interface DCs resources control interface
b
L | DCs Resource
- | Sharing ™
Y Orchestrator p-T
/ J Y
S '\,
:
ICT' DC network EPI' DC network

4 Coordination Interface

Availability zone

Figure 1.1 - Illustration of the cross-domain resource orchestration interface
between ICT and EPI operators.

In the context of this thesis, our primary focus lies in constructing the co-
ordination interface depicted in Figure 1.1. To achieve this goal, a series of
steps must be undertaken. First, we need to specify which interdependent
services in the telecommunication and power domains might benefit from
the coordination-based protection. This requires the availability assessment
of such services in different coordination and risk scenarios in order to quan-
tify the gains in terms of availability when sharing resources. Then, the im-
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plementation of the cross-domain resilience procedure must be specified. Fi-
nally, the problem of information sharing must be addressed in order to deal
with privacy and security concerns when sharing the required information to
build the cross-domain resilience. In order to tackle these problems, four re-
search questions are formulated, and to be addressed by the present thesis
work :

* RQ1: How to characterize the integration of cloud-native technologies
in ICT and EPI operations in terms of complex interdependencies emer-
gence, and opportunities of adopting cross-domain resilience strate-
gies?

* RQ2:How to assess the efficiency of cross-domain, coordination-based
protection schemes on critical services availability?

* RQ3: How to build cross-domain, service protection schemes taking into
account performance and cost constraints?

* RQ4 : How to ensure trustful, private, and secure data exchanges for
cross-domain resilience while ensuring an operator’'s control over its
data usage?

Within these circumstances, the present work aims to address aforemen-
tioned research questions by the development of a decision support system
to assist ICT and EPI operators in planning their shift towards cloud-native
management of networking and energy services.

1.3 . Thesis outline & Summary of contributions

In Chapter 2, we introduce cloud-native technologies : Network Function
Virtualization (NFV) and Software Defined Networking (SDN) as two catalysts
for the paradigm shift in ICT and EPI services management characterized by
the emergence of Telco Cloud and SPG concepts. The decoupling between the
control and data planesin SDN, and the decoupling between applications soft-
ware and hardware in NFV, enable the ICT operator to flexibly control its net-
work element and propose Data Plane as a Service (DPaaS). This class of ser-
vices is of interest for the EPI operator to reach real-time, dynamic control
and monitoring of the power distribution. This leads to the introduction of an
architecture of SDN-enbaled Smart Power Grid (SD-SPG) which will be used to
formulate a use-case of dynamic DCs resource sharing as a tool to increase
critical services redundancy and thus, enhance their availability. The formula-
tion of this use-case led to the following publication :



Paper A : Khaled Sayad, Benoit Lemoine, Anne Barros, Yi-ping Fang, Zhi-
guo Zeng. (2021). Dynamic Orchestration of Communication Resources Deploy-
ment for Resilient Coordination in Critical Infrastructures Network. 2055-2062.
(10.3850/978-981-18-2016-8_219-cd).

Moreover, we assume that Energy Management System (EMS) applica-
tions are hosted as VNFs and depend on the network programmability service
to ensure real-time monitoring and control of the power distribution network
via distributed power substations. To gain insights into the potential conse-
quences of service disruptions in one domain affecting interconnected ser-
vices in another domain, we undertake a Failure Modes and Effects Analysis
(FMEA) analysis. In this analysis, we delineate the pivotal subsystems within
ICT and SPG, wherein unreliable operations can trigger the propagation of fai-
lures across domains. The outcomes of this analysis led to the publication of
the following research paper:

Paper B : Khaled Sayad, Benoit Lemoine, Anne Barros, Yi-ping Fang, Zhiguo
Zeng. (2023). Towards Cross-Domain Resilience in Interdependent Power and ICT
Infrastructures : A Failure Modes and Effects Analysis of an SDN-enabled Smart
Power Grid .

In Chapter 3, we build a cross-domain availability evaluation procedure
to quantify the impact of different protection mechanisms at the DC level
on critical services availability. We start by presenting the architecture of an
SDN-enabled Smart Power Grid which incorporates interdependent ICT and
EPI services at the DCs level. We assume that network programmability is key
to ensuring real-time monitoring and control of the power distribution net-
work. Also, this feature is provided as a service by the ICT operator via an
SDN controller (SDN-C) hosted as a VNF following European Telecommunica-
tion and Standarization Institute (ETSI) specifications [29].

Based on the defined architecture, we are able to capture complex inter-
actions between the subsystems in the ICT and EPI domains through a Sto-
chastic Activity Networks (SANs) modeling. Then, an availability evaluation is
conducted to study the sensitivity of the service-oriented availability measure
with respect to each subsystem’s reliability parameters (Mean Time To Failure
(MTTF) and Mean Time To Repair (MTTR) for example), and cross-domain pro-
tection strategies. This work led to the publication of the following paper :

Paper C: Khaled Sayad, Benoit Lemoine, Anne Barros, Yiping Fang, Zhiguo
Zeng.Availability Modeling and Analysis of Cloud-native, Interdependent
Cyber-Physical Systems : Application to SDN-enabled Smart Power Grids.

In Chapter 4, we study the problem of optimal resource orchestration in

6



virtualized DCs networks underlying the SDN-enabled SPG with the objective
to ensure high service availability while managing resources, availability, and
cost constraints. In our scenario, dynamic virtual resource orchestration is a
tool to mitigate cross-domain failure propagation, by dynamically updating
the redundancy scheme of critical services hosted in DCs with high risk of po-
wer outage. This approach takes advantage of the flexibility and automation
brought by the NFV to service management, allowing to design a backup stra-
tegy to optimally withstand failure propagation in virtualized environments.

As opposed to existing research targeting failure propagation modeling in
SPG networks, which focus on power domain attributes [30, 31], we study the
equivalent problem by considering the communication resources control via
the formulation of a Mixed Integer Linear Program (MILP) model. This work
led to the publication of the following paper :

Paper D : Khaled Sayad, Anne Barros, Yiping Fang, Zhiguo Zeng, Benoit Le-
moine. Interdependency-Aware Resource Allocation for High Availability of 5G-
enabled Critical Infrastructures Services. 32nd European Safety and Reliability
Conference (ESREL 2022), Aug 2022, Dublin, Ireland. (10.3850/978-981-18-5183-
4_528-03-640-cd).

Also, the process of ensuring dynamic redundancy of virtualized services
spanning interdependent ICT and EPI infrastructures, taking into account po-
wer supply conditions, resulted in the creation of the following patent :

Patent 1 : Khaled Sayad, Benoit Lemoine. (2022). Procédé de gestion d'une
architecture distribuée de centres de données, dispositif et programme d'or-
dinateur correspondants. France, N° de brevet : 202736FRo1. (hal-03896719)

In Chapter 5, we tackle the problem of trustful resource orchestration by
proposing a resource and information-sharing platform based on the conver-
gence of Intent-based Networking (IBN) and the International Data Space (IDS)
architecture. That is, sharing virtual resources among ICT and EPI operators
requires respect for privacy, trust, security, and sovereignty constraints due to
the criticality of shared services. In addition, effective orchestration requires
the sharing of critical data about service and network state in order to en-
sure cross-domain life-cycle management. In the literature, a similar problem
is encountered when studying Radio Access Network (RAN) sharing between
several ICT operators which requires sensitive data exchanges.

To overcome this challenge, Distributed Ledger Technology (DLT) was pro-

posed to incorporate trust into data exchanges [32, 33]. In our work, we pro-
pose a hybrid framework composed of a Centralized Resilience Orchestrator
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for network observability and proactive resource orchestration and a peer-
to-peer mechanism that enables two DCs Management and Orchestration
(MANO) modules to share the required data to instantiate critical services
VNFs and ensure dynamic protection scheme. This work led to the publica-
tion of the following paper :

Paper ?? : K. Sayad and B. Lemoine, "Towards Cross-domain Resilience
in SDN-enabled Smart Power Grids : Enabling Information Sharing
through Dataspaces," 2023 IEEE International Conference on Omni-
layer Intelligent Systems (COINS), Berlin, Germany, 2023, pp. 1-6, doi
10.1109/COINS57856.2023.10189319.

Overall, the aforementioned thesis organization is summarized in Figure
1.2 whichillustrates the order by which the formulated research questions are
tackled and in which chapter, alongside the associated contribution.

Chapter 1:
Motivation &
Research Question
Y Y Y Y
RQ1: RQ2: RQ3: ROQ4:
How to characterize the e te iahili How to build cross-domain, How to ensure trustful,
integration of cloud-native and ua:t?;l:i?e :%;;c 't:' service protection schemes private, and secure dala
technologies into Cls E el st considering performance and exchanges for effective
operations 7 p ' cost constraints 7 coordination 7
Paper A Paper X Paper C Paper D
Paper B Patent 1
\Contributionsi |
] i
1 Y 1 Y
Chapter 4:
Chapter 3: : Chapter 5:
Chapter 2: ; Optimal resource
: A System architecture and 7 . A framework fior trustful
—_— e —
CONTE o a!nd quantitative availability orchaskration model wik and secure data and
Use-case formulation avalation model cost, perfromance, and resource sharn
availability constraints g
Chapter 6:
General Conclusion &
Prospective work

Figure 1.2 - Thesis organization.



2 - Cloud-native management of Critical Infra-
structures Services

In this chapter, we present the use case through which we will study the
problem of coordinated resilience between ICT and EPI operators. First, we
provide an overview of the Telco Cloud concepts and the main paradigms fue-
ling the cloud-native migration, namely, NFV and SDN. Then, we represent
DPaaS as an example of services enabled by the aforementioned concepts,
allowing the ICT operator to enhance the Quality of Service (QoS) and respond
to high-demanding use-cases in terms of latency and connectivity. One parti-
cular use-case is the support of the monitoring and control of power distribu-
tion network. In this context, we provide and overview of the SPG, its architec-
ture, and how the NFV and SDN-based telecommunication services are well
suited to enhance the quality of control. To study this use-case, we present
the architecture of SDN-enabled Smart Grid (SDN-SPG) and perform a FMEA
applied to specific subsystems of this system based on their involvement in
cross-domain failure propagation. The objective of this analysis is to qualify
the impact failure manifestation and propagation on critical services availabi-
lity, and hence, provide directives to design sophisticated cross-domain pro-
tection mechanisms.

2.1. Overview of Telco cloud

Cloud computing is defined by the National Institute of Standards and
Technology (NIST) as : "pay-per-use model for enabling available, convenient and
on-demand network access to a shared pool of configurable computing resources
(e.g.,networks, servers, storage, applications and services) that can be rapidly pro-
visioned and released with minimal management effort or service provider inter-
action” [34]. This definition covers the concept of location-independent ser-
vice provisioning in which cloud users can access services in different geo-
graphical locations without experiencing QoS fluctuations. Also, this concept
comprehends the notion of elasticity which means that computing, networ-
king, and storage resources can scale to meet demand fluctuations. Moreo-
ver, the multi-tenancy concept of cloud computing implies that different users
can use the same physical infrastructure at the same time thanks to sophis-
ticated logical and security tenancy management tools. We enumerate three
main cloud service provisioning schemes compared to an on-premise service
provisioning as illustrated in Figure 2.1:



* Infrastructure as a Service (laaS) : In this scheme, the cloud service
provider offers computing, storage, networking services, and a virtuali-
zation infrastructure so that the user can run its operating system, run-
time, and applications. In addition, the user is given an access to use as
resources as needed to run its applications on a pay-as-you-go fashion.

+ Platform as a Service (PaaS) : In this scheme, cloud service provider
manages the hardware as well as the software resources (operating sys-
tem, virtualization layer, and the runtime), and let the user to develop
its applications software and manages the generated application data,
using a predefined development stack.

+ Software as a Service (SaaS) : In this scheme, the cloud provider of-
fers an application that is accessible by the users via a specific interface
(web browser for example). The users only pay for the application usage
and don't contribute to service development, deployment, and mainte-
nance.

Application| |  Application | Application

. App Data _- App Data J App Data |
Runtime . Runtime
J-Oparating Sys.. Operating Sys. |
| vi rtualization.
_Computing_:
_' Networkingt
{_ Storage
On-Premise _ laaS I PaaS | SaaS
@) managed by cloud [ | managed by cloud

service provider service user

Figure 2.1 - Different cloud service provisioning schemes.

For ICT operators, the need for a distributed architecture is urgent in or-
der to deal with the increasing mobile traffic resulting from the growing num-
ber of connected devices and bandwidth-intensive services. Considering that
cloud computing gains its efficiency from the distributed nature of service de-
livery (the reliance on distributed DCs networks), it is possible to extend the
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computing and storage services to support also mobile telecommunication
services [35]. In this context, the Telco Cloud concept is being adopted by ma-
jor ICT operators to migrate their legacy services to the cloud-native environ-
ment in order to reduce costs and enhance the QoS.

By means of virtualization technology, modern mobile telecommunication
applications like the 5G Core (5GC) and 5G Radio Access Network. (5G-RAN)
can be virtualized and deployed as a service in a cloud-native style. To achieve
that, a Telco Cloud architecture was proposed by [35] which is divided into five
layers encompassing the different stockholders involved in the Telco Cloud as
depicted in Figure 2.2. The five layers are defined as follows :

+ Physical infrastructure : in this layer, we find the public network infra-
structure provider which connects the physical resources in DCs to the
public internet. These DCs are managed by a DC infrastructure provider
which manages also hardware installation and power supply. Finally,
interconnecting servers inside and between DCs is ensured by a private
network infrastructure provider.

* Virtual infrastructure : in this layer, a cloud infrastructure provider
is responsible of providing the virtualization technologies which abs-
tracts physical resources to run services and applications. In addition,
a cloud service provider delivers a set of functionalities to enable geo-
redundancy of applications and load balancing between different DCs.

+ Carrier cloud service platform : in this layer, VNFs of telecommuni-
cation services (5G-RAN, virtualized 5GC) are provided as a service for
requesting applications.

+ Service providers layer : in this layer, a service provider may utilize the
platforms provided in the previous layer in order to deliver different ser-
vices. For example, 5G-RAN cloud platform can be utilized to provide wi-
reless communication service to targeted users. Note that, the network
management can be done by the mobile network operator (on premise),
or can be provided as a service by the Carrier cloud service platform.

+ User layer : in this layer, potential users of the virtual network are pre-

sented by means of the different emerging use-cases scenarios of the
Telco Cloud.
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Figure 2.2 - Telco Cloud architecture as proposed by [35] .

Note that, an ICT operator can play the role of all the stakeholders involved
in the previous architecture. For example, by installing its own DCs network,
developing the associated virtualization layer and developing VNFs for core
network applications. However,in the current ecosystem of Telco Cloud, VNFs
vendors, physical platforms providers, and RAN solutions are developed by
different actors. In what follows, we will explain the NFV, SDN, and edge com-
puting concepts as key catalysts for the Telco Cloud.

2.1.1. Network Function Virtualization

NFV is a concept which involves the use of virtualization technologies to
deploy and run network applications software on standard hardware to en-
able on-demand Network Service (NS) provisioning. That is, this concept aims
to decouple the network functions (firewalls, load balancers, core and access
network applications..) software from the hardware on which it runs as op-
posed to traditional network management where the network functions soft-
ware are tied with dedicated hardware [36].

In addition to cost related benefits of NFV resulted from optimized and
flexible resource usage in virtualized environments, the wide range of pos-
sible VNFs deployments on a multitude of hardware leads to a reduced vendor
lock-in problem. That is, an ICT operator can compose a networking service
by choosing VNFs from different vendors to run on Commercial Off-The-Shelf
(COTS) hardware. In this context, standardization efforts play a major role in
ensuring interoperability between different actors (hardware providers, ICT
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operators, and VNFs vendors) [36].

The architectural framework being developed by ETSI Industry Specifica-
tion Group (ISG) aims to foster innovation and interoperability by introducing
normative specifications allowing to run cloud-native ICT services in multi-
vendor environments [37]. In addition to legacy Operation Support System
(OSS) and Element Management (EM), the architectural framework introduces
another set of management applications embedded into the MANO as depic-
ted in the architecture in Figure 2.3. In this architecture, the Network Function
Virtualization Infrastructure (NFVI) encompasses the physical resources (com-
puting, networking, and storage hardware) on which the VNFs are instantia-
ted, and the virtualization layer which abstracts and allocates specific physical
resources to each VNF. NFVI is managed by the Virtualization Infrastructure
Manager (VIM) which is part of the NFV-MANO and responsible of controlling
physical resources usage via the Nf-Vi reference point.

The Network Function Virtualization Orchestrator (NFVO) fulfills the re-
source orchestration function via the Or-Vireference point, by distributing and
managing NFVI resources among several VIMs. In addition, it fulfills the net-
work service orchestration function by managing the lifecycle of NSs. Also, it
manages the lifecycle of VNFs (onboarding, scaling, healing, and termination)
through the VNF Manager (VNFM) via the Or-Vnfm reference point.

1
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: T ! | ve-vnfmavnf H
1 VNF 4 Vi-Vnfm '
1 ' 1
1 . [
1 T  Vn-Nf : _— Or-Vi "
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Figure 2.3 - ETSI NFV Architectural Framework (taken from [36]).
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2.1.2 . Software Defined Networking

SDN is a paradigm where, in a networking device whose main function is
to forward a received data packets to a specific destination, the forwarding
logic (decide the optimal route) and actions (packet coding and forwarding)
are separated and performed at different planes called the control and data
plane. Hence, network programmability is enabled through controller soft-
ware applications in the control plane, and a data plane composed of general
purpose, programmable hardware [38]. The programmability feature serves
as a tool to optimize traffic management by adapting routing logic to speci-
fic applications’ requirements. Also, SDN enables to avoid vendor lock-in as it
relies on open standards , and leads to reduced network management cost
because of the centralized control of data plane components which allows
to have better observability and monitoring of forwarding devices and thus,
helps to optimize their energy consumption, dimensioning, and operation.

From the SDN architecture of Figure 2.4, the control plane is composed
of an SDN-C whose main function is to orchestrate resources and control
data routing by imposing the rules (for example security and access control
functions and congestion control policies) to data plane devices via the sou-
thbound interface. An examples of existing implementations of SDN-C are
OpenDayLight [39], ONOS [40], and other solutions provided by vendors. A
comparative study of open source SDN-C implementation is presented in [41]
where a performance evaluation study is conducted considering different me-
trics. Finally, The northbound interface in Figure 2.4 connects the SDN-C to
application plane. In this latter plane, different applications expose their data
routing and manipulation objectives which are translated into policies by the
SDN-C.

Intrusion Firewall &
Dataction Security

Load Dynamic
Balancing QoS

SDN Applications

- Northbound Interface

A-C Pl: Application-controller plane interface

Control Plane

SDN Controller |

L D-C PI: Data-controller plane interface
----- = Southbound Interface

Network elements

i g
. R —a————
Hi—'&-— ~—

Figure 2.4 - Software Defined Networking Architecture Components.
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The mapping of SDN architecture components into the ETSI NFV-MANO
architecture of Figure 2.3 has been conducted in [38]. This combines the bene-
fits of NFV in terms of flexible resource usage, and the decoupling of control
and data plane as a core principle of SDN. Hence, offering a wide range of
opportunities for an ICT operator in optimizing telecommunication services
delivery. In Figure 2.5, we present the possible mappings of SDN components
to the ETSI NFV architecture. Our assumptions in terms of SDN components
mappings are encircles in red and will be used to define our use-case in sec-
tion 2.3.

Os-Ma NFV
;“{ OSS/BSS "_‘_ Orchestrator

-1 Or-Vnfim

H ‘ EM1 | ‘ EM2 ‘ | EM3 £ v voim
: | : _ — . VNF
H - X ' Manager(s)
VN @r viiF 3 >
il 1 Vi-Nf-— L - + Vi-vnfim
Y - *
Virtual ‘ Virtual Virtual
Computing Storage Network
NEVi Virtualised Or-Vi
| Virtualisation Layer | Infrastructure :

VI-Ha [ Manager(s)

pputing
Hagllware
2

Smragc a
Hardware

. SDN Controller - SDN resource SDN Application

Figure 2.5 - Possible mappings of SDN components to ETSI NFV architecture
(taken from [38]).

2.1.3. DPaaS : Data Plane as a Service

As an example of a cloud-native telecommunication service, we will study
DPaaS is a networking model which provides data plane capabilities (data for-
warding, inspecting, processing...) as a service in pay-per-use pricing model.
In this model an ICT operator deploys the VNFs composing the SDN-C which
interfaces with SDN application VNFs that can be hosted in client DCs, and
which exposes dynamic QoS requirements that could be translated into data
flow control policies.

In Figure 2.6, we show an illustration of the Dynamic Optimization of Pa-
cket Flow Routing (DOPFR) as defined by ETSI as an network programmability
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Figure 2.6 - lllustration of Dynamic Optimization of Packet Flow Routing (adap-
ted from [42]).

acceleration use-case [42, 43]. In this scenario, data packet processing func-
tions can be offloaded from a VNF to the network element in order to reduce
travel time-by switching from the slow path (in blue) to the fast path (in red).
This is noteworthy in scenarios where the network plays a crucial role in sup-
porting applications with low-latency requirements, such as power distribu-
tion monitoring and control in SPGs.

In the cloud-native era, as ICT operators seek innovative ways to extract
value from their networks, and considering the challenges that EPI opera-
tors face in upgrading their networking infrastructure, DPaaS emerges as a
compelling service that ICT operators could potentially tailor to the needs
of EPI operators in the context of efficient monitoring and control of power
substations. An example of a possible data plane service is on-demand, real-
time, and resilient routing of SPG monitoring and control data flows between
control centers and power substations in the distribution network.

2.2 . Overview of Smart Power Grid

ASmart grid can be defined as " an advanced digital two-way power flow sys-
tem capable of self-healing, and adaptive, resilient, and sustainable, with foresight
for prediction under different uncertainties. It is equipped for interoperability with
present and future standards of components, devices, and systems that are cyber-
secured against malicious attacks." [44]. From this definition, we can extract key
features of a SPG, among which, self-healing capabilities against disruptions,
the reliance on continuous network state data measurements to dynamically
compute control strategies, the support of bi-directional power flow, and the
interoperability with a wide range of standards, devices, and systems ensu-
ring flexibility and the support of different use-cases.
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2.2.1. Migrating Energy Management Systems to the cloud

The high penetration of renewable energies in modern power grids is one
of the main factors that influences the transition towards a smarter mana-
gement of the power assets. Renewable energy (wind and solar) generation
is inherently intermittent and requires real-time, advanced monitoring and
control strategies to deal with the associated stochasticity [45]. In addition, the
geographical expansion of Distributed Energy Resources (DERs) brings some
overhead into their integration to the grid. This latter pointis important in the
framework of this thesis work as it constitutes one of the key drivers to study
the coordinated expansion of ICT and EPI DCs network to support their new
services respectively.

Energy management systems can be implemented based on Supervisory
Control and Data Acquisitiony (SCADA) systems which are widely used to ful-
fill robust control and monitoring requirements of large-scale, mission-critical
systems. The main functionalities of a SCADA system are data retrieval from
remote sites and enabling control of actuators at those remote sites. An EMS
uses the data collected by the SCADA to compute real-time control and archive
this data or future analysis. A generalized architecture of a SCADA system ba-
sed on |IEEE Standard for SCADA and Automation Systems [46], is represented
in Figure 2.7.

Control Station

Master Terminal Unit

Event Handler Historical
Database

Alarm Manager Real-time
User - Database
Archiver

Remote site

-~ o
| Sensors ||Actuators|| Switchs |

Field Devices

Figure 2.7 - Generalized SCADA Architecture.
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The system is segregated into two main components : a control station,
which includes a Control Server interfacing with the human user, and a re-
mote station which includes the field devices (sensors, relays, and actuators)
connected to a Device Server. The data generated by the field devices is trans-
mitted to a control station database to be processed by the different compo-
nents of the Control Server : an Event Handler which reacts to changes in real-
time data values ( exceeding a boundary for example), a Device Manager which
changes the state of the field devices (apply a control on actuators/switches),
and an Alarm Manager whose main purpose is to allow human user to setup
the monitoring rules and manages notifications.

Nonetheless, the substantial volume of data generated due to the pro-
liferation of distributed energy resources and the challenges posed by bi-
directional power flow necessitate the enhancement of current SCADA sys-
tems to enable the real-time and efficient management of this extensive data.
In pursuit of this goal, the cloud computing paradigm emerges as a solution
for upgrading existing SCADA-based EMSs. In Table 2.1, we summarize the re-
quirements of SCADA-based critical systems, and how to fulfill them via the
cloud-native solutions. First, the high security requirements associated with
the processing of sensitive data can be met by adopting a private cloud so-
lution. In addition, thanks to the separation between the control plane and
data plane, SDN enables the protection of data by easily adopting new secu-
rity protocol [47]. Also, the flexibility of managing virtualized services in geo-
distributed locations is key to achieve high availability. Moreover, the real-
time communication requirements can be met by means of SDN paradigm

SCADA Requirements | Cloud computing solution

High security Private laaS, SDN-based data encryption
requirements and protection.

Geo-redundancy concepts (availability

High availability zones), Dynamic scaling.

Real time

o SDN-based data routing with dynamic QoS
communication

policies.

Automation and zero-touch service
management, simplified application up-
date/upgrade.

Ease of use

Table 2.1 - SCADA Requirements and correspondent cloud-based solu-
tions (adapted from [48]).
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which is well suited for ensuring data flows in latency sensitive scenarios [48].
Finally, the ease of use requirements concern the life-cycle management of
the software applications in cloud-native environments, which, unlike applica-
tions built on proprietary hardware, can be automated which reduces human
intervention and probability of faulty manipulations.

The development of cloud-based SCADA systems can take one of two ap-
proaches [49] : either constructing all SCADA components and features in
a cloud-native manner from scratch, or migrating selected functionalities to
the cloud and overseeing them in an as-a-service fashion. The convergence of
SCADA and cloud-native technologies can yield advantages for the EPI opera-
tor by enhancing its capability to incorporate new latency-sensitive applica-
tions. In addition, this represents an opportunity for SCADA system providers
to embrace innovative business models.

Several works in the literature have studied the opportunities in migra-
ting SCADA systems to the cloud. In [50], authors studies the opportunities in
terms of cost reduction, increased availability, and flexible and dynamic re-
dundancy that could be brought by provisioning SCADA services in an laaS
cloud. The authors provide the steps to ensure the migration of SCADA ser-
vices to the cloud. Then, using open-source EclipseSCADA platform, a proof-
of-concept is presented along recommendations to enhance he adoption of
a cloud-based SCADA functionalities. In [51], authors tackle the problem of in-
teroperability of micro-grid platforms in modern smart power grids. This pro-
blem is characterized by the lack of common information models and com-
munication protocols that might foster collaboration between independent
micro grids operators. In this approach, critical functions are run on-site to
eliminate the security overhead, and shared applications data is transferred
to a remote SCADA implemented as a PaaS-based servers where interopera-
bility is guaranteed, allowing participants to access data of their pairs.

In[52], Coordinated Voltage Control (CVC) is implemented via SCADA-as-a-
Service approach which provided an interoperability framework allowing the
better coordination between micro-grid operators. In [53], a series of expe-
rimental setups are conducted to evaluate cloud-based SCADA solutions un-
der different scenarios. The authors propose four implementation scenarios
(plan, centralized, distributed, and hierarchical) in addition to a reference ar-
chitecture. The evaluation of the performance of different implementations
demonstrated the feasibility of cloud-based SCADA implementation with three
main factors that could impact the performance : virtualization, networking
with cloud DCs, and additional security measures.
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2.2.2 . Architecture and Standards

A multi-layer architecture of the SPG is presented in [54] and illustrated
in Figure 2.8. In this architecture, a Wide Area Network (WAN) is implemen-
ted using cellular or optical fiber technologies to support operations in the
generation and transmission portions of the SPG. Whereas, a Neighborhood
Area Network (NAN) or a Field Area Network (FAN) are implemented to sup-
port operations in the power distribution network, mainly the monitoring and
control of power substations. In this context, the /EC 61850 standard provides
directives for the design of interface between utility control centers and po-
wer substation to enable interoperable monitoring, control, and automation

[55].

Application . ) N~ Customer
Layer Smart Metering and Grid Application Application
Security Layer Authentication, Access Control, Integrity Protection, Encryption, Privacy

PLC, DSL,Coaxial |Home Plug, ZlgBee,

Cellular, wiMAX, Optical Fiber Cable. RF Mesh WiFi, Z-wave

Communication
Layer

Home/Building/
Industrial Area
Network
(HAN/BAN/IAN)

Wide Area Network Neighborhood /Field
Area Network

(WAN) (NAN/FAN)

Power Control
Layer
Power System
Layer

PMUs |Cap Banks| Reclosers |Switches | Sensors|Transformers| Meters| Storage

Power Transmission/Generation Power Distribution Customer

Figure 2.8 - Multi-layer Architecture of Smart Power Grid (adapted from [42]).

An architecture of a digital power substation as conceptualized by /EC 61850,
defines three level of interfaces as illustrated in Figure 2.9. First, in the pro-
cess level we identify the communication interfaces for circuit breaker control,
and monitoring through sensor data collection using Merging Units (MUs).
Secondly, the bay level compromises communication systems supporting the
aggregation and coordinated control of multiple circuit breakers or Intelligent
Electronic Device (IED)s associated with a specific area. Finally, the station le-
vel comprehends the control of the entire power substation enabled via in-
terfaces with the control center and the local SCADA system.

In our work, we focus on the communication interfaces between the control
center and the controlled power substations. A detailed view of the topology
of this interface is depicted in Figure 2.10 adapted from the topology in [56].
In this topology, the utility control center hosts an EMS which monitors and
controls one or many substations in order to load balance power distribu-
tion. A substation hosts power relays to control power flows in the distribu-
tion network, and a relay controller and a remote terminal unit for monitoring
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Figure 2.9 - A conceptual architecture of Communication levels in a Power
Substation as defined by /EC-61850 .

and control. Note that, we distinguish between global control applied by the
utility control center as a response to high power demand fluctuations, and
local control computed at the substation level to deal with local and low dis-
turbances.

As mentioned previously, we articulate our study around the possible evo-
lution of the communication interface between the utility control center (res-
pectively, the EMS), and the power substation by relying on a programmable
network managed as a service by the ICT operator (the aforementioned DPaaS)
to support the reliable, and dynamic routing of monitoring and control data
between the EMS and the controlled power substations. In the following sub-
section, we furnish an overview of resilience assessment within an SPG . We
also reference various control strategies tailored to diverse network condi-
tions and emphasize the importance of depending on a robust communica-
tion network.

2.2.3. Resilience assessment and Control of Smart Power Grid

Numerous studies in the literature have addressed the issue of evalua-
ting the resilience of a SPG due to its critical role in developing efficient res-
toration and recovery strategies [57, 58]. In [59], power generation and trans-
mission security is viewed as an application of a series of continuous control
actions in order to maintain the desired level of operation. The operational
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Figure 2.10 - A conceptual topology of utility control center, and power sub-
stations (adapted from [48]) .

state changes wether because of a maintenance intervention, load fluctua-
tions or simply a disruption. Accordingly, possible control actions range from
the activation of available units to replace deteriorated ones, generation res-
cheduling, or load balancing. Three operational states are defined : preventive,
emergency, and restorative, and presented via the state diagram of in Figure 2.11
where :

* Normal or Preventive state : which refers to a situation where all loads
demands are satisfied at the desired operating voltage and standard
frequency. The control objective in this situation is to maintain the same
level of operation with minimum cost.

+ Emergency state : this state refers to a situation where some operation
limits are violated. The control objective in this scenario is to relieve the
system overhead and maximize demand satisfaction.

+ Restorative state : this state refers to a situation where the service ex-
periences an outage following an emergency. The control objective in
this case is to increase demand satisfaction and decrease the recovery
time.

In the power distribution network, authors in [60] propose a MILP to op-
timize service restoration in smart grids via the placement of protection re-
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Figure 2.11 - Operation State Diagram of a Power grid (adapted from [46]).

source while considering different scenarios of telecommunication services
availability. Interdependencies between the two domains are captured by consi-
dering that ICT components as loads and EPI substations as client in the ICT
domain. However, the level of abstraction of the ICT components doesn'’t pro-
vide details into how failures manifest in the ICT domain and wether protec-
tion mechanisms are needed in parallel to the power domain ones. Thatis, un-
derstanding how operators respond to propagated failures is crucial to adopt
an optimal coordinated protection action that could benefit both operators.

Reliable restoration and recovery depends on reliable control, which also
depends on reliable underlying ICT infrastructure. That is, computing the ade-
quate control strategy and the reliable application of this control are two se-
parate problems. Given that the control strategy can be seen as a sequence of
data to be transmitted from the control center to the system under control,
the latter problem deals with the challenges in ensuring a safe and reliable
transmission by ensuring the availability of network elements : data plane as
well as the availability of the control plane in the context of SDN-enabled data
transmission. In Paper C, we provided a literature review covering the topic of
failure propagation in interdependent telecommunication-power networks.
Some findings suggest that ensuring the power supply, and thus the availabi-
lity, of some telecommunication nodes connecting the power nodes, is crucial
to ensure effective load balancing in the power domain.

In our work, we propose to study this problem from an ICT operator pers-
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pective by formulating the problem of resilient orchestration of NFV and SDN
resources to ensure high availability of cloud-native services supporting po-
wer distribution control applications. To this end, we provide a details archi-
tectural view of the main components involved in failure propagation bet-
ween interdependent ICT and EPI networks. Afterwards, we apply a FMEA to
each subsystem to retrieve critical failure modes information which will serve
in designing effective cross-domain resilience strategies.

2.3. Use-case : Ensuring high availability of critical services in
SDN-enabled Smart Power grid

In order toillustrate the risk associated with the cloud-native management
in telecommunication and power networks on cross-domain failure propaga-
tion, and the opportunities in terms of coordinated cross-domain resilience,
we develop an architecture of SDN-enabled Smart Power grid to highlight the
functional dependencies between specific ICT and EPI services. This architec-
ture allows us to overcome the limitations of existing network models of fai-
lure propagation between power and telecommunication networks. These li-
mitations are illustrated by the high level of abstraction of the main subsys-
tems in both domains which restrains our understanding on how failures ge-
nerate and propagate. Hence, we present an architecture that separates the
interactions between different components into three planes : control, data,
and power.

Also, we detail how the failure of each subsystem impacts the Service
Oriented Availability (SOA) measure. This paves the way to study both : the
concern of ICT operators in terms of ensuring reliable power supply of their
services, and the concern of EPl operator in terms of reliable telecommunica-
tion services to support real-time monitoring and control of the distribution
network. These concerns can be tackled by adopting adequate, coordination-
based protection mechanisms which will be studied in detail in Chapters 3
and 4.

2.3.1. system architecture

The system architecture is presented in Figure 2.12 and is taken from Pa-
per C. We assume that real-time control and monitoring of power substations
are performed by EMS hosted as virtualized applications (green box) in eDCs
(red box) operated by the power network operator. The EMS relies on net-
work programmability to dynamically configure the monitoring and control
data flow. This feature is assumed to be delivered as a service by a telecom
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network operator which (in the context of SDN), hosts the control plan as a vir-
tualized application in eDCs as well. Due to geographical proximity, the eDCs
hosting the control plane depend on the reliable operation of power substa-
tions (purple box) to ensure a reliable flow of power for eDCs operations via
Uninterruptible Power Supply (UPS) (blue box).

Virtualized Software

*
Virtual Virtual Virtual Virtual Virtual
Computing Storage Network Computing Storage Network

° Virtualization Layer \firtualization Layer

Servar rach

Switch

Edge Data Center
Edge Data Center

ation Infrastructure

Hardware resowrces

Virtualiza

|
Hardware resownrces

Power & Supply

;

[

SCADA

EE Routae + Fevwall

] Relay Cortroller |==——————
Power :Dlnrilunlon
I
i

Power Substation

PhU
Power Bus

Poower Bus

Figure 2.12 - Proposed architecture of an SDN-enabled SPG.

In Figure 2.13, we provide an extended view of the architecture presen-
ted in Figure 2.12. The fact that one EMS instance may control several power
substations [56], Figure 2.13 offers a network-oriented perspective, elucida-
ting the telecommunication connections linking the SDN-C, the EMS, and the
Power Substations. It also highlights the power connections connecting the
Power Substations to the DCs hosting the SDN-C. This view will be used to
study the impact of topology (different connections between EMS and SDN-C
instances density of Power Substations, and the redundancy of DC's power
supply) , on services availability. In this network-oriented view of the SDN-
SPG, interactions between the components of telecom and power domains
are separated into three planes : control, data, and power as follows :

2.3.1.1 Control Plane

In the control plane, we assume that the SDN-C and EMS applications are
deployed over a virtualization infrastructure installed in the eDCs following
the ETSI-NFV reference architecture. The EMS performs monitoring of the po-
wer substations by receiving the monitoring data through the communication
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network (link 3 : EMS<Data Plan<—Power substation) and ensures the dyna-
mic and real-time control of the power relays to satisfy power loads demand
fluctuations (link 4 : EMS— Data Plan— Power substation). In addition, the EMS
interfaces with the SDN-C via the northbound interface. For example, to re-
quest the update of data routing paths in the data plane (link 1: EMS —SDN-C).

The SDN-C ensures the dynamic control of SDN-enabled routers in the
data plane (link 2 : SDN-C — SDN-enabled router) to meet desired service le-
vel agreements (resilience, latency...), exposed via the interface with the EMS
(SDN application interface : link 1).

2.3.1.2 Data Plane

In the data plane, we consider SDN-enabled routers connected via a sou-
thbound interface with their correspondent SDN-C. These routers apply the
control setup imposed by the SDN-C (through link 2) to the data flow. In ad-
dition, we consider the routers of EMSs and power substations as part of the
data plane. These routers serve as an entry and exit point of all data gene-
rated at the EMS or the Power substation. They could also be equipped with
security functions like firewalls and intrusion detection systems.

2.3.1.3 Power Plane

In the power plane, we consider power substations composed of :

« Phasor Measurements Units (PMUs) collecting sensor data about the
state of the power distribution network.

+ Power relays controller (a SCADA system for example) responsible for
aggregating sensor data, generating local control, sending monitoring
data to the EMS (link 3) and applying the global control imposed by the
EMS (link 4).

+ Power relays which are devices whose main function is to act as control-
led circuit breakers.

In addition, we assume that eDCs power supply (link 5) is ensured by a
smart-grid-ready(SG-ready) UPS [61]. That s, unlike tradition UPS systems whose
functions are limited to backup batteries management and servers protec-
tion against power disturbance, SG-ready UPS are capable of (autonomously)
interacting with the power distribution network by : supplying energy in a bi-
directional power-flow scheme, and fast frequency response for renewable
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energy penetration.

2.4 . Failure Modes and Effects Analysis of the SDN-SPG

FMEA is a systematic methodology deployed to identify and assess failure
modes of a system, their causes, and their effects. The objective of such me-
thodology is to enhance the availability and performances. The methodology
is outlined in the /EC-60812 standard [62]. The objective behind the application
of FMEA to the SDN-SPG architecture components defined above is to detect
component-level failure modes which lead to system-level complex failures,
and hence, service interruption.

Two services are defined in an SDN-SPG : networking and power distribu-
tion control. We use functional block diagrams to represent the contribution
of different subsystems of the presented architecture to the delivery of the
two services (see Figure 2.14). We define a Cyber-Physical System (CPS) aggre-
gation level to better understand multi-level failure manifestation from com-
ponent to service level. In Figure 2.14a, a CPS'®T is the system responsible
of delivering the communication service. It is a CPS because it is composed of
cyber-components (Virtualization infrastructure and SDN-C), and a physical
component (UPS). This assumption is motivated by the work in [63] proving
the efficiency of CPS modeling in capturing the different complexities of a DC
both at the computing and energy levels.

In Figure 2.14b, we assume that the power supply of a DC hosting EMS
instance is reliable and thus, it is not represented in the diagram. Also, it is as-
sumed that the southbound interface between the SDN-C and the data plane
is reliable, and thus, is not considered as well. Note that, the communication
service is primordial input to the PMUs network in order to send sensor data
to the EMS. Also, the EMS relies on the communication service to send real-
time control to the power relays, which explains the double representation of
communication service in Figure 2.14b.

The FMEA is represented in Table 2.2 where we analyze the failure modes
of each component, the cause, and effects on the component itself and other
subsystems. Starting with the SDN-C, three classes of failure modes were
identified on commercial SDN-C solutions and highlighted in [64]. Determi-
nistic software failures emerge from the apparition of a particular sequence
of entries leading to a fault activation. Whereas, non-deterministic software
failures occur due to the combination of errors and stochastic arrival time ma-
king them hard to predict in advance. The last software-like failure modes are
related to software ageing which is a subset of the non-deterministic failure
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Figure 2.14 - Functional Block Diagrams of systems responsible network and
power services delivery.

modes, characterized by performance degradation over time due to various
reasons like memory leaks, resource exhaustion, and accumulated complex
states with relation to the total time of system operation [65]. Finally, the soft-
ware failure may be caused by the failure of the underlying computing infra-
structure, in our case the virtualization infrastructure encompassing the ope-
rating system, hardware, and virtualization manager software. Accordingly,
the failure modes of the SDN-C are characterized by its inability to handle up-
coming EMS requests and update the Data plane which might be caused by a
software failure impacting the SDN-C itself, or the failure of the underlying vir-
tualization infrastructure. Moreover, the Data plane, composed by program-
mable network elements (switches or routers) exhibits two failure modes :
forwarding data to wrong destination, and physical link deterioration. The
former failure mode imight be caused by a failed SDN-C generating wrong
forwarding rules. Whilst, the latter failure mode might be caused by external,
weather conditions.
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Avirtualized EMS application has two failure modes : a wrong reconstruc-
tion of the power network states, and the application of wrong load balancing
control. Both of these failure modes are caused by the unreliability of the data
transport network leading to delayed transmission of monitoring and control
data from/to power substations. Given that a EMS is assumed to be hosted as
a virtualized software like the SDN-C, the failure of the underlying virtualiza-
tion infrastructure might be an external cause of failure. In our case, Virtua-
lization infrastructure aggregates both the hardware (physical servers) and
the managing software (VIM). The inability of perform life-cycle management
operations (instantiation, update, scaling, and termination) of virtualized ap-
plication might be caused a software failure or a hardware interruption due
an abnormal electrical state. The abnormal power state, for example a faulty
management of backup batteries is a failure mode of the UPS which fails to
regulates power supply fluctuations due to the abnormal power distribution
network.

Based on this analysis, we observe that the availability attribute of any
components contributes to the service-oriented availability and might trigger
cross-domain failure cascade between the ICT and EPl domains. However, the
likelihood of triggering of such events varies depending on the criticality of
the component itself to the whole system operation. Hence, a FMECA analy-
sis should be taken by extending the FMEA with criticality study in order to
assess the severity of a particular component's failure.

2.5 . Conclusion

In this chapter, we provided an overview on cloud-native technologies in-
tegration in modern ICT and EPI infrastructures. Also, we presented the ar-
chitecture of SDN-enabled Smart Power Grid which highlights the interac-
tions between SDN and NFV-based services which span the telecommunica-
tion and power domain. The FMEA study pointed out some directives towards
the study of cross-domain, coordinated resilience. One takeaway from the
FMEA study concerns the improvements actions to be taken in order to atte-
nuate the effect of component’s failure. From a system-level view, component
redundancy is essential to increase overall availability and avoid single-point
of failure. From an operator-responsibility view, network dimensioning (ins-
talled DCs capacity, UPS redundancy, and Power devices redundancy) is a se-
quential decision process which lies in an operator responsibility and doesn't
involve other interdependent operators. The fixed network capacity repre-
sents a bottleneck towards adopting a redundancy scheme because of pos-

31



sible resources shortage. However, due to the standardized and softwarized
management nature of SDN-C and EMS services, a redundancy scheme of an
SDN-C of the ICT domain could be designed by considering DCs of the EPI do-
main (and vice-versa for virtualized EMS applications).

Note that, the objective of a coordination-based resilience is to mitigate
the failure cascades impacting the defined communication and power control
functions which must involve the ICT as well as the EPI operators. This pro-
blem can be studied in an optimization framework where the redundancy
schemes are dynamically updated to deal with network state fluctuations.
Consequently, we focus on dynamic resource orchestration in virtualized DCs
spanning the ICT and EPI domains, and hosting EMS and SDN-C services. The
study of different coordination patterns will be presented in chapter 3. Whe-
reas, the implementation of such redundancy strategies will be presented in
4.
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3 - Cross-domain evaluation of critical services
availability

The growing adoption of cloud-native technologies into the control layer
of telecommunication and power infrastructures should be accompanied with
tools to model and quantify the impact of emergent failure modes on criti-
cal services availability. In this section, we assess the availability of interde-
pendent networking and power-distribution services through a conceptual
framework of a SDN-enabled Smart Power Grid (SDN-SPG) using a hierarchi-
cal modeling approach based on SANs formalism. The core component of this
conceptual framework are the virtualized Edge Data Centers (eDCs) hosting
critical networking and power control applications, whose dimensionning in
the virtualiztion and power domains is crucial to guarantee high availability of
hosted services. In this context, the hierarchical model allows us to quantify
the impact of different protection strategies in the virtualization domain while
considering different scenarios of power-domain interconnections. The pro-
posed conceptual framework allows to capture the impact of inter-domains,
cascading failures, and thus, the design of adequate, cross-domain resilience
strategies. To this end, we first present the architecture of the SDN-SPG with a
focus on the subsystems that contribute to cross-domain failure propagation
between the power and telecommunication infrastructures. Then, we intro-
duce the hierarchical model where the lower level is composed of the SAN
models of the defined subsystems. These lower level SAN models incorpo-
rate internal failure dynamics and the impact of cascading failures as a result
of interdependencies with other subsystems. In the upper level of the hierar-
chical model, we gather lower level models in a network-like structure to study
the impact of critical services redundancy schemes on the defined availability
measures. Afterward, we conduct a sensitivity analysis to study the impact of
changes in the proposed models parameters on the obtained results in the
reference setup. We focus our analysis on two particular parameters, the po-
wer backup capacity of the virtualized eDCs, and the power control frequency.
The obtained results suggest that power domain knowledge might be useful
to design more efficient and robust protection of virtualized services. Also,
this would help Cls stakeholders, in particular power and ICT operators, to
coordinate their efforts in the migration towards cloud-native management
and optimize the dimensionning of the underlying eDCs infrastructure.
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3.1. Introduction

Cloud-native concepts like NFV, SDN, and edge computing are being inte-
grated into modern Cls operations in order to enhance the QoS and provide
more reliable critical services. For services with strict latency and availability
requirements, this implies that the software applications composing the ser-
vice are deployed as virtualized applications in dedicated eDCs [66].

In the telecommunication industry, we are witnessing the rise of "Telco-
Cloud" concept where telecommunication services are software-defined. This
allows ICT operators to efficiently manage the deployment of their services in
resource-constrained environments, and optimally respond to network de-
mand fluctuations. In this context, NFV and SDN paradigms emerge as cata-
lysts for the current transformation of the ICT infrastructure [67]. NFV is a
concept where the development phases of network functions software (de-
sign, programming, and deployment), are decoupled from the physical, often
proprietary, devices on which they run. This would decrease operational ex-
penditure and bring more agility and flexibility into service development and
deployment operations [6&]. In addition, the SDN paradigm aims to decouple
the control (packet forwarding logic) plan and data routing plan. The forwar-
ding rules are software-defined and dynamically interface with commodity
hardware allowing network operators to innovate more sophisticated proto-
cols and adapt network behavior to dynamic QoS needs.

Meanwhile, cloud-native technologies are also key enablers for real-time
control, power substation automation, and enhanced power-relay protection
in SPG networks. That is, the high penetration of renewable energies is pu-
shing EPl operators to innovate new control strategies to deal with bi-directional
power flow and dynamic fluctuations [69]. From Cls resilience perspective, the
migration towards a softwarized management of critical services has some
drawbacks related to the high exposure to cyber-risks and cross-domain fai-
lure propagation [66]. This latter issue is illustrated for example by the need
of ICT operators to densify their eDCs networks to meet the strict latency re-
quirements of critical applications which would increase the need for a more
stable power supply in the power distribution network. Thus, a failure in the
power infrastructure may propagate causing service interruptions in the tele-
communication domain. On the other side, the failure of telecommunication
services may have a considerable impact on the stability of the SPG as studied
in [70]. In order to mitigate cross-domain failure propagation, some opportu-
nities in terms of coordination-based protection mechanisms must be establi-
shed between interdependent ICT and EPI operators at the operational level.
The convergence of ICT and EPI infrastructure toward the same operational
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technologies [66], offers an opportunity to adopt interoperable cross-domain
protection schemes. Some examples of such resilience actions are :

* Sharing failure events data at the eDC level, allowing interdependent
operators to enhance preparedness and minimize the impact of propa-
gated failures.

+ Coordinating dynamic risk assessment to better estimate failure propa-
gation dynamics.

* Orchestrating multi-domain resources in eDCs operated by interdependent
Cls operators.

In order to deal with the aforementioned problems, we define the follo-
wing research questions :

* RQ1: How to establish a cross domain dependability evaluation proce-
dure to model the impact of cloud-native technologies integration into
interdependent ICT and EPI networks from a risk perspective?

* RQ2:How to design coordinated, cross-domain resilience strategies bet-
ween ICT and EPI domains at the eDCs layer? and how to quantify the
effectiveness of such protection mechanisms?

In this present work, we tackle RQ1 by designing interdependent state-
space models of ICT and power domain subsystems that capture the impact
of interdependencies in terms of cascading failure. This represents the lower
level of the hierarchical model. In the upper level, we construct a network
where the nodes are the subsystems and the links are the different depen-
dencies between them. This will allow us to tackle RQ2 through the study of
topology impact on service-oriented availability. The model is based on Sto-
chastic Activity networks (SANs) formalism applied to an SDN-enabled Smart
power Grid (SDN-SPG).

As illustrated in Figure 3.1, we assume that real-time control and monito-
ring of power substations are performed by EMS hosted as virtualized applica-
tions (green box) in eDCs (red box) operated by the power network operator.
The EMS relies on network programmability to dynamically configure the mo-
nitoring and control data flow. This feature is assumed to be delivered as a
service by a telecom network operator which (in the context of SDN), hosts the
control plan as a virtualized application in eDCs as well. Due to geographical
proximity, the eDCs hosting the control plane depend on the reliable opera-
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tion of power substations (purple box) to ensure a reliable flow of power for
eDCs operations via UPS (blue box).

For the rest of this chapter, we review related work on the dependability
evaluation of complex cyber-physical systems of the ICT and EPl domains and
explain how our contributions extend existing work on dependability evalua-
tion of interdependent CPSs. Then, we propose an architecture of an SD-SPG
where we highlight the critical subsystems to networking and power services
dependability. Afterward, we present the modeling approach based on SANs
formalism and the sub-models of each critical subsystem. Finally, we conduct
simulations to quantify the impact of cross-domain protection mechanisms
on Steady State Availability (SSA) measures of critical services.
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Figure 3.1 - Detailed view of the main components of an SDN-enabled Smart
Power Grid and their interactions. EMS and SDN-Controller functions are run-
ning in eDCs as virtualized applications (green boxes) on top of a virtualization
infrastructure (orange box) aggregating the physical servers and the virtuali-
zation infrastructure manager software. Note that, we assume that the eDCs
(red boxes) hosting EMS applications are reliably supplied in power and we
do not represent their respective UPS systems. The main service of the ICT
subsystems is network programmability, i.e : the adaption of data plane for-
warding rules w.r.t. client (in our case the EMS) requests.

3.2. Related Work

Cls resilience has long been an active field of research due to the socio-
economic impact of the interruption of such critical services [71, 72, 73]. As
an example, the 2003 Italian grid blackout [74], shed light on the impact of
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interdependencies and cascading failure phenomenon between the telecom-
munication and power domains. Consequently, modeling interdependencies
and failure propagation dynamics was the first step into the design of effi-
cient mitigation procedures. In [70], authors propose a framework to assess
the reliability of power systems with a strong dependence on ICT infrastruc-
ture. Adetailed analysis is conducted of differentimpacts of ICT failures on po-
wer systems operations including system monitoring interruption, computing
incorrect control sequence, and information sharing disruption. Sequential
Monte Carlo simulation is conducted to estimate the probability of blackout
apparition taking into account both the failures of power and ICT systems. The
results show that increasing the reliability of ICT leads to fewer load discon-
nections in the power domain. Despite the interesting results, realistic data on
failure propagation are still needed to validate the results. In [75], authors pro-
pose a Mixed Integer Linear Program (MILP) to optimize service restoration in
smart grids via the placement of protection resource while considering dif-
ferent scenarios of telecommunication services availability. Interdependen-
cies between the two domains are captured by treating ICT components as
loads and EPI substations as client in the ICT domain. However, the level of
abstraction of the ICT components doesn’t provide details into how failures
manifest in the ICT domain and whether protection mechanisms are needed
in parallel to the power domain ones. That is, understanding how operators
respond to propagated failures is crucial to adopt an optimal coordinated pro-
tection action that could benefit both operators. In [76], authors present an
interdependent Markov chain approach to model cascading failures between
the telecommunication and power domains. This study suffers from the level
of abstraction which omits the role of different components in the EPI and
ICT infrastructures and doesn't take into consideration their heterogeneity.
In [31], authors propose a heterogeneous interdependent networks model in
order to study the dynamics of cascading failures between the power grid
and the communication network. The proposed model considers different
roles of different nodes in both networks when creating the interdependen-
cies links. During a cascading failure event, a node is considered as failed if
it doesn't belong the giant connected component of the graph. Dynamic net-
work protection and self-healing mechanisms are not considered in this latter
work. In [77], authors investigate the flexibility and automation brought the
the SDN paradigm as an enabler for fast recovery of communication network
by enhancing the reliability of teleprotection. In [78], authors propose a net-
work coding framework based on p4 language to enhance the resilience of
packet forwarding in critical infrastructures network. Other works investiga-
ting the integration of SDN-enabled capabilities into the power grid, focus on
security assessment and enhance the cyber-resilience against cyber attacks

[ I r ]'
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Considering that the control plan of the SDN is more likely to be hosted as
aset of VNFin dedicated eDCs, assessing the reliability and availability of eDCs
is crucial to detect design faults, and increase the service (in our case network
programmability) availability and reliability attributes [82]. In the context of
virtualized eDCs, the dependability evaluation of NFV-based services is stu-
died to enhance the robustness and availability of critical management com-
ponents of the NFV architecture. That is, reliable power supply is studied due
to its criticality in [83] where the authors present a framework called Flex
which optimizes the DC's power supply to hosted services based on their cri-
ticality and tolerance to power outage during power interruption periods. In
[84], authors develop a dependability evaluation framework based on SANs
to assess the steady state availability of the Management and Orchestration
(MANO) and the impact of different failure modes on overall system perfor-
mance. In [85], a hierarchical modeling approach is proposed to evaluate the
reliability and availability of cloud DCs. The hierarchical model is composed of
Stochastic Reward Nets to capture the behaviors and dependency of the com-
ponents in the subsystems in detail. In addition, a fault-tree is constructed to
model the architecture of the subsystems, and Reliability graphs are construc-
ted in the top layer to model the system network topology. In [86], a hierar-
chical model is developed to assess the availability of private cloud storage
system using a combination of Continuous-time Markov Chains and Reliabi-
lity Block Diagrams. In [87], the impact of different backup strategies on NFV
infrastructure’ availability are studied through SANs to assess the suitability
of each backup strategy to different availability modes of the system. In [88],
an availability model is developed for DCs network hosting redundant VNF
with dynamic migration strategies. The model based on a network evolution
approach, is capable of integrating multiple flow characteristics and different
redundancy schemes. In [89], Monte Carlo simulations are carried out to es-
timate the reliability and availability attributes of a data center’ UPS. In [90],
authors provide an analysis of the dependability of power substation automa-
tion system based on /EC 61850 standard with different redundancy strategies.
In [91], a Stochastic Petri Net (SPN) based model is developed to analyze the
dependability of control centers network in SPG while considering different
backup strategies of critical components. In [92], a vulnerability analysis of the
interdependencies between SCADA systems and controlled systems is carried
to investigate hidden failure dynamics that could help to better design the in-
terconnection between control centers and power substations in the power
grid for example. In our work, we present a SANs model that captures the
effects of complex interdependencies between the critical components of an
SD-SPG spanning the EPI and ICT domains. A summary of previous works ta-
ckeling the problem of dependability evaluation in interdependent ICT and
power infrastructres is represented in Table 3.1.
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In summary, we reviewed previous research work tackling the problems
of interdependencies and failure propagation modeling in interdependent ICT
and EPI networks and dependability evaluation of SDN and NFV-enabled cri-
tical CPS. First, in terms of capturing the impact of cascading failure, these
works present some gaps when modeling the impact on telecommunication
services. That is, the service is considered unavailable if the communication
node has failed without considering the possibility of self-configuration and
self-healing which are key benefits of the migration towards SDN/NFV-based
communication service provisioning. Secondly, in terms of dependability mo-
deling of SDN/NFV-based CPS in the ICT and EPI domains, previous works limit
their study to the virtualization and computing infrastructure without consi-
dering the power supply which is in reality a crucial factor in ensuring high
availability in virtualized DCs [83]. This is understandable since the EPI and
ICT infrastructures are heterogeneous in nature and operates at different
timescales. However, as illustrated in Figure 3.1, assuming that the control
function of both domains are provisioned in eDCs using the same virtuali-
zation technology, enables to adopt homogeneous, synchronized protection
mechanisms at the virtualization level. Also, we propose to study the depen-
dability of a smart-grid-ready(SG-ready) UPS [61] which, unlike tradition UPS
systems whose functions are limited to backup batteries management and
servers protection against power disturbance, SG-ready UPS are capable of
(autonomously) interacting with the power distribution network by : supplying
energy in a bidirectional power-flow scheme, and fast frequency response for
renewable energy penetration. Our modeling approach uses the shared place
feature of the Mébius tool [93] to implement the interdependency models bet-
ween different subsystems defined in Figure 3.1. In addition, the presented
models capture the complex behavior of these components both at the po-
wer and eDCs levels which helps to design effective protection mechanisms.
The contributions of this work are :

+ Extending existing work on dependability evaluation of virtualized DCs
by considering interactions with power domain subsystems (SG-ready
UPSs and Power substations).

+ Modeling complex behavior of these subsystems by capturing the cas-
cading failure impact and self-configuration enabled via SDN and NFV
technologies.

+ Studying of the impact of topology on service-oriented availability of te-

lecommunication and power control services and quantifying of the im-
pact of different protection policies.
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Studied System

Dependability Evaluation

Interdependencies Modeling

Power system with high reliance on ICT services

Reliability evaluation using Sequential Monte Carlo Simula-
tions

The impact of interdependencies is defined as the delay of po-
wer network response due to ICT failure.

Interdependent ICT and power infrastructures

N/A

Using Interdependent Markov Chain approach to model cas-
cading failures between the ICT and power systems

Medium-Voltage distribution grid while considering
the overlying communication network

Evaluating the robustness of the power network to cascading
failures

Capturing th impact of cascading failures by computing pre-
defined structural proprieties of the two networks.

Data Center Uninterruptible Power Supply System

Reliability evaluation using Monte Carlo Simulation using fai-
lure data

N/A

dering different backup strategies of critical compo-
nents.

+ Stochastic Petri Nets transformed into CTMCs
+ Time scale decomposition (TSD) method, to reduce
the number of states of CTMC

[85] Tree-based data center networks deploying virtuali- | Evaluating Availability and Reliability using N/A
zation technology + stochastic reward nets to capture the behaviors and
dependency of the components in the subsystems in
detail.
+ fault-tree to model the architecture of the subsys-
tems;
* Reliability graphs in the top layer to model the system
network topology.
[86] Private cloud storage services Evaluating Availability using N/A
+ Continuous Markov chain
+ Reliability Block Diagram
[95] Control centers network of a smart grid while consi- | Evaluating Availability and reliability using N/A

Next generation distribution grid : ICT based control
system and the power grid.

Evaluating System Average Interruption Duration Index
(SAIDI) using Stochastic Activity Networks

Capturing the impact of interdependencies using the shared
place feature of the Mébius tool

Table 3.1- Literature review on dependability evaluation and interdependencies modeling in interdependent telecom-
munication and power grid networks.
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Figure 3.2 - Aggregated view of different subsystems involved in the func-
tional dependencies between the ICT and power domains from the detailed
view above. Note that, subsystems E and S are edge DCs that host different
services as VNFs (EMS and SDN-C respectively). Note that, the Power Service de-
pendency is defined assuming that the subsystem UPS relies on power lines
controlled by the subsystem P and any disruption of the latter leads to casca-
ding impact on the UPS.

3.3 . SDN-enabled Smart Power Grid Architecture

3.3.0.1 S subsystem

As illustrated in Figure 3.2, this subsystems relies on the reliable power
supply ensured by the UPS, and provides networking service via the program-
mable data plane. We assume this subsystem has three states :

* Available : the networking service can be requested by the dependent
EMS, and delivered by means of nominal operation of the virtualization
infrastructure, the control plane (SDN-C VNF) and the data plane com-
ponents.

« Compromised : this state describes the inability to perform certain ope-
rations (auto-scaling) without impacting the service’' availability. The swit-
ching from the available to compromised state is triggered upon the fai-
lure of the UPS managing the power supply of the eDC. Note that, this
impact is not imminent and we still can ensure backup power supply for
some servers. However, in case the service requires a scaling (increase
servers usage), the operation might fails and the service becomes una-
vailable.

* Unavailable : the service is interrupted (SDN-C unable to handle upco-
ming requests to update the data plane) because of a software failure
of the SDN-C itself or because of the failure of the virtualization infra-
structure.
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3.3.0.2 UPS subsystem

We assume this subsystem has three states :

* Available : the UPS operates in nominal mode and is able to reliably sup-
ply power to the virtualization infrastructure.

« Compromised : this state describes the inability to perform certain ope-
rations (charging backup batteries for example) without impacting the
main service.

* Unavailable : the UPS is non operational (interruption of backup batte-
ries charging operation, wrong handling of power fluctuations..) leading
to eDC shut down.

3.3.0.3 E subsystem

This subsystems relies on the § subsystem to ensure reliable networking
service to perform real-time monitoring and control of power substations. We
assume this subsystem has three main states :

* Available : the service (monitoring and control of power substations) is
performed as expected by means of nominal operation of the virtuali-
zation infrastructure and the EMS software.

« Compromised : the switching to this state happens upon the failure of the
SDN-C that ensures monitoring and data transport from/to the control-
led power substations. One effect of such event could be the delay mo-
nitoring data transfer, which leads to compute an inadequate control
leading to power distribution interruption. EMS functions incorporate
anomaly detection mechanisms that might correct wrong data and avoid
the computing of wrong control. We refer to the time before the ano-
maly successfully impacts the EMS as the Mean Time To Compromise
(MTTC).

* Unavailable : the monitoring and/or control functions are interrupted.
This is might be because of the failure of anomaly detection when the
system is in Compromised state. Or, the service might be unavailable
because of the failure of the EMS software or the virtualization infra-
structure hardware.
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3.3.0.4 P subsystem

We assume the P subsystem has three states :

* Available : the power substation operates in nominal state.

« Compromised : this state describes a situation where the controlling EMS
has failed and it is attempting to apply wrong control. In this case, the
controlled power substation is considered as compromised. In such si-
tuation, anomaly detection mechanisms are frequently performed to
detect abnormal controller state. If failed, the system switches to the
unavailable state. Otherwise, it goes back to the available state.

* Unavailable : the power substation functions are interrupted. These func-
tions are the collection and processing of power network state data via
a network of sensors, and the application of EMS control via power re-
lays. The interruption might happen because of a wrong EMS control, a
failure of the sensors data aggregation function or the failure of power
relays.

3.4 . Cross-domain Dependability modeling

A system’s dependability is defined as "its ability to deliver a service that can
justifiably be trusted. The service delivered by a system is its behavior as it is percei-
ved by its user(s),; a user is another system (physical, human) that interacts with the
former at the service interface” [97]. This incorporates the attributes of availabi-
lity, reliability, security, and maintainability. We leverage SANs formalism due
to their efficiency in capturing complex behavior in cyber-physical systems,
which in our case will be used to capture the impact of interdependencies.
This is done using the "shared places" feature in Mobius, allowing subsystems
SANs models to share states during simulation. We start by defining atomic
models of the four subsystems described above. Then, we create a network
topology by connecting subsystems' atomic models using the Composed Mo-
del feature of Mébius. Also, we define reward functions which increment the
time spent in a subsystem'’s state during simulation period. By doing so, we
are able to compute a service steady-state availability by adding the mean
times spent in available states. The number of simulation steps will be adap-
ted between experiments to ensure the convergence of the results within the
confidence interval.

3.4.1. Atomic models
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An Activity Network (AN) is a generalization of Petri nets that can be de-
fined as an eight-tuple AN = (P, A,I1,0,~,1,t,¢) where P is a finite set of
all places, A is a finite set of activities (transitions in Petri nets vocabulary), I
is the set of input gates, and O is the set of output gates. v : A — NT is a
mapping between the set of activities (transitions) and the number of cases
associated with each activity. Cases are one of the differences between ANs
and Petri Nets where an uncertainty about the next state is assumed upon
the completion of the activity. . : I — A is mapping between input gates and
activities. Also, 7 : A — {T'imed, Instantaneous} specifies the type of each
activity, and finally, ¢ : A — O is a mapping between the activities and output
gates. As an extension to this formalism, a SAN can be defined as a five-tuple :
SAN = (AN, o, C, F,G) where:

« AN = (P,A,I,0,~,7,1,) is an activity network.

* pp € M, :is the initial marking of the network (M, is the set of all mar-
kings of the network).

« (' :is the case distribution assignment which maps functions to activi-
ties. For any activity a, Co, : Mrpayuor(a) X {1, -, 7(a)} = [0,1], where
IP(«) isthe set of input places connected to activity o, and OP(«) is the
set of output places connected to «. If ais enabled in a certain marking
p € Mipyuopr(a) Cali,-) is a probability distribution that is referred
to in the SAN formalism as the case distribution of ain 1.

« F':isthe activity time distribution function that maps a continuous func-
tion to timed activities. For any activity «, and marking p in which « is
enabled, F,, : M, x R — [0,1], and F,(y,.) is a continuous probability
distribution function with F,(u, 7) = 0ifT < 0.

+ G :is the reactivation function that maps functions to timed activities.
For any activity o, and marking p in which « is enabled : G, : M, —
W(M,), and G4 (u,.) is a set of reactivation markings of a in p (with
W (M),y) is the power set of M, i.e : the set of all subsets of M,).

Considering that the SAN models are used to simulate discrete-event sys-
tems with complex operations, the triggering of an event and the start and
completion of an operation is associated with an activity completion. An acti-
vity is enabled if all the conditions encoded in the input gates hold. The acti-
vation of a timed activity refers to the start of an operation, and is possible if
the timed activity is enabled or it is still enabled after its completion. Once the
timed activity is triggered, it will either complete (if it stays enabled through
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the activity duration), or be aborted (if enabling conditions don’t hold during
the activity duration). The duration between the triggering and completion of
an activity is specified via the activity time distribution function F'. The distri-
bution parameters might depend on the marking of the SAN at the activation
time of the activity. Upon the completion of an activity, case distribution func-
tion C determines probabilistically which case to be chosen. Finally, a timed
activity could be reactivated if the markings of the network permit the reacti-
vation. To do so, a reactivation function G is associated with each timed acti-
vity to specify the sets of markings where the timed activity is reactivated (if
enabling conditions hold).

In the Mébius tools, the graphical representations of the aforementioned
primitives are depicted in Figure3.3 and used to construct the atomic SAN mo-
dels of the SDN-SPG subsystems explained in the following subsection :

2 cases

. Place Activity
Activity with

Input Output
Gate Gate

Figure 3.3 - Graphical representation of a SAN elements in Mébius.

+ Places: represented graphically as circles, a place represents a system'’s
state. A place contains a certain number of tokens referred to as the pla-
ce's marking.

+ Activities: which are actions (for example : moving a token from a place
to another) that the system takes a certain amount of time to complete.
There are two types of activities : timed and instantaneous. Timed acti-
vities (represented by thick vertical lines in the models below) have a
time distribution function associated with the firing duration. Whereas,
instantaneous activities (represented in thin lines) model actions that
completes immediately if the input conditions are satisfied. Enabling
conditions are specified in the input gates. In addition, case probabili-
ties represented as thick circles may be defined to include the uncer-
tainty associated with the completion of an activity. Each circle refers to
a possible outcome, for example if a maintenance operation takes an
exponentially distributed time to complete, case probabilities are defi-
ned to consider the possibility of faulty maintenance.

* Input gates : this primitive controls the enabling of activities by spe-

cifying the required conditions of firing. These conditions could be a
function of marking of places and define also the new markings once
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the activity is completed. Input gates are represented graphically as red
triangles in Mébius.

« Output gates : this primitive defines the marking changes applied once
an activity is completed. It is graphically represented as black triangle in
Mobius.

3.4.1.1 Subsystem S

In Figure 3.4 we illustrate the SAN model of subsystem § where we high-
light different events that may occur and their impact on the service availa-
bility which is defined as the ability of the systems to maintain the control of
the data plane and the handling of EMS requests. This refers to the mean time
spentinthe S OK state. The service is unavailable ifitis in states S_NOK or S_fc.

DC's hardware state
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Figure 3.4 - SAN model of the § subsystem. The highlighted sub-models refer
to independent dynamics that may affect the subsystem available state.

* Virtualization Infrastructure (VI) failure : to model the impact of the
virtualization infrastructure failure on subsystem §, we define the place
VIM_OK for the available state of the virtualization infrastructure. This
place is initiated with a number of tokens equal to the number of back-
ups. In case of a failure of the VI software, the marking of the place
VIM_NOK is incremented. Upon this event, a switching mechanism is trig-
gered (this action is represented by the switch_VIM instantaneous acti-
vity) . To consider the failure of the switching mechanism, we define
case probabilities which, depending on the success of the switching pro-
cess, update the marking of one of the places Switched or UnSwitched.
We assume that once the switching is successful, the VIM software is
repaired (completion of activity VIM_sw_repair). Otherwise, a hardware
repair must be done (activity VIM_hw_repair). In both cases, the VIM_OK
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marking is incremented. Note that, if the number of tokens in the UnS-
witched place is equal to the initial marking of VIM_OK, this means that
all the servers are down, which imply the failure of the SDN application
as well. This is represented by the deterministic activity det.

SDN-C software failure : in this SAN sub-model highlighted in green,
we model a virtualized application state. Note that, the service is avai-
lable if the application is operational (represented here by place S_OK).
A software failure event may occur due to a software bug and it was
shown in the literature that the time distribution of software failure and
repair can be approximated by exponential distribution [64]. Thus, we
assume that the MTTF of the software application is exponentially dis-
tributed and is represented by activity VNF_fail which, once fired takes
the system to state S NOK (service unavailable). The repair event is de-
pendent on the availability of the VIM. This condition is included in input
gate /6. We assume that the MTTF is exponentially distributed and repre-
sented by the activity VNF_repair, which, once completed, will be bring
the service to the available state.

Power supply interruption : in the SAN sub-model highlighted by red
in Figure3.4, we illustrate the impact of power supply interruption (re-
presented by a place UPS_NOK marked with one token) on the networ-
king service availability. The input gate /7 contains the condition that
if the UPS is interrupted, then the auto-scaling function is compromi-
sed. This means that, once in the AS_comp the networking service can-
not scale to an increase in demand by increasing its computing capacity
(turning on new servers). Note that, the service is always available even
in this state. We assume that an inspection activity (represented by ins-
pect) might take place. If the inspection succeeds, the auto-scaling is re-
covered. Otherwise, the system switches to a failed state denoted S_fc
for failed-compromised to distinguish from internal failure state. Once
in this latter state, the recovery process depends on the recovery of the
UPS (the marking of UPS_NOK passes to zero token).

Data plane update requests arriving : the place Updata_DP is shared
with the dependent E subsystems. Once it is marked with more than
one token (a request arrival), the request is served if the subsystem S is
in state S_OK. In the output gate OO, the marking is decremented and
the systems waits for the upcoming request. Note that, the request ge-
neration is highlighted in blue in Figure 3.5 below.
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3.4.1.2 Subsystem E

The virtualization infrastructure and application software sub-models of
the subsystem E are similar to subsystem S. We detail the state-space sub-
models for request generation and the impact of networking service inter-
ruption illustrated in Figure 3.5 :

DC's hardware state
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Figure 3.5 - SAN model of the E subsystem. The highlighted refers to inde-
pendent dynamics that may affect the subsystem available state.

* Networking service interruption : this state-space model considers
the failure states (S_OK and S_fc) of the subsystem § on which it is de-
pendent. If the marking of one of these states is equal to one token (this
condition is implemented in input gate /l), the monitoring or the control
functions are compromised. We assume that the Mean Time To Com-
promise (MTTC) is exponentially distributed, and we define case pro-
babilities to model on the uncertainty on whether the completion of
this operation would impact the monitoring or the control functions of
the EMS. Then, once the marking of one of the places E_mon_comp or
E_con_comp is updated, an inspection operation is performed (activities
t1 and t2), which will take the system back to state £_OK if succeeded.
Otherwise, the service becomes unavailable and the system switches to
state E_fc. Recovery procedure is performed in exponentially distributed
periods (activity Recover) and takes the systems back to state £_OK.

+ Data plan request generation : the sub-model highlighted in blue re-
presents the process of generating a request to update the data plane
when interfacing with the SDN-C. The request arrives in exponentially
distributed time (activity update_dp) if the request queue is empty (the
condition that the marking of the place Update_DP is equal to zero is
implemented in input gate /). If the request is generated, the request is
satisfied if the marking of Update_DP switches back to zero (activity ser-
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ved in Figure 3.4 is fired).

3.4.1.3 Subsystem P

In the SAN model depicted in Figure 3.6, we assume that the service is
available if the system is in states P_OK or P_comp. If the E subsystem is una-
vailable (in state E_NOK or E_f c), a wrong control flow might compromise the
controlled power substation (activity p_mttc). If the issue is detected, the sys-
tem switches back to state P_OK. During the compromised state, load balan-
cing control might be triggered (activity LB_power). If the control is corrected,
the system switches back to state P_OK. Otherwise, the wrong control is ap-
plied and the system enters the P_fc state. To go back to available state, a
recovery procedure is performed (activity P_recover).

01 Pfe 5 precover
Compromised becaise of the Tailure of controlling EMS [sending wrong contral for eg.)

Figure 3.6 - SAN model of the P subsystem.

3.4.1.4 Subsystem UPS

In the SAN model depicted in Figure 3.7, we assume that the DC power
supply service is available if the system is in states UPS_OK or UPS_cmp. If the
power distribution network experiences a failure (states P_fc or P_.NOK are
marked with one token), the impact is notimminent (due to backup batteries).
Note that, a UPS is a reactive system that regulates incoming power flow and
adapt it to eDC needs. The delay before the system is impacted is modeled
as deterministic time (activity impact). Once this time is consumed, UPS capa-
city to recharge batteries or filter power fluctuations is compromised. Activity
AS_request firing means that the DCs requires more power to respond to hos-
ted services deployment needs (expressed by the shared states VIM_OK, S_OK
and S_NOK). The success of the operation depends on the availability of the
power substation on which the eDC is dependent.

3.4.2. Composed models

As evoked previously, the atomic SAN models of the subsystems represent
the lower level of the hierarchical model. The upper, network-level model is
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Figure 3.7 - SAN model of the UPS subsystem. The highlighted refers to inde-
pendent dynamics that may affect the subsystem available state.

constructed by linking the subsystems to create a dependency graph. The pre-
vious atomic models are aggregated in M6bius using the Composed Model fea-
ture to construct the network to simulate. The objective is to study the dif-
ferent choices or strategies in terms of topology design and quantify the im-
pact on steady-state availability of the virtualized services (subsystems E and
S). More precisely, we want to quantify the gain in availability when adopting
different topologies (or different redundancy schemes). Therefore, we simu-
late the topologies illustrated in Figure 3.8 alongside their correspondent for-
malism in Mébius.

_..(_;)

[

Scenario 1 — -~ Scenario 3
Scenario 2

Figure 3.8 - Graph-Join Model of the different scenarios.

Note that in scenario 2 and 3, we must modify the atomic model of the E
subsystem to include the state of $2 alongside that of §1. The choice of these
topologies is done to highlight a situation where a copy of the SDN-C is distri-
buted between two sites §1and §2 in order to achieve higher redundancy. The
difference between scenarios 2 and 3 lies in the power-domain interconnec-
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tions where we assume that the power supply of the $2 site is independent of
the served EMS in scenario 3 compared to scenario 2 where the power sup-
plies of both SDN-C sites relies on the same region controlled by the served
EMS. The objective is to quantify and compare the gain in availability obtained
when switching from scenario 1 to scenarios 2 and 3.

3.5 . Simulations

The values of failure and repair data parameters are adapted from dif-
ferent sources[98] [99] [100]) and presented in Table 3.2. We conduct expe-
riments to study the sensitivity of the model to different variables as well
as different service protection schemes depicted in Figure 3.8. In this figure,
we show the simulated topologies with the correspondent implementation
in Mébius using the Graph-Join model. We evaluate the Steady State Availa-
bility (SSA) of different subsystems in the network with a focus on virtuali-
zed services (subsystems S and E). Note that, the passage from scenario 1 to
scenarios 2 and 3 refers to a situation where a redundancy scheme of the
communication services (§1) is created. The objective is to highlight the im-
pact of integration of the knowledge about power domain interdependencies,
into the decision process of where to instantiate the redundant copies of vir-
tualized service in the data centers plane. That is, the problem of virtualized
services placement is often modeled as an optimization problem where the
constraints are formulated to deal with computing environment constraints
(resources capacity, latency, and network bandwidth). However, the power
supply of the eDCs composing the protection scheme is assumed to be re-
liable. In our work, we attempt to shed the light on the importance of adding
power-domain information to the decision process in order to deal with the
impact of power supply interruption due to specific failure propagation pat-
terns. We argue that these patterns will be more frequent due to the high
densification of the eDCs networks supporting Cls operations and because
of the geographical proximity between interdependent telecommunication
and power subsystems. This could be integrated into the eDCs dimension-
ning decision process whose objective is to determine the minimum amount
of computing resources of eDCs and power backup batteries to be installed
to reduce short-term (OPEX) and long-term (CAPEX) costs of running the vir-
tualized eDCs while reducing service downtime. To this end, two parameters
are of interest : a DC's ability to withstand power outages which is characte-
rized by he UPS backup batteries capacity, and the power control frequency
applied by the EMS on power substations under control. This latter parame-
ter is an indicator of the sensitivity of the protection scheme to the degree of
renewable energy resources penetration of a certain geographical area and
how to include such observation into the protection scheme construction.
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Subsystem/Parameter Definition Distribution Value (h~1)
S-E/VNF_fail VNF failure rate Exponential 0.01
S-E/VNF_repair VNF repair rate Exponential 2.94
S-E/VIM_fail VIM failure rate Exponential 0.0005
S-E/VIM_sw_repair VIM software repair rate Exponential 0.02
S-E/VIM_hw_repair VIM hardware repair rate Exponential 0.048
S/AS_cmp Compromised auto-scaling Deterministic 2
S/recover Recovery process after compromise Exponential 0.125
S/served Request handling rate Exponential 3
S/switch/cases Switch success probability - 0.99
S/inspect SDN software inspection rate Exponential 2
S/inspect/cases inspection success probability - 0.6
E/MTTC Mean time to compromise EMS Exponential 0.5
E/t1-t2 Software inspection process Exponential 3
E/recover Recovery process after compromise Exponential 0.125
UPS/UPS_fail UPS failure rate Exponential 0.004
UPS/UPS_repair UPS repair rate Exponential 0.125
UPS/impact backup standby time Deterministic 3
P/P_failure P failure rate Exponential 0.00005
P/P_repair P repair rate Exponential 0.03
P/p_mttc P's mean time to be compromised Exponential 2
P/detect P's software inspection rate Exponential 2
P/LB_power power load balancing control event rate Exponential 2
P/P_recover P's recovery process rate Exponential 0.03

Table 3.2 - Failure and Repair data used in the reference scenario adap-
ted from [98],[99], and [100].

For the next simulations we variate the parameters UPS/impact (which will
be refered to as POD for Power Outage Delay in simulation) and P/LB_power
(which will be referred to as PCR for Power Control Rate) to study the impact of
UPS backup capacity and power control rate respectively. We conduct Monte
Carlo simulation with 1000000 samples and the results converge within their
respective confidence intervals. First, the steady state availability measures
of each subsystems under the reference parameters defined in Table 3.2 are
shown in Table 3.3.

Measure | Scenario1 | Scenario2 | Scenario 3
SSAE 0.745605 0.984982 0.997858
SSAST 1 0575937 [ 0.972332 | 0.984771
SSAS? - 0.971048 0.996642

Table 3.3 - SSA measures for the reference parameters set.

We observe that the steady state availability measure of subsystems S1
and E increases significantly (by 40.7% and 24.3% respectively) by increasing
the redundancy of the communication service (the passage from scenario 1
to scenarios 2). This increase is more significant when switching to scenario
3 where the eDCs hosting the other redundant copy of the service is inde-
pendent in the power domain of the power substation controlled by E. In
scenario 2, the SSAs measures of subsystems $1 and $2 are approximately
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the same and both increase when ensuring power independency of UPS2 in
scenario 3. Overall, the obtained results are aligned with the initial assump-
tions of the efficiency of integrating power-domain knowledge to the choice of
redundant sites. In addition to the virtualized environment constraints (com-
puting capacity, bandwidth, memory), it is worth to make sure that the eDCs
doesn't fall in the failure propagation path. In addition, we showed that emer-
ging failure cascading events due to interdependencies between the EMS and
SDN services need to be addressed with joint actions both at the virtualized
DCs and power domains.

From a network dimensionning perspective, it is worth to study the trade-
off between ensuring local power protection (captured by the parameter UPS/impact)
and ensuring dynamic, redundant protection of virtualized services (passage
from scenario 2 to scenario 3). Moreover, this procedure is more adequate to
protect DCs in regions with high penetration of renewable energy (characte-
rized with high control frequency captured by the parameter P/LB_power). In
what follows, we provide a detailed study on the impact of both parameters.

3.5.1. The impact of UPS’ backup batteries capacity

We study the impact of power outage delay on eDC's services availability
by varying the parameter UPS/impact which is a delay measured in hours. This
parameter characterizes the capacity of the UPS to manage backup batteries
and preserve its filtering functions during an abnormal electrical state. The
power outage is caused by the application of the wrong EMS control. The re-
sults are shown in Figure 3.9. For subsystems S7 and S2, an increase in UPS
capacity to handle power distribution fluctuations, enhances the service avai-
lability. For scenario 1, and due to the reliance on only one UPS, the impact
of backup capacity shortage is more apparent compared to scenarios 2 and
3 where a redundancy scheme is present. When comparing scenarios 2 and
3, we can see clearly that ensuring geographical decoupling of UPS power
supply (as in scenario 3), leads to more stable service delivery, compared to
scenario 2 where the two S subsystems ensuring the protection scheme, are
geographically dependent on the same power substation. For subsystem £,
the results shown in the graph of Figure 3.9a show similar behavior as the
subsystems S7 and S2 due to high dependency. This means that wrong EMS
control may have a cascading impact on the service itself due to specific fai-
lure propagation patterns. In Table 3.4, we show the results for incremental
values of the POD (Power Outage Delay) for different subsystems and we no-
tice that the behavior (increase in SSA measure) is common to all subsystems
which suggests that failure propagation has been mitigated and that, the ex-
ternal impact on the availability is attenuated. In order to highlight to which
extent external failures propagation impacts the SSA measure, we illustrate
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the frequency of external failures and their contribution to the unavailability
in Figure 3.10, Figure 3.11, and Figure 3.12 for subsystems E, §1, and S2 res-
pectively. Note that, Failure Mode 1 refers to service interruption caused by
internal causes (VNF software failure, or shut-down due to eDC hardware fai-
lure). Whereas, Failure Mode 2 refers to failure caused by external factor (UPS
failure for § subsystem and SDN-C failure for the E subsystem. We start by
varying the time that the power UPS backup can sustain a power distribution
failure. For the three subsystems and in different scenarios, the results are
shown in figures 3.10, 3.11, and 3.12 where the confidence intervals of the re-
sults are also represented. We observe that for both subsystems E and $1, in
scenario 1, the steady state unavailability drops when increasing the POD (i.e
power backup capacity) and that this unavailability is mostly caused by the
cascading impact (frequency represented in orange bar). In scenario 2, both
subsystems §1 and §2 show the same behaviour when varying the power ba-
ckup POD. The unavailability of §1 has dropped by a factor of 10 compared to
scenario 1 and the impact of cascading failures decreases with the increase
of the backup capacity. The same is observed for subsystem E whose steady
state unavailability measure has decreased by a factor of 10 compared to sce-
nario 1. Also, we observe that the latter subsystem becomes more resilient to
cascading failures as the Failure Mode 1is more dominant over Failure Mode 2
in scenario 3.

Measure Scenario 1 Scenario 2 Scenario 3

POD=0.1 | POD=3 POD=6 POD=0.1 | POD=3 POD=6 POD=0.1 | POD=3 POD=6
SSAE 0.66853 0.74560 | 0.81231 0.96787 0.98556 | 0.99023 | 0.99773 0.99786 | 0.99788
SSA S1 0.43660 | 0.57594 | 0.69951 | 0.93722 | 0.97354 | 0.97941 | 0.97539 | 0.98477 | 0.98830
SSA S2 - - - 0.94147 0.97189 0.98097 | 0.99624 0.99664 0.99716
SSA UPS1 0.52935 0.73555 | 0.85226 | 0.94762 0.98282 | 0.98815 0.98448 0.99188 0.99388
SSAUPS2 | - - - 0.95789 0.98319 0.98975 | 0.99893 0.99922 0.99948
SSA P1 0.58061 0.66818 0.75256 | 0.95602 0.97686 | 0.97967 | 0.99034 0.99029 0.99072
SSA P2 - - - - - - 0.99973 0.99970 0.99951

Table 3.4 - Evolution of SSA measures of different subsystems in dif-
ferent scenarios as a function of the UPS backup capacity (expressed
as the maximum time before power supply interruption).

3.5.2. The impact of power control rate

We study the impact of power control rate on eDC's services availability
by varying the parameter P/LB_power. This parameter characterizes the fre-
quency of event-triggered control which could be an indicator on high pe-
netration of renewable energy sources in a particular area. Higher control
frequency might correlates with EMS failure events leading to wrong control
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that initiates cascading failure events. In Figure 3.13 we notice that high po-
wer control frequency values decreases the SSA of virtualized services. We
notice also, that redundancy may lead to better steady state availability com-
paring the topologies of scenarios 2 and 3. The obtained results suggest that
in regions which require frequent power distribution control, the cascading
failures are more frequent. Hence, a resilient protection scheme in the vir-
tualized DCs domain should be distributed across regions with independent
power control frequency. In Table 3.5, we show the SSA evolution for different
subsystems when varying the power control (or load balancing) rate. We ob-
serve that the behaviour of the SSA measure is similar for the different subsys-
tems which suggests that the failure propagation mitigation in one subsystem
(or in one domain) has an impact on dependent subsystem'’s availability. For
an in depth analysis of the failure propagation pattern, we illustrate the re-
sults depicting the frequency of different failure modes in figures 3.14, 3.15,
and 3.16. We observe that for both subsystems E and $1, in scenario 1, the
steady state unavailability increases with high power control rate and that this
unavailability is mostly caused by the cascading (external) impact (frequency
represented in orange bar). In scenario 2, both subsystems §71and $2 show the
same behaviour when varying the power control rate parameter. The unavai-
lability of §1 has dropped by a factor of 10 compared to scenario 1 and the
impact of cascading failures increases with the increase of the power control
rate. The same is observed for subsystem E whose steady state unavailability
measure has decreased approximately by a factor of 10 compared to scenario
1. Also, we observe that the frequency of external failure is approximately the
same as in scenario 2 for subsystem $1 which is still dependent on the same
power substation controlled by E. However, ensuring the decoupling as per-
formed for subsystem $2 in scenario 3 leads to less frequent external failures
when comparing in Figure 3.16. Overall, a trade-off between the operational
cost of the eDCs (installed UPS capacity) and the QoS (service availability) must
be studied to determine the optimal dimensionning of the eDCs while dealing
with resource shortage and the risk of failure propagation.

3.5.3 . Sensitivity Analysis

In this section, we perform a sensitivity analysis to study the parameters
and their impact on the SSA measures of different virtualized subsystems.
One of the drawbacks of model-based availability evaluation is the need to
define many parameters whose real value is often unmeasured. The results
of the analysis are shown in figures 3.17, 3.18, and 3.19 where the parameters
are varied between —75% (inferior (Inf) value) and +75% (superior (Sup) va-
lue) of there reference value. We observe that for subsystem E in scenario 1,
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Measure Scenario 1 Scenario 2 Scenario 3

PCR=0.1 PCR=1 PCR=5 PCR=0.1 PCR=1 PCR=g5 PCR=0.1 PCR=1 PCR=5

SSAE 0.87032 0.72092 0.72345 0.99472 | 0.98033 | 0.96948 | 0.99777 0.99781 0.99784
SSA $1 0.79678 | 0.54007 0.54061 0.99247 0.96216 0.94027 0.99401 0.97874 | 0.97557
SSA S2 - - - 0.99130 0.96339 | 0.94208 | 0.99643 | 0.99690 | 0.99665
SSAUPS1 | 0.89963 0.71181 0.70506 | 0.99581 0.97442 | 0.95835 | 0.99766 | 0.98772 | 0.98574
SSA UPS2 - - - 0.99654 | 0.97762 0.96261 0.999M 0.99940 | 0.99960
SSA P1 0.90725 | 0.62948 0.61930 0.99548 | 0.96828 | 0.94652 | 0.99826 | 0.98594 | 0.98445
SSA P2 - - - - - - 0.99972 | 0.99982 | 0.99966

Table 3.5 - Evolution of SSA measures of different subsystems in dif-
ferent scenarios as a function of the power control rate (which we as-
sume that it reflects the degree of penetration of renewable energies
in particular region).

the inspection success probability is the most impacting parameter followed
by the MTTC rate. Higher MTTC rate values result in increased vulnerability
to the slightest changes in SDN service availability (this service is delivered
by subsystem S. Whereas, high inspection success probability means that the
system is resilient against anomalies introduced to the misbehaviour of the
SDN service. The same is observed for subsystem $1in scenario 1 because of
the tight coupling between the subsystems. In scenario 2 however, the SSA
measures become less sensitive to parameters variations. We observe that
power outage delay and the power control rate are most impacting parame-
ters and they are related to external dependent subsystems (UPS and P res-
pectively). In scenario 3, the variation is 10 times less than the scenario 2 and
the model is robust to parameters value fluctuation. For subsystem $1, the
ranking of parameters based on their impact on the SSA measure is similar to
subsystem E. Also, we observe that the subsystem $2 reacts the same way in
scenario 2. However, in scenario 3 §2 is more sensitive to update_dp_rate pa-
rameter which reflects the increase in data plane update requests. Also, this
latter subsystem is also sensitive to switch preference probability which indi-
cates the load balancing preference in terms of data plane update requests
between the requesting subsystem E and SDN-C applications in §1 and S2.

3.6 . Conclusion

In this chapter, we went through the problem of dependability evalua-
tion in interdependent Cls integrating cloud-native management. The cloud-
native management is illustrated by the deployment of edge data centers to
host critical control applications by means of the vitualization technology. As
an example of such Cls, we presented a reference architecture of an SDN-
enabled Smart Power Grid in order to highlight emergent interdependencies
between ICT and EPI services which may contribute to cross-domain casca-
ding failure. The architecture is used to study the possibility of adopting vir-
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tualized services protection schemes while taking into account power-domain
knowledge. To this end, we presented a hierarchical model based on Stochas-
tic activity Network (SAN) formalism to model subsystems dynamics while
capturing the impact of cascading failures, evaluate the availability of criti-
cal applications, and quantifying the impact of different protection schemes
in the virtualization domain on steady-state service-oriented availability mea-
sures. The obtained simulation results suggest that ensuring the geographical
decoupling of power supply systems feeding eDCs' hosting backup copies of
critical virtualized services, leads to more robust protection schemes in the
virtualization domain. Also, the installed power backup capacity and the po-
wer control rate (as an indicator of the high penetration of renewable energy)
are key parameters in our model. These two parameters could be studied in
the framework of eDCs dimensionning. That is, how to find an optimal trade-
off between the installed power backup capacity of eDCs, the associated cost,
the risk of failure cascades, and the performance of the hosted services (avai-
lability, latency,...). We suggest that it is possible for ICT and power operators
to coordinate the installation of their eDCs infrastructure in particular geogra-
phical regions where the interdependencies patterns we modeled in this work
are more relevant. As a perspective for this work, extending the modeling to
real-world, network topologies with more subsystems (nodes) can be done
to study more complex coupling patterns and failure propagation scenarios.
Also, the virtualized services decision process, integrating the power-domain
knowledge is to be formulated.
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4 - Optimal orchestration of virtual resources
for high availability of cloud-native critical
services

In this section, we will go through the mathematical formulation of the re-
silient virtual resource orchestration problem. The environment is composed
of (edge Data Centers) eDCs network hosting critical applications where co-
pies of these applications are dynamically created to build redundancy schemes
similar to those introduced in Chapter 3. The objective of this work is two-
fold. First, we want to formulate the problem of ensuring high service availa-
bility as an orchestration problem where eDCs resources are dynamically re-
served and freed to run copies of selected applications whose hosting eDCs
are more vulnerable to power failure cascade, all while dealing with resource
shortage and application’ performance constraints. The second objective is
to show how risk information (the likelihood of eDC power supply interrup-
tion) can be embedded into the decision process as a constraint. To this end,
we start by navigating existing works on resource orchestration in virtualized
eDCs supporting CPSs networks applications. Then, we present the design
principles and the optimization model formulation. The model is a Mixed In-
teger Non Linear Program (MINLP) with the objective to minimize the cost of
protection scheme with respect to performance and availability constraint.
Discrete-event simulation will be conducted to study the dynamic behaviour
of the model while introducing the notion of "overbooking" as a solution to
deal with resources shortage which characterizes edge environments.

4.1. Introduction & Related Work

The flexibility resulting from using cloud-native and virtualization tech-
nologies to run software applications, is characterized by the wide range of
control that could be applied into computing resources management to deal
with dynamic applications needs. This leads to efficient and cost-effective re-
source management while respecting the service performability. Indeed, the
edge computing paradigm is a key enabler of Ultra-Reliable Low-Latency Com-
munications (URLLC) in the context of Fifth Generation of Mobile Telecom-
munication Technologies (5G) where service applications are deployed closer
to the end customers which reduces end to end service latency. In [101] au-
thors study the problem of VNF placement in multi access edge computing
environment. The VNFs are assumed to compose a URLLC service where a
trade-off between service availability and latency must be reached while mi-
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nimizing the management cost. A genetic algorithm was developed to deal
with the NP-hard complexity of the multi-objective function. In [102], a VNF
placement optimization model was developed to ensure service provisioning
that guarantees some QoS objectives in a telecommunication network where
the core functions are virtualized. The authors introduce a fine-grained mo-
deling of the impact of virtualization on the service latency leading to a more
accurate modeling of delay constraints. The placement involves both the com-
puting resources constraints as well as physical link constraints. Another use-
case of NFV management in 5G networks is Network Slicing where a virtuali-
zed network is allocated to a particular customer to meet its particular QoS
requirements. In [103], the problem of optimizing virtual resource allocation
for network slicing applications is studied. The authors propose a queuing
model to jointly optimize VNF placement and resource allocation for applica-
tions running on top of the same physical infrastructure. In [104], the authors
propose a physical programming approach to deal with multi-domain service
function chain placement. The optimization is part of a centralized orchestra-
tor that inherits from the ETSI-NFV architectural framework to ensure service
instantiation while dealing with limited visibility over the physical infrastruc-
tures due to operators’ unwillingness to share private information about their
assets.

Asides from the core telecommunication functions deployment, several
works have investigated the use of virtualization to manage critical applica-
tions of monitoring and control of CPSs. In [105], authors study the problem
of ensuring reliable service provisioning of VNFs supporting loT-based smart
grid while respecting QoS constraints. To tackle this problem, an optimiza-
tion model is formulated with the objective to minimize CAPEX cost of ensu-
ring VNF backup redundancy schemes to meet the reliability constraints. In
[106], authors propose a framework to simultaneously perform VNF orches-
tration and power-disjoint traffic flow routing to enhance the robustness of
SDN-enabled smart grid communication. A two-level hierarchical optimization
scheme was developed to deal with the computational complexity of the ori-
ginal formulation with the objective to minimize VNF orchestration cost and
maximize power-disjoint traffic routes.

In our work, backup copies of virtualized services are created in geogra-
phically distributed eDCs to mitigate failure cascades between the power and
networking domains studied in Chapitre 3. The placement of the redundant
copies must respect the service performance requirements in terms of la-
tency, availability, and the amount of resources required to run the service.
Also, in an eDCs network subject to cascading failures, the placement decision
needs to be updated considering that some environment parameters (eDCs
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availability for example) might change as well. In this framework, control theo-
retic approaches like Model Predictive Control (MPC) are gaining popularity
dueto their efficiency in dealing with the optimal resource orchestration while
considering environment changes (VNFs requirements fluctuations) as sys-
tem disturbances [107]. In [108], authors highlight the benefit of using MPC for
VNF placement due to its efficiency in integrating future system state informa-
tion to the optimization process. The author present a discrete-time dynamic
model of resource utilization and developed an MPC whose cost function inte-
grates a trade-off between energy consumption and QoS guarantees. In [109],
authors extend the previous work in [108] by considering software and hard-
ware interruption and security constraints.

Overall, in MPC an estimation of the state of the system to control for fixed
time horizon is done where a cost optimization is performed which allows to
treat real-time constraints as illustrated in figure 4.1. Once a pre-defined avai-
lability threshold is violated (high risk of failure propagation), an estimation of
the future availability of all eDCs in the defined time horizon is performed. Ba-
sed on this information, optimal resource orchestration is performed to build
ephemeral redundancy schemes (in this scenario ephemeral means that the
protection scheme will last at least for one time horizon). Estimated state may
include : amount of available resources in eDCs, availability of hosted critical
services, or the power supply state. In our work, we present a one-time opti-
mization model formulation to show how the protection scheme’ end-to-end
availability can be jointly optimized with service performance requirement in
terms of computing resources and latency.

Availability

A
Safe Availabiity level Y

Estimation horizon

| Control horizon

‘_ ; l " Q‘ time

Figure 4.1 - An illustration of the MPC. Through consecutive predefined time
windows, an estimation of the system state is performed. Based on which,
eDCs resources are optimally orchestrated to enable the systems to meet its
initial availability objectives.
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4.2 . Problem Formulation

As mentioned in the previous chapter, the failure type we are considering
is an ICT" eDCs power outage due to the failure of the power supply (EMS fai-
lure impacting power substations). Such event would require a maintenance
operation to get the eDCs operation back to the nominal state (manual restart
of hardware, hardware replacement..etc). Hence, in the context of a proactive
procedure, hosted services are migrated to other eDCs fulfilling some requi-
rements. The problem of resource migration is defined as the problem of fin-
ding the optimal mapping between a set of requests I and a set of possible
eDCs J which can fulfill the requests requirements in terms of availability,
computing resources, and latency. High availability is achieved through assi-
gnment redundancy. A selected, critical service k (VNFs forming the SDN-C
service) is simultaneously migrated to a primary host eDC that may fails with
a certain probability, and other eDCs forming an active-standby redundancy
scheme as depicted in Figure 4.2. That is, the number of backups needed to
ensure a certain availability of the protection scheme, is an output of optimi-
zation model. We define the model variables and parameters in Table 4.1.

Ak Disrupied oDC »  Re-rouling direction ) Virbualized sorvice
A allable o0% Pruhe o e o

Figure 4.2 - An illustration of the redundancy scheme creation to host critical
application originally hosted in eDCs subject to a power supply outage for
example (eDCs ¢ = 1 and i = 2). For the service in yellow for example, two
copies are instantiated in hosts j = 1 and j = 2.

The decision is captured by the binary variables Yy, with :

1, if DC j is chosen as rt"
Yyij» = ¢ backup for demand (k, 1)
0, otherwise

In the service protection scheme, a service migration request (k, i) is assi-
gned to more than one eDC. However, the service is running actively only in
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parameter definition

I Set of DCs subject to maintenance interven-
tion.

K Set of services impacted by the maintenance
of DCie [

J Set of available hosts DC

Chi Resource amount request of service k € K*

O Maximum latency violation allowed for service
k

Ap; Availability requirement of service k € K*

fi The setup cost of a DC j (energy consumption,
rack and servers installation related costs)

A Resource usage cost (generated from renting
one unit computing resource in DC j)

K; The total capacity available of the host DC ;.

q; Failure probability of DC j

tij Data transmission latency between two
connected DCiand j

Table 4.1 - Model Parameters notation

one eDC j as r* backup and in standby mode in the other backups m € J/ {j}
(Yiimz = 1,2z > r), r = 1 is the primary assignment, » = 2 is the first backup
and so on. Considering that a host j may fail with a probability ¢;, we define
the probability that a service k € K*,i € I is active in its r*" backup j :

dm
Prijr = (1 — q5) E —Primr-1)Yeim(r-1) (4.1)
meJ/{j} "

This probability is calculated for an eDC j as r** backup, assuming that the
(r — 1) backup eDC m (m # j) fails with a probability ¢,,,. The summation
in (4.1) is reduced to one element (where Yy;,,.—1) = 1). If an eDC j is chosen
to host two services, the setup cost f; is computed for the two services. In
addition, the cost of using the resources at full capacity in active mode (the
product cx;A;) is generated if the service is activated in eDC j at level » with
probability IP4;;,-. Note that, Py, is a decision variable as it is a function of
Yiij(r—1)- We formulate the optimization problem :

]

min > NN (f5 + ckidiPripe) Ve (4.2)

Yis i
KT el peki jed r=1

s.t:
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/]

SN e < g Vied (4.3)

r=1 €l keK?

(Oi — tij)Yeijr > 0,Vk € K',i € 1,5 € J,Vr (4.4)
> Vi <1,Vk € K'yi€ 1Vr (4.5)
jeJ
7] ‘

Y Yigr<1LVkeKlieljelJ (4.6)
r=1
Yeijr < Yigjr1), Yk € K'i € 1,5 € J,Vr (4.7)
dm
]P)kij?" = (1 - Qj) Z 1— mPkim(rfl)Ykim(rfl) (4.8)
meJ/ {5}
1| '

S PrijiYiijr = ApiVE € K'i€ 1 (4.9)

jeJ r=1
Yiijr € {0,1},Vhk € K',i € 1,5 € J,¥r (4.10)

Constraint (4.3) ensures that the sum of resource demands doesn't exceed
the total capacity of the host j. Constraint (4.4) ensures that the latency bet-
ween the chosen host j and affected eDC i doesn't exceed the latency viola-
tion threshold. Constraint (4.5) forces the process to choose at least one host
eDC for each request. Constraint (4.6) ensures the assignment to one eDC j at
each backup level r. Constraint (4.7) guarantees the service activation order
in the eDCs forming the protection scheme (passing from standby to active
mode). Constraint (4.9) guarantees the minimum number of backup to reach
the desired availability for service k. Constraints (4.8) and (4.10) highlight the
definition and domain of the decision variables. Note that, the process is for-
ced to choose a minimum number of backups to satisfy the availability requi-
rements with the minimum cost.

The objective function and constraint (4.9) are non linear as they include

a product of two binary decision variables Py;;,. and Y. We linearize them
by introducing an auxiliary variable I'y;;, as follows :
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Crijr = Prijr Yiijr (4.11)
Crijr < YiijrPY <= Trijr < Yiijr (4.12)
Ckijr < Prijr (4.13)

Crijr > Prijr — (1 = Yiijr ) PY <=
Crijr 2 Prijr + Yiijr — 1

(4.14)

Lhijr >0 (4.15)

V(ke Kiiel),je€ Jre{l,2,..|J]|}. With P* = 1 is the upper bound of the
continuous variable Py,

4.2.1. Interdependency-aware overbooking startegy

Interdependency is defined in our model as the degree of inoperability
introduced in an eDC j due to the inoperability of a eDC hosting critical ap-
plication i (for example the dependency of an EMS on a SDN-C as presented
in Chapitre 3). That is, in a graph G(V, E) of |V| vertices and |E| edges, two
eDCs i and j are interdependent if the link (¢, j) € E. This link indicates the
presence of dependencies between services hosted in both eDCs. We define
the state of a DC i by S;. If i lies in the estimated failure propagation path :
S; = 1, otherwise : i is available (S; = 0). For two eDCs i and j in the net-
work : if link (i,j) € E and S; = 1, then j is vulnerable (failure may pro-
pagates from ¢ to j captured by the state value C;; = 1) with a probability
P(G; =1) =17 =1-P(G; = 0), where C;; is a Bernoulli variable of para-
meter 7. We assume that C;; = Cj; and no possible recovery, so if an eDC
experience a power supply disruption, then it will be out of service until a
maintenance intervention is performed. Note that, we use the notation "eDCs
i and j are interdependent" as equivalent to "services K in eDCs i and j are in-
terdependent".

Resources reserved in backup eDCs are locked for new requests but might
not be used if the primary assignment (r = 1) doesn't fail during the mainte-
nance operation of the impacted eDCs. This would make the capacity constraint
infeasible for upcoming requests, and hence, increase request rejection rate
and accelerate failure propagation. To avoid this situation, we implement an
overbooking strategy taking into account the probability of failure propaga-
tion impacting eDC j due to the failure of eDC i. The admission of a ser-
vice (k,7) to an eDC j doesn't depend only on the availability of sufficient

75



Algorithm 1 Overbooking Policy

Require: i, j, k;, guests
Ensure: «¢°
Ii?b — Kj
if P(C;; = 1) > threshold then
for g € guests do
if j is not primary assignment then
K+ kS + (reservation of g)
end if
end for
end if
return x9°

resources, but also on the dependency of services in j on service (k,i). We
present the overbooking policy pseudo-code :

guests contains all the anterior requests already fulfilled by j and not yet
freed (ongoing maintenance in their original host eDCs). The resources re-
served as standby by some requests are overbooked by j to host a interde-
pendent service (k,7) where P(C;; = 1) exceeds some threshold. This policy
is applied to all 5 € J, by doing so, the constraint 4.3 becomes feasible and
request (k, 7) is not rejected.

4.3 . Simulation

We implement our model in Python environment using CPLEX as an op-
timization engine. We design a discrete-time simulation using SimPy module
to simulate request handling queue as depicted in Figure 4.3. We test several
settings using different network topologies detailed in Table 4.2 below.

Network | |V| | |E| | Av

ND
France |25 |45 | 3.60
Atalanta | 15 22 | 2093
Di-yuan | 1 42 7.64
Dfn- 1 47 | 8.55
gwin

Table 4.2 - Networks characteristics [110]

For each setting, we compare different parameters values and the impact
on the rejection rate. We fix the parameters f; and \; and generate the ca-
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Figure 4.3 - Simulation setup.

pacities randomly using uniform distribution. We run the simulation for 30
demand periods. For each period a node (k, i) is chosen randomly for main-
tenance characterized by a demand tuple {c;, ki, Ax; }. We set the repair per-
iod to be equal to onei.e : resources are reserved and cannot be assigned for
one period.

1. Availability requirement : In this setting we vary the availability re-
quirement with a fixed cost and capacities for each node in the net-
work. The failure probabilities of the hosts vary uniformly in the interval
[0.1,0.3]. We get the results depicted in Figure 4.4. As expected, high
availability requirements require high redundancy, resulting in high re-
source reservation. For fixed DCs capacities, the optimization model be-
comes infeasible leading to a high rejection rate.

2. Latency requirement : In this setting we vary the latency requirement
with a fixed cost and capacities for each node in the network. The ob-
jective is to test the impact of the topology on the migration process.
we vary the latency between the minimum and maximum value of links
latencies in the network .We get the results depicted in Figure 4.5. High
latency makes the constraint 4.4 infeasible leading to request blocking.

Even though the redundancy scheme guarantees high service availability,
it leads to resources under-usage. Resources which are reserved as backups
might not be used during the maintenance intervention, preventing other ser-
vices from using them leading to a higher rejection rate. One way to avoid
such problem is to adopt an overbooking strategy allowing the assignment of
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Figure 4.4 - The impact of the availability requirement on rejection rate

Figure 4.5 - The impact of the latency requirement on rejection rate.

reserved resources at higher backup levels. We implement the overbooking
strategy introduced in 4.2.1 and study the dynamics of the ratio of impacted
nodes and service rejection rate. We set the parameters Aj; and g; so that
each request is migrated to more than one DC. Furthermore, we set the re-
pair period to be more than one to capture the impact of overbooking. We
obtain the results illustrated in Figure 4.6a, for the two networks, France and
di-yuan. The overbooking strategy increases resource usage in the network
and thus, increases service migration rate.

To study the impact of critical information availability prior to the migra-
tion process, we compare the previous results with a setting where, the nodes
with the highest betweenness centrality measure are considered to be critical
and are protected (don't fail for a long period). Betweenness centrality quan-
tifies the presence of the node in the shortest paths between all pairs of other
nodes in the network :
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Bov)= Y o(s tv) (4.16)

s,teVvV 0(8’ t)

Where B.(v) is the Betweenness Centrality measure of node v in network
with vertices set V. o (s, t) is the set of all shortest path between nodes s and
t and o (s, t|v) is the subset that contains only the paths passing by v. We ob-
tained the results illustrated in Figure 4.6b. The rejection rate has decreased
compared to the "No protection” setting. The decrease is more important in
the France network compared to the Di-yuan network. This is due to the num-
ber of nodes in each network and the node degree which is higher in the
Di-yuan where all the nodes have approximately the same measure B.. More
detailed results obtained for all the networks are illustrated in Table 4.4 and
Table 4.3. Comparing the protection and no protection settings, we notice
a decrease in the rejection rate both when adopting an interdepdendency-
aware overbooking strategy (mean and standard deviation of RRpp) com-
pared to the non overbooking scenario (RRyog). Also, the rate of impacted
nodes obtained by the propagation model detailed above is computed for
each setting. Similarly to the rejection rates, the impact of failure is decreased
when protecting critical nodes and when adopting an overbooking strategy.

Network| Mean Std Failure Mean Std Failure
(RRynoB) | (RRyxoB) | rate NOB | (RRoRB) (RRoB) rate OB
France | 0.319 0.046 0.197 0.200 0.040 0.134
Atalanta| 0.391 0.063 0.269 0.352 0.033 0.240
Di- 0.612 0.071 0.503 0.571 0.074 0.477
yuan
Dfn- 0.612 0.071 0.503 0.312 0.062 0.296
gwin

Table 4.3 - Simulation results - No Protection Setting

Network| Mean Std Failure Mean Std Failure
(RRnyoB) | (RRNnoB) | rate NOB | (RRog) | (RRog) | rate OB
France | 0.303 0.050 0.170 0.110 0.037 0.072
Atalanta| 0.381 0.077 0.247 0.332 0.074 0.222
Di- 0.499 0.070 0.372 0.525 0.057 0.375
yuan
Dfn- 0.473 0.057 0.368 0.426 0.069 0.320
gwin

Table 4.4 - Simulation results - Protection setting
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4.4 . Conclusion

In this section, we presented a framework to study optimal resource or-
chestration as a tool to build resilient protection schemes in eDCs networks
supporting SDN-SPG applications where a risk of cross-domain failure pro-
pagation is high. The class of failure we are considering is the power supply
interruption of eDCs hosting critical networking application as VNFs. As de-
monstrated in Chapitre 3, ensuring power-supply-disjoint VNF placement may
lead to better steady state availability. In this context, sharing eDCs resources
between interdependent Cls has two main benefits. A first, long term benefit
of reducing CaPEX resulting from expanding the eDCs network by installing
new sites. The second benefit is short-term and concerns the ephemeral re-
source sharing scheme as a key to ensure high availability and avoid penalties
resulted from service interruption. We studied the use case of planned eDC
maintenance as a disruptive event. Critical services hosted in eDCs subject to
a maintenance intervention due a power supply interruption, are pro-actively
migrated to other reliable eDCs to ensure service continuity. A mixed integer
non linear program was formulated to model the service migration process
with respect to capacity, latency and availability constraints. We conducted
simulations using real world network topologies. A propagation model was
implemented to capture the dynamics of failure propagation. On top of it, an
overbooking strategy is implemented with the objective of decreasing request
rejection rate. Such approach might impact the QoS but mitigates failure pro-
pagation by ensuring the continuity of critical services characterized by some
particular topological proprieties (significant betweeness centrality measure).
A detailed study on the impact of such approach on the QoS and the formu-
lation of the correspondent problem is in perspective of this work. We simu-
lated a scenario where an information about critical eDCs in the network is
available. eDCs with high criticality measure have very low failure probability.
Compared to a no-protection scenario, the obtained results show a decrease
in both migration request blocking and the impact of cascading failure. Thus,
integrating eDCs availability information in the optimization framework as an
input is crucial to ensure cross-domain, optimal orchestration. Such availabi-
lity data must be shared in a continuous and secure manner in addition to
eDCs' physical status data (computig capacity, interconnections, power sup-
ply data..) in order to achieve effective coordination. As a perspective for this
work, the failure propagation estimation phase might be implemented to feed
the optimizer with real time estimates of the network state. Also, a MPC for-
mulation is expected to deal with dynamic optimization and changes in the
environment.
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5 - Trustful Resource Sharing

In previous chapters, we presented a cross-domain resilience strategy that
relies on dynamic coordination between ICT and EPI operators based on vir-
tual DCs resource sharing to guarantee the high availability of critical applica-
tions. Ensuring the active redundancy of these applications requires a conti-
nuous sharing of Life Cycle Management (LCM) data of the targeted applica-
tions between the current host and redundancy sites. However, sharing such
data is subject to security, privacy, and sovereignty constraints. In this chap-
ter, we study this problem in the framework of the data sovereignty concept
which is an open issue in data-driven ecosystems and information systems
management. More particularly, we propose a data and resource-sharing fra-
mework that exploits the convergence of International Data Spaces (IDS) prin-
ciples and automation capabilities enabled by the SDN and NFV paradigms to
guarantee trustful and proactive coordination.

5.1. Challenges of Data Sharing in Cls Networks

Modeling and understanding dynamic interdependencies between ICT and
EPI subsystems is key to mitigating the cascading impact of failures in SDN-
enabled SPG networks and allows the adoption of proactive and sophistica-
ted protection schemes. Indeed, CCPSs networks interdependencies are com-
plex and the physical network is stochastic (subject to natural hazards, and
the emergence of new states of operations). Thus, it is difficult to predict in
advance the resources needed to stabilize the CCPSs's nominal operational
condition in case of a disruptive event [111]. Also, this requires a continuous
and real-time sharing of situational awareness data which is subject to seve-
ral constraints, mainly trust, security, and sovereignty.

In the framework of European Cls, digital sovereignty is defined as the abi-
lity of a nation to control the digital infrastructure on its territory and the data
generated from it. This concept comprehends the control over the digital as-
sets hosting critical and valuable data [112, 113]. Whilst, the Data sovereignty,
according to [22], is defined as the ability to determine who is allowed to ac-
cess and use, and in which context, a data owner’s data. This rush towards
data is fueled by the advancements in artificial intelligence (Al) algorithms and
big data analytics, and the opportunities in terms of business value creation
and Cls resilience [114].
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In the ICT domain, for example, the sixth generation of mobile telecom-
munication technologies (6G) is expected to be Al-driven. That is, the huge
amount of data generated from the network elements can be processed and
used to enable automation and self-organizing capabilities, improve QoS and
security, and reduce OPEX [115]. From Cls interdependencies modeling pers-
pective, data-driven approaches are gaining popularity due to their efficiency
in overcoming existing physical, economic-based, and network-based models
[116]. However, the multitude of heterogeneous data sources at the operatio-
nal level brings additional overhead to data management and integration, in
addition to real-time constraints of query handling in smart environments [117].
Overall, we summarize the main challenges to effective data sharing in Cls en-
vironments as follows :

1. Sovereignty : Creating value from the shared data, which in our case,
has an objective of an enhancement of situational awareness, requires
the use of a set of tools and computing resources to extract knowledge.
In this context, ensuring data sovereignty refers to the ability to control
how these tools operate on data at different levels (storage, collection,
knowledge extraction, and usage). However, this is a difficult task, espe-
cially in dynamic and complex environments characterized by the hete-
rogeneity, multi-tenancy, and sometimes conflicting objectives of inter-
acting elements.

2. Privacy : Cls are majorly operated by private stakeholders who need to
keep their business competitiveness. This prevents them from sharing
information that may impact their economic status. In addition, private
stockholders might want to keep control of their data by limiting who is
eligible to exploit it and to what extent. This means that the data shared
to enhance situational awareness shouldn’t be exploited outside of that
perimeter.

3. Interoperability : Cls operators manage different infrastructures from
a technological perspective leading to an interoperability bottleneck.
The underlying physical systems are heterogeneous in their operational
procedures, timescale, and data management tools (different database
systems, authentication, cyber security standards, and data integration
tools). To deal with this issue, data brokers are required to ensure inter-
operability which might become hideous with the increase in the num-
ber of heterogeneous data sources. Thus, it is difficult to adopt a com-
mon resilience vocabulary during stress periods.
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4. Trust: Operators are often reluctant when it comes to data sharing due
to mistrustand privacy concerns. In the context of DCs resource sharing,
trust can be viewed as the willingness of an operator to give privileges to
another operator to deploy and run critical applications as a redundancy
site.

5.2 . International Data Space Reference Architecture

5.2.1. Overview of Data Space paradigm

The digital revolution of modern society has been a catalyst for the Indus-
try 4.0 paradigm. This revolution is illustrated by the rapid growth of connec-
ted devices in the context of the Internet of Things (IoT), and the high reliance
on cloud technologies to support communication, energy, and transportation
services. Therefore, several protocols, standards, and tools have been deve-
loped to deal with huge volumes of heterogeneous data generated from a
variety of connected devices.

From a data management perspective, the variety of data sources and for-
mats requires the adoption of particular data integration tools for each class
of data source [118]. This hindrance gave birth to the Data Space paradigm
where the main objective is to overcome the limitations of traditional and
domain-specific data management systems in dealing with heterogeneous
data [117, 119]. This would prevent operators from investing in data integration
tools, and enable fast data-driven service delivery. Moreover, a Data Space
contains a set of rules and relationships between heterogeneous data from
different sources and organizations. In Table 5.1, we provide a comparison
between traditional Database Management System (DBMS) and Data Space
concepts.

| Tradition DBMS I Data Space
Formats Homogeneous Heterogeneous
Scheme Schema first, data later || Data first, schema later or never
Control Complete Partial
Leadership Top-down Top-down/Bottom up
Query Exact Approximate
Integration Upfront Incremental
Architecture Centralized Decentralized
Real-time data processing No Applicable

Table 5.1 - A comparison between the feature of traditional DBMS and
the Data Space concept (taken from [74]).
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The key differences between a traditional DBMS and a Data Space can be
mapped into two dimensions from a data management perspective [120]. The
first dimension is the Administrative proximity which refers to the degree of clo-
seness between different data sources in terms of administrative control. The
closest two data sources mean that they are managed by the same adminis-
trative entity (complete control as in the case of a traditional DBMS unlike the
partial control of a Data Space), or at most coordinated administration by se-
veral actors. The level of administrative control over a group of data sources
is a guarantee of consistency and permanence of the data management sys-
tem, the closer the administrative control, the more robust these guarantees
become. The second dimension concerns the Semantic Integration which is
an indicator of the degree of matching between the schemas (types, units,
names, and meanings of data) of different data sources. High Semantic Inte-
gration measure means that all the data conforms to a single agreed-upon
schema, which is the case for a traditional DBMS. Whilst, a low High Seman-
tic Integration measure indicates the non-existing of a unifying information
schema which is the case for the Data Space paradigm. Overall, a Dataspace
is a distributed data integration concept where a data producer (operator A)
delivers its data to a data consumer (operator B) through an intermediary bro-
ker as indicated by the reference architecture depicted in Figure 5.1. The role
of the federation entity is to provide services to ensure interoperability, se-
curity, and trustworthiness among the participants [121]. Some technical chal-
lenges of Data Spaces are being addressed in the research community. Na-
mely, data models and querying, discovery, storage, indexing, and quality of
answers guarantee [117].

5.2.2 . IDS Reference Architecture Model & Implementation

The International Data Space Association (IDSA) is a non-profit organiza-
tion gathering numerous industrial actors with an objective of delivering a
technology-agnostic, standardized, and Reference Architecture Model (RAM)
description of a Data Space’ distributed software architecture [122].

The architecture is divided into five layers : business, functional, process,
information, and system. IDS participants are categorized into four categories
and classified with respect to their role in the data exchange process [123].
In the business layer for example, we differentiate between core roles (data
owner, data provider, data consumer and data user), and intermediate roles
(identity provider, vocabulary intermediary, App store, and broker service pro-
vider).

A simplified architectural view of a data exchange involving the previously
mentioned entities is illustrated in Figure 5.1. Note that, for taking part in the
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Data Space, a per-role certification is required for the entity that desires to
take part in the data exchange. In what follows, we provide a description of
the main roles in the IDS architecture ™ :

Service Vocabulary
/; Provider Provider
S S #
e‘oﬁ - g
,\wi“é:‘/ Broker -4
// @ _y  Service Fea(t.ﬁ v }9
~ Provider " gy, ;8
e pul-- ey, y 2
e — ) D Crovicisy " Data Consumer
Authorize N »(Connector) "o #  Data User
v S~ o
: NS ] v
M5 jog *~m  Clearing U .
House oo ’
G R
AN N
T~ AppStore .

Provider
A Intermediary robe — Data flow
+ Praovide App
I Core participant role - - - = Meta-data flow

App Sarvice provider role - - = Software flow
Provider

Figure 5.1 - IDS Reference Architecture Model.

« Data Owner / Provider : these roles can be assumed by the Data Sup-
plier role. A Data Supplier induces data into the IDS ecosystem and as-
sumes the roles of : Data creation (generating data from a sensor or
accessing a system'’s logs for example), Data ownership (defining data
usage contracts and policies), and Data provision (transmitting the data
to the Data Customer).

+ Data Consumer / User : these roles can be assumed by a single entity :
a Data Customer which receives data from a Data Provider. If a the data
is being processed by a third party service (Service Provider), then the
Data Customer is both a Data Consumer and Service Consumer.

+ Broker Service Provider : To enable data request from Data Customer,
a Data Broker service is deployed by managing metadata about the in-
formation to exchange in the IDS. Thus, the Data Broker provider is as-
sumed to fulfill the responsibilities of a Service Broker as well. This entity
stores and manages information about the data sources available in the

1. The details can be found in https://github.com/
International-Data-Spaces-Association/IDS-RAM_4_0
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IDS. Also, the metadata model is specified by the IDS information model
along with the interface between the broker and the Data Consumers.

+ Service Provider : this entity receives data from Data Provider and ap-
ply a transformation (data analysis, integration, cleaning...). Note that,
in a IDS, data can be routed through several Service Providers. The out-
put of the data transformation can be returned to the Data Provider
or transferred to the Data Customer. Service provisioning is performed
through apps that are installed in the IDS connector which can be de-
veloped by the participants or provided in "as a service" style by third
party participants.

+ Identity Provider : this entity provides services to manage identity crea-
tion, monitoring and validation for the participants. It consists of a certi-
fication authority, a dynamic attribute provisioning service, and dynamic
trust monitoring service for authentication purposes.

* Vocabulary Provider : provides and manages vocabularies (ontologies,
data models, metadata elements) which enable domain knowledge about
the data assets and ensure machine readability and interoperability of
the data.

+ Clearing House : this is the main logging component which provides
transactions recording for billing and quality of service analysis. After a
data exchange, both the Data Provider and the Data Costumer confirm
the data transfer by logging the operation’s details. The logging infor-
mation can be used to debug data exchange issues and resolve conflicts
(for example, a data package is missing).

« App Store Provider : The App Store is responsible for distributing data
apps. That s, data apps are downloaded to the IDS connector of the App
Consumer (Data Provider/Customer or Service provider). Note that, a
data app could be sensitive, hence it should be stored in the App Ow-
ner's premises. To this end, the App Store may comprise the role of App
owner which has the app license.

The IDS defines a procedure to incorporate trust into data sharing, still, we
need a digital infrastructure that hosts the tools to process and ensure data
exchanges in as a service style. To fill such need, the Gaia-X project was laun-
ched in 2019 with the aim to provide data and infrastructure ecosystems to
facilitate data sovereignty, trust, interoperability, and portability among par-
ticipants [22]. The two ecosystems are linked via a set of federated services as
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illustrated in Figure 5.2. These federated services refer to a network of data-
related applications provided by various organizations participating in the
data-sharing ecosystem. A detailed definition of this concept in the context
of multi-domain network service provisionning is provided in [124, 125]. In the
infrastructure ecosystem, services are provisioned, connected, or consumed
as well as in the data ecosystem where the data, managed by the services, is
the main asset. Overall, Gaia-X plays the role of an orchestrator and integra-
tor in a cloud-native style.

Idertity & Trust Sowereign Data Exchange

+ Fosaraned Liuristy Munagement - Peicien & Unage Comtrel
R T r—  Lonpging Tervce I Duts Agreerent Service

Figure 5.2 - Gaia-X architecture taken from [22].

A Gaia-X participant is whether a Consumer, Provider, or a Federator. A
Consumer is a participant that uses the service offering provided by a partici-
pant of type Provider. A Service instance includes self-description and technical
policies uses different infrastructure resources, and it possesses different as-
sets. Finally, a Federator is responsible for providing federation services which
are the core components of Gaia-X. These services belong to one of the four
groups : Identity and Trust, Federated Catalog, Sovereign Data Exchange, and
Compliance, covering all the possible interactions between participants, re-
sources, assets, and policies in the ecosystem.

A logical mapping between the concepts of IDS and Gaia-X architectures,
results in a number of intersections. That is, the IDS Service Provider, App Pro-
vider, and Identity Provider could be hosted in the Gaia-X infrastructure eco-
system. Also, the data ecosystem in Gaia-X could host Data Provider and Data
Consumer roles in the IDS architecture [126]. Specific features of Gaia-X, mainly
the federation services, are essential to enable interactions between the afo-
rementioned roles. For example, when referring to Figure 5.2, a Data Provi-
der application (blue square) in the data ecosystem uses federated services
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(green line) to securely connect to a Gaia-X Service Provider in order to al-
low and control data (green square in the data ecosystem part) usage by a
Data Consumer. This latter mapping is essential in the context of this work
as it shows the convergence between the IDS architecture components and
cloud-native service provisioning, and provides some insight into the design
of a coordination framework for cross-domain resilience as it will be descri-
bed in section 5.3.

Nevertheless, we still need to specify the technical tools to implement the
IDS components in a cloud-native style to tackle real-world scenarios. In this
context, several open-source projects are available with the objective of provi-
ding software implementation of the IDS Connectors and are summarized in
Table 5.2. From which, the Eclipse DataSpace Components (EDC)" is an open-
source project developed by the Eclipse Foundation providing a set of fea-
tures (code, samples, and architectures) that align with the requirements of
Gaia-X and IDS reference architecture model. The EDC is developed in Java
using Gradle build tool, and it also includes a repository to set up a minimal
viable Data Space in order to support technical adoption and onboarding of
applications. Other open-source projects : Pontus-X2, TRUE 3, TRUSTED 4, and
Data Space Connector> are presented in the table. We focus on five main
attributes : usage control to ensure sovereignty, ldentity Management to
ensure trust and security, Data Model to ensure interoperability, the Archi-
tecture, and the implementation technology.

We can observe from Table 5.2 that the IDS Information Model [130] is
widely adopted by various implementations. Also, the adoption of containe-
rization technology to run different services and data applications paves the
way to flexible and effective service management using de-facto cloud-native
orchestration software like Kubernetes. This latter observation is developed
in table 5.3 below, where we show how the cloud-native management and
IDS paradigms converge to tackle data exchange challenges in multi-domain
CCPSs networks. Starting with the interoperability challenge, the IDS informa-
tion model being adopted by the various real-world implementations, and the
standardization of NFV-based operations in cloud-native environments, allow
the ICT and EPI operators to exchange data at their virtualized layer easily. In
addition, identity management in IDS environments reinforces the trust bet-
ween participants in the data-sharing process by fixing rules and policies for
data accessibility. Moreover, the automation brought by the cloud-native ma-

https ://projects.eclipse.org/projects/technology.edc

https ://github.com/deltaDAO/mvg-portal

https ://github.com/Engineering-Research-and-Development/true-connector
https ://github.com/Fraunhofer-AISEC/trusted-connector

https ://github.com/International-Data-Spaces-Association/DataspaceConnector
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nagement of critical applications’ LCM reduces human intervention, and thus,
the risk of violation of data access rules is minimized which increases privacy.
Finally, ensuring data sovereignty is done by hardening data usage control
policies which, thanks to the flexibility of cloud-native management, can be

updated and adapted to different situations.

Challenge

Description

Opportunity

Interoperability

Different virtualization tech-
nologies and service life-cycle
management (LCM) tools.

Critical services virtualization following com-
mon NFV standards, and the shift toward
COTS hardware, facilitate the coordination
of LCM operations in heterogeneous Cls do-
mains.

Trust

Uncertainty about the willin-
gness of other parties to
fairly collaborate and share
their data

Identity management procedures can be ma-
naged effectively using cloud-native technolo-
gies.

Sovereignty

The use of mistrusted tools
and platforms or data sha-
ring and processing

IDS Usage Control Language based policies
can be managed and adapted flexibly and
on(-demand thanks to cloud-native manage-
ment .

Privacy

Business  competitiveness
prevents an operator from
sharing its data that could
be used out of the shared
resilience context.

The limitation of human-intervention by ex-
ploiting the automation tools powered by
cloud-native management reduces the risk of
rules violation and harden the established,
agreed-upon policies.

Table 5.3 - The added values of Data Space paradigm combination
with NFV-SDN characteristics to solve information sharing bottlenecks
in multi-operators environments.

5.2.3. Data Space use-cases

Several use-cases have been developed in different sectors to exploit the
benefits of Data Space in order to build common data ecosystems to foster
collaboration, innovation, and interoperability. Some examples of such use-
cases are:

* Telco Data Space : the aim of a Telco Data Space as the one initiated by
the TM-Forum [131], is to demonstrate the need to new data sharing me-
chanisms between Communication Services Providers (CSPs) in order
to enable new business use-cases and innovate new services for custo-
mers. The data sharing mechanisms should be automated and respect
the trust, privacy, and sovereignty requirements. Several use-cases are
developed. As an example of use cases, we identify RAN energy saving
based on resource sharing between ICT operators [132].

92




+ Energy Data Space : the current transition of the energy sector charac-
terized by the high penetration of renewable energies and the emer-
gence of micro-grids and electrical mobility, led to an increased com-
plexity into power network management that could be reduced by sha-
ring data between different stakeholders through the Energy Data Space.
A use case is developed in the field of predictive maintenance applied
to wind farms, where the plant operator, maintenance service provider,
and component supplier share different data to optimize their workflow
in a trustful and interoperable way [133].

The migration of both the telecommunication and energy networks opera-
tors towards the same, standardized cloud-native management of their control
applications, opens new opportunities for cross-domains resilience if data of
the two domains can be accessed and interpreted easily. In the next sessions,
we propose a use-case of cross domain resource orchestration based on a
Data space in order to guarantee high application availability through on-
demand redundancy.

5.3 . Use-case : IDSA-based Data Exchanges for Effective Cross-
Domain Resilience in Interdependent ICT and EPI Networks

We propose to study a use-case of DCs resources sharing to ensure high
availability of cloud-native applications. ICT and EPl operators must continuously
share state data which is used to assess the risk of a DC power outage or a
communication service interruption. Once the risk is assessed, an ephemeral
redundancy scheme is created for services with high interruption probability.
This scheme is determined through the optimal mapping presented in Chap-
ter 4. In what follows, we present the set of data that could be shared conside-
ring current practices in virtualized functions migration as specified by stan-
dardization entities [134]. Also, we detail how the convergence of the cloud-
native and Data Space paradigms can be leveraged to trustfully exchange data
necessary to ensure cross-domain resilience.

5.3.1. Design Principles : data set specification, and data exchange
patterns.

Given that ICT and EPI operators are assumed to share situational awa-
reness in the virtualized DCs infrastructure level, existing literature on multi-
domain NFV services orchestration provides interesting insights and direc-
tives on choosing the minimal set of data required to perform the monito-
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ring and migration of virtualized services while keeping a high level of privacy
[135, 136, 137, 138]. Based on this, we identify two types of data to be sha-
red between ICT and EPI operators at the virtualized DCs level : service-level
(meta) data and VNF level data. The service-level (meta) data are gathered to
assess the service availability and reliability attributes as the MTTF and MTTR
for example. This data could be associated with meta-data of other services
forming the network in order to quantify the impact of a service interruption
on dependent services in the DCs network as well as the set of electrically-
reliable DCs to be considered in the protection scheme. Non-functional data
can also be associated with each participant in the data exchange process,
an example is historical data of previous transactions assessing a trust level
to the participant and its shared resources. In [?] authors present a "Trust-by-
Design" concept to build cloud applications which can be trusted by the users.
A set of trustworthiness evidences and metrics are presented among which :
the re-use of already trusted software components, the .In addition, informa-
tion about available capacity in DCs, network latency, and service connectivity
are required to compute the optimal mapping in Chapter 4. Once the risk of
failure propagation is assessed, an ephemeral redundancy scheme is created
and VNF-level data are used to instantiate the application VNFs in selected
hosts. An example of such data is a VNF Descriptor (VNFD) which specifies
a VNF's required compute, storage, and networking resources, LCM data like
auto-scaling policy, and affinity and anti-affinity rules.

Data exchange patterns refer to the possible architectures of request and
sharing requests handling process. In our use-case, relying on one centrali-
zed authority to "fully" manage cloud-native services spanning EPI and ICT
domain is not a feasible solution as it assumes that an operator will federate
its own infrastructure management to a third party which is unrealistic. In this
circumstances, adopting a fully decentralized, Peer-to-Peer (P2P)-based co-
operative NFV framework seems to be an viable pattern. From NFV-resource
sharing, existing work from the literature has demonstrated the feasibility of
hierarchical, P2P multi-domain NFV resources orchestration [139, ]. From
trust and sovereignty perspective, blockchain-based identity and data usage-
control management solutions are also proposed to deal with trust mana-
gement [32, 137]. However, distributing functionalities of data usage control,
identity management, and authorizations may introduce network overhead
in terms of resources needed by each participant in the network to validate
and prove the compliance of other participants in the network. Consequently,
a hybrid approach where the monitoring of network status, and the manage-
ment of identity and authorizations, can be federated to a centralized NFV-
based entity. While the VNFs migration and active redundancy procedures
are managed in a P2P network formed of different MANOs of considered DCs

94



spanning the ICT and EPI domains. In the following section, we specify the dif-
ferent operations handled by the centralized entity and the P2P network, and
the different reference points between the elements and the interfaces that
could be implemented following existing standards [140, 141].

5.3.2 . A Hybrid Framework for Trustful Coordination

In this section, we go through the steps to ensure dynamic virtual re-
sources orchestration in the edge DC network spanning the power and te-
lecommunication domains. The objective of the dynamic orchestration is en-
sure dynamic redundancy of critical services (EMS service for an EPI opera-
tor and SDN-C service for an ICT operator) and thus, achieve high availability.
That is, the increasing demand for communication services, and the stochas-
tic nature of service requests flows require the design of fast and robust ser-
vice provisioning schemes. To this end, proactive resources provisioning in
NFV environments has been studied in the literature as a promising solution
to deal with dynamic flow fluctuations and resource constraints in the edge
cloud [142, 143].

We make the assumption that the resource limitations present in the edge
cloud, as well as the interconnections among various services in the NFV layer
spanning the ICT and EPI domains, the CRO enables the sharing of edge DCs
network resources as backups among ICT and EPl operators. Sharing resources
between different operators is not a new trend, Radio Access Network (RAN)
sharing is commonly performed between telecommunication operators with
an objective to reduce costs and ensure high service availability. In [132], au-
thors propose a reinforcement learning (RL) based collaborative framework
allowing mobile operators to share their RAN infrastructure during low de-
mand periods in order to reduce energy consumptions. The developed fra-
mework incorporates a distributed ledger technology (DLT) to share reports
about the coordination performances. Indeed, resource sharing is key driver
for innovation and resilience in multi-operator environments [144].

In order to achieve proactive failure recovery, VNFs placement is perfor-
med in two phases : first, predicting the availability of critical services, then,
a reservation is made to instantiate standby VNFs as in an active-standby re-
dundancy scheme. Predicting the availability of critical services in each node
(DC) can be achieved using the current tools of life-cycle management (LCM)
(active monitoring, health checks..) in NFV infrastructures [145]. These tools
allow for example to detect issues at the hardware level (power supply shor-
tage, disconnections..) and software level (request blocking, abnormal flows..).

In order to achieve network-level LCM, we build a hybrid framework com-
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Figure 5.3 - Proposed architecture for the Centralized Resilience Orchestrator

posed of a centralized entity that we refer to as a the Centralized Resilience
Orchestrator (CRO) for aggregating local information about the state of each
edge DC in order to estimate the network status in case of a risk of failure
propagation. The desired output to be monitored by the CRO is the service-
oriented-availability of critical services in each node. In order to achieve such
objective during stress events (failure propagation risk), dynamic resource or-
chestration is performed with respect to service level agreement metrics.

In Figure 5.3, a framework for managing risk events in the SDN-enabled
smart power grids networks, is presented. High service availability is achie-
ved through three main steps. First, an active monitoring of the network state
(health checks, available computing resources for sharing per node...), depic-
ted in the Network Monitoring block, is performed in an event-driven archi-
tecture style where a risk triggering agent is activated whenever an active re-
dundancy scheme is required. Secondly, a Proactive Service Provisioning agent
performs an optimal mapping between the set of demands for redundancy
(standby backup instantiation) and the set of available DCs which form the
redundancy scheme. Once the optimal redundancy scheme is computed, vir-
tualized service migration is performed in the P2P network between the de-
mand DC's MANO and the MANOs of chosen hosts. In general, from a modular
view, the framework comprises :

+ An event handler for receiving risk notifications from local manage-
ment and orchestration (MANO) agents in each DC. For a DC hosting an
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EMS instance, the notification is triggered if the EMS control or moni-
toring flows are delayed, which may cause a blind control situation of
power substations in case of power demands fluctuations. Seamlessly,
a SDN-C instance triggers the risk if the SDN-C is not able to auto-scale
because of an abnormal power state of the DC hosting the SDN-C VNFs.

A network state estimation engine in charge of local nodes’ states
aggregation and the calculation of failure propagation paths. This ele-
ment's output is used by the optimization engine to perform the pre-
selection of possible hosts to instantiate the standby backup of the cri-
tical services with high risk of failure.

An optimization engine that implements the mapping between the set
of requests and the available resources in the network. The mapping is
performed with respect to latency, resource and availability constraints
of the services.

An app catalog containing apps that could be deployed at the orches-
trator level or locally by the MANOSs of each of the node involved in the
peer to peer (P2P) service migration scheme. For example, an app for
translating a VNF descriptor (VNFD) to enable VNF migration and ins-
tantiation between two platform using different orchestration techno-
logies. In addition, VNF state synchronization can be provided in this
catalog.

Authentication engine that guarantees basic identification and secu-
rity to lunch the service migration process between the demand node
and the designated host in the P2P network.

Clearing house for transactions recording where each migration ope-
ration is recorded to be analyzed and evaluated for future events.

5.3.3 . Proposed implementations of different interfaces between
the CRO components

In this section, we perform a mapping between the components of the

CRO and the roles of participants in IDSA and Gaia-X architecture. This qualita-
tive approach allows us to propose guidelines and possible implementations
of the interfaces between the different components based on existing IDS im-
plementation presented in section 5.2.2 to integrate trust, privacy, and sove-
reignty into data exchanges process. In Figure 5.4 and Figure 5.5, we present
the workflow diagrams of the monitoring and service migration operations,
respectively.
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Two main interfaces are present between the components of the CRO
framework. The first interface is the network monitoring interface between
the Network Monitoring module and the edge DCs' MANOs (EDC nodes in Fi-
gure 5.4). The implementation of such an interface could use the interfaces
supported by the reference point Os-Ma-NFVO in the ETSI-NFV-MANO archi-
tecture [146]. Such reference point supports exchanges between the NFVO
and the OSS to implement NS life-cycle management, fault management, and
performance management. This requires the continuous sending of services
status data in the form of events represented in the Send_status_events() call
in Figure 5.4. Then a Network State Estimator, aggregates the status data of
different critical services to build a unified situational awareness view and as-
sess the risk of failure propagation via the Verify_Risk_Threshold() call to the
Risk Triggering module. In case of the presence of a high risk of service in-
terruption and failure propagation, a request to generate a new redundancy
scheme for selected critical services (demand side), given a list of available DCs
(Host side), is initiated through the Demand_Host _List() call to the Optimization
Engine module. This latter module generates an optimal mapping specifying
virtualized services migration patterns which is passed to the Event Handler
via the GenerateOptimalMapping() call. The Event Handler publishes the noti-
fication of migration plans to each pair of demand and host nodes via the
Publish_P2P_MigrationPlans() call.
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Once the targeted local MANOs are notified of the migration plan, the ser-
vice migration process is initiated between the demand and host MANOs. In
Figure 5.5, we present the workflow of the interaction between the MANO
agent of the host node and the demand node. The CRO starts by notifying
the Demand MANO of the migration plan initiation via the Auth_Dmd_MANO()
call in order to obtain an agreement and confirm the adhesion to the sharing
process via the ConfirmMigration() call. The same operation is repeated with
the Host MANO via the Auth_Host MANO() and ConfirmHost() calls. Between the
last two calls, the Host MANO relies on a connector from the App Catalog re-
quired to process NS descriptors of other MANOs (Data Consumption role).
Once the migration process is initiated, the Demand MANO requests a connec-
tor as well (via the Request_connector() call) to ensure the Data Provider role
by adapting the data required to instantiate the service into an interoperable
format in case the two MANOs use different virtualization technologies. An
NS descriptor is generated via the Generate_NSD() call and then sent to be
processed by the host via the Send_NSD() call. Once the service is instantia-
ted in the location, the recovery of the demand DCs is initiated once finished
a notification is generated via the Recover() call and a request to terminate the
redundancy services is triggered via the Terminate() call. Finally, the operation
is saved in the Clearing House via the Save_transaction() call, and the CRO is
notified to update the network status via the Notify_CRO() call.
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Figure 5.5 - Workflow for the Peer to Peer service migration process in the
scope of IDSA architecture.
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Note that, the CRO, through its authentication agents, ensures the peer-
to-peer certificate generation. Also, it provides through the App catalog, connec-
tors to ensure private and secure data exchanges. A node (eDC MANO) that
requests an active redundancy scheme can be seen as fulfilling the Data Pro-
vider role of the IDS architecture. Whereas, the Data Consumer role is map-
ped to the host eDC that agrees to use its resources to increase the availabi-
lity of demand’s node services. The App catalog, Authorization, and Clearing
House are considered as Federated Services.

5.4 . Conclusion

In this chapter, we reviewed the problem of information sharing between
ICT and EPI operators from trust, privacy, interoperability, and security pers-
pectives. We focused on the use-case of coordinated resilience in the cloud-
native domain based on DCs resource sharing. First, we provided an over-
view of the main challenges preventing operators from sharing sensitive data.
Then, we went through the Data Space paradigm in information manage-
ment and the International Data Space Architecture whose objective is to es-
tablish secure, trustworthy, and standardized data exchanges between hete-
rogeneous operators. We provided an overview of the IDS Reference archi-
tecture model along with the current state of the art of industrial implemen-
tations of this architecture. Afterwards, we presented a hybrid architecture
composed of a centralized entity : Centralized Resilience Orchestrator, and
distributed entities : Management and Orchestration (MANO) software of the
DCs involved in the shared infrastructure between the EPI and ICT. In addi-
tion, we presented the detailed methodology to ensure resilient, and real-
time orchestration of virtual resources as a response to fluctuating network
state, and we performed a mapping between the different components of the
proposed architecture and the IDS roles. Finally, as a future direction for this
study, it would be logical to consider implementing a proof-of-concept. Ad-
ditionally, it's crucial to focus on enhancing the efficiency of the data-sharing
process to support sustained collaboration. This can be accomplished by op-
timizing the collaboration infrastructure (CRO) to accommodate diverse re-
quests, ensuring that multiple participants can exchange data and services
reliably and efficiently. Furthermore, the design of the P2P data exchange pro-
tocol should address the challenges posed by large-scale communications. Fi-
nally, specifying a pricing model of services provided between the participants
involved in the data exchange environment would help stakeholders assess
the worthiness of data and resource sharing from an economic point of view.
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6 - General Conclusion

In this thesis work, we tackled the problem of Cls resilience in a era where
cloud native technologies are increasingly integrated into the management
layer of the cyber-physical systems networks providing the critical services es-
sential for the socio-economic stability like telecommunication and power dis-
tribution services. The adoption of cloud-native technologies : Network Func-
tion Virtualization and Software Defined Networking, is due to their advan-
tages in reducing the cost of services management, and enhancing the qua-
lity of services. However, this migration must go along with tools to assess the
risk and vulnerabilities of such softwarized management paradigm on servi-
ces' dependability. In addition, the presence of functional interdependencies
between critical services of different domains might lead to cross-domain fai-
lure cascades with a risk of causing large scale service interruption.

We focused ontwo maininterdependent services, telecommunication and
power distribution. In the telecommunication domain, ICT operators are mi-
grating towards the Telco Cloud where core communication functions are vir-
tualized and run in a cloud-native style. This would pave the way to an efficient
management of the infrastructure by reducing operational costs, enhancing
the quality of service, and unlock new business opportunities through the
support of new technologies like Industry 4.0, 10T, and Smart Grid. The se-
cond service we are considering is the power distribution in the framework of
Smart power grid. More particularly, we focused our work around the moni-
toring and control applications that could be deployed in cloud-native style.

In Chapitre 2, we presented a conceptual framework of an SDN-enabled
Smart Power Grid in order to study emerging interdependencies between ICT
and power infrastructures at their cloud-native management layer. In this no-
vel framework, control and monitoring applications of the power distribution
network run as VNFs in edge data centers and rely on a programmable com-
munication network to ensure data transport between the utility control cen-
ter hosting the energy management systems and the controlled power sub-
stations. The communication network programmability is ensured by an SDN
controllers hosted as virtualized functions in distributed edge data centers
whose power supply rely on the reliable functioning of power substations. In
order to study how failure propagates between different subsystems of the
SDN-SPG, a failure mode and effect analysis was conducted to retrieve such
events which would allow the design of effective protection mechanisms.

In Chapitre 3, a dependability evaluation was conducted to assess and
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quantify the impact of different protection schemes in the virtualization do-
main on services' steady state availability. We presented a hierarchical mode-
ling approach based on Stochastic Activity Networks to conduct the discrete-
time simulations and test different protection scenarios. It turned out that
increasing the redundancy of services in the virtualization domain by instan-
tiating backup copies in other locations (eDCs) might not have a significant
increase in availability if the eDCs composing the protection scheme are mu-
tually dependent on the same power region. That is, the quantification of the
impact of protection on services' steady state availability showed more gain
in scenarios where the power supply of eDCs hosting backup copies relies on
independent power substations.

In Chapitre 4, we tackled the problem of virtualized services orchestra-
tion in an eDCs network subject to power supply failure propagation. In order
to proactively mitigate the impact of failure cascades, copies of virtualized
services needs to be created in geo-distributed eDCs while satisfying perfor-
mance (latency) and availability constraints. We formulated an optimization
model with the objective to minimize the protection scheme cost where a
multi-level placement strategy is computed to satisfy the availability requi-
rement. To deal with the resource shortage which characterizes edge cloud
environments, we studied the impact of overbooking on the rejection rate of
requests to migrate services. As a perspective, this analysis can be extended
in the framework of model predictive control where real-time estimation of
the network state in terms of failure cascade vulnerability is dynamically as-
sociated with services placement optimization during disruption events.

The aforementioned network state estimation and service orchestration
is only possible in the framework of cross-domain, coordination-based resi-
lience. In this context, ICT and power operators must continuously share some
information about the availability of their services in order to proactively re-
spond to disruptive events. Chapitre 5, we studied the problem of information
sharing from a data sovereignty perspective. We pointed out that data sharing
between operators is subject to sovereignty, privacy and interoperability bot-
tlenecks. To deal with it, we studied the convergence between the cloud-native
paradigm benefits in terms of automation and the concept of DataSpace as
an enabler for secure and effective, real-time data sharing. We presented a
hybrid framework allowing the local orchestrators of virtualized eDC to com-
municate and share resources during the protection scheme building phase.
We specified how each component involved in the protection scheme design
is mapped to DataSpace reference architecture components in order to gua-
rantee sovereign, secure, and interoperable coordination.
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In modern Critical Infrastructures (CIs) network, Smart Grid (SG) and Information & Communication Technology
(ICT) infrastructures ensure security, as well as economic and societal well-being through a variety of services.
Modern ClIs rely on the fifth generation of mobile communication (5G) paradigm to incorporate new technologies,
deliver new sophisticated services and adopt new business models. These models will shift the CI interdependencies
towards a new dynamic paradigm where communication resources are deployed within the CIs operational scheme
to reach performance and quality of service (QoS) objectives. Network Function Virtualization (NFV), Network
Slicing (NS) and Software Defined Networking (SDN) are examples of 5G-enabling technologies used to reach
the aforementioned objectives. However, due to the complex nature of CIs and the interdependencies between
their components, the shift toward a dynamic operational scheme will increase the vulnerability and exposure
to risks, impacting the network resilience. This requires the design of new resilience frameworks that consider
the heterogeneity, privacy and self-interest nature of Cls and guarantee reliability and QoS objectives in such a
constrained and dynamic environment. To tackle the resilience problem, we propose a framework to dynamically
coordinate and manage the deployment of communications resources, based on NFV. This framework will ensure
the availability of services, meet performance objectives during disruptive events and overcome constraints of
interdependencies and heterogeneity. To illustrate our approach, we formulate the case of maintenance operations as
a disruptive event in ICT hosting SG services.

Keywords: Critical Infrastructure, Resilience, ICT, Smart Grid, QoS, 5G, NFV, Optimization.

1. Introduction

Critical Infrastructures (ClIs) play a major role in
ensuring a continuous and resilient flow of ser-
vices like mobility, energy, banking and telecom-
munications in modern societies Rinaldi et al.
(2002). A critical infrastructure is defined by The
Commission of the European Communities as:
“an asset, system of part thereof located in Mem-
ber States which are essential for the maintenance
of vital societal functions, health, safety, security,
economic or social well-being of people, and the
disruption or destruction of which would have a
significant impact in a Member State as a result
of the failure to maintain those functions.”. Thus,
Smart Grids (SG), Information and Communica-
tion Technology (ICT), and Transportation rep-
resent a complex network of interdependent Cls
with an active research community focusing on
interdependencies modeling, resilience and risk
management. Rinaldi et al. (2002),Breor (2018),
Muri€ et al. (2014), Ouyang (2014).

On the other hand, the fifth generation of com-

munication technologies (5G) Shafi et al. (2017)
will be a key player in the design and deliv-
ery of new sophisticated services within CIs net-
work. Ultra Reliable Low Latency Communica-
tion (URLLC), Massive Machine Type Communi-
cation (mMTC) and Machine to Machine (M2M)
are examples of high performance technologies
whose integration in current infrastructures is be-
ing studied through real world use-cases.Yu et al.
(2017)

The 5G networking services are deployed fol-
lowing a Service Level Agreement (SLA) speci-
fying the reliability requirements and Key Perfor-
mance Indicators (KPI). During disruptive events,
critical services reliability and availability are as-
pects to be preserved. The resilience objectives are
detailed in SLAs and differ from one application
to another 3GPP (2021).

The ICT infrastructure will be in charge of
delivering such high performance networking ser-
vices through 5G enabling technologies like Net-
work Function Virtualization (NFV), Software
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Defined Networking (SDN) and Network Slicing.
The deployment of these technologies in CIs net-
work will lead to a shift towards a new dynamic
paradigm introduced by the massive softwariza-
tion of CIs network functions where critical ser-
vices run within the ICT premises Afolabi et al.
(2018).

According to the World Economic Forum
global risk report WEF (2021), information in-
frastructure breakdown and cyberattacks are ex-
pected to occur more frequently and have a signif-
icant impact on critical infrastructures. Following
these expectations, mitigating the vulnerabilities
brought by the 5G softwarization paradigm is
primordial to guarantee the resilience of critical
services in the 5G era. Moreover, the interdepen-
dencies that arise from the complex nature of Cls
network would hinder the recovery process which
would impact the quality of service (QoS) and
cause economic loss to service providers.

Dynamic orchestration of cloud resources is
performed to ensure a scalable and elastic man-
agement of service delivery in cloud environments
in case of increased service demand or the de-
livery of new services. Dynamic orchestration is
also primordial for a rapid and effective response
against disruptive events. When a failure propa-
gation process is taking place, the orchestration
objective is to optimally place the affected re-
source to guarantee the availability and mitigate
the failure propagation to other dependent infras-
tructures. Applying such process in CIs network
is a difficult and little studied topic in the litera-
ture that we propose to investigate it through this
paper.

In this paper, we demonstrate that, in the 5G
dynamic paradigm, we can achieve such an uni-
fied resilience by performing a coordination pro-
cess based on resources availability information
sharing to guarantee both, the continuity of ser-
vice and fast recovery following disruptive events.
Our approach overcomes the heterogeneity of CIs
and allows sharing resources in a dynamic and
optimal scenario which would make resource al-
location less complex and avoid additional costs.
To illustrate our approach, we study the use case
of maintenance operations in data-centers hosting
CIs services. The ICT infrastructure deploy data
centers to host Smart Grid applications. We use
an architecture inspired by the one introduced
in Cosovic et al. (2017) to develop a resilient
virtualized infrastructure. We specify also, using
Network Slicing (NS), Smart grid functions to
be virtualized, namely, Smart Metering (SM) and
State Estimation (SE).

This paper is organized as follow : in section
2, we highlight the problem targeted by this pa-
per and introduce our approach. In section 3, we
present related work about the use of 5G tech-
nologies in critical infrastructures. Then, we re-
view the special case of maintenance operations
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in softwarized environments and it’s impact on the
QoS. Finally, we review some resource orches-
tration frameworks used in cloud environments.
In section 4, we tackle the first problem of how
to assess the resielence of 5G enabled critical in-
frastructure. Then, 5G enabling technologies and
architectures will be presented. In section 5, we
present our reference architecture used to host var-
ious ClIs services with a focus on SG applications.
A multi objective optimization framework is for-
mulated to ensure the dynamic orchestration and
resilient protection schemes during maintenance
operations. Finally, conclusion and perspectives of
the work are given at the end of this paper.

2. Problem Statement

Heterogeneity, timescale, geographical distribu-
tion and operational scheme, are main character-
istics of the CIs network. CIs are known to be
self-interested and greedy in nature in order to
maximize their benefits and minimize expendi-
ture. This represents a bottleneck while designing
a shared resilience schemes for such systems. In
addition, interdependencies between CIs make the
problem even more complex.

The current adoption of cloud technologies by
critical services providers paves the way to a more
exposure to cyber vulnerabilities as a result of the
massive softwarization of critical services. Soft-
ware upgrades are a class of maintenance opera-
tions considered as a disruptive event that can lead
to service interruption and downtime and there-
fore impacting the QoS. Moreover, the complexity
of ClIs represents a bottleneck toward achieving an
optimal resource allocation during maintenance
operations of interdependent infrastructures, due
to the aforementioned characteristics. Traditional
resilience schemes like resource redundancy are
not effective because of the overwhelming deploy-
ment cost and complexity.

Orchestrating software maintenance operations
in CIs while dealing with interdependencie and
privacy constraints is a complex task. A trade-off
between cooperation and self-interest should be
considered while designing a coordination frame-
work involving heterogeneous Cls.

3. Related Work

First, we review the use of cloud technologies in
CIs. Then, we investigate a class of disruptive
events in the new cloudification paradigm. We
focus our study on maintenance operations of soft-
warized services. Finally, the application of multi-
objective optimization for dynamic orchestration
is investigated.

Critical services in modern infrastructures are in-
creasingly immigrating to the cloud in order to
enhance the QoS, decrease operational costs and
guarantee a better response to dynamic changes
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in services demands. The services are deployed
as software instances in commodity off the shelf
(COTS) hardware managed by the ICT infras-
tructure. The availability is defined as the readi-
ness to deliver the critical services in compliance
with the service level agreement (SLA). Relia-
bility is defined as the ability of delivering the
required services in a time interval Heegaard et al.
(2015). In the literature, The term Dependability
which encompasses the concepts of : Availability,
Maintainability, Security and Reliability is com-
monly used when dealing with critical services
resilience in softwarized environments Avizienis
et al. (2004). In Niedermeier and de Meer (2016),
a comparison between a traditional and a virtual-
ized Smart Metering (SM) platform in SG have
shown an interesting enhancement in reliability. In
Vizarreta et al. (2018), a software defined network
(SDN) controller maturity model is developed us-
ing historical release data to construct a stochastic
model based on software reliability growth (SRG)
to predict software failures occurrence during the
testing phase.

Maintenance interventions in data centers are
performed periodically in order to meet the grow-
ing customers demand, propose new services and
correct software errors. Therefore, ensuring re-
silient services and achieving scalability Brewer
(2001). The upgrade operations is an example of
such interventions that present some resilience
challenges like down time, data loss and even er-
rors in the upgrading operation itself as explained
in Dumitras and Narasimhan (2009), which might
cause QoS fluctuations and violation of the SLA
Neamtiu and Dumitras (2011), and further lead to
an escalating failure propagation due to the inter-
dependencies between Cls. The reader is invited
to take a look at Dumitrag and Narasimhan (2009),
Neamtiu and Dumitras (2011) and Gramoli et al.
(2016) for an in depth study of upgrades operation
in large scale softwarized environments.

Industrial networked systems with limited com-
puting resources are exposed to various cyber-
risks. The problem of resource allocation can be
treated as a multi objective optimization problem
where nodes of the network cooperate to minimize
failure propagation, fasten the maintenance oper-
ations and ensure a minimum continuity of ser-
vice and therefor the resilience of the network. In
Chantre and da Fonseca (2018), reliable facilities
placement using failure probabilities was applied
to edge devices placement to provision reliable
broadcasting services. The framework was in-
spired by the Capacitated Facility-Location Rout-
ing Problem (cFLP) Melkote and Daskin (2001)
where a subset of available facilities is chosen
to fulfill dynamic service requests. In Cao et al.
(2020), an optimal and reliable deployment of
edge devices in 5G networks is achieved using
many-objective evolutionary algorithm (MaOEA)
to solve a Mixed Integer Programming (MIP)
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problem. The objective is to minimize cost of de-
ployment, latency, failure probabilities and energy
consumption of edge devices.

4. Resilience Assessment in 5G-enabled
Infrastructure

The assessment of service resilience in the ICT
infrastructure is crucial to mitigate the effect of
failures in modern Cls network. Failure sources
range from natural disasters to cyber-attacks and
maintenance operations. In the 5G context, Man-
agement, control and operation functions are im-
plemented as software in virtualized environment.
We assume that, software failures occurrence trig-
ger the need to maintenance intervention. Soft-
ware upgrades are a special case of these inter-
ventions. To perform major upgrade operations,
operators tend to shut down the concerned facility
during the process leading to service interruptions
and downtime. Thus, predicting the occurrence
and impact of maintenance intervention will en-
hance the resilience of CIs network. A Software
Reliability Growth Model (SRGM) can be used
to perform such predictions and model failures
occurrence dynamics. SRGMs are classified based
the frequency of model testing into S-shaped and
concave. In S-shaped models, we assume that
failure intensity detection pace is slow at the be-
ginning and improves as the test phase progress
to reach a peak before decreasing. An example
of such model is the Generalized Goel-Okumoto
model Goel and Okumoto (1979):

paao(t) = a(l —e™b). 1)

Concave models are exponential models assuming
that the peak appears at the beginning and start de-
creasing exponentially. An example of such model
is the Musa-Okumoto logarithmic model Musa
and Okumoto (1984):

peor(t) = aldn(l 4 bt). (2)

Where p(t) represent the mean number of failures
at a time ¢. In Eq. (1) and Eq. (2) the parameters
a and b are learned from historical data of failure
apparition in different software releases.

4.1. 5G Enabling Technologies

Network Function Virtualization (NFV) and Soft-
ware Defined Networking (SDN) are two concepts
designed to shift from a traditional, hardware-
dependent network management towards a mod-
ern, software-based management. The softwariza-
tion concept aims to reduce costs of Capital and
Operational expenditure by leveraging standard-
ized common COTS hardware.



May 7, 2021

4

4.1.1. Network Function Virtualization

NFV is based on the concept of virtualized net-
work functions (VNFs). Network function are im-
plemented as software instances is a standard-
ized hardware. To deliver an end to end service,
distributed VNFs are incorporated into a Service
Function Chain (SFC). NFV improves the net-
work scalability and elasticity to dynamic service
requests and thus represents a solid framework to
design a resilient network.
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Fig. 1. NFV ETSI Architecture ETSI (2013)

As shown in Fig.1, the ETSI NFV architecture
ETSI (2013) is composed of four building blocks:
Management and Orchestration (MANO), VNF
Manager, Virtualization Layer and Virtualized In-
frastructure Manager (VIM). MANO is responsi-
ble for management and orchestration of software
resources and virtualized hardware resources by
attributing the necessary resources to deliver a
service. VNF manager is responsible of the instan-
tiation, scaling, termination of network functions
and managing upgrades. Virtualization Layer ab-
stracts the physical resources and assign VNFs to
the virtualized infrastructure. VIM is responsible
of managing the virtualized infrastructure by con-
trolling its interaction with VNFs.

4.1.2. Software Defined Networking

In a traditional network, the control plane man-
ages where to send an incoming packet. The data
plane, on the other hand, performs the operation
of forwarding the packets. As a result, the control
and plane are superposed, that is, the data trans-
port layer consists of nodes that are capable of
forwarding data packets and learning and mem-
orizing the addresses of other nodes simultane-
ously. However in the SDN paradigm, the control
and data planes are decoupled. The control opera-
tions, learning and memorizing, are performed by
a centralized controller that has a full overview of
the data flow as depicted in Fig.2. SDN makes
network control directly programmable via an
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open interface, while the underlying data transport
nodes only forward the data packets.
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<

Fig. 2. Overview of Traditional and Software
Defined-Network TECHNOLOGY (2021)

5. Use case : Maintenance of ICT

A maintenance scenario is depicted in Fig.3 OP-
NFV (2015) where different steps to be followed
for a fast costumer notification and maintenance
intervention, are represented. In this scenario, one
of the servers dedicated to deliver a service to a
consumer is planned to undergo a maintenance
operation and therefore will be shut down. This
service interruption propagates to affect other run-
ning VMs. The concerned consumer is notified
by the VIM once the affected VM is identified.
Consumer 3 in this case is informed about the
maintenance process and switches to a standby
VM. We propose to extend this use case by adopt-
ing an anticipation resilience mechanism based on
information sharing. Using historical failure data,
failure probabilities are calculated. Based on these
probabilities, affected resources migrate to other
infrastructure before the failure apparition. The
migration process is steered by an dynamic opti-
mization framework to optimally place resources
with respect to cost, interdependencies and infras-
tructures capacity constraints.

4. Switch to SBY configuration
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Fig. 3. [Illustration of a maintenance use-case in a
virtualization infrastructure OPNFV (2015)

We identify smart metering (SM) and State Es-
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timation (SE) as potential functions to be virtual-
ized. SE in SG is performed to extend real-time
measurements due to the difficulty of implement-
ing sensors in such environment. Available sen-
sors measurements are treated to generate pseudo-
measurements of the state of the SG. This type of
applications requires low latency and high avail-
ability as in the URLLC standards to adequately
fit the real data Cosovic et al. (2017). SM enables
a real time monitoring of power generation and
consumption. Smart meters are installed in resi-
dential areas of a city and allow, by transmitting
consumption data, to real-time billing of power
usage and propose new services by the service
providers. SM requires a network capable of sup-
porting large amount of connected devices and
consumption data flows as in the Massive Ma-
chine Type Communication (mMTC) standards.
Niedermeier and de Meer (2016).

5.1. Resilient Infrastructure Architecture

Our proposed architecture for SM and SE is based
on ETSI architectures for NFV and SDN ETSI
(2013). Field sensors measurements are transmit-
ted to Points of Presence (PoP) which represents
edge computing facilities. Depending on the ser-
vice requirments, data may also be transmitted
to Core Network (CN) data-centers. For example,
SE requires low latency (ensured by URLLC). To
this point, sensors measurements are only treated
in PoPs. In contrast, for smart metering, CN and
PoPs facilities are deployed to reach a trade-off
between real time and long term services.

The exchange of availability information be-
tween Cls impacts the sensors data circulation
and makes the data plane overloaded. We propose
to use network coding on the transport layer to
enhance the throughput of the network using a
virtual network coding function (vNCF) Tan Do-
Duy and Vazquez-Castro (2016). Fig.4 illustrates
the softwarization paradigm where interdependent
critical services of Smart Grid and other CIs run
within ICT premises.

5.2. Dynamic Resource Orchestration
Based Resilience

The use case presented in section 5 suggests
that affected resources in an infrastructure are
orchestrated before the maintenance intervention
to guarantee resilience and continuity of service.
This orchestration is anticipated based on degra-
dation prediction of the 5G services. Dynamic
resources allocation is performed considering sets
of disrupted and non disrupted infrastructures.
Non disrupted infrastructures cooperate to host
the resources originally running in the disrupted
infrastructures.

The URLLC and mMTC services provided to
SG must have a high reliability. A dynamic pro-
tection scheme is thus calculated based on the
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Fig. 4. Proposed architecture for the resilient virtual-
ized infrastructure. Note that, the dependencies of ICT
on other CI services are not represented. The virtualized
services are hosted in private cloud owned by the SG
operator

failure probabilities of hosting infrastructures. We
assume that CIs have a uniform failure probability
denoted q.

In a real case scenario, the switching from one
service provider to another will introduce an ad-
ditional data transport delay. We assume that the
delay is smaller than the nominal delay guaranteed
by an URLLC services (2-10 ms) Cosovic et al.
(2017). A disrupted service is initially assigned to
a CI fulfilling the cost, capacity and interdepen-
dency constraints. At the same time, a copy of
the same service is assigned to back-up infrastruc-
tures.

This problem of reassigning critical services to
available CIs considering cost and capacity con-
straints can be formulated as a capacitated reliable
facility location problem Yu (2015). Critical ser-
vices indexed by k£ € K in disrupted infrastructure
i € I, are hosted by a reliable infrastructure
j € J. k may refer to a VNF, a SDN controller or
MANO. As depicted in Fig.5 below, we consider
an example where |J| = 3 and |I| = 2. For
i = 1, during the maintenace intervention, the
demand of critical service represented by yellow
is re-routed to the CI j = 1 with j = 2 as a
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backup. The critical service represented by a green
trapeze, initially fulfilled by CI ¢ = 2 is re-routed
to CI j = 3 with j = 1 as a backup.

Left: CIs network after the identification of
failing CIs. Right: First assignment of disrupted ser-
vices into available ClIs.

Fig. 5.

We assume in our scenario, a hosting CI has two
backups. If the primary assignment fails, critical
services are ensured by the first backup. If the first
backup also fails, we switch to the second backup.
This is an adaptation of the level-r assignment
strategy in classic cRFLP Yu (2015). In our case,
cost and privacy constraints forbid a CI to share
its services with a large number of other Cls.

We assume that the process has knowledge
about resources distribution and availability status
of CIs. Non-disrupted CIs may offer to share vir-
tual resources based on the intensity of their inter-
dependency with the affected CI. To this end, in-
terdependence quantification metrics Casalicchio
and Galli (2008) are included in the optimization
process.

We define then the decision variables :

1, service k of Cl i is
assigned to CI j at level r
0, otherwise
X, — {1, CI j is slected

77710, otherwise

® Yiijr =

We define also the process parameters :

e f;: The cost of opening a CI j, represents the
expense charged by a CI to allocate disrupted
services in its computing infrastructure.

e r; : The available capacity of a CI j in num-
ber of computing resource units. An example
of computing resource unit are virtual CPUs
(vCPUs) or fraction of vCPUs.

e A; : The cost of allocating one computing re-
source unit in CI j.

e ci; : Computing resources demand in number
of computing resource units by a service k of
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a disrupted CI 7. This quantifies the required
amount of computing resources. For example,
SE requires more computing resources to treat
data within a limited time-frame in order to
ensure real-time estimations.

e T.;; = ==~ : The relative duration, which is
J The:

a ratio between outage duration in two nodes,
is used to measure the cascading effect from
a disrupted service k in infrastructure ¢ on a
dependent CI j where T} represents the dura-
tion of service unavailability in j caused by the
failure of fraction of service (k,1).

e t;; : The transmission time between two Cls ¢
and j.

e Op;: The remaining time budget to transmit in-
formation for a service k from a CI 7 to a new
hosting infrastructure after the failure appari-
tion. For example, considering a SE application
k where the CI 7 has a latency budget of 2ms
to transmit data from sensors to the service k. If
data transmission from sensors to CI ¢ already
takes 0.5ms, then it remains 1.5ms to transmit
data from CI ¢ to another infrastructure hosting
the service k after the failure.

e g;: Failure probability of a CI j.

We assume that the optimization process is per-
formed at a fixed time horizon where the param-
eters are stationary. The first step is to choose a
subset of available infrastructures as candidates
hosting CI. This is done based on provisioning
cost, transmission time and the intensity of inter-
dependence with of the hosting CI and the dis-
rupted service. We formulate then the optimiza-
tion problem:

min  ECost(X;, fj, Yiijrs Nj, Chiys Thij> G5)

X, Ykijr

3)
s.t. @

> Yiijr > 1 &

jeJ
Yiijr < Xj (5)
X, Yeijr € {0,1} (6)
(Ori — tij) X; >0 @)
SN ckiVaijr < Ky ®

icl ke K

V{k,i,j} € K x I x Jand Vr € {0,1,2}.

The objective function Eq. (3) describes the
Expected Cost (ECost) generated from the selec-
tion of a set of available CIs to host disrupted
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services where each CI j has an opening cost f;
in addition to the cost of dimensioning in a host-
ing infrastructure where a billing system charges
based on the amount of resources deployed to
host the disrupted services. Note that, the amount
resources is captured by cy; and the correspondent
sizing cost A ;. This objective also incorporates the
expected cost of reassigning after the failure of the
primary assignment. The dynamic allocation must
fulfill the demand to host disrupted services while
ensuring 5G performances. In our use-case, if a SE
service is impacted in a CI ¢, it should be assigned
to an available infrastructure j that can guaran-
tee URLLC performances in term of latency. To
ensure a reliable allocation, failure probabilities
of a CI j denoted ¢; are included. If the first
assignment j fails, the demand is rerouted to a
backup infrastructure with the higher reliability
and so on. The choice of a hosting CI not only
depends on meeting latency objectives but also the
reliability requirements described by the failing
probabilities ¢; and the interdependency intensity
Tkij-

The constraint Eq. (4) forces the process to
select at least one CI j to host a service k of a
disrupted CI 7. Constraint Eq. (5) forbids the as-
signment to an unselected facility. To highlight the
binary nature of the decision variables, constraint
Eq. (6) is added to the process. The selection of a
set of hosting CIs j must respect the transmission
time ¢;; and the budget 0y, this is represented by
the constraint Eq. (7). Finally, constraints Eq. (8)
verify that the assigned demand doesn’t exceed
the capacity of the host.

We assume that a central decision making entity
is operating on top of the CIs network. This entity
has a holistic view of the state of each critical
infrastructure and responsible for the optimal co-
ordination process. However, it is more compli-
cated in a real case scenario to ensure a contin-
uous flow of critical information about the state
of a CI due to privacy and security concerns. An
example of these information are the aforemen-
tioned optimization process variables. Whereas,
some parameters could be exchanged publicly like
the amount of demand ci; and sizing cost Aj,
other parameters are confidential. An example of a
confidential information are the location and num-
ber of computing nodes of a CI j which makes
it difficult to estimate the capacity «; as well as
the transmission time ¢;; which depends on the
network topology incorporating the disrupted CI
¢ and the computing nodes of the hosting CI j.

In addition, due to strategic and business con-
cerns, CI operators tend to hide the information
about failure propagation and post-failure reports.
This is problematic if one is trying to estimate
the relative time 7;; of cascading failure. The
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quantification of the interdependency is impossi-
ble as no information about the outage duration
is available. The concern about the information
sharing problem leads to rise questions about what
information about the state of each CI is more
relevant for the coordination process. Moreover,
constrained by the availability of such data simul-
taneously, what is the minimum set of information
that could be used to achieve an optimal CI co-
ordination while respecting privacy and business
constraints.

6. Conclusion and perspectives

In this paper, we tackled the problem of coordina-
tion in critical infrastructures network and high-
lighted the bottlenecks towards achieving such
scenario. The flourishing of 5G enabled technolo-
gies in CIs paves the way to a new dynamic
paradigm where critical services functions are
hosted as software instances in virtualized envi-
ronments, in the premises of ICT infrastructure.
Even though this softwarization will make the
network more vulnerable to risks, the unification
of critical services delivery by mean of NFV and
SDN, represents an opportunity to overcome the
heterogeneity, privacy and greedy nature of tradi-
tional CIs while designing a coordination frame-
work.

We argue that, in this paradigm, we can achieve
a shared resilience scheme by anticipating mainte-
nance interventions in CIs. Disrupted critical ser-
vices are dynamically orchestrated to the comput-
ing facilities of available CIs to mitigate the effect
of service interruptions and guarantee a continuity
of service.

To illustrate our approach, we presented the use
case of maintenance operations in a virtualized
infrastructure hosting Smart Grid services. Main-
tenance operations cause fluctuations in service
delivery which impact its quality. We propose a
NFV/SDN based architecture to reach 5G perfor-
mances required for the SG services. To design
a resilient protection scheme, a multi objective
optimization problem is formulated to overcome
cost, reliability and interdependency constraints.
However, developing such model is difficult due
to lack of a transparent framework to share critical
information due to confidentiality, security and
concurrency aspects of CIs.

As a perspective to this work, the design of
an information sharing framework to guarantee
security, privacy and shared resilience of Cls, is
envisioned. Also, on top of such framework, an
implementation of the multi-objective optimiza-
tion algorithm can be done to validate the robust-
ness of the shared resilience scheme.
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Abstract—The adoption of cloud-native technologies like the
Software Defined Networking (SDN) paradigm, into the manage-
ment of Critical Cyber-Physical System (CCPS)’s monitoring and
control functions, leads to the emergence of complex interdepen-
dencies between the cyber and physical domains, which would
increase the risk of cascading failure, especially in the cyber-
domain represented by edge Data Center (DC) networks. These
Edge DCs host critical software services characterized by high
dependability and performance requirements. The downtime of
such services has a considerable impact that may destabilize
socioeconomic well-being. In this work, we provide a failure
modes analysis of an SDN-enbaled Smart Power Grid (SD-SPG)
with a focus on the subsystems involved in cross-domain failure
propagation. The objective of the analysis is to establish the
causal effect between subsystem failure modes that may lead to
cross-domain failure cascades. Then, we focus on the evaluation of
Steady State Availability (SSA) metric under different interaction
scenarios between the power and telecommunication subsystems.
To this end, we propose a hierarchical modeling framework com-
bining continuous-time Markov chains (CTMCs) and Reliability
Block Diagram (RBD)s to capture both, subsystems and complex
systems’ steady-state behavior.

Index Terms—NFV, SDN, Smart grid, Dependability evalu-
ation, Failure mode analysis, Hierarchical modeling, Markov
chain, Reliability Block Diagrams.

ACRONYMS

CCPS Critical Cyber-Physical System

CIs Critical Infrastructures

DC Data Center

EMS Energy Management System

EPI Electrical Power Infrastructure

FMEA Failure Modes and Effects Analysis

ICT Information and Communication Technologies
NFV Network Function Virtualization

PMU Phasor Measurment Unit

RBD Reliability Block Diagram

SCADA Supervisory Control and Data Acquisitiony
SD-SPG SDN-enbaled Smart Power Grid

SDN Software Defined Networking

SDN-C SDN controller

SG Smart Grid

SSA Steady State Availability

UPS Uninterruptible Power Supply

VIM Virtualization Infrastructure Manager
VNF Virtualized Network Function

[. INTRODUCTION

Critical Infrastructures (CIs) are becoming more complex
and vulnerable due to the integration of modern information
and telecommunication technologies in the service manage-
ment layer. Smart grids, intelligent transportation systems,
and smart factories are examples of Cls that incorporate a
programmable communication network [1] [2]. These Cls are
implemented as distributed CCPSs where the physical assets
are associated with software applications for sensing, super-
vision, and control. In a Smart Grid (SG), distributed power
substations have local applications for control, and the global
load balancing between distributed substations is ensured by
an Energy Management System (EMS) that sends the control
commands via a programmable communication network [3].
In our work, we assume that the communication network
programmability is ensured by an SDN controller (SDN-C)
managed as a service by the Information and Communication
Technologies (ICT) operator. A standard SDN architecture is
shown in Fig.1 where the EMS applications manager interfaces
with the SDN-C to dynamically adapt the Data Plane to the
power control needs in terms of load balancing, security, and
resilience. In addition, to keep the pace with the increasing
amount of data to process, and the low latency requirements
of real-time EMS control, ICT and Electrical Power Infras-
tructure (EPI) operators must increase the geo-distribution of
their edge DCs network. This geographical proximity implies
that the DCs hosting SDN and EMS applications rely on a
stable power supply to reliably manage the hosted virtualized
critical services. In parallel, a reliable power supply depends
on the high availability of critical control services hosted
by the aforementioned DCs. In order to mitigate the risk of
failure cascades due to the presence of these complex inter-
dependencies, cloud-native technologies can be leveraged to



design proactive cross-domain resilience strategies respecting
the privacy and resilience constraints of critical services. That
is, novel network automation tools and procedures enable
operators to integrate self-healing capabilities into networks
of critical Virtualized Network Function (VNF)s. This would
significantly reduce the response time and the risk of faulty
human interventions [4]. Furthermore, the standardization of
cloud-native technologies allows ICT and EPI operators to
adopt a shared resilience mechanism at the DC layer. Even
though this migration offers cost efficiency, increased up-time,
and high redundancy support, there are still some bottlenecks
in managing the networking to ensure real-time monitoring
and control. Thus, evaluating the dependability of such a
complex system has attracted special interest in the research
community [5] [6]. A system’s dependability is defined as
”its ability to deliver a service that can justifiably be trusted.
The service delivered by a system is its behavior as it is
perceived by its user(s); a user is another system (physical,
human) that interacts with the former at the service interface”
[7]. Dependability encompasses the attributes of reliability,
availability, maintainability, performability, and safety, with
the objective to ensure fault prevention, removal, tolerance,
and forecasting.

To evaluate a system’s dependability, efficient and simplistic
combinatorial tools like RBD, Fault Trees (FT), and Dynamic
Reliability Block Diagrams (DRBDs) are commonly used
in the literature [8] - [13]. However, these models don’t
incorporate complex system behavior such as multiple failure
modes, imperfect maintenance, and subsystems interdependen-
cies [14]. To deal with these limitations, state-space models
like Continuous-time Markov Chain (CTMC) and Stochastic
Petri Networks (SPNs) can be effectively used to capture
dependencies between different system’s states and multiple
failure modes, but their limitation becomes obvious when
dealing with a large state space. Indeed, defining, storing,
and computing state evolution in large-scale complex systems
of multiple components might become intractable. Hence, a
hierarchical modeling approach combining the state-space and
the combinatorial tools offers trade-offs in terms of modeling
and computational tractability [11] [15]. In this work, we focus
on the evaluation of the steady state availability of the SD-
SPG by means of a hierarchical model that combines CTMCs
sub-models of the different subsystems at the lower level and
RBDs at the upper level to aggregate subsystems steady states
measures. To this end, we represent the SD-SPG as a network
of connected and interdependent CCPSs of both the power
and communication domains (noted CPSEF! and CPSICT
respectively).

This paper is organized as follows: in section II, we con-
duct a literature review on the integration of cloud-native
technologies into EPI management and the motivation behind
the need to establish a Failure Modes and Effects Analysis
(FMEA). Then, we provide a preview of the state of the art
on the dependability evaluation methodologies in SD-SPG and
cloud environments. In section III, we present an SD-SPG
architecture that separates the interactions between the ICT

and EPI subsystems into three layers. A FMEA analysis is
conducted to determine the failure mode of each component
and the cross-domain impact. In section IV, we present the
hierarchical model to evaluate steady state availability. Finally,
we conduct numerical simulations and compare the computed
dependability attributes for different scenarios of interactions
between the power and telecommunication domains subsys-
tems.
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Fig. 1: SDN architecture.
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II. RELATED WORK
A. Cloud native management of smart power grid

Monitoring and control applications in the EPI should
evolve to keep pace with the increased complexity of the power
grid both from the demand and supply sides. The communi-
cation network plays a major role in this transformation by
enabling tele-operation, and real-time monitoring and control
of power substations controlling the distribution network. This
role is specified in the standard IEC 61850 which defines the
protocols for power substations communications. Following
this standards, new paradigms incorporating virtualization
technology are gaining an interest as they are expected to be a
key enabler for real-time, resilient monitoring and control as
well as to enhance protection [18] [19]. In [20], the authors
present a survey on modern solutions to switch from static
to programmable control of the communication network. The
authors provide a deep view into the existing and emerging
communication technologies and their application to one of
the subdomains of the SG like smart metering, substation
automation, demand response...etc. In this framework, the
cloud-native paradigm offers flexible, scalable, and reliable
network management [21] [22]. In [23], the authors explore the
opportunities brought by the Edge Computing (EC) paradigm
into SG operations. The paper presents different architectures
to integrate EC into SG fault monitoring, diagnosis, and
asset management. In [24], the authors investigate the use
of SDN to design a programmable communication network
that guarantees access control, failure resiliency, and adequate
bandwidth and delay for critical infrastructures. In [25], the
authors propose a distributed SDN-C framework to deploy
intrusion detection systems in order to mitigate malicious
cyber-attacks on the smart grid. The proposed framework



presents enhanced performances compared to legacy security
frameworks.

In general, a FMEA is conducted to enhance a system’s
reliability by first, identifying the failure modes and causes
and then, calculating the (RPN: Risk Priority Number) to rank
critical events and take corrective actions [26]. For complex
systems spanning multiple engineering domains, such analysis
becomes tedious as it requires heterogeneous expertise which
would hinder the decision-making capability. However, in our
work, the interoperability edge DCs infrastructure deploying
the same virtualization technologies can be used to coordinate
actions and share virtual computing resources to guarantee
the high availability of critical services. Thus, the objective of
FMEA in the context of this paper is to identify the subset of
interactions between the power and telecommunication domain
subsystems, that leads to cross-domain failure propagation.
That is, identifying such critical events would help decision-
makers to design cost-effective mitigation measures while
considering the uncertainty associated with such events. In
[27], authors quantitatively evaluate the resilience of a smart
grid against cyber-attacks and the benefits of deploying en-
hanced protection devices. In our work, we study the benefit
of sharing virtual computing resources between ICT and EPI
DCs in order to avoid critical services downtime and failure
propagation.

B. Dependability analysis & evaluation in SD-SPG

Dependability evaluation and analysis are conducted with
the objective to investigate failure manifestation modes, their
impact on the system or some subsystems, and how to
efficiently mitigate failure events. This procedure is widely
adopted to analyze mission-critical systems and extract de-
pendability metrics. The choice of dependability attributes to
study depends on the modeler choice and system specifications
[28]. In Table.I, we present an overview of the prior works
focusing on dependability modeling of Smart Grid and cloud-
based complex systems. The proposed models focus on relia-
bility, availability, and performance as main metrics to quantify
using the transient and steady-state characteristics of time-
dependent state-space stochastic models. In [6], the authors
used stochastic activity networks (SANs) to model the avail-
ability of the next-generation power distribution integrating
modern ICT infrastructure. A reward model is constructed to
compute System Average Interruption Duration Index (SAIDI)
which quantifies service downtime. In cloud-based systems,
metrics like request rejection probability and mean response
delay is studied in [13].

III. SDN-ENABLED SMART POWER GRID ARCHITECTURE
& FUNCTIONAL ANALYSIS

We propose the architecture depicted in Fig.2 for an SDN-
enabled smart power grid. We separate the interactions be-
tween the components of ICT and EPI domains into three
planes: control, data, and power :

A. Architecture

1) Control Plane: In this plane, we assume that the SDN-
C and EMS applications are deployed over a virtualization
infrastructure installed in the edge DCs following the same
Network Function Virtualization (NFV) standards. The EMS
performs monitoring of the power substations by receiving the
monitoring data through the communication network (link 3)
and ensures the dynamic and real-time control of the power
relays to satisfy power loads demand fluctuations (link 4).
In addition, the EMS interfaces with the SDN-C via the
northbound interface to update the data routing paths in the
data plane and expose the desired service level agreements
(link 1). The SDN-C ensures the dynamic control of SDN-
enabled routers in the data plane (link 2) to meet desired
service level agreements (resilience, latency...), exposed via
the interface with the EMS (SDN application interface: link
1).

2) Data Plane: In this plane, we consider SDN-enabled
routers connected via a southbound interface with their cor-
respondent SDN-C. These routers apply the control setup
imposed by the SDN-C (through link 2) to the data flow.
In addition, we consider the routers of EMSs and power
substations as part of the data plane.

3) Power Plane: In this plane, we consider power substa-
tions composed of Phasor Measurment Unit (PMU) networks
collecting sensory data and an electrical relays controller (a
Supervisory Control and Data Acquisitiony (SCADA) system
for example) responsible for aggregating sensor data, gen-
erating local control, sending monitoring data to the EMS
and applying the global control imposed by the EMS. In
addition, we assume that the DCs power supply systems
(Uninterruptible Power Supply (UPS)) are considered as a load
in this plane.
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Fig. 2: Architecture of an SDN-enabled smart grid.

B. Functional Analysis

In Fig.3 and Fig.4, we represent the functional block dia-
grams of the CCPS in ICT and EPI domains respectively. We
assume that the power supply of a DC hosting EMS instance
is reliable and thus, it is not represented in the diagram. Also,



Paper

Studied System

Model

Dependability metrics

[5]

Control centers network of a smart grid while
considering different backup strategies of critical components.

-Stochastic Petri Nets transformed into CTMCs
to reduce the state-space.

Availability - Reliability

[6]

Next generation distribution grid with a focus on ICT-based
control system and the power grid.

-Stochastic Activity Nets.
-Composed Model using Mobius tool.

System Average Interruption
Duration Index (SAIDI)

[17]

Tree-based data center networks deploying virtualization.

-Stochastic Reward Nets to model components.
-Fault-Tree to model the architecture of subsystems;
-Reliability graphs to model the system network
topology.

Availability - Reliability

[16]

Private cloud storage services

-Continuous-time Markov chain
-Stochastic Petri Nets
-Reliability Block Diagram

Availability - Performance

[13]

A cloud IaaS system

-Stochastic Reward Nets

Performance

TABLE I: A preview of research papers treating the problem of dependability modeling in smart grid and cloud-based systems.

it is assumed that the southbound interface between the SDN-
C and the data plane is reliable, and thus, is not considered
as well. A FMEA to the components involved in ensuring
the power and communication services is detailed in Table.Il.
Note that, the communication service is primordial input to the
PMUs network in order to send sensor data to the EMS. Also,
the EMS relies on the communication service to send real-
time control to the power relays, which explains the double
representation of communication service in Fig.4.
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Fig. 3: Functional Block diagram of a cyber-physical system in the ICT
domain whose main function is to provide communication service.
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Fig. 4: Functional Block diagram of a cyber-physical system in the EPI domain
whose main function is to provide power service. Note that, we assume that
the power supply of a DC hosting EMS instances, is reliable and thus, it is
not represented in the diagram.

IV. DEPENDABILITY MODELING AND EVALUATION OF
SD-SPG

We assume that each C'PS is composed of two subsys-
tems: a virtualized DC (subsystems E and S of CPSEFP!
and CPSTCT respectively), and a power-domain subsystems:
(subsystems P and UPS of CPSFP! and CPS'CT respec-
tively). Based on the FMEA table above, we define the differ-
ent states of each subsystem and construct the corresponding
continuous-time Markov Chains (CTMCs). These models will
be used to compute SSA measure of each subsystem. Then,
the quantified measures will be aggregated to compute CPS
availability using the RBD modeling.

A. Continuous-time Markov chains

In the state-space model of the S subsystem in Fig.5, we
assume that this subsystem (a virtualized data center composed
of virtualization infrastructure, SDN-C, and a programmable
data plane), has four states :

1) State S1: all three components: virtualization infrastruc-
ture, SDN-C, and Data plane routers are available.

2) State S2: the SDN-C software experiences a failure
mode (software bug, overloaded, software rejuvenation...)
while the virtualization infrastructure and the data plane
are available. In addition, we consider the absence of
demands to update the data plane. The rate A7, is the
failure rate of the SDN-C software and y5, is the rate
of SDN-C software re-instantiation success on the same
virtualization infrastructure (same hardware). Note that,
the data plane might continue to work properly even if
the SDN-C is out of service as long as there is no requests
to update the routing tables.

3) State S3: If the subsystem is in state 2 (failed SDN-
C re-instantiation ), and that a request arrives with a
rate )\*293 = m with MTT Reqsq, is the mean
time to request SDN-C service, the VIM will attempt
to instantiate the SDN-C on another available hardware.
We assume that VIM will attempt to re-instantiate the
SDN-C on other hardware resources available in the same
DC with a rate p5;. Otherwise, the data plane becomes
unavailable with the rate \3,.

4) State S4: if the SDN-C is not re-instantiated and the
request persists, the data plane becomes out-of-date, and
thus, unavailable and out of service with a rate \3,. The
rate 15, models the success of restoring the SDN-C and
the data plane. In this state, a restoring of the SDN-C and
the controlled data plane may be conducted with a rate
1151

5) State S5: this state corresponds to the case where the
virtualization infrastructure is down. The rate A5 models
the rate by which the VIM fails while re-instantiating
the SDN-C and the data plane (faulty intervention). For
example, instead of rebooting the VM of SDN-C soft-
ware, a reboot of the whole virtualization infrastructure
is performed instead. The rate A7 characterizes the rate
by which an abnormal electrical state of the DC leads



“jlomjou pus Jomod 1rews po[qeua-N(S Ul poA[oAul sjusuodwod urew jo VHNA 1T A19VL

: ay jo omyrey aueyd ereq-g "SJUQWIINSBIW PIAB[OP PUSS- oS
SINH oW § *SJUAWIINSBIW ! . PIAB[OP PU9S-C JIom)au uonnquysip romod SN
uonounj SuLIo)IUOW Y} AZI[IqRISI-| QIn[rej uoIsnj IOSudS-| R
AU} Ul UONB[NWINOJR JOMH-| JO ®JEp JOSUIS 1I9[[0D)
. -oued eyep ay) ur paysnes “yomiau mod .
JI0M)AU UONNGLISIP p : oMU
jou syuswaInbar Aousre|-g ) 03 [onuod pajepino Ajddy-z
Jomod jo uoneziqeso( -¢ A . uonnqusip romod jo SINA
‘[onuod 3uoim Andwo)-| elep Sutiojuow oMU 3uuojiuow pue [013U0D
JO uoIssTwsSuRY) paAe[od-| Q) JO 9JeIS JUOIM JONIISUOINY-| S
‘3 o -amyrey SIOAIOS
Ul SIOAIOS MU ydune| o) Aiiqeu] 310m1oUu UONNQINSIp E\som.; Homod alqeier apinoid o MR-l Tromod @B_MMWMMMMMNWMMH >
. . ‘SINA unl 01 $20IN0Sa1
K)I[Iqe[TeAr . $90In0sa1 paxnbar apraoxd QInjonseyuy
< 9)eIS [BOLINO9[Q [BUWLIOUQY/-| < ) Sunjiomlou pue 93eI0)s
pue A3Inunuod sNA JO uoneqiniiog pue SINA dlenuelsur o} Afiqeur-| Sunnduoo SIUTEHAD PIACKT UONRZI[BMIIA
"SUONIPUOD IOYJBIM JWANXH-T sanyey (ssury) juowdinba [esrsAyd-¢ . . wor S:w. .
uondnioul 9JAIdS UONEIIUNWIWO)) 'so[nI uoneunsap suerd 1onuos .M %ww d qued ereq
SurpremIoy/3unnol SUOIM -] FuoIm 0) MO} BIEp 9U) SUIPIBMIO]-| 1¢ 10n 0 Aldey
* (mop 3uriojruowr)
SN 01 uonersqns 1omod wouy pur "QINONI)SBIJUI UONRZI[eNMIA |
(mog [onuod) uonelsqns romod 0) 5 FoT : ouepd-ejep oy} aInSyuodsar 0y ANIqeu]-g .
: 1 jo Aipiqe[reaeun-g | oueld ejep o) [0NU0) D-Nds
SINH WO} BJep JO UOISSIWSUBI) UON-T | . sysanbax Jurwoour ojpuey o1 Apiqeu] -|
QorIIUI gN AU} JO 2IN[Ieg-|
ouerd eyep
9y} 2In3yuod 0} sysenbar 100[oy-|
1001J oIn[req asne)) aInfreq SOPOJN dIn[req uonoun,j jusuodwo))




to the failure of the virtualization infrastructure and thus
causing the failure of the SDN-C and the data plane as
well.

service available

service unavailable

Fig. 5: continuous-time Markov chain describing the state of the S subsystem
(a virtualized data center composed of: Virtualization Infrastructure Manager
(VIM), SDN-C and a programmable data plane).

For the state-space representation of an E subsystem (a vir-
tualized data center composed of VIM and an EMS) illustrated
in Fig.6, we assume it has three states :

1) State S1: the two components: VIM and EMS software

are available.

2) State S2: the EMS software experiences a failure mode
(software bug, overloaded, software rejuvenation, or a
refused connection by the SDN-C) while the VIM is still
available. The rate \F is the failure rate of the EMS soft-
ware and i is the rate of EMS software re-instantiation
success on the same virtualization infrastructure.

3) State S3: the VIM is required to request a data plane
update to perform an EMS scaling, with a rate of \%.
If the operation is successful (the requested updates are
performed normally by the SDN-C), the system goes back
to state S1 with a rate ;L?f:l. Otherwise, the VIM fails at
ensuring the scaling and hence is considered to fail with
a rate \%.

4) State S4: in this state, both components are unavailable.
The rate A, characterizes the rate by which the VIM
fails due to a hardware or software failure. This implies
the immediate unavailability of the EMS. The rate ul;
models the success of the VIM and EMS recovery
process. Note that, we assume that the recovery process
of the VIM implies a successful re-instantiation process
of the EMS.

S2

service available

service unavailable

Fig. 6: continuous-time Markov chain describing the state of the E subsystem
(a virtualized data center composed of : VIM and EMS)

We assume that the UPS supplying power to the S sub-
system has two states: an available state if it is providing the
requested power to the subsystem S. Otherwise, it switches
to the unavailable state if a power request arrives with a rate

(o) | G

@ T [eone) i (o) T D
i (ews) i : [‘ '"-'M]
ET . 3 S

(a) Reliability Block Diagram of a CPSEPT without

redundancy.

(b) Reliability Block Diagram of a CPSEP! with
networking redundancy.

Fig. 7: Reliability Block Diagram of a CPSEPT,

Apow and the P subsystem is unavailable. For the P subsystem,
we assume it can be in two states: an available state if it is
fulfilling power distribution control when required. Otherwise,
it switches to an unavailable state if power load fluctuations
appear in the form of requests from the UPS with a rate A,
and if the controlling EMS (corresponding subsystem E) is
unavailable.

B. Reliability Block Diagrams

The SSA of all the four subsystems are aggregated to
calculate the SSA of CPSICT and CPSEPI  Also, we
conduct a sensitivity analysis to quantify the contribution
of each subsystem to the availability of the CPS. Thus,
this can be used to determine how the improvement of one
subsystem’s availability will impact the availability of the CPS.
In Fig.7, we represent the RBD of a CPSFF! with different
networking redundancy. Let Ag, Ag, and Apg be the steady
state availability of subsystems F, S, and PS respectively.
The steady-state availability of the C PSFP! represented by
the RBD in Fig.7a is:

Acps = Ap X As X Aps (1)

In case of redundancy of the networking service, the steady
state availability of the O PS®P! represented by the RBD in
Fig.7b is:

Afps=Ap x (1— (1 - Ag)?) x Apg (2)

Assuming that the two S subsystems have the same avail-
ability attributes. In the next section, we simulate the CTMCs
and evaluate the upper-level availabilities considering different
redundancy schemes of a C PSEF! on the networking service.
In addition, we study the impact of request parameter variation
on the system’s availability.

V. SIMULATION & NUMERICAL RESULTS

We use the Mobius software [32] to implement the CTMCs
of the different components and compute the steady-state
availabilities. Note that, the aforementioned CTMCs in IV are
modeled first as a Stochastic Activity Network (SANs) which



Component MTTF MTTR
UPS 250000h 8h
Virt. Infra 111050h 2h
SDN-C 18000h 0.34h
EMS 18000h 0.34h
Power substation 10000h 24h
Data plane 32000h 1h

TABLE III: Components failure data and sources

will be solved as CTMCs by the tool. The model parameters
are aggregated from various sources [17] [31] and are showed
in TABLEIIL, we variate the request rate parameters A5, and
A and study the impact on the DC subsystems (E and S).
Also, we assume that the autoscaling success rate 5, is the
same as the rate pf}. The obtained results are illustrated in
Fig.10 and Fig.8.

For the S subsystem, the steady state availability increases
with the autoscaling success rate which reflects the high
availability of hardware resources and the power supply of
the DC (subsystem UP.S). note that, with fixing the SDN-C
repair rate ugl = 2.94h~1, for values of )\§S, we notice that
the slope of the subsystem availability as a function of the
parameter /13, , increase significantly for values of A5 > u5).
The fastest the repair of the SDN-C, the smallest the risk of
unavailability.

Availability

—

A48

0.2 0.4 06 0.8
3

Fig. 8: Availability of subsystem .S as a function of the rate .“391 for different
networking request rate values.

Similarly, for the E subsystem, an increase in the autoscal-
ing success rate uf] is equivalent to a situation where the
correspondent SDN-C is high available. An increased request
rate A\Y; may reflect a high dependency of the local power
substations on global load balancing ensured by the EMS
and thus, this increases the vulnerability of the EMS to the
unavailability of S subsystem on which it is dependent. We
also compute the rejection rates as the rate between the number
of times the subsystem FE requests a network update and the
times these requests are rejected. This metric is illustrated as a
function of the autoscaling success parameters. We notice that
this metric converges to zero with an increase in the autoscal-
ing success rate. However it doesn’t depend on the request rate
AL Finally, the steady state availabilities for subsystems U P.S
and P are AUPS =0.9241 and ALS = 0.9786 respectively.
In Fig.9, we compute the availability of a CPSFP! in
two scenarios, with and without networking redundancy. As

expected, the redundancy increases the availability of the CPS.
However, it is worth to study a more realistic scenario where
the UPS and PS subsystems state transitions depend on the
state of the £ and S subsystems.

y

CPS_EPI Availabilit;

0.2 0.4 0.6 0.8
H31

Fig. 9: Steady state availability of CPSFP! in two scenarios: with redun-
dancy (W R and without redundancy N R).

VI. CONCLUSION

In this paper, we presented a failure mode and effect analysis
of an SDN-enabled smart power grid as an example of a
critical cyber-physical system highly dependent on the modern
cloud-native technologies. We focused on cross-domain failure
propagation scenarios where the main components are hosted
as virtual functions in data centers deploying the same virtu-
alization technologies. In order to study the complex failure
propagation scenarios, we presented a FMEA to separate
in-domain, from cross-domain failure modes which lead to
cascading failures. Detecting and mastering such interactions
would help operators effectively evaluate the risk of such
events and the optimal mitigation procedure. his also would
allow operators to optimize their capital expenditures by
reinforcing coordination in specific regions where the ICT
and EPI networks are highly interdependent. To evaluate the
availability of complex CPSs, we presented a hierarchical
model composed of continuous-time Markov chains at the
lower level and Reliability Block Diagrams at the upper level
to capture complex interactions. The simulations showed that
the increase in interactions between the subsystems of different
domains, expressed by a higher service request rate, has a
direct impact on the subsystems and the CPS steady state
availability. Also, we showed that the increase of redundancy
of the networking service leads to an enhancement of the
availability of the CPSgps. As a perspective for this work, we
propose to consider the complex interdependencies between all
four subsystems to tackle the network-level subsystem’s states
and tackle the network-level dependability evaluation problem.
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Availability Modeling and Analysis of
Cloud-native, Interdependent Cyber-Physical
Systems: Application to SDN-enabled Smart

Power Grids

Khaled SAYAD, Benoit LEMOINE, Anne BARROS, Yiping FANG, and Zhiguo ZENG

Abstract—The increasing adoption of cloud-native tech-
nologies in critical Cyber-Physical Systems (CPSs) like
telecommunication and power infrastructures requires
tools to assess and mitigate the impact of emerging failure
modes as a result of the softwarization and reliance on geo-
distributed virtualized edge Data Centers (eDCs). This work
proposes a hierarchical modeling approach using Stochas-
tic Activity Networks (SANs) formalism to evaluate the
availability of interdependent ICT and power-distribution
services in the framework of an SDN-enabled Smart Power
Grid (SDN-SPG) . The optimal dimensioning of eDCs host-
ing critical applications in both the virtualization and power
domains is critical to ensure high service availability and
mitigate failure cascades. Thus, through our conceptual
framework, we quantify the impact of different protection
strategies on critical services’ steady-state availability. The
obtained results suggest that redundancy-based protection
in the virtualization domain can be enhanced by integrating
power-domain information which is crucial to design effec-
tive cross-domain resilience strategies.

Index Terms—Cyber-physical systems, NFV, SDN, Smart
Grid, Availability Modeling, Stochastic Activity Networks,
Failure modeling.
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|. INTRODUCTION

Cloud-native concepts like Network Function Virtualiza-
tion (NFV), Software Defined Networking (SDN), and edge
computing are being integrated into modern Critical Infras-
tructures (Cls) operations in order to enhance the Quality of
Service (QoS) and provide more reliable critical services. For
services with strict latency and availability requirements, this
implies that the software applications composing the service
are deployed as virtualized applications in dedicated Edge
Data Centers (eDCs) [1]. In the telecommunication industry,
we are witnessing the rise of “Telco-Cloud” concept where
telecommunication services are software-defined. This allows
Information and Communication Technologies (ICT) operators
to efficiently manage the deployment of their services in
resource-constrained environments, and optimally respond to
network demand fluctuations. In this context, NFV and SDN
paradigms emerge as catalysts for the current transformation
of the ICT infrastructure [2]. NFV is a concept where the
development phases of network functions software (design,
programming, and deployment), are decoupled from the phys-
ical, often proprietary, devices on which they run. This would
decrease operational expenditure and bring more agility and
flexibility into service development and deployment operations
[3]. In addition, the SDN paradigm aims to decouple the
control (packet forwarding logic) plan and data routing plan.
The forwarding rules are software-defined and dynamically in-
terface with commodity hardware allowing network operators
to innovate more sophisticated protocols and adapt network
behavior to dynamic QoS needs.

Meanwhile, cloud-native technologies are also key enablers
for real-time control, power substation automation, and en-
hanced power-relay protection in Smart Power Grid (SPG)



networks. That is, the high penetration of renewable energies
is pushing Energy and Power Infrastructure (EPI) operators
to innovate new control strategies to deal with bi-directional
power flow and dynamic fluctuations [4]. From CIs resilience
perspective, the migration towards a softwarized management
of critical services has some drawbacks related to the high
exposure to cyber-risks and cross-domain failure propagation
[1]. This latter issue is illustrated for example by the need
of ICT operators to densify their eDCs networks to meet
the strict latency requirements of critical applications which
would increase the need for a more stable power supply in
the power distribution network. Thus, a failure in the power
infrastructure may propagate causing service interruptions in
the telecommunication domain. On the other side, the failure
of telecommunication services may have a considerable impact
on the stability of the SPG as studied in [S]. In order to
mitigate cross-domain failure propagation, some opportunities
in terms of coordination-based protection mechanisms must
be established between interdependent ICT and EPI operators
at the operational level. The convergence of ICT and EPI
infrastructure toward the same operational technologies [1],
offers an opportunity to adopt interoperable cross-domain
protection schemes. Some examples of such resilience actions
are :

o Sharing failure events data at the eDC level, allowing
interdependent operators to enhance preparedness and
minimize the impact of propagated failures.

o Coordinating dynamic risk assessment to better estimate
failure propagation dynamics.

e Multi-domain resources orchestration in eDCs operated
by interdependent CIs operators.

In order to deal with the aforementioned problems, we
define the following research questions:

e RQI: How to establish a cross domain dependability
evaluation procedure to model the impact of cloud-native
technologies integration into interdependent ICT and EPI
networks from a risk perspective?

e RQ2: How to design coordinated, cross-domain resilience
strategies between ICT and EPI domains at the eDCs
layer ? and how to quantify the effectiveness of such
protection mechanisms ?

In this present work, we tackle RQI by designing a in-
terdependent state-space models of ICT and power domain
subsystems that capture the impact of interdependencies in
terms of cascading failure. This represents the lower level
of the hierarchical model. In the upper level, we construct a
network where the nodes are the subsystems and the links are
the different dependencies between them. This will allow us to
tackle RQ2 through the study of topology impact on service-
oriented availability. The model is based on Stochastic Activity
networks (SANs) formalism applied to an SDN-enabled Smart
power Grid (SDN-SPG). As illustrated in Fig. 1, we assume
that real-time control and monitoring of power substations
are performed by Energy Management System (EMS) hosted
as virtualized applications (green box) in eDCs (red box)
operated by the power network operator. The EMS relies
on network programmability to dynamically configure the

monitoring and control data flow. This feature is assumed to
be delivered as a service by a telecom network operator which
(in the context of SDN), hosts the control plan as a virtualized
application in eDCs as well. Due to geographical proximity,
the eDCs hosting the control plane depend on the reliable
operation of power substations (purple box) to ensure a reliable
flow of power for eDCs operations via Uninterruptible Power
Supply (UPS) (blue box). For the rest of this paper, we review
related work on the dependability evaluation of complex cyber-
physical systems of the ICT and EPI domains and explain
how this present work extends existing work on . Then, we
propose an architecture of an SDN-enbaled Smart Power
Grid (SDN-SPG) where we highlight the critical subsystems to
networking and power services dependability. Afterward, we
present the modeling approach based on Stochastic Activity
Networks (SANs) formalism and the sub-models of each
critical subsystem. Finally, we conduct simulations to quantify
the impact of cross-domain protection mechanisms on Steady
State Availability (SSA) measures of critical services.

[l. RELATED WORK

CIs resilience has long been an active field of research
due to the socio-economic impact of the interruption of such
critical services [7]-[9]. As an example, the 2003 Italian grid
blackout [10], shed light on the impact of interdependencies
and cascading failure phenomenon between the telecommu-
nication and power domains. Consequently, modeling inter-
dependencies and failure propagation dynamics was the first
step into the design of efficient mitigation procedures. In [5],
authors propose a framework to assess the reliability of power
systems with a strong dependence on ICT infrastructure. A
detailed analysis is conducted of different impacts of ICT fail-
ures on power systems operations including system monitoring
interruption, application incorrect control, and information
sharing disruption. Sequential Monte Carlo simulation is con-
ducted to estimate the probability of blackout apparition taking
into account both the failures of power and ICT systems. The
results show that increasing the reliability of ICT leads to
fewer load disconnections in the power domain. Despite the
interesting results, realistic data on failure propagation are still
needed to validate the results. In [11], authors propose a Mixed
Integer Linear Program (MILP) to optimize service restoration
in smart grids via the placement of protection resource while
considering different scenarios of telecommunication services
availability. Interdependencies between the two domains are
captured by considering that ICT components as loads and
EPI substations as client in the ICT domain. However, the level
of abstraction of the ICT components doesn’t provide details
into how failures manifest in the ICT domain and whether
protection mechanisms are needed in parallel to the power
domain ones. That is, understanding how operators respond to
propagated failures is crucial to adopt an optimal coordinated
protection action that could benefit both operators. In [12],
authors present an interdependent Markov chain approach to
model cascading failures between the telecommunication and
power domains. This study suffers from the level of abstraction
which omits the role of different components in the power and
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Fig. 1: Detailed view of the main components of an SDN-enabled Smart Power Grid and their interactions. EMS and

SDN-Controller (SDN-C) functions are running in eDCs as virtualized applications (green boxes) on top of a virtualization
infrastructure (orange box) aggregating the physical servers and the virtualization infrastructure manager software. Note that,
we assume that the eDCs (red boxes) hosting EMS applications are reliably supplied in power and we do not represent their
respective UPS systems. The part of this illustration involving the EMS and the power substation was adopted from [6]. The
main service of the ICT subsystems is network programmability, i.e : the adaption of data plane forwarding rules w.r.t. client

(in our case the EMS) requests.

ICT infrastructures and their heterogeneity. In [13], authors
propose a heterogeneous interdependent networks model in
order to study the dynamics of cascading failures between the
power grid and the communication network. The proposed
model considers different roles of different nodes in both
networks when creating the interdependencies links. During
a cascading failure event, a node is considered as failed if it
doesn’t belong the giant connected component of the graph.
Dynamic network protection and self-healing mechanisms are
not considered in this latter work. In [14], authors investigate
the flexibility and automation brought the the SDN paradigm
as an enabler for fast recovery of communication network
by enhancing the reliability of teleprotection. In [15], authors
propose a network coding framework based on p4 language to
enhance the resilience of packet forwarding in critical infras-
tructures network. Other works investigating the integration
of SDN-enabled capabilities into the power grid, focus on
security assessment and enhance the cyber-resilience against
cyber attacks [16]-[18].

Assuming that the control plan of the SDN is hosted as a set
of Virtualized Network Function (VNF) in dedicated eDCs,
assessing the reliability and availability of eDCs is crucial
to detect design faults, and increase the service (in our case
network programmability) availability and reliability attributes
[19]. In the context of virtualized eDCs, the dependability
evaluation of NFV-based services is studied to enhance the
robustness and availability of critical management components
of the NFV architecture. That is, reliable power supply is
studied due to its criticality in [20] where the authors present a
framework called Flex which optimizes the eDC’s power sup-
ply to hosted services based on their criticality and tolerance
to power outage during power interruption periods. In [21], au-

thors develop a dependability evaluation framework based on
SANS to assess the steady state availability of the Management
and Orchestration (MANO) and the impact of different failure
modes on overall system performance. In [22], a hierarchical
modeling approach is proposed to evaluate the reliability and
availability of cloud data-centers. The hierarchical model is
composed of Stochastic Reward Nets to capture the behaviors
and dependency of the components in the subsystems in detail.
In addition, a fault-tree is constructed to model the architecture
of the subsystems, and Reliability graphs are constructed in the
top layer to model the system network topology. In [23], a hier-
archical model is developed to assess the availability of private
cloud storage system using a combination of Continuous-time
Markov Chains and Reliability Block Diagrams. In [24], the
impact of different backup strategies on NFV infrastructure’
availability are studied through SANs to assess the suitability
of each backup strategy to different availability modes of
the system. In [25], an availability model is developed for
data-centers network hosting redundant VNF with dynamic
migration strategies. The model based on a network evolution
approach, is capable of integrating multiple flow characteris-
tics and different redundancy schemes. In [26], Monte Carlo
simulations are carried out to estimate the reliability and
availability attributes of a data center’ UPS. In [27], authors
provide an analysis of the dependability of power substation
automation system based on /EC 61850 standard with different
redundancy strategies. In [28], a Stochastic Petri Net (SPN)
based model is developed to analyze the dependability of
control centers network in SPG while considering different
backup strategies of critical components. In [29], a vulnera-
bility analysis of the interdependencies between  Supervisory
Control & Data Acquisition (SCADA) systems and controlled



systems is carried to investigate hidden failure dynamics that
could help to better design the interconnection between control
centers and power substations in the power grid for example.
In our work, we present a SANs model that captures the effects
of complex interdependencies between the critical components
of an SDN-SPG spanning the EPI and ICT domains.

In terms of capturing the impact of cascading failure,
these works present some gaps when modeling the impact
on telecommunication services. That is, the service is con-
sidered unavailable if the communication node has failed
without considering the possibility of self-configuration and
self-healing which are key benefits of the migration towards
SDN/NFV-based communication service provisioning. Sec-
ondly, in terms of dependability modeling of SDN/NFV-based
Cyber-Physical Systems (CPSs) in the ICT and EPI domains,
previous works limit their study to the virtualization and
computing infrastructure without considering the power supply
which is in reality a crucial factor in ensuring high availability
in virtualized data-centers [20]. This is understandable since
the EPI and ICT infrastructures are heterogeneous in nature
and operates at different timescales. However, as illustrated in
Fig. 1, assuming that the control function of both domains are
provisioned in eDCs using the same virtualization technol-
ogy, enable to adopt homogeneous, synchronized protection
mechanisms at the virtualization level. Also, we propose to
study the dependability of a smart-grid-ready(SG-ready) UPS
[30] which, unlike tradition UPS systems whose functions are
limited to backup batteries management and servers protection
against power disturbance, SG-ready UPS are capable of (au-
tonomously) interacting with the power distribution network
by: supplying energy in a bidirectional power-flow scheme,
and fast frequency response for renewable energy penetration.
Our modeling approach uses the shared place feature of the
MAbius tool [31] to implement the interdependency models
between different subsystems defined in Fig. 1 . In addition,
the presented models capture the complex behavior of these
components both at the power and eDCs levels which helps
to design effective protection mechanisms. The contributions
of this work are:

o Extending existing work on dependability evaluation of
virtualized eDCs by considering interactions with power
domain subsystems (SG-ready UPSs and Power substa-
tions).

¢ Modeling complex behavior of these subsystems by cap-
turing the cascading failure impact and self-configuration
enabled via SDN and NFV technologies.

o A study of the impact of topology on service-oriented
availability of telecommunication and power control ser-
vices and quantification of the impact of different protec-
tion policies.

I1l. SDN-ENABLED SMART POWER GRID
ARCHITECTURE

1) S subsystem: As illustrated in Fig. 2, this subsystems
relies on the reliable power supply ensured by the UPS, and
provides networking service via the programmable data plane.
We assume this subsystem has three states:

o Available: the networking service can be requested by
the dependent EMS, and delivered by means of nominal
operation of the virtualization infrastructure, the control
plane (SDN-C VNF) and the data plane components.

o Compromised: this state describes the inability to perform
certain operations (auto-scaling) without impacting the
service’ availability. The switching from the available
to compromised state is triggered upon the failure of
the UPS managing the power supply of the eDC. Note
that, this impact is not imminent and we still can ensure
backup power supply for some servers. However, in case
the service requires a scaling (increase servers usage),
the operation might fails and the service becomes un-
available.

o Unavailable: the service is interrupted (SDN-C unable
to handle upcoming requests to update the data plane)
because of a software failure of the SDN-C itself or
because of the failure of the virtualization infrastructure.

2) UPS subsystem: We assume this subsystem has three
states:

o Available: the UPS operates in nominal mode and is able
to reliably supply power to the virtualization infrastruc-
ture.

o Compromised: this state describes the inability to perform
certain operations (charging backup batteries for exam-
ple) without impacting the main service.

e Unavailable: the UPS is non operational (interruption of
backup batteries charging operation, wrong handling of
power fluctuations..) leading to eDC shut down.

3) E subsystem: This subsystems relies on the S subsystem
to ensure reliable networking service to perform real-time
monitoring and control of power substations. We assume this
subsystem has three main states:

o Available: the service (monitoring and control of power
substations) is performed as expected by means of nom-
inal operation of the virtualization infrastructure and the
EMS software.

o Compromised: the switching to this state happens upon
the failure of the SDN-C that ensures monitoring and
data transport from/to the controlled power substations.
One effect of such event could be the delay monitoring
data transfer, which leads to compute an inadequate
control leading to power distribution interruption. EMS
functions incorporate anomaly detection mechanisms that
might correct wrong data and avoid the computing of
wrong control. We refer to the time before the anomaly
successfully impacts the EMS as the Mean Time To
Compromise (MTTC).

o Unavailable: the monitoring and/or control functions are
interrupted. This is might be because of the failure of
anomaly detection when the system is in Compromised
state. Or, the service might be unavailable because of
the failure of the EMS software or the virtualization
infrastructure hardware.

4) P subsystem: We assume the P subsystem has three
states :

o Available: the power substation operates in nominal state.



Subsystem E

| — | [ -

Subsystem

P

Power domain

= [

Subsystem 5

—

.| Subsystem
u

ICT domain

Fig. 2: Aggregated view of different subsystems involved in the functional dependencies between the ICT and power domains
from the detailed view above. Note that, subsystems E and S are edge data-centers that host different services as VNFs (EMS
and SDN-C respectively). Note that, the Power Service dependency is defined assuming that the subsystem UPS relies on
power lines controlled by the subsystem P and any disruption of the latter leads to cascading impact on the UPS.

o Compromised: this state describes a situation where the
controlling EMS has failed and it is attempting to apply
wrong control. In this case, the controlled power sub-
station is considered as compromised. In such situation,
anomaly detection mechanisms are frequently performed
to detect abnormal controller state. If failed, the system
switches to the unavailable state. Otherwise, it goes back
to the available state.

e Unavailable: the power substation functions are inter-
rupted. These functions are the collection and processing
of power network state data via a network of sensors,
and the application of EMS control via power relays.
The interruption might happen because of a wrong EMS
control, a failure of the sensors data aggregation function
or the failure of power relays.

IV. CROSS-DOMAIN DEPENDABILITY MODELING

A system’s dependability is defined as “its ability to de-
liver a service that can justifiably be trusted. The service
delivered by a system is its behavior as it is perceived by
its user(s); a user is another system (physical, human) that
interacts with the former at the service interfaced [32]. This
incorporates the attributes of availability, reliability, security,
and maintainability. We leverage SANs formalism due to their
efficiency in capturing complex behavior in cyber-physical
systems, which in our case will be used to capture the impact
of interdependencies. This is done using the “shared places”
feature in Mobius, allowing subsystems SANs models to share
states during simulation. We start by defining atomic models
of the four subsystems described above. Then, we create a
network topology by connecting subsystems’ atomic models
using the Composed Model feature of Mobius. Also, we
define reward functions which increment the time spent in
a subsystem’s state during simulation period. By doing so,
we are able to compute a service steady-state availability by
adding the mean times spent in available states. The number
of simulation steps will be adapted between experiments to
ensure the convergence of the results within the confidence
interval.

A. Atomic models

An Activity Network (AN) is a generalization
of Petri nets that can be defined as an eight-tuple
AN = (P,A,I,0,v,7,t,0) where P is a finite set of

all places, A is a finite set of activities (transitions in Petri
nets vocabulary), I is the set of input gates, and O is the
set of output gates. v : A — NT is a mapping between
the set of activities (transitions) and the number of cases
associated with each activity. Cases are one of the differences
between ANs and Petri Nets where an uncertainty about the
next state is assumed upon the completion of the activity.
¢ : I — A is mapping between input gates and activities.
Also, 7 : A — {Timed, Instantaneous} specifies the
type of each activity, and finally, ¢ : A — O is a mapping
between the activities and output gates. As an extension
to this formalism, a SAN can be defined as a five-tuple:
SAN = (AN, po,C, F,G) where: py € M, : is the initial
marking of the network (M, is the set of all markings
of the network), C: is the case distribution assignment
which maps functions to activities, F": is the activity time
distribution function that maps a continuous function to
timed activities, G: is the reactivation function that maps
functions to timed activities.The triggering of an event and
the start and completion of an operation is associated with an
activity completion. An activity is enabled if all the conditions
encoded in the input gates hold. The activation of a timed
activity refers to the start of an operation, and is possible if
the timed activity is enabled or it is still enabled after its
completion. Once the timed activity is triggered, it will either
complete (if it stays enabled through the activity duration),
or be aborted (if enabling conditions don’t hold during
the activity duration). The duration between the triggering
and completion of an activity is specified via the activity
time distribution function F. The distribution parameters
might depend on the marking of the SAN at the activation
time of the activity. Upon the completion of an activity,
case distribution function C' determines probabilistically
which case to be chosen. Finally, a timed activity could
be reactivated if the markings of the network permit the
reactivation. To do so, a reactivation function GG is associated
with each timed activity to specify the sets of markings where
the timed activity is reactivated (if enabling conditions hold).
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In the Mobius tools, the graphical representations of the
aforementioned primitives are depicted in Fig.3 and used to
construct the atomic SAN models of the SDN-SPG subsystems
explained in the following subsection. Places are represented
as circles which represent the modeled system state. Timed and
instantaneous activities are represented by thick and thin lines
respectively. Finally, input and output gates are represented
graphically as red and black triangles respectively.

1) Subsystem S: In Fig. 4 we illustrate the SAN model
of subsystem § where we highlight different events that may
occur and their impact on the service availability which is
defined as the ability of the systems to maintain the control
of the data plane and the handling of EMS requests. This
refers to the mean time spent in the S_OK state. The service
is unavailable if it is in states S_NOK or S_fc.
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Fig. 4: SAN model of the S subsystem. The highlighted sub-
models refer to independent dynamics that may affect the
subsystem available state.

o Virtualization Infrastructure (VI) failure: to model the
impact of the virtualization infrastructure failure on sub-
system S, we define the place VIM_OK for the available
state of the virtualization infrastructure. This place is
initiated with a number of tokens equal to the number
of back-ups. In case of a failure of the VI software, the
marking of the place VIM_NOK is incremented. Upon
this event, a switching mechanism is triggered (this action
is represented by the switch_VIM instantaneous activity)
. To consider the failure of the switching mechanism, we
define case probabilities which, depending on the success
of the switching process, update the marking of one of
the places Switched or UnSwitched. We assume that once
the switching is successful, the VIM software is repaired
(completion of activity VIM_sw_repair). Otherwise, a
hardware repair must be done (activity VIM_hw_repair).
In both cases, the VIM_OK marking is incremented. Note

that, if the number of tokens in the UnSwitched place
is equal to the initial marking of VIM_OK, this means
that all the servers are down, which imply the failure of
the SDN application as well. This is represented by the
deterministic activity det.

o SDN-C software failure: in this SAN sub-model high-
lighted in green, we model a virtualized application state.
Note that, the service is available if the application is
operational (represented here by place S_OK). A software
failure event may occur due to a software bug and it
was shown in the literature that the time distribution
of software failure and repair can be approximated by
exponential distribution [?]. Thus, we assume that the
Mean Time To Failure (MTTF) of the software appli-
cation is exponentially distributed and is represented by
activity VNF_fail which, once fired takes the system to
state S_NOK (service unavailable). The repair event is
dependent on the availability of the VIM. This condition
is included in input gate /6. We assume that the MTTF is
exponentially distributed and represented by the activity
VNF _repair, which, once completed, will be bring the
service to the available state.

o Power supply interruption: in the SAN sub-model
highlighted by red in Fig.4, we illustrate the impact
of power supply interruption (represented by a place
UPS_NOK marked with one token) on the network-
ing service availability. The input gate I7 contains the
condition that if the UPS is interrupted, then the auto-
scaling function is compromised. This means that, once
in the AS_comp the networking service cannot scale to an
increase in demand by increasing its computing capacity
(turning on new servers). Note that, the service is always
available even in this state. We assume that an inspection
activity (represented by inspect) might take place. If
the inspection succeeds, the auto-scaling is recovered.
Otherwise, the system switches to a failed state denoted
S_fc for failed-compromised to distingue from internal
failure state. Once in this latter state, the recovery process
depends on the recovery of the UPS (the marking of
UPS_NOK passes to zero token).

« Data plane update requests arriving: the place Up-
data_DP is shared with the dependent E subsystems.
Once it is marked with more than one token (a request
arrival), the request is served if the subsystem S is in state
S_OK. In the output gate OO, the marking is decremented
and the systems waits for the upcoming request. Note
that, the request generation is highlighted in blue in Fig.
5 below.

2) Subsystem E: The virtualization infrastructure and appli-
cation software sub-models of the subsystem E are similar to
subsystem S. We detail the state-space sub-models for request
generation and the impact of networking service interruption
illustrated in Fig. 5:

« Networking service interruption: this state-space model
considers the failure states (S_OK and S_fc) of the
subsystem S on which it is dependent. If the marking of
one of these states is equal to one token (this condition



DC's hardware state

® < | » ]
=
e et
[ ] > | < 4 »>
e e
* JFEEPS FOTEE
3

Rt

Compromesed becauss of an cyber state degradation (SON failure}

Fig. 5: SAN model of the E subsystem. The highlighted
refers to independent dynamics that may affect the subsystem
available state.

is implemented in input gate II), the monitoring or the
control functions are compromised. We assume that the
Mean Time To Compromise (MTTC) is exponentially
distributed, and we define case probabilities to model
on the uncertainty on whether the completion of this
operation would impact the monitoring or the control
functions of the EMS. Then, once the marking of one of
the places E_mon_comp or E_con_comp is updated, an
inspection operation is performed (activities ¢/ and f2),
which will take the system back to state E_OK if suc-
ceeded. Otherwise, the service becomes unavailable and
the system switches to state E_fc. Recovery procedure is
performed in exponentially distributed periods (activity
Recover) and takes the systems back to state £_OK.

o Data plan request generation: the sub-model high-
lighted in blue represents the process of generating a
request to update the data plane when interfacing with the
SDN-C. The request arrives in exponentially distributed
time (activity update_dp) if the request queue is empty
(the condition that the marking of the place Update_DP
is equal to zero is implemented in input gate /). If the
request is generated, the request is satisfied if the marking
of Update_DP switches back to zero (activity served in
Fig. 4 is fired).

3) Subsystem P: In the SAN model depicted in Fig. 6, we
assume that the service is available if the system is in states
P_OK or P_comp. If the E subsystem is unavailable (in state
E_NOK or E_f ¢), a wrong control flow might compromise
the controlled power substation (activity p_mttc). If the issue is
detected, the system switches back to state P_OK. During the
compromised state, load balancing control might be triggered
(activity LB_power). If the control is corrected, the system
switches back to state P_OK. Otherwise, the wrong control
is applied and the system enters the P_fc state. To go back
to available state, a recovery procedure is performed (activity
P_recover).

4) Subsystem UPS: In the SAN model depicted in Fig. 7,
we assume that the eDC power supply service is available
if the system is in states UPS_OK or UPS_cmp. If the
power distribution network experiences a failure (states P_fc
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Fig. 6: SAN model of the P subsystem.

or P_NOK are marked with one token) , the impact is not
imminent (due to backup batteries). Note that, a UPS is a
reactive system that regulates incoming power flow and adapt
it to eDC needs. The delay before the system is impacted
is modeled as deterministic time (activity impact). Once this
time is consumed, UPS capacity to recharge batteries or filter
power fluctuations is compromised. Activity AS_request firing
means that the eDCs requires more power to respond to hosted
services deployment needs (expressed by the shared states
VIM_OK, S_OK and S_NOK). The success of the operation
depends on the availability of the power substation on which
the eDC is dependent.
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Fig. 7: SAN model of the UPS subsystem. The highlighted
refers to independent dynamics that may affect the subsystem
available state.

B. Composed models

As evoked previously, the atomic SAN models of the
subsystems represent the lower level of the hierarchical model.
The upper, network-level model is constructed by linking the
subsystems to create a dependency graph. The previous atomic
models are aggregated in MA {bius using the Composed Model
feature to construct the network to simulate. The objective is
to study the different choices or strategies in terms of topology
design and quantify the impact on steady-state availability of
the virtualized services (subsystems E and S). More precisely,
we want to quantify the gain in availability when adopting
different topologies (or different redundancy schemes). There-
fore, we simulate the topologies illustrated in Fig. 8 alongside
their correspondent formalism in Mobius. Note that in scenario
2 and 3, we must modify the atomic model of the E subsystem
to include the state of S2 alongside that of S1. The choice of
these topologies is done to highlight a situation where a copy
of the SDN-C is distributed between two sites SI and S2 in



order to achieve higher redundancy. The difference between
scenarios 2 and 3 lies in the power-domain interconnections
where we assume that the power supply of the $2 site is
independent of the served EMS in scenario 3 compared to
scenario 2 where the power supplies of both SDN-C sites
relies on the same region controlled by the served EMS. The
objective is to quantify and compare the gain in availability
obtained when switching from scenario 1 to scenarios 2 and
3.

V. SIMULATIONS

The objective of simulations is to highlight the impact of
integration of the knowledge about power domain interde-
pendencies, into the decision process of where to instanti-
ate the redundant copies of virtualized service in the data
centers plane. That is, the problem of virtualized services
placement is often modeled as an optimization problem where
the constraints are formulated to deal only with computing
environment constraints (resources capacity, latency, and net-
work bandwidth). However, the power supply of the eDCs
composing the protection scheme is assumed to be reliable. In
our work, we attempt to shed the light on the importance of
adding power-domain information to the decision process in
order to deal with the impact of power supply interruption due
to specific failure propagation patterns. We argue that these
patterns will be more frequent due to the high densification of
the eDCs networks supporting Cls operations and because of
the geographical proximity between interdependent telecom-
munication and power subsystems. This could be integrated
into the eDCs dimensionning decision process whose objective
is to determine the minimum amount of computing resources
of eDCs and power backup batteries to be installed to reduce
short-term (Operational EXpenditure (OPEX)) and long-term (
Capital EXpenditure (CAPEX)) costs of running the virtual-
ized eDCs while reducing service downtime. To this end, two
parameters are of interest: an eDC’s ability to withstand power
outages which is characterized by he UPS backup batteries
capacity, and the power control frequency applied by the EMS
on power substations under control. This latter parameter is
an indicator of the sensitivity of the protection scheme to the
degree of renewable energy resources penetration of a certain
geographical area and how to include such observation into
the protection scheme construction.

The values of failure and repair data parameters are adapted
from different sources ( [33] [34] [35]) and presented in
TABLE 1. We conduct experiments to study the sensitivity
of the model to different variables as well as different service
protection schemes depicted in Fig. 8. In this figure, we show
the simulated topologies with the correspondent implementa-
tion in Mobius using the Graph-Join model. We evaluate the
Steady State Availability (SSA) of different subsystems in the
network with a focus on virtualized services (subsystems S
and E). Note that, the passage from scenario 1 to scenarios 2
and 3 refers to a situation where a redundancy scheme of the
communication services (S1) is created.

For the next simulations we variate the parameters
UPS/impact and P/LB_power to study the impact of UPS

Subsystem/Parameter Definition Distribution Value (h— 1)
S-E/VNF_fail VNF failure rate Exp 0.01
S-E/VNF _repair VNF repair rate Exp 2.94
S-E/VIM_fail VIM failure rate Exp 0.0005
S-E/VIM_sw_repair VIM software repair rate Exp 0.02
S-E/VIM_hw_repair VIM hardware repair rate Exp 0.048
S/AS_cmp Compromised auto-scaling Det 2
S/recover Recovery process after compromise Exp 0.125
S/served Request handling rate Exp 3
S/switch/cases Switch success probability - 0.99
S/inspect SDN software inspection rate Exp 2
S/inspect/cases inspection success probability - 0.6
E/MTTC Mean time to compromise EMS Exp 0.5
E/tl-12 Software inspection process Exp 3
E/recover Recovery process after compromise Exp 0.125
UPS/UPS._fail UPS failure rate Exp 0.004
UPS/UPS_repair UPS repair rate Exp 0.125
UPS/impact backup standby time Det 3
P/P_failure P failure rate Exp 0.00005
P/P_repair P repair rate Exp 0.03
P/p_mttc P’s mean time to be compromised Exp 2
P/detect P’s software inspection rate Exp 2
P/LB_power power load balancing control event rate Exp 2
P/P_recover P’s recovery process rate Exp 0.03

TABLE I: Failure and Repair data used in the reference
scenario (adapted from [33], [34], and [35]). Exp refers to
Exponential distribution whereas Det refers to Deterministic
distribution (an introduced fixed delay).

backup capacity and power control rate respectively. We con-
duct Monte Carlo simulation with 1000000 samples and the
results converge within their respective confidence intervals.
First, the steady state availability measures of each subsystems
under the reference parameters defined in TABLE I are shown
in TABLE II. We observe that the steady state availability
measure of subsystems SI and E increases significantly (by
40.7% and 24.3% respectively) by increasing the redundancy
of the communication service (the passage from scenario 1 to
scenarios 2). This increase is more significant when switching
to scenario 3 where the eDCs hosting the other redundant
copy of the service is independent in the power domain of the
power substation controlled by E. In scenario 2, the SSAs
measures of subsystems SI and S2 are approximately the
same and both increase when ensuring power independency of
UPS?2 in scenario 3. Overall, the obtained results are aligned
with the initial assumptions of the efficiency of integrating
power-domain knowledge to the choice of redundant sites.
In addition to the virtualized environment constraints (com-
puting capacity, bandwidth, memory), it is worth to make
sure that the eDCs doesn’t fall in the failure propagation
path. In addition, we showed that emerging failure cascading
events due to interdependencies between the EMS and SDN
services need to be addressed with joint actions both at
the virtualized eDCs and power domains. From a network
dimensionning perspective, it is worth to study the trade-
off between ensuring local power protection (captured by
the parameter UPS/impact) and ensuring dynamic, redundant
protection of virtualized services (passage from scenario 2 to
scenario 3). Moreover, this procedure is more adequate to
protect eDCs in regions with high penetration of renewable
energy (characterized with high control frequency captured by
the parameter P/LB_power). In what follows, we provide a
detailed study on the impact of both parameters.
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Measure Scenario 1 Scenario 2 Scenario 3 . . .
SSAT T 0745605 | 0984952 | 0997358 Fig. 10, and Elg. 11 for subsystems S1, SZ, .and E re§pect1vely.
SSAST [ 0575937 | 0972332 | 0984771 Note that, Failure Mode 1 refers to service interruption caused
55A°? - 0.971048 0.996642 by internal causes (VNF software failure, or shut-down due

TABLE II: SSA measures for the reference parameters set.

A. The impact of UPS’ backup batteries capacity

We study the impact of power outage delay on eDC’s ser-
vices availability by varying the parameter UPS/impact which
is a delay measured in hours. This parameter characterizes
the capacity of the UPS to manage backup batteries and
preserve its filtering functions during an abnormal electrical
state. The power outage is caused by the application of the
wrong EMS control. For subsystems S/ and S2, as shown in
figures Fig. 9 and Fig. 10 respectively, an increase in UPS
capacity to handle power distribution fluctuations, enhances
the service availability (decreasing (/-SSA)). For scenario
1, and due to the reliance on only one UPS, the impact
of backup capacity shortage is more apparent compared to
scenarios 2 and 3 where a redundancy scheme is adopted.
When comparing scenarios 2 and 3, we can see clearly that
ensuring geographical decoupling of UPS power supply (as in
scenario 3), leads to more stable service delivery, compared to
scenario 2 where the two S subsystems ensuring the protection
scheme, are geographically dependent on the same power
substation. For subsystem E, the results shown in the graph
of Fig. 11 show similar behavior as the subsystems S/ and S2
due to high dependency. This means that wrong EMS control
may have a cascading impact on the service itself due to
specific failure propagation patterns. In TABLE III, we show
the results for incremental values of the POD (Power Outage
Delay) for different subsystems and we notice that the behavior
(increase in SSA measure) is common to all subsystems which
suggests that failure propagation has been mitigated and that,
the external impact on the availability is attenuated. In order to
highlight to which extent external failures propagation impacts
the SSA measure, we illustrate the frequency of external
failures and their contribution to the unavailability in Fig. 9,

to eDC hardware failure). Whereas, Failure Mode 2 refers to
failure caused by external factor (UPS failure for S subsystem
and SDN-C failure for the E subsystem). We start by varying
the time that the power UPS backup can sustain a power
distribution failure. For the three subsystems and in different
scenarios, the results are shown in figures 11, 9, and 10 where
the confidence intervals of the results are also represented. We
observe that for both subsystems E and S1, in scenario 1, the
steady state unavailability drops when increasing the power
backup capacity and that this unavailability is mostly caused
by the cascading impact (frequency represented in orange bar).
In scenario 2, both subsystems SI and S2 show the same
behaviour when varying the power backup parameter. The
unavailability of S1 has dropped by a factor of 10 compared
to scenario 1 and the impact of cascading failures decreases
with the increase of the backup capacity. The same is observed
for subsystem E whose steady state unavailability measure has
decreased by a factor of 10 compared to scenario 1. Also, we
observe that the latter subsystem becomes more resilient to
cascading failures as the Failure Mode 1 is more dominant
over Failure Mode 2 in scenario 3.

B. The impact of power control rate

We study the impact of power control rate on eDC’s
services availability by varying the parameter P/LB_power.
This parameter characterizes the frequency of event-triggered
control which could be an indicator on high penetration of
renewable energy sources in a particular geographical area.
Higher control frequency might correlates with EMS failure
events leading to wrong control that initiates cascading failure
events. The obtained results suggest that in regions which
require frequent power distribution control, the cascading fail-
ures are more frequent. Hence, a resilient protection scheme
in the virtualized eDCs domain should be distributed across



Measure Scenario 1 Scenario 2 Scenario 3

POD=0.1 POD=3 POD=6 POD=0.1 POD=3 POD=6 POD=0.1 POD=3 POD=6
SSA E 0.66853 0.74560 | 0.81231 0.96787 0.98556 | 0.99023 | 0.99773 0.99786 | 0.99788
SSA S1 0.43660 0.57594 | 0.69951 0.93722 0.97354 | 0.97941 0.97539 0.98477 | 0.98830
SSA S2 - - - 0.94147 0.97189 | 0.98097 | 0.99624 0.99664 | 0.99716
SSA UPSI 0.52935 0.73555 | 0.85226 | 0.94762 0.98282 | 0.98815 | 0.98448 0.99188 | 0.99388
SSA UPS2 | - - - 0.95789 0.98319 | 0.98975 | 0.99893 0.99922 | 0.99948
SSA P1 0.58061 0.66818 | 0.75256 | 0.95602 0.97686 | 0.97967 | 0.99034 0.99029 | 0.99072
SSA P2 - - - - - - 0.99973 0.99970 | 0.99951

TABLE III: Evolution of SSA measures of different subsystems in different scenarios as a function of the UPS backup capacity
(expressed as the maximum time before power supply interruption).

Measure Scenario 1 Scenario 2 Scenario 3
PCR=0.1 PCR=1 PCR=5 PCR=0.1 PCR=1 PCR=5 PCR=0.1 PCR=1 PCR=5
SSA E 0.87032 0.72092 | 0.72345 0.99472 0.98033 | 0.96948 0.99777 0.99781 0.99784
SSA S1 0.79678 0.54007 | 0.54061 0.99247 0.96216 | 0.94027 0.99401 0.97874 | 0.97557
SSA S2 - - - 0.99130 0.96339 | 0.94208 0.99643 0.99690 | 0.99665
SSA UPSI 0.89963 0.71181 0.70506 0.99581 0.97442 | 0.95835 0.99766 0.98772 | 0.98574
SSA UPS2 - - - 0.99654 0.97762 | 0.96261 0.99911 0.99940 | 0.99960
SSA Pl 0.90725 0.62948 | 0.61930 0.99548 0.96828 | 0.94652 0.99826 0.98594 | 0.98445
SSA P2 - - - - - - 0.99972 0.99982 | 0.99966

TABLE IV: Evolution of SSA measures of different subsystems in different scenarios as a function of the

power control rate

(which we assume that it reflects the degree of penetration of renewable energies in particular region).

regions with independent power control frequency. In TABLE
IV, we show the SSA evolution for different subsystems
when varying the power control (or load balancing) rate. We
observe that the behaviour of the SSA measure is similar
for the different subsystems which suggests that the failure
propagation mitigation in one subsystem (or in one domain)
has an impact on dependent subsystem’s availability. For an in
depth analysis of the failure propagation pattern, we illustrate
the results depicting the frequency of different failure modes in
figures 12, 13, and 14. We observe that for both subsystems E
and S1, in scenario 1, the steady state unavailability increases
with high power control rate and that this unavailability is
mostly caused by the cascading (external) impact (frequency
represented in orange bar). In scenario 2, both subsystems
S1 and S2 show the same behaviour when varying the power
control rate parameter. The unavailability of S1 has dropped by
a factor of 10 compared to scenario 1 and the impact of cascad-
ing failures increases with the increase of the power control
rate. The same is observed for subsystem E whose steady
state unavailability measure has decreased approximately by
a factor of 10 compared to scenario 1. Also, we observe that
the frequency of external failure is approximately the same as
in scenario 2 for subsystem S1 which is still dependent on the
same power substation controlled by E. However, ensuring the
decoupling as performed for subsystem S2 in scenario 3 leads
to less frequent external failures when comparing in Fig. 14.

C. Sensitivity Analysis

In this section, we perform a sensitivity analysis to study
the parameters and their impact on the SSA measures of
different virtualized subsystems. One of the drawbacks of
model-based availability evaluation is the need to define many
parameters whose real value is often unmeasured. The results
of the analysis are shown in figures 15, 16, and 17 where the
parameters are varied between —75% (inferior (Inf) value)
and +75% (superior (Sup) value) of there reference value.
We observe that for subsystem E in scenario 1, the inspection

success probability is the most impacting parameter followed
by the MTTC rate. Higher MTTC rate values result in in-
creased vulnerability to the slightest changes in SDN service
availability (this service is delivered by subsystem S. Whereas,
high inspection success probability means that the system is
resilient against anomalies introduced to the misbehaviour of
the SDN service. The same is observed for subsystem SI in
scenario 1 sue to the tight coupling between the subsystems. In
scenario 2 however, the SSA measures become less sensitive
to parameters variations. We observe that power outage delay
and the power control rate are most impacting parameters and
they are related to external dependent subsystems (UPS and
P respectively). In scenario 3, the variation is 10 times less
than the scenario 2 and the model is robust to parameters
value fluctuation. For subsystem S1, the ranking of parameters
based on their impact on the SSA measure is similar to
subsystem E. Also, we observe that the subsystem S2 reacts
the same way in scenario 2. However, in scenario 3 S2 is
more sensitive to update_dp_rate parameter which reflects
the increase in data plane update requests. Also, this latter
subsystem is also sensitive to switch preference probability
which indicates the load balancing preference in terms of data
plane update requests between the requesting subsystem E and
SDN-C applications in SI and S2.

VI. CONCLUSION

In this paper, we went through the problem of dependabil-
ity evaluation in interdependent CIs integrating cloud-native
management. The cloud-native management is illustrated by
the deployment of edge data centers to host critical control
applications by means of the vitualization technology. As an
example of such CIs, we presented a reference architecture of
an SDN-enabled Smart Power Grid in order to highlight emer-
gent interdependencies between ICT and power infrastructure
services which may contribute to cross-domain cascading
failure. The architecture is used to study the possibility of
adopting virtualized services protection schemes while tak-
ing into account power-domain knowledge. To this end, we



presented a hierarchical model based on Stochastic activity
Network (SAN) formalism to model subsystems dynamics
while capturing the impact of cascading failures, evaluate the
availability of critical applications, and quantifying the impact
of different protection schemes in the virtualization domain
on steady-state service-oriented availability measures. The
obtained simulation results suggest that ensuring eDCs power
supply decoupling leads to more robust protection schemes
in the virtualization domain. Also, the installed power backup
capacity and the power control rate (as an indicator of the high
penetration of renewable energy) are key parameters in our
model. These two parameters can be studied in the framework
of eDCs dimensionning. We suggest that it is possible for
ICT and power operators to coordinate the installation of
their eDCs infrastructure in particular geographical regions
where the interdependencies patterns we modeled in this work
are more relevant. As a perspective for this work, extending
the modeling to real-world, network topologies with more
subsystems (nodes) can be done to study more complex
coupling patterns and failure propagation scenarios. Also, the
virtualized services decision process, integrating the power-
domain knowledge is to be formulated.
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The introduction of the fifth generation of mobile technologies (5G) in critical infrastructures (CIs) operations
will allow the delivery of more sophisticated critical services. Smart grid, intelligent transportation systems (ITS),
and industrial internet of things (IIOT) are examples of 5G-enabled critical infrastructures which are highly
dependent on the information and communication technology (ICT) infrastructure. In this work, we propose a
collaborative framework that enables critical infrastructures operators (CIOs) to effectively share their data center
(DC) infrastructure to achieve cross-domain resilience. Critical services hosted in a DC subject to a disruptive event,
for example a maintenance operation, are migrated to a close DC operated by another CI operator. By doing so, we
guarantee high service availability and mitigate failure propagation if the hosting DC is dependent on the services
impacted by the DC maintenance. Moreover, DC sharing will help CIs operators to optimize their CapEx by avoiding
the installation of new edge DCs. We formulate a mixed integer non linear program (MINLP) to model the migration
process. Also, an epidemic model is formulated to capture failure propagation, based on which, an interdependency-
aware overbooking strategy is designed to increase resource usage and decrease request blocking rate. The model
will be tested on real network topologies under different settings.

Keywords: Critical Infrastructure, Resilience, Interdependency, Resource Allocation, Data-center management,
Infrastructure sharing.

1. Introduction terms of capital expenditures (CapEx) to build the
softwarized data center (DC) network supporting
the demand for critical services Lam et al. (2020).
Our approach is motivated by the homogeneity at
the physical infrastructure level, brought by the
softwarization of critical services. In contrast to
legacy service management and delivery, where
services run on dedicated software and hardware
resources, 5G-enabled critical services run on
Commercial-Off-The-Shelf (COTS) hardware fol-
lowing the same network function virtualization
(NFV) standards.

We present a framework for efficient coordina-
tion between CIOs at the DC network level. This
framework supports CIOs to plan the capacity
and geo-distribution of their DCs by taking into
account not only internal services requirements
but also the vulnerability of other interdependent
CIs. During a disruptive event (long power outage,

Critical infrastructure protection is crucial to en-
sure an interrupted delivery of vital services like
energy, transport, and telecommunication. In or-
der to achieve a CI network-level resilience , dif-
ferent CI operators (CIOs) must coordinate their
efforts to withstand interruption events. Due to
strong interdependencies, a failure in one CI asset
could propagate to other CI assets and cause a
large-scale interruption of critical services, result-
ing in a huge socio-economic impact. In addi-
tion, with the rise of 5G as a key technology in
future CIOs strategies, the CI network will be
more vulnerable to cyber-risks as a result of the
massive softwarization of critical services which
is a requirement to achieve 5G performances in
terms of latency and connectivity Maziku et al.
(2019). Furthermore, this new trend in critical ser-
vices delivery requires a long-term investment in
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maintenance operations, cyber-attacks..), hosted
services are migrated to other DCs operated by
other CIOs to ensure service continuity and high
availability. Our framework performs a service
migration process with the objective of minimiz-
ing the total migration cost with respect to latency,
availability, and interdependency constraints. This
paper is organized as follows: in section 2 we
present a brief literature review related to coor-
dination and information sharing in critical in-
frastructures network. In section 3 we formulate
the optimization model that maps service migra-
tion requests to a set of available DCs. Then,
we present the interdependency-aware overbook-
ing strategy allowing maximum resource usage
and effective failure mitigation. In section 4, we
test the migration model on real-world network
topologies from the survivable network library
Orlowski et al. (2009). We test different scenarios
to assess the efficiency of the overbooking strategy
and the effect of the availability of critical infor-
mation in mitigating failure propagation.

2. Related Work

Coordinating the efforts of interdependent criti-
cal infrastructures operators has become a major
interest for a nation’s security over the past two
decades Michel-Kerjan (2003). Information shar-
ing between different operators and stakeholders
is considered a key aspect of effective coordina-
tion. In Gordon et al. (2003) an economic analysis
is carried out to study investment in information
security in a network of interdependent entities.
The authors demonstrate the effectiveness of in-
formation sharing in reducing the overall security
breach costs and propose incentive mechanisms
to maximize social welfare. The authors in Par-
rish and Leary (2009) deliver recommendations
to secure information sharing between private and
public for effective collaboration to withstand dis-
ruptive events. In Rinaldi (2004), some challenges
towards ensuring a continuous flow of infrastruc-
ture data were discussed, among them privacy and
economic competitiveness among private stake-
holders. More recent efforts like the InfraStress
project Denis and al. (2020) Settanni and al.
(2017), propose a set of software-based mech-

output

anisms for resilience assessment insensitive and
large-scale cyber-physical systems. The frame-
work is divided into three layers: data acquisition,
situational awareness, and service delivery, and
allows service subscribers (stakeholders) to share
their experiences in mitigating disruptive events.
By doing so, a collective intelligence mechanism
emerges, achieving effective coordination. How-
ever, the information sharing is restricted to a post-
disaster period which doesn’t allow the assessing
the absorptive resilience capacity of the network.

Privacy has long been a bottleneck to sharing
critical information about the state of the infras-
tructure, this is often due to security concerns.
Recent efforts like the European project for Feder-
ated Secure Data Infrastructure: GAIA-X (2022)
represent a modern solution for secure informa-
tion sharing. The use case presented in Laskowski
(2022) considers the platform as a moderator for
secure data provisioning where third-party entities
purchase CIs data to develop new business mod-
els.

The introduction of cloud technology as part of
CIs’ operations is fueled by the need to enhance
the quality of service (QoS). As explained in Al-
Gharibi et al. (2018), the migration towards cloud-
based monitoring of critical services offers more
flexibility and cost-saving compared to legacy su-
pervisory control and data acquisition (SCADA)
systems. However, this adoption exposes the crit-
ical services to cyber-risks and sensitive data ex-
posure. This latter issue can be avoided with the
building of a private cloud (data centers network).
In Niedermeier and de Meer (2016), a comparison
between a standardized and a network function
virtualization (NFV) architectures for smart me-
tering, shows an enhancement in service reliabil-
ity. This is achieved thanks to the dynamic redun-
dancy offered by the NFV technologies.

In this work, we take advantage of the flexibility
and homogeneity offered by cloud technology to
propose a shared resilience scheme between het-
erogeneous Cls. The contributions of this paper
are :

o A framework for cross-domain resilience
in CIs network at the data centers
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network-level allowing real-time re-
sponse to disruptive events implicating
critical services hosted in softwarized
data centers. The framework considers
the DCs of different CIOs as one private
cloud and dynamically orchestrates re-
sources in response to disruptive events.
This approach paves the way for the
study of the absorptive capacity of inter-
dependent CIs and their impact on stake-
holders’ strategies to deal with common
risks.

e An interdependency-aware service mi-
gration program allowing the mapping
of requests to a set of available DCs.
In order to achieve high service avail-
ability, the model takes into account the
failure of the hosts and builds a service
protection scheme based on assignment
redundancy. In addition, an overbooking
strategy is implemented to leverage the
coordination between DCs hosting inter-
dependent critical services.

3. A framework for shared resilience

3.1. Service Migration Process
Formulation

A centralized orchestrator referred to as the
critical service management and orchestration
(CSMO) handles service migration requests by
mapping them to a set of available DCs. A service
is characterized by the number of virtual resources
required to run the software components compos-
ing it. Also, each request is associated with ser-
vice latency and availability requirements. High
availability is achieved through assignment redun-
dancy. A service is simultaneously migrated to a
primary host DC that may fail with a certain prob-
ability, and other DCs, forming an active-standby
redundancy scheme. The number of backups is an
output of the service migration scheduler.

The problem of migrating critical services to
available DCs considering cost and capacity con-
straints can be formulated as a capacitated reliable

June 20, 2022  6:55 RPS ESREL Proceedings/Edited Book: Trim Size: 221mm x 173mm output

facility location problem Chantre and da Fonseca
(2018). Assuming that the disruptive event is a
maintenance operation causing DC unavailability,
we define the problem parameters:

parameter | definition

1 Set of DCs subject to maintenance
intervention.

K Set of services impacted by the
maintenance of DCi €

J Set of available hosts DC

Cki Resource amount request of service
ke K

Ok Maximum latency violation al-
lowed for service k

Ay Auvailability requirement of service
ke K

fi The setup cost of a DC j (energy

consumption, rack and servers in-
stallation related costs)

Aj Resource usage cost (generated
from renting one unit computing re-
source in DC j)

K; The total capacity available of the
host DC j.

q; Failure probability of DC j

tij Data transmission latency between

two connected DC i and j

Table 1.: Model Parameters

The decision is captured by the binary variables
Yii jrs with :

1, if DC j is chosen as 7" backup
Yiijr = | for demand (k, i)
0, otherwise
The service protection scheme is designed so
that a service (k,i) is assigned to more than one
DC, depending on its availability requirement.
The service is running actively only in one DC j as
7" backup and in standby mode in the other back-
ups m € J/{j} Yrime = 1,x > r). For example,
r =1 is the primary assignment, r = 2 is the first
backup and so on. Considering that a host j may

3
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fail with a probability g, we define the probability
that a service k € K',i € I is active in its 7" backup

J:

4q;
Pki/’ = (1 7qj) Z 7nHDkim(r—l)Ykim(r—1)

merf(jy 1 4m
ey
This probability is calculated for a DC j as r*"
backup, assuming that the (r— 1) backup DC m (
m # j) fails with a probability ¢,,. The summation
in Equation 1 is reduced to one element (where
Yeim(r—1) = 1). If a DC j is chosen to host two
services from two different CI, the setup cost is
paid by the two tenants. In addition, the cost of
using the resources at full capacity in active mode
(the product ¢ A ;) is generated only if the service
is being served by DC j at level r with probability
Ptijr- Note that, Py;, is a decision variable as it is
function of ¥y;;,—1). We formulate the optimiza-
tion problem :

U

min Y ¥ Y Y (i +cuiriPuin) Y ()

kijr el peki jeJ r=1
S.t:
||

Z Z Z ckilrijr < Kj,

r=1i€l keKi

vjied 3)

(Oki — i) Yiijr > OVk €Ki €1, j €J,Vr (4)

Y Y <1VkeK'iclvr (5)
jeJ

Yl

Y Vi <1VkeK i€l jel (6)

r=1

Yiijr < Yejiro1), Yk €Ki €1, jeJNr (7)

Pki}"’ = (1 _Qj) Z lzimpkim(rfl)ykim(rfl)
mer](y -~ m .
®)

Wl

Y Y PV > A VkeKiel  (9)
jeJr=1

Yijr €{0,1},Vk€ K'i € 1,j €J,Yr (10)

output

Constraint 3 ensures that the sum of resource
demands doesn’t exceed the total capacity of the
host j. Constraint 4 ensures that the latency be-
tween the chosen host j and affected DC i doesn’t
exceed the latency violation threshold. Constraint
5 forces the process to choose at least one host
DC for each request. Constraint 6 ensures the
assignment to one DC j at each backup level
r. Constraint 7 guarantees the service activation
order in the DCs forming the protection scheme
(passing from standby to active mode). Constraint
9 guarantees the minimum number of backups
to reach the desired availability for service k.
Constraints 8 and 10 highlight the definition and
domain of the decision variables. Note that, the
process is forced to choose a minimum number
of backups to satisfy the availability requirements
with the minimum cost.

The objective function and constraint 9 are non-
linear as they include a product of two binary
decision variables Py;;- and Y;;. We linearize
them by introducing an auxiliary variable I'y;;,
McCormick (1976):

Tiijr = PrijrYuijr (11)

Ciijr < Yigj P <= Thijr <Vjr  (12)

Diijr < Prijr (13)

Chijr > Prijr — (1 = Y435 )P <= (14)
Dhijr 2 Prijr + Yeijr — 1

Tiijr >0 (15)

VikeKiiel),jed,re{1,2,..J|}. With P* =
1 is the upper bound of the continuous variable
Pkijw

3.2. Interdependency-aware overbooking
startegy

3.2.1. Epidemic model for failure propagation

In this section, we model the cascading failure
impact caused by the rejection of a service mi-
gration request on critical services dependent on
that request. Interdependency is quantified in our
model as the probability of inoperability of a DC
j due to the inoperability of a interdependent



June 20, 2022  6:55 RPS ESREL Proceedings/Edited Book: Trim Size: 221mm x 173mm

Interdependency-Aware Resource Allocation for High Availability of 5G-enabled Critical Infrastructures Services

DC i. Considering the DC network as a graph
G(V,E) of |V| vertices and |E| edges, two DCs
i and j are interdependent if the link (i,j) € E.
We use the same approach presented in Lelarge
and Bolot (2008) to model the cascading impact
of failures in a network of interdependent nodes.
We define the state of a DC i by S;. If i is sub-
ject to a maintenance intervention: S; = 1, oth-
erwise: i is healthy (S; = 0). For two DCs i and
J in the network: if link (i,j) € E and S; = 1,
then j is contaminated (failure propagates from
i to j represented by C;; = 1) with a probability
P(C,’j = l) =T= l—P(Cij = 0), where C,‘j is
a Bernoulli variable of parameter 7. We assume
that C;; = Cj; and no possible recovery, so if a
DC is contaminated, then it will be out of service
until the maintenance intervention. Note that, we
use the notation "DCs i and j are interdependent”
as equivalent to “services K in DCs i and j are
interdependent .

3.2.2. overbooking policy

The protection scheme modeled in 3.1 presents
some drawbacks regarding optimal resource usage
in host DCs. Resources reserved in backup DCs
are locked for new requests but might not be used
if the primary assignment (r = 1) doesn’t fail
during the maintenance operation of the impacted
DCs. This would make the capacity constraint
infeasible for upcoming requests, and hence, in-
crease the request rejection rate and accelerate
failure propagation. To avoid this situation, we
implement an overbooking strategy taking into
account the probability of contagion of j due to
the failure of i. The admission of a service (k,i)
to a DC j doesn’t depend only on the host’s
resources capacity, but also on the dependency
of services in j on service (k,i). We present the
overbooking policy pseudo-code 1. The variable
Kqu is the new capacity of DC j after applying
the overbooking. The variable guests contains all
the anterior requests already fulfilled by j and not
yet freed (ongoing maintenance in their original
DCs). The resources reserved as standby by some
requests are overbooked by j to host a interdepen-
dent service (k,i) where P(C;; = 1) exceeds some
threshold. This policy is applied to all j € J, by

output

doing so, the constraint 3 can be rewritten:

Yl

Y'Y ¥ it < x5,

r=1i€l keKi

vjeJ

Algorithm 1: Overbooking Policy

Input: i, j, k;, guests

Output: K}’h: the new capacity of DC j
seen by request i

b
K{7 < Kj

if P(C;j = 1) > threshold then
for g € guests do
if j is not primary assignment then

K9” k9% + (reservation of g)

end
end

end

return K}’h

4. Simulation

The simulations were conducted on an Ubuntu
20.04 computer with 8 Intel i5/1.60 GHz CPU
cores. The migration process programs were de-
veloped using Python programming language and
CPLEX CPLEX (2015) solver to implement the
MILP model. We test the migration process over
100 periods on different network topologies spec-
ified in Table 2 with Av_ND is the average node
degree of each network. For each period, several
migration requests are generated randomly and
treated as in a first-in-first-out queuing model for
a number of cycles equal to the number of de-
mands. Cost parameters, f; and A; are the same
for each DC. Capacities k; are fixed over the
simulation periods. A demand is characterized by
a tuple {cki,Oki,Aki}. The latency parameters 6y;
were chosen so that only a few nodes can serve the
latency requirement. We set the repair period to be
equal to more than one, i.e: resources are reserved
and cannot be assigned for the next request in the
queue at least for 1 cycle.
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Table 2.: Networks Characteristics Orlowski et al.
(2009)

Network [V |E| Av_ND
France 25 45 3.60
Cost 266 37 57 3.08
Atalanta 15 22 2.93
Di-yuan 11 42 7.64
Dfn-g 11 47 8.55

To study the impact of critical services inter-
dependencies on failure propagation, we set the
parameters Ay; and g; so that each request is mi-
grated to more than one DC. Furthermore, we set
the repair period to be more than one to capture the
impact of overbooking. We implement the over-
booking strategy introduced in 3.2 and calculate
the ratio of impacted nodes INpp with :

number of contagions

INog =
0B total number of nodes

and service rejection rate RRpp with:

number of requests rejected

RRop =
0B total number of requests

We compare to a scenario where the overbook-
ing strategy is not applied and obtain the results
illustrated in Fig. 1a. The obtained results show a
small decline in service rejection rate when adopt-
ing the overbooking strategy for the two networks
France and Di-yuan.

To study the impact of critical information
availability prior to the migration process, we
compare the previous results with a ”Protection”
setting where the nodes with the highest between-
ness centrality measure are considered to be criti-
cal and are protected (don’t fail during the simula-
tion). Betweenness centrality quantifies the pres-
ence of the node in the shortest paths between all
pairs of other nodes in the network:

BC(V): Z G(Svth})

s;tev C)'(S,l)

Where B.(v) is the betweenness centrality mea-
sure of node v in network with vertices set V.
o (s,t) is the set of all shortest path between nodes
sand ¢ and o(s,#|v) is the subset that contains only
the paths passing by v. The betweeness centrality

output

measures of the networks used in the simulation,
are presented in Table 3.

Table 3.: B.(v) measures of the networks

Network Mean(B.)| Std(B.) Max(B.)
France 0.39 0.07 0.58
Cost 266 0.27 0.03 0.34
Atalanta 0.40 0.05 0.50
Di-yuan 0.81 0.04 0.90
Dfn-g 0.89 0.11 1.00

We follow the same steps as in the previous
”No Protection” setting simulation to obtain the
results illustrated in Fig.1b. The rejection rate has
dropped compared to the "No protection” set-
ting. The drop is more important in the France
network compared to the Di-yuan network when
adopting an overbooking strategy. The complete
results are presented in Tables 4 and 5. Comparing
the ”Protection” and ”No Protection” settings, we
notice a reduction in the rejection rate and failure
propagation when adopting an interdependency-
aware overbooking strategy. However, the amount
of drop in rejection rate differs depending on
topology characteristics. In networks with a low
number of nodes and high average node degree
(Di-yuan and Dfn-g), the decrease in rejection
and contagion rates is less visible compared to
larger networks. In addition, the adoption of a
protection scheme in these networks is irrelevant
as all the nodes have the same criticality value
(Table 3). While the overbooking strategy impacts
the capacity of the host and makes the constraint
3 feasible for some requests, the protection of
the nodes with the highest B, value ensures the
fulfillment of the latency requirements of different
requests. Nodes with a high B, value are more
probable to host a request generated at any node
in the network due to their topological centrality
which favors them to fulfill latency requirements.

5. Conclusion & Perspective

In this work, we proposed a framework to support
CIs operators’ coordination at their DC network
level. Sharing DCs resources between interdepen-
dent ClIs represent a promising solution to mitigate
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Fig. 1.: Rejection rate dynamics
Table 4.: Simulation results - No Protection Setting
Network Mean(RRNOB) SId(RRNOB) INNoB Mean(RROB) Std(RROB) INopp
France 0.319 0.046 0.197 0.200 0.040 0.134
Cost266 0.100 0.020 0.064 0.085 0.020 0.060
Atalanta 0.391 0.063 0.269 0.352 0.033 0.240
Di-yuan 0.612 0.071 0.503 0.571 0.074 0.477
Dfn-g 0.396 0.073 0.366 0.312 0.062 0.296

the cascading impact of failures and support CIs  use case of planned DC maintenance as a disrup-
operators to better dimension their DCs network  tive event where a mixed-integer linear program
and therefore, reduce their CapEx. We studied the =~ was formulated to model the service migration
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Table 5.: Simulation results - Protection setting
Network Mean(RRynoB) Std(RRNOB) INNoB Mean(RROB) Std(RROB) INop
France 0.303 0.050 0.170 0.110 0.037 0.072
Cost266 0.0759 0.023 0.050 0.070 0.021 0.047
Atalanta 0.381 0.077 0.247 0.332 0.074 0.222
Di-yuan 0.499 0.070 0.372 0.525 0.057 0.375
Dfn-g 0.473 0.057 0.368 0.426 0.069 0.320

process. An epidemic model was presented to cap-
ture the cascading effect of service migration re-
quest blocking. In addition, an overbooking strat-
egy is implemented with the objective to lower
the request rejection rate. The results have shown
an improvement in service acceptance rate and
better mitigation of the effect of cascading failure.
Protecting critical nodes in the network has shown
a remarkable enhancement compared to a non-
protection scenario. However, the efficiency of the
overbooking and protection strategies depends on
the topology of the network. More precisely, the
number of nodes and link distribution. For future
work, the effect of overbooking on service avail-
ability needs to be studied alongside the problem
of DC capacity planning.
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