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Spin-photon interface 

and quantum gates 

for spins in carbon nanotubes

Benoît Neukelmance

In this thesis, we study the implementation of a ferromagnetic spin qubit. A 

carbon nanotube is used as a coherent conductor to trap an isolated electron spin  

in which quantum information is encoded providing long coherence time. This 

quantum dot circuit is embedded in a circuit quantum electrodynamics (cQED) 

architecture offering great assets for qubit readout, manipulation and long-range 

coupling.  The spin-photon coupling is enabled through a spin-charge 

hybridization: the electron being trapped in a double potential well with different 

spin quantization axis in each of the two dots. This key ingredient is here 

implemented by non collinear ferromagnetic contact electrodes and their 

respective magnetic field. Enhancing the spin-photon coupling is however 

inevitable to outreach the proof of concept. Increasing the resonator impedance 

with disordered superconductors is one possible solution which has been explored 

in this work using granular aluminum. Preliminary investigations have also been 

carried out for a suitable multi-qubit integration deploying a bulk "2.5D" cavity.  

The main results of this thesis have been obtained with a standard architecture 

where microsecond lived quantum states have been observed. The manipulation 

with cavity photons has yielded non-conventional Rabi chevrons hiding a multi-

level dynamics. Standard qubit characterization could have nevertheless been 

done, showing coherence time exceeding those of quantum dot circuits in cQED 

architectures and the ones of carbon nanotube based devices by one and two 

orders of magnitude.
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M. Georgios KATSAROS Rapporteur

M. Romain MAURAND Rapporteur

Mme. Natalia ARES Examinatrice

M. Dimitri RODITCHEV Examinateur

M. Takis KONTOS Directeur de thèse
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Abstract

In this thesis, we study the implementation of a ferromagnetic spin qubit. A carbon nanotube

is used as a coherent conductor to trap an isolated electron spin in which quantum informa-

tion is encoded providing long coherence time. This quantum dot circuit is embedded in a

circuit quantum electrodynamics (cQED) architecture offering great assets for qubit readout,

manipulation and long-range coupling. The spin-photon coupling is enabled through a spin-

charge hybridization: the electron being trapped in a double potential well with different spin

quantization axis in each of the two dots. This key ingredient is here implemented by non

collinear ferromagnetic contact electrodes and their respective magnetic field. Enhancing the

spin-photon coupling is however inevitable to outreach the proof of concept. Increasing the

resonator impedance with disordered superconductors is one possible solution which has been

explored in this work using granular aluminum. Preliminary investigations have also been

carried out for a suitable multi-qubit integration deploying a bulk ”2.5D” cavity. The main

results of this thesis have been obtained with a standard architecture where microsecond lived

quantum states have been observed. The manipulation with cavity photons has yielded non-

conventional Rabi chevrons hiding a multi-level dynamics. Standard qubit characterization

could have nevertheless been done, showing coherence time exceeding those of quantum dot

circuits in cQED architectures and the ones of carbon nanotube based devices by one and

two orders of magnitude.

ii



Résumé

Dans cette thèse, on s’intéresse à l’implémentation d’un qubit de spin dit ferromagnétique. Un

nanotube de carbone est utilisé comme conducteur cohérent pour piéger un spin électronique

dans lequel est encodé l’information quantique assurant des longs temps de cohérence. Ce cir-

cuit à base de bôıtes quantiques est intégré à une architecture d’électrodynamique quantique

sur puce procurant de grands atouts pour la lecture, la manipulation et un couplage à dis-

tance. Le couplage spin-photon existe grâce à une hybridation spin-charge : l’électron étant

piégé dans un double puit de potentiel avec différents axes de quantification du spin pour

chacune des bôıtes quantiques. Cet ingrédient clef est ici implémenté avec des électrodes de

contacts ferromagnétiques non colinéaires et leur champ magnétique respectif. Augmenter le

couplage spin-photon est toutefois nécessaire pour dépasser la preuve de concept. Pour cela il

est possible d’accrôıtre l’impédance du résonateur avec des supraconducteurs désordonnés, ce

qui a été exploré dans ce travail avec de l’aluminium granulaire. Des travaux d’investigations

ont également été menés pour une intégration multi-qubits avec une cavité usinée dite ”2.5D”.

Les résultats principaux de cette thèse ont été obtenus dans une architecture standard où des

états quantiques cohérents jusqu’à la microseconde ont été observés. La manipulation avec

des photons de la cavité a conduit à des chevrons de Rabi non conventionnels cachant une

dynamique multi-niveaux. La caractérisation standard des qubits a toutefois pu être réalisée

et a montré des temps de cohérence dépassant ceux des circuits de bôıtes quantiques en cavité

d’un ordre de grandeur et ceux des dispositifs à base de nanotubes de carbone de deux ordres

de grandeur.
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Takis, ont encadré cette thèse de façons très complémentaires. Leur grande disponibilité a été
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Introduction

What kind of computer are we going to use to simulate physics ? It is around this issue,

in 1981, that scientists have gathered for the Physics of Computation conference. In this

context, Richard Feynman explains that: “Nature isn’t classical, dammit, and if you want

to make a simulation of nature, you’d better make it quantum mechanical, and by golly

it’s a wonderful problem, because it doesn’t look so easy”. This opens thus the field of

quantum computation [1]. The building block of a classical computer (a bit) used to store

the information and perform operations is now replaced by its quantum version: a quantum

bit (qubit) encoded for example in a two-level system.

Building a quantum computer is indeed not an easy task since by nature it embodies a para-

dox. On the one hand, there is a need for long coherence time for the qubits to remain

”quantum” all along the computation, implying thus isolation from the environment. On the

other hand, the qubit state must be able to be changed very rapidly for fast operations which

is possible via a very strong coupling to the outside world. Quantum computing has first been

let in the scope of science fiction until the end of the nineties with two game changer con-

tributions provided by Peter Shor. First, he proposed a polynomial-time quantum algorithm

for integer factorization [2] making the RSA crypto-system vulnerable which has logically

aroused interest outside of the scientific community. Furthermore, quantum computing then

spans a much larger scope than just simulating physics as it opens the path for solving cer-

tain hard problems exponentially faster than classical computing. Second, he introduced

the concept of quantum error correction [3], which in the case of quantum computer with a

physical error rate below a certain threshold, can suppress the logical error rate to arbitrarily

low levels. This helped the field to mature from hobby side projects to structured academic

research ones with the realization of a fault-tolerant quantum computer in their sights.

Information is physical. Whereas classical bits are encoded in silicon-based transistors, none

of the various physical platforms used for hosting qubits have won unanimous support yet.

Trapped ions, cold atoms, photonic circuits, semiconductor quantum dots and superconduct-
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4 Introduction

ing circuits are part of the possible implementations with somehow the last being for now a

step head. Their integration in a circuit quantum electrodynamics (cQED) architecture [4]

notably offers scale-up perspectives which has convinced big tech companies like Google and

IBM. They have recently demonstrated some hints of quantum advantage with a 53-qubit pro-

cessor over a classical supercomputer [5] and shown the potential of noisy intermediate-scale

quantum (NISQ) computer with a 127-qubit processor [6]. Despite the substantial advances

over the last twenty years, today’s challenge remains in increasing coherence time. For this

purpose, the community agrees on the need of better qubits. This is within this framework

that my thesis work falls. It is question of benefiting from the cQED architecture with a

highly coherent qubit encoded in an isolated spin hosted in a carbon nanotube [7].

Quantum bit

In a classical computer, the information is stored and processed in bits that can either take

the value 0 or 1. In a quantum computer, this bit turns in a qubit which can be in the state

|0⟩ or |1⟩ but also in any superposition |ψ⟩ = α |0⟩+ β |1⟩ such that |α|2 + |β|2 = 1, with α

and β complex numbers. The associated density matrix ρ = |ψ⟩ ⟨ψ| can be decomposed over

the Pauli matrices σ̂x, σ̂y and σ̂z resulting in a vector pointing towards the surface of the so-

called Bloch sphere. For simplicity, we will consider the quantum state instead of its density

matrix. In this representation, the |0⟩ and |1⟩ states figure at the north and south pole and

|ψ⟩ which is represented in figure 1 can be re-expressed as:

|ψ⟩ = cos

(
θ

2

)
|0⟩+ eiφ cos

(
θ

2

)
|1⟩ (1)

This form highlights the two types of information incorporated in a qubit: the bit one char-

acterized by the angle θ and the phase one characterized by the angle φ. As a result, two

different types of error can occur when manipulating quantum information: bit flips which

also occur in a classical computer and phase flips which are purely quantum. The first one

comes out of energy exchange with the environment and is characterized experimentally by

measuring the associated relaxation time T1. The second type of error results from fluctua-

tions of the energy separating the |0⟩ or |1⟩ states described by the pure dephasing time Tφ.

This last is not directly measured but deduced from the coherence time T∗
2 that encompasses

both mechanisms.

Performing quantum operations requires to bring the vector anywhere on the Bloch sphere

surface. Such a manipulation is made possible by physically interacting with the qubit. The

Bloch vector then rotates at a frequency ΩR called the Rabi frequency setting the speed of
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the one qubit gate which has to be maximized. There is nevertheless a trade-off with the

coherence time which is shortened for a qubit strongly coupled to the environment. This is

why it is more relevant to focus on the gate fidelity: a dimensionless quantity encompassing

both features.

After the manipulation, the information has to be readout. By the probabilistic nature of

quantum mechanics, the outcome will be 0 or 1 with a probability |α|2 or |β|2. The measure-

ment projects the qubit state on the z axis making then the final state perfectly discernible

but also different from the initial one. Such a scenario refers to strong measurement: the mea-

surement apparatus being strongly coupled to the qubit. It differs from weak measurement,

where the measurement apparatus gets very little information about the qubit state without

nearly affecting it. As a counterpart, this requires a lot of averaging to finally discriminate the

two states. The readout also distinguishes if wether or not it destroys the quantum property

of the qubit. If the observable being measured commutes with the Hamiltonian describing

the qubit it is question of quantum nondemolition (QND) measurement.

Finally, measuring a single qubit does not provide more information than with a classical

one. The quantum advantage starts to be visible by considering N ≥ 2 qubits. Quantum

superposition and entanglement are used to perform massively parallel operations in a single

step that would require 2N on a classical computer. Despite the readout only enables to access

one over the 2N terms defining the complex quantum state, special quantum algorithms allow

for taking advantage of the exponential depth of the associated Hilbert space. In order to run

such an algorithm, the quantum computer implementation should satisfy certain conditions.

David DiVincenzo formulated this in five criteria [8]:

x
y

z

1

ψ

0

φ

θ

Figure 1: Qubit representation with the Bloch sphere
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• A scalable physical system with well characterized qubits

• The ability to initialize the state of the qubits to a simple fiducial state, such as |000...⟩

• Long relevant decoherence times, much longer than the gate operation time

• A “universal” set of quantum gates

• A qubit-specific measurement capability

We further introduce the different concepts used for their fulfillment.

Semiconductor spin qubits

Quantum mechanics describes the microscopic world. But how small do we really need to be

to see emerging the effects of quantum mechanics ? Nanofabrication advances have enabled

to fabricate smaller and smaller devices which has notably highlighted the quantization of

the electrical conductance [9, 10]. This opens up the path towards mesoscopic physics with

systems of intermediate scale. Such electronic circuits enable to tune quantum properties

with macroscopic buttons. As an example, one can trap electrons thanks to nanometer-

sized electrodes with tunable DC potentials to form a quantum dot [11]. This results in a

discrete energy spectrum for the electrons such as the ones orbiting an atomic nucleus. Such

a realization is then also designated as an artificial atom.

In 1998, Daniel Loss and David DiVincenzo propose to use the spin states of coupled single-

electron quantum dots for implementing quantum computation [12]. The electron spin is

indeed a natural way to encode quantum information being up or down. It also has the

good taste of being weakly coupled to the environment offering long coherence time. Such

a qubit is somehow sensitive to magnetic field fluctuations which arise from the surrounding

nuclear spin bath. This last is more or less perturbative depending on the host material.

This huge isolation from the outside world makes as a counterpart the qubit hard to address.

To counter this, spin-orbit coupling have been introduced to enable fast electrical driving via

electric-dipole spin resonance (EDSR) [13, 14]. As a result, fidelities above 99.9% have been

measured for the one qubit gate [15, 16]. Finally, recent implementations of four [17] (see

figure 2.a) and six [18] qubit processor have confirmed the potential of semiconductor spin

qubits towards the realization of a large scale quantum computer.

In this thesis work, we opt for carbon nanotubes as material host which offer great perspec-

tives. They can indeed be suspended reducing impact of stray charges and can be grown with
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Figure 2: Quantum dot devices: (a) Four Ge hole spin qubits device with associated
coherent Rabi oscillations. Single qubit gate fidelities all exceed 99%. [17] (b) Scanning
electron microscope images of various ultraclean quantum dot devices integrating a suspended

carbon nanotube. The scale bars are 400 nm. [19,20]

isotopically purified 12C, offering a nuclear spin free environment for electronic spin qubits.

Their integration to nanoscale circuits is somehow challenging but constantly improving to

reach an ultraclean environment (see figure 2.b).

Circuit quantum electrodynamics and beyond

Few years after the first demonstration of quantum manipulation [21] and coherence [22] in

superconducting circuits, have been introduced circuit quantum electrodynamics (cQED) [4]

which enables the coupling with microwave photons of a cavity. Inspired from cavity quantum

electrodynamics [23] which studies the light-matter interaction at the most elementary level,

this architecture is now the leading platform for superconducting qubits. Circuit QED is

indeed appealing for quantum computing perspectives as it notably provide a fast readout

and the possibility to couple distant qubits [24, 25]. This architecture is then scalable as

confirmed by the growing number of superconducting qubits integrated on a single chip [5,6]

which has recently enabled the implementation of quantum error correction [26,27].

Circuit QED turned out to be crucial for the superconducting qubits community but its

impact is much bigger with the opening of new research directions. The superconducting cir-

cuit can indeed be replaced by other systems such as nanomechanical oscillator, ferromagnetic

crystal or semiconducting quantum dots. This last is particularly appealing providing both

new probes for condensed matter phenomena and attractive architecture for semiconductor
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spin qubits. Mesoscopic quantum electrodynamics has in the first instance enabled to couple

the quantum dot circuits to microwave photons via the charge degree of freedom [28, 29]. A

single spin is indeed far too weakly coupled to the cavity magnetic field to hope benefiting

from the cQED architecture. Tricks have somehow been found to finally reach the strong

spin-photon coupling [30–32]. Finally, the coupling between distant spins [33, 34] and very

recently the demonstration of a two qubit iSWAP gate [35] place circuit-QED as a possible

platform for scaling up semiconductor spin qubits.
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Figure 3: From cQED to mesoscopic QED: (a) False colour electron micrograph of a
Cooper pair box coupled to a superconducting niobium coplanar waveguide resonator (left).
The use of cQED enabled to reach strong coupling regime (left). The resonator transmission
as a function of the probe frequency and the gate charge reveals avoiding crossing between the
two systems energy states. [4] (b) Mesoscopic QED device embedding two spin qubits (Q1
and Q2) with a dedicated micromagnet (left) that are coupled to the same high impedance
resonator. Such a device enables to reach the strong spin-photon coupling and have high-

lighted iSWAP oscillations between two distant spin qubits (right). [35]



9

Thesis outline

This thesis is organized as follows: the first chapter presents quantum dot circuits considering

carbon nanotubes as material host. The various spin qubit implementations are then exposed

with a focus on the architecture studied in this work: the ferromagnetic spin qubit. It ends up

by exploring the possible solutions enabling spin-photon coupling. The second chapter first

explains the physical phenomena involved for coupling a quantum dot circuit to a microwave

cavity. It then exposes the consequences of such a coupling on the whole system and explains

how to take advantage of this for quantum computing perspectives. Lastly, the second chap-

ter focuses on how to probe the resulting mesoscopic QED system. Chapter three describes

the various experimental techniques used in this work including in particular the nanofab-

rication of the devices and the measurement setup used for low temperature measurements.

Chapter four shows that our current mesoscopic QED device limits both the spin-photon

coupling strength and the inter-qubit connectivity. Two ways of improving the architecture

are explored to tackle individually those issues with preliminary results. Finally, chapter five

highlights the first observation of microsecond lived quantum states in carbon-based circuits.





Chapter 1

Shaping the spectrum of hybrid

quantum systems

11
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Nanofabrication progress has enabled miniaturization of solid state devices opening the field

of mesoscopic physics. Between the micrometer and the nanometer scale, systems start to

behave quantum mechanically at low temperatures [9,10]. In such devices, it has been possible

to confine electrons in all space dimensions to realize what is called a quantum dot. Unlike

atoms which have an essentially immutable discrete energy spectrum, the one of quantum

dots can be shaped which makes them attractive for quantum computing perspectives [36].

The aim of this chapter is to introduce the different concepts required to shape the ideal

spectrum of the ferromagnetic spin qubit [7]. The first part presents the physics of carbon

nanotubes and explains the motivations of using them as a qubit host material. The key

element enabling quantum information encoding, namely quantum dots are also introduced

in this part. The next one focuses on a more complex quantum dot circuit: double quantum

dots which are at the heart of the ferromagnetic spin qubit as it can implement a charge qubit.

Finally the last part reviews the interest of spin qubits with their main different architectures

which includes the ferromagnetic spin qubit.

1.1 Carbon nanotubes for quantum dots circuits

1.1.1 A promising material for quantum systems

A carbon nanotube (CNT) can be seen as a graphene sheet wrapped around itself forming a

cylinder. More complex CNT can be composed of several graphene sheets forming concentric

cylinders these are called multi-wall nanotube (MWNT) as opposed to single-wall nanotube

(SWNT). Its diameter is typically 1-5 nm and its length can vary from several nm to hundreds

of µm. CNT can thus be considered as a one-dimensional nanoconductor. The hexagonal

lattice of carbon atoms can be wrapped in different ways leading to various structures. The

main consequence of this is that depending on its structure the CNT can be either metallic

or semiconducting.

The different structures are defined by the vector going around the circumference of the

CNT: the chiral vector
−→
C (figure 1.1). The electronic bandstructure of a carbon nanotube

can be deduced from the one of graphene with the assumption that the cylindrical shape

of the CNT does not affect it except for adding a BVK boundary condition:
−→
k .

−→
C = 2pπ,

with p an integer. This is the zone folding approximation. This implies the quantization of

the transverse wave vector: k⊥.D = 2p, with p an integer and D the diameter of the CNT

(D = ∥
−→
C ∥/π). As a consequence, the first Brillouin of the CNT is an ensemble of parallel

lines in the first Brillouin zone of graphene. The CNT bandstructure is therefore determined

by the intersection between the Dirac cones and the plan corresponding to the quantified
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C
a2

a1

C = na1 +
 ma2

Zig-zag

m=0

Armchair
n=m

Figure 1.1: From graphene to carbon nanotube: Carbon nanotubes can be seen as an
enrolled graphene sheet which leads to many possibilities. Those different configurations are

depicted by a vector going around the cylinder perimeter : the chiral vector
−→
C = n−→a1 +m−→a2

(with n a positive integer and m an integer such that: −n/2 < m ≤ n). One can distinguish
three different types of configuration : zig-zag (m=0), armchair (n=m) and chiral presenting

no symmetry.

value of k⊥ (figure 1.2.b). If the lines cross the Dirac point K/K’ then the CNT is metallic.

Otherwise it opens up a gap EG = ℏvF/3D where vF is the Fermi velocity: the CNT is then

semiconducting. One can show that a CNT is metallic if m-n=3k, with k an integer. The zone

folding approximation does not take into account the curvature of the CNT. This results in a

displacement ∆kcv ≪ ∆k⊥ of the Dirac points in the reciprocal space. It introduces therefore

a small bandgap to CNT initially predicted metallic1: those CNT are called narrow gap. As

for graphene, the electronic bandstructure entails two valleys K and K’. This degree of freedom

can be seen as the clockwise and counter-clockwise motion of the electrons around the CNT.

This degeneracy completing the one of spin can be lifted with a magnetic field applied along

the nanotube. Those degeneracies can nevertheless be lifted at zero magnetic field in some

cases. Spin-orbit coupling arises from the curvature of the nanotube with two contributions.

The Zeeman-like contribution shifts the Dirac cones vertically (in opposite direction for each

spin) and the orbital-like shifts them horizontally. The magnitude of the splitting ranges from

∆SO = 0.37 meV [38] to ∆SO = 3.4 meV [39]. The origin of intervalley scattering is not well

understood but one suspects very local electrical disorder. A mixing term can be introduced

empirically and ranges from ∆KK′ = 25 µeV [40] to ∆KK′ = 700 µeV [41]. Those degrees of

1except for armchair where the Dirac points are shifted along the parallel lines
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(b)(a)

Figure 1.2: From graphene bandstructure to CNT bandstructure: (a) Graphene
bandstructure contains 6 Dirac cones close to the Fermi energy. The first Brillouin zone
shows 6 symmetry points K/K’. (b) CNT bandstructure can be deduced from the graphene
one with the zone folding approximation. The boundary condition leads to a first Brillouin
zone composed of parallel lines. If those lines cross the Dirac points (left case), the nanotube

is metallic. If not (right case), the nanotube is semiconducting. Source: [37]

freedom can be used to encode quantum information [42]. Moreover CNT are composed of

99% of 12C atoms in which the nuclear spin is zero and ∼1% of 13C atoms which possesses a

nuclear spin. Alike silicon, CNT can be isotopically purified to tend towards a nuclear spin

free material. As the hyperfine interaction could be suppressed in such a CNT, it is predicted

to be the best material host in terms of coherence properties with an associated spin qubit

coherence time: T∗
2 ∼ 350 µs [43]. Carbon nanotubes are thus really appealing for quantum

technologies perspectives.

With their high Fermi velocity vF ∼ 8.105m.s−1, electrons move ballistically in carbon nan-

otubes. As in graphene, the electron contributing to transport occupies a pz orbital which

is perpendicular to the graphene sheet. It is therefore possible to connect a CNT to metal

electrodes and envision transport experiments. Carbon nanotubes have been observed for the

first time in 1991 [44]. Since then it has been possible to select and measure SWNT [45,46],

to build a CNT-based transistor [47,48], to develop spintronics devices [49,50], or to suspend

the carbon nanotube like a guitar string [51] to study for example its mechanical mode [52].

As nanotubes are one dimensional nanoconductor, by applying a DC voltage one can trap

electrons such that they are confined in the three dimensions of space resulting in a quan-

tized energy spectrum. This realization is called a quantum dot (QD) and can be seen as an

artificial atom.
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1.1.2 Trapping electrons in carbon nanotubes

As opposed to real atoms with properties determined by nature, quantum dots can be tuned

with design and DC voltages. This is the whole idea of quantum systems: tuning quantum

properties with macroscopic buttons. In a quantum dot circuit, the trapped electrons can

be exchanged with the reservoirs commonly named source and drain at a rate ΓS/D (figure

1.3.a). Trapping electrons is commonly done using semiconductor heterostructure such as

GaAs/AlGaAs or Si/SiGe. Electrons are thus confined in a plane forming a two-dimensional

electron gas (2DEG) and can be trapped with gate electrodes [53,54] that can reach sub 100

nm width thanks to nanofabrication progress. The quantum dot energy spectrum is deter-

mined by two phenomena setting the energy required to add the Nth electron in the QD. The

first one is due to both Coulomb repulsion and electrostatic environment responsible of the

charging energy Ec = e2/CΣ [11]. The second one is due to the confinement in all directions:

the orbital energies ϵi are quantized and determined by ∆Econf = hvF/2L ∼ 17 meV [46], with

vF ∼ 8.105m.s−1 the Fermi velocity for CNT and L ∼ 100 nm the size of the dot. These two

contributions give the quantum dot filled with N electrons the following energy :

E(N) =
(−(N −N0)|e|+ CgVg)

2

2CΣ
+

N∑
i=1

ϵi (1.1)
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Figure 1.3: Trapping electrons in a single quantum dot: (a) Schematic of a single
quantum dot (orange) and its electrostatic environment (blue). The quantum dot is connected
to source and drain by tunnel junctions (represented here by a resistor RS/D and a capacitor
CS/D in parallel) and a to a gate by a capacitor Cg. Applying a bias voltage VSD on the source
moves its chemical potential with respect to the Fermi energy and opens thus a bias window.
Whenever an energy state of the quantum dot finds in this bias window, electrons can flow
from source to drain. This is set by the gate potential Vg. (b)Measurement of the current ISD
in a carbon nanotube as a function of the gate voltage Vg at VSD = 3.5 mV and T = 300 mK.
For given values of Vg corresponding to a state in the bias window, electrons flow from source
to drain : one measures electrical current. This leads to Coulomb peaks separated by the
addition energy Eadd(N) renormalized by the lever arm of the gate : α = Cg/CΣ. (device

v3-a4)
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where CΣ = CL +CR +Cg is the total capacitance of the QD and N0 is the number of

electrons in the QD when all the voltage sources are zero. Equation 1.1 takes places in the

linear transport regime (VSD ≈ 0). The energy required to add the Nth electron in the dot is

the chemical potential: µ(N) = E(N)− E(N− 1) and the energy cost for adding one electron

is therefore: Eadd(N) = µ(N + 1)− µ(N) and reads :

Eadd(N) =
e2

CΣ
+ ϵN+1 − ϵN (1.2)

This energy inversely related with the size of the quantum dot L can be experimentally mea-

sured in the Coulomb blockade regime [55, 56] (figure 1.3.b) where ΓS/D, kBT ≪ EC, which

implies T ≪ 20 K. ΓS/D can be tuned with gates between the quantum dot and the reser-

voirs but in the simplest QD design ΓS/D is fully determined by the tunneling resistance Rt

between the nanoconductor and the reservoir which needs to be much higher than the resis-

tance quantum : Rt ≫ RQ = e2/h ≈ 25.813 kΩ [11]. In the first order, electronic transport

occurs if a discrete state of the quantum dot is aligned with the Fermi energy. In practice a

small bias voltage VSD is applied to the source, tuning the gate voltage scrolls the discrete

energy spectrum and Coulomb peaks are measured only for finite periodic gate voltages cor-

responding to a state in the bias window (figure 1.3.b). The full characterization is done

by sweeping the bias voltage VSD and the gate voltage Vg. The Coulomb peaks broaden

with the bias voltage as the QD energy level figures in the bias window for a bigger span in

gate voltage. This forms what is called Coulomb diamonds. In carbon nanotubes, with the

four-fold degeneracy (spin and valley) this transport measurement shows an extra four-fold

periodicity as every four electron there is an extra cost ∆E to Eadd(N) [57]. Furthermore, if

the CNT is semiconducting it is possible to identify the 1 electron and 1 hole states which

corresponds to the first Coulomb peak after and before the gap [51] . By lifting the spin

degeneracy with a magnetic field, the first electron states (spin up and spin down) can be

used to encode quantum information. Quantum dots constitute then a promising platform

for quantum bits realization [36] .

The characteristics energies of the QD circuit can be tuned differently from the Coulomb

blockade regime. In the Fabry-Perot regime where EC, kBT ≪ ΓS/D, the electrons behave as

plane waves [58,59]. In between one finds the Kondo regime where kBT ≪ ΓS/D ≲ Ec which

shows an enhancement of the conductance at zero bias because of scattering events [60,61].

One presented here the building block of quantum dot circuits which can be duplicated to

build double quantum dots (DQD) [62], triple quantum dots [63] or even quadruple quantum

dots [64,65]. These different cases with Ne electrons in N quantum dots can be described by
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the Hubbard Hamiltonian :

HHub =
N∑
i=1

(
Eci

2
ni(ni − 1) + ϵini

)
+
∑
<i,j>

Ecm,ijninj +
∑
σ=↑,↓

(tijc
†
iσcjσ + h.c.) (1.3)

where c†iσ/ciσ is the creation/annihilation operator for an electron in quantum dot i with spin

σ, ϵi is the orbital energy in the dot i, Eci is the charging energy of dot i, Ecm,ij is the mutual

charging energy between the dots i and j and ni =
∑

σ c
†
iσciσ is the number operator. This

Hamiltonian captures exchange interaction which is crucial for spin qubit implementation

(see section 1.3).

1.2 Double quantum dot as a charge qubit

In the same way as single quantum dots (SQD) can be seen as artificial atoms, multiple

quantum dots can be seen as artificial molecules. Building quantum dots with multiple sites

can be interesting for quantum computing perspectives [18] but also to study topological

matter [66]. This section focuses on double quantum dots that present a new feature compare

to SQD: the interdot transition.

1.2.1 Electrical model

A double quantum dot (DQD) consists of two single quantum dots coupled to each other.

Electrons can thus tunnel from one dot to the other at a tunnel rate t typically ranging from

1 GHz to several tens of GHz. Similarly to the SQD, the left (resp. right) dot is connected

to the source (resp. drain) through a tunnel barrier and exchange electrons a rate ΓL (resp.

ΓR) (figure 1.4). One can also derive the addition energy Eadd(N) of each dot from the

electrostatic and orbital energies. It is supposed to be dominated by the charging energy

whose derivation is detailed in [62]. The double quantum dot model gives also rise to the

mutual charging energy ECm which describes how one dot is affected when an electron is

added to the other one due to their coupling:

ECL
=

e2

CΣL

(
1− C2

m

CΣL
CΣR

)−1

(1.4)

ECR
=

e2

CΣR

(
1− C2

m

CΣL
CΣR

)−1

(1.5)
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ECm =
e2

Cm

(
CΣL

CΣR

C2
m

− 1

)−1

(1.6)

where CΣL/R
= CL/R +CgL/R

+Cm is the total capacitance of the left/right dot. Extracting

those energies gives insights on the double quantum dot behavior. Moreover it enables to

have an absolute energy axis which is very useful to extract parameters such as the interdot

tunnel coupling t. The gate voltages that are applied are indeed not the potential felt in

the DQD due to their physical spacing, screening effects and cross capacitances. As for the

SQD (1.3.b), the gate voltage axis Vgi has to be re-scaled by a factor eαi = eCgi/CΣi to be

an absolute energy axis. A procedure of energy calibration is presented in appendix A for

the case we are interested in.
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Figure 1.4: Double quantum dot: (a) Equivalent electrical circuit. The electrons trapped
in the dot can tunnel to the other one or to the neighboring reservoir. The tunnel barriers
can be tuned with the gate voltages VΓL

,VΓR
and Vt. The plunger gate voltages VPL

and
VPR

scrolls the energy levels of the left and right dot. This model is idealized as the cross
capacitance are not considered. (b) Representation of the double quantum dot electrostatic
potential felt by the electrons in a semiconducting nanoconductor. In this situation elec-
tronic transport happens as the two states are aligned in the bias window (set by VSD) (c)
Representation of a carbon nanotube contacted to source and drain and suspended over the

five gates shaping the DQD.
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For the ferromagnetic spin qubit implementation (described in section 1.3.2), one should have

a charge dipole isolated from its environment. This can be done with ΓL,ΓR ≪ kBT ≪ t

which can be in principle electrostatically tuned with the gate voltages VΓL
,VΓR

and Vt. In

this situation the electron is delocalized over the two dots forming molecular orbitals.

Double quantum dots have been measured in semiconductor heterostructure [67, 68] and

also in carbon nanotubes [69, 70]. However as opposed to SQD fully characterized with a

two dimensional scan (Coulomb diamonds), DQD would require a six dimensional scan (five

gates values and one bias voltage) which is not suitable. Double quantum dots are commonly

characterized with the stability diagram which is much more convenient [71].

1.2.2 Stability diagram

As for the single quantum dot, sweeping the gate voltage varies the number of electrons

trapped in the dot. In a double quantum dot, measuring the current ISD at a fixed bias voltage

VSD ≪ kBT as a function of the plunger gate voltages VPL
and VPR

(figure 1.4) reveals a

honeycomb pattern called the stability diagram. It highlights indeed equilibrium areas which

have an hexagonal shape where there is a fixed number of electrons in each dot (NL,NR)

(figure 1.5.a,b). For some borderline cases the equilibrium areas are not hexagonal anymore.

On the one hand, the two dots can be decoupled from each other (Cm → 0), sweeping VPL

will not affect the right dot and vice-versa. This gives rise to rectangular areas (figure 1.5.d).

On the other hand, the two dots can behave as a single one with NL +NR electrons if their

coupling is the dominant one (Cm ≫ CL/R,CgL/R
). This gives rise to oblique parallel lines

(figure 1.5.e). Measuring the stability diagram gives therefore insights on the behavior of

the double quantum dot. This measurement over a wide range of plunger gate voltages is

nevertheless time consuming especially since it can be done for any value of VΓL
,VΓR

and

Vt. Some efforts are put towards converging faster to the proper DQD regime with tuning

protocols [20, 72], computer automation [73–75] or machine learning approach [76, 77]. A

quantitative approach of the stability diagram provides the charging energies of the DQD

(appendix A).

The lines delimiting the hexagons can be seen in transport measurements only with sufficiently

high tunnel rates ΓL,ΓR and t. In the linear regime (VSD ≪ kBT), electrons flow from source

to drain only if the 2 dots ground state electrochemical potentials are aligned to the one of

the reservoir that are set to the Fermi energy. This condition is satisfied at the triple points in

the VPL
−VPR

plane (figure 1.5.c). In the non-linear regime (at finite bias voltage), triangles

extend next to the triple points as VSD is increased (figure 1.6). Multiple discrete energy

levels can indeed enter the bias window. As excited states can now contribute to transport,
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Figure 1.5: Stability diagram: (a) Current ISD as a function of the plunger gate voltages
VPL

and VPR
showing a honeycomb pattern. The carbon nanotube in which is formed the

double quantum dot has been afterwards identified as a bundle. (device B2) (b) Zoom on (a):
the hexagonal equilibrium areas have a given number of electrons in each dot. (c) Schematic
of the region around an interdot transition. The orange circles are the triple points showing
a maximum current. Changing the detuning value ϵδ affects how the electron is localized
in the dots. At ϵδ = 0 the electron is delocalized over the two dots. (d) Stability diagram
showing two uncoupled dots. The equilibrium areas are rectangles. (device SpinQMag5R)
(e) Stability diagram showing two overcoupled dots that behave like a single dot. An electron

is added to the single dot as an oblique line is crossed. (device B2)
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Figure 1.6: Bias triangles: Current ISD as a function of the plunger gate voltages VPL
and

VPR
in the non-linear regime (VSD = 4.5 mV on the left panel and VSD = −3 mV on the right

panel). Transport occurs in triangles whose size is proportional to the bias voltage. They are
located next to the triple points represented here with orange circles. (device SpinQMag5R)

triangles provides a spectroscopy of the system. Furthermore, this measurement is useful for

a lever arm calibration (appendix A).

In practice, the electrostatic potential landscape felt by the electrons is not entirely deter-

mined by the applied gate potentials. Strong local modifications of the potential can arise

from the presence of impurities. A textbook stability diagram highlights then the cleanliness

of the device. In the case of multi-wall carbon nanotubes or multiple tubes touching each

other (bundles), transport is more complex and gives rise to additional complexity in the

stability diagram. To implement the ferromagnetic spin qubit, one wants to identify the

area corresponding to one electron trapped in the double quantum dot. A clean narrow gap

single-wall carbon nanotube should reveal such a region in the stability diagram. The gap

delimits indeed four different regimes giving a reference for counting electrons and holes in

the dots.

1.2.3 Charge qubit

As mentioned previously, the stability diagram reveals zones where an interdot transition

occurs (figure 1.5.c). In the picture of a single orbital in each dot, the electron tunnels from

one dot to the other at a rate t. This provides a two level system that can be used to encode
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quantum information. Depending on the detuning value ϵδ = ϵR − ϵL, the electron is either

in the left dot with corresponding state |L⟩ = |1, 0⟩ or in the right dot with corresponding

state |R⟩ = |0, 1⟩. In this basis {|L⟩ , |R⟩}, the Hamiltonian of the system can be deduced

from equation 1.3 and reads:

H =

(
ϵL t

t ϵR

)
(1.7)

This gives rise to the following eigenstates :

|+⟩ = u |L⟩+ v |R⟩ |−⟩ = v |L⟩ − u |R⟩ (1.8)

where u =
√

1
2 − 1

2
ϵδ√

ϵ2δ+4t2
and v =

√
1
2 + 1

2
ϵδ√

ϵ2δ+4t2
.

Close to charge degeneracy point (ϵδ ∼ 0), the electron is fully delocalized over the two dots.

The |−⟩ and |+⟩ states are called bonding and anti-bonding states and are the logical states of

the qubit : |B⟩ = 1/
√
2 (|1, 0⟩+ |0, 1⟩) and |AB⟩ = 1/

√
2 (|1, 0⟩ − |0, 1⟩) with corresponding

energy E± = 1/2 (ϵΣ ±
√
ϵ2δ + 4t2) where ϵΣ = ϵR + ϵL (figure 1.7.a,b). The spacing between

those energies sets the qubit frequency and reads:

ℏωq =
√
ϵ2δ + 4t2 (1.9)

It is worth noticing that the charge qubit frequency is in principle entirely tunable with the

gate voltages VPL
,VPR

and Vt. Adjusting VΓL
and VΓR

is also important to isolate the qubit

from the reservoirs and thus obtain a closed system.

The charge qubit can be initialized with the gate voltage control which can be pulsed to be

faster. It is manipulated with a modulation of the detuning at the qubit frequency which

enables rotations in the Bloch sphere (figure 1.7.c). Finally the readout can be done via

transport measurement [78], charge sensing [79,80] or using a cQED architecture [81,82].

At ϵδ = 0, the charge qubit is insensitive to charge noise at first order (∂ωq/∂ϵδ = 0) (figure

1.7.b). Charge noise is directly linked to the fluctuations of localized charge defects in the

semiconductor leading to fluctuations in the local electric field. [83]. Charge qubits have

therefore poor coherence times : T∗
2 = 7 ns in GaAs [80], T∗

2 = 2.1 ns in Si/SiGe [84] and

T∗
2 = 5 ns in carbon nanotube [85]. However in the recent years the measured coherence

times have increased up to T∗
2 = 220 ns [82]. To limit charge noise, the qubit should be

isolated from its environment [78]. The use of suspended carbon nanotube would go in this

direction. Another approach is to hybridize the charge with the spin which is expected to
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be much more isolated from its environment to form a spin-orbit qubit (see section 1.3.3).

Ideally it gets the best of the two worlds resulting in a tunable and addressable qubit with a

long coherence time.
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Figure 1.7: Charge qubit in a double quantum dot: (a) Schematic of the DQD in the
closed regime with one electron. Close to ϵδ = 0 the eigenstates are the bonding and anti-
bonding states that are encoding the logical states of the charge qubit. Varying ϵδ changes the
wave function overlap over the two dots. (b) Energy spectrum of the charge qubit. Around
ϵδ = 0 an avoiding crossing is observed. The bonding and anti-bonding states are separated
in energy by 2t. (c) A two level system can be represented with a Bloch sphere. The north
and south pole are the |0⟩ and |1⟩ logical states. Qubit manipulation can be performed with
a modulation of the detuning at the qubit frequency : the qubit state vector rotates around

the ϵδ axis.



24 Chapter 1. Shaping the spectrum of hybrid quantum systems

1.3 Spin qubits

The spin degree of freedom naturally provides a two-level system which can be used as a

qubit [36]. Using the spin to encode quantum information presents several advantages. It

is weakly coupled to the environment and thus high coherence time can be envisioned. On

the one hand, the spin is insensitive to the electric field. On the other hand, the magnetic

noise coming from the interaction with the nuclear spin bath can be drastically reduced by

the choice of host material. The use of isotopically purified silicon with 28Si which has no

nuclear spin has led to record coherence times [86, 87]. It is likely to be the same with

12C. Semiconductor spin qubits reviewed in this section benefit from available industrial

infrastructures. By adding the fact that their small size opens the door for scaling up,

semiconductor spin qubits are highly competitive candidate for scalable solid-state quantum

information processing.

1.3.1 Various types of implementation

Loss-DiVincenzo spin qubit

In 1998, Loss and DiVincenzo proposed a qubit realization with a direct mapping on the spin

of an electron in a quantum dot [36]. A single electron can be trapped in a quantum dot

(section 1.1.2) and the spin degree of freedom can be lifted by applying an external magnetic

field Bz. This results in two states that can be isolated to work in the following computational

basis: {|↑⟩ , |↓⟩}. The Hamiltonian and the associated qubit frequency read:

HLD =
1

2
gµBBzσ̂z (1.10)

ℏωq = gµBBz (1.11)

where g is the electron g-factor (g ≈ 2) and µB is the Bohr magneton. Those quantities define

the electron gyromagnetic ratio γe as follows: γe = gµB/ℏ ≈ 28 GHz/T.

The readout of this qubit has been firstly demonstrated with a spin to charge conversion

technique [88]: depending on its spin, the electron can whether or not tunnel to the reservoir.

Such a technique requires to optimize the tunnel rate for a fast readout with still the possi-

bility to detect the signal. Readout fidelities above 99% have been obtained in Si/SiGe [89].

However the spin to charge conversion affects the qubit states and is therefore not a quantum

nondemolition (QND) technique. To remedy this, an anscilla can be conditionally rotated and

measured [90,91] or a cQED architecture can be used with a different qubit encoding [30,31].
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The first manipulation has been done using electron spin resonance (ESR) in a singlet-triplet

qubit [92]. This technique has been afterwards implemented for a single spin manipula-

tion [93, 94]. With an applied transverse AC magnetic field at the qubit frequency, in the

rotating frame the Hamiltonian becomes: H = gµBBx,AC σ̂x. This enables rotations between

the spin up and down states at a frequency: ℏΩRabi = gµBBx,AC . Rabi frequencies are thus

obtained with a transverse magnetic field modulated at high frequency (RF) with an am-

plitude of few mT in parallel with high static B field. In these conditions, it is technically

challenging to avoid heating and mechanical oscillations [95]. Furthermore in the case of

several qubits, selective manipulation is problematic. An alternative way consists in driving

electrically the spin qubit through a gate electrode. As the spin does not couple to the elec-

tric field, spin-charge hybridization is required to perform what is called electric-dipole spin

resonance (EDSR). One possibility is to exploit the intrinsic spin-orbit coupling of the host

material [13,96]. Hole spins are also attractive as they carry large spin-orbit coupling [97–99].

Another possibility is to induce a magnetic field gradient which is mostly implemented with

a Co micromagnet [14, 15, 100, 101]. Those techniques are also crucial in the perspective of

integrating a cQED architecture (see section 1.3.3).

Realizing two-qubit gates can be achieved with an electric control of the exchange interaction

[36]. In the case of Ne electrons in N quantum dots if Ne = N, the Hubbard model says that

spins behave as an Heisenberg spin chain. Equation 1.3 becomes then :

HHeisenberg =
∑
<i,j>

JijŜiŜj (1.12)

where Jij is the exchange interaction and Ŝi/j is the spin operator for the electron i/j in QD

i/j. < i, j > indicates that the sum is restricted to nearest neighbors. The electric control of

exchange interaction has been firstly demonstrated in a singlet-triplet architecture [102] and

later on with distinct readout of each spin [103]. The drawback is that it only couples nearest

neighbors which is a hurdle for developing large-scale quantum possessors. Several strategies

are thus studied to enable long-range coupling between distant spins. A first approach consists

in a physical transport of the electron spin via surface acoustic waves [104, 105] or single-

electron shuttling [106–108]. An auxiliary quantum dot array can be implemented to provide

superexchange [109]. In the case of spin-orbit qubits one can benefit from capacitive and

electric dipole-dipole coupling [110]. One can take advantage of this to integrate the cQED

tool box which have widely proved its worth for superconducting qubits [24,25].

The various implementations of the Loss and DiVincenzo spin qubit have shown long co-

herence times [111], the highest being T∗
2 = 120 µs [112, 113]. The Rabi frequency can be
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damped with hyperfine interaction and hence the use of isotopically purified silicon which

has demonstrated one and two qubit gate fidelities above 99% [16, 114]. It constitutes an

important milestone as it is the threshold for the quantum error correction surface code.

Recently, a four qubit [115] and a six qubit [18] quantum processor have been implemented

which hold promise for scalable network of spin qubits.

Donor spin qubit

In the same idea than the Loss and DiVincenzo proposal, Kane suggested to use nuclear

spins of 31P in silicon [116]. Using the nuclear spin instead of the electron one increases again

the coherence time. Their gyromagnetic ratio differs indeed by three order of magnitude:

γn ≈ 17.2 MHz/T (for 31P nucleus) and γe ≈ 28 GHz/T. To this can be added the fact that

nuclear spins have no mobility in the semiconductor which prevents spin-orbit coupling and

thus charge noise. Finally, as mentioned before, silicon can be purified to obtain a nuclear

spin free material [117]. 31P donors positioning must be very accurate and is thus demanding

in terms of nanofabrication. They are placed with a masked ion-implantation method [118]

or using scanning tunneling microscope lithography [119].

Two types of gates are implemented on the chip: above the donor sites the gates tune the

nuclear spin resonance frequency and between the donor sites the gates control the nuclear

spin exchange coupling. A coupled electron spin is used for the nuclear spin readout with a

spin to charge conversion technique which is here QND [117, 120]. Storing quantum infor-

mation in the nuclear spin provides the best coherence time ever reported in semiconductor

spin qubits [111] : T∗
2 = 2.4 ms [121]. The qubit manipulation is done using ESR technique.

One and two qubit gates have recently shown high fidelities values [122].

Singlet-triplet spin qubit

Using the spin of a single electron is the natural way to implement a qubit. The logical

states have opposed magnetic quantum number: Sz = ±1/2 and the qubit frequency is set

by the external magnetic field. Small magnetic field fluctuations affects therefore the qubit

associated energies differently and then the qubit frequency yielding dephasing. To remedy

this, the qubit can be encoded with more complex states spaced by an energy that is not

affected by global magnetic noise. The singlet-triplet qubit satisfies this condition [123]. It

is implemented with two electrons in a double quantum dot close to the (0,2)/(1,1) interdot

transition [102] (figure 1.8.a), with (NL,NR) the number of electrons in the left and right dot.

It is thus question of the case Ne = 2 electrons in N=2 quantum dots (left and right) of the

Hamiltonian presented in equation 1.3. In the (0,2) charge configuration the ground state is
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the singlet |S(0,2)⟩ = 1/
√
2(|↑R↓R⟩ − |↓R↑R⟩) and is the only one considered here. The triplet

states are indeed far away in the energy spectrum as one of the two electron occupies a higher

orbital due to the Pauli exclusion principle. In the (1,1) charge configuration the ground state

is the singlet |S(1,1)⟩ = 1/
√
2(|↑L↓R⟩ − |↓L↑R⟩) and triplet states read : |T+(1,1)⟩ = |↑L↑R⟩,

|T0(1,1)⟩ = 1/
√
2(|↑L↓R⟩+ |↓L↑R⟩) and |T−(1,1)⟩ = |↓L↓R⟩. The index L/R indicates if the

spin is in the left or right dot. With an external magnetic field Bz, the T+ (Sz = +1) and T−

(Sz = −1) triplet states repel each other with respect to T0 (Sz = 0) which is not affected.

With the tunnel coupling, the charge states (0,2) and (1,1) hybridize around ϵδ = 0. As

the spin quantum number is conserved as the electron tunnels from one dot to the other,

the energy spectrum only shows an avoiding crossing between the singlet states |S(0,2)⟩ and
|S(1,1)⟩ [54] (figure 1.8.b). The singlet-triplet qubit states are :

|S⟩ = α |S(0,2)⟩+ β |S(1,1)⟩ |T0⟩ = |T0(1,1)⟩ (1.13)

With α and β complex numbers such that:|α|2 + |β|2 = 1. Finally both states do have a mag-

netic quantum number equal to zero resulting in a qubit insensitive to Bz noise. As mentioned

earlier, as Ne = N, the system can be described by the Heisenberg Hamiltonian (see equation

1.12). The exchange energy J(ϵδ) sets the qubit frequency and can be electrostatically tuned

as it depends on the detuning ϵδ and the tunnel coupling rate t:

ℏωq = J(ϵδ) ≈
4t2Ec

E2
c − ϵ2δ

(1.14)

where one assumes that both quantum dots have the same charging energy: EcL = EcR = Ec.

As the two states of the singlet-triplet qubit have different orbital wave functions, they

experience a different magnetic environment. This magnetic field difference ∆Bz couples the

two states and provides therefore a full control of the qubit:

HS−T = J(ϵδ)σ̂z + gµB∆Bzσ̂x (1.15)

In practice, ∆Bz has a finite value thanks to inhomogeneous nuclear magnetic field (as in GaAs

[102,124]) coming at the price of good coherence properties. To counter this, a micromagnet

can be integrated to a chip without nuclear field [125].

The qubit initialization is done by setting the detuning to large negative values where the

ground state is |S(0,2)⟩. Then the detuning is increased to prepare a |S⟩ state. The readout

of the singlet-triplet qubit relies on Pauli spin blockade. As mentioned previously, tunneling

conserves spin. Thus, depending if the electrons form a singlet state |S(1,1)⟩ (S=0) or a triplet



28 Chapter 1. Shaping the spectrum of hybrid quantum systems

state |T0(1,1)⟩ (S=1), the electron of the left dot can weather or not tunnel to the right one

as the only available state is the singlet |S(0,2)⟩ (S=0). This tunneling event can be detected

with a charge sensor [102] or direct transport measurement [126]. Although being non QND,

this technique enables a rapid and accurate readout [127]. The qubit manipulation can be

performed as ∆Bz has a finite value and thus drives rotations between the |S⟩ and |T0⟩ states.
For a singlet-triplet qubit, the highest coherence time classified [111] is T∗

2 = 12 µs [59]. High

one qubit gate fidelities have been reported [59, 128, 129] and a two qubit gate with a 90%

fidelity has been performed by coupling capacitively two singlet triplet qubit [130].

Although this qubit is protected from global Bz noise, the non-diagonal term in the Hamilto-

nian makes it sensitive to local magnetic fluctuations. Encoding quantum information in more

complex spin states can lead to a qubit insensitive to both local and global field fluctuations.

Such a system is generally called a decoherence-free subspace.

Exchange-only spin qubit

Obtaining a decoherence-free subspace can be achieved by using three electrons in a triple

quantum dot [131]. The system can be described by Hamiltonian presented in equation

1.3 with Ne = 3 electrons in N = 3 quantum dots. The spin Hilbert space is formed of

a quadruplet (S=3/2) and two degenerate doublet (S=1/2) subspaces. Restricting to the

S=1/2 and Sz = +1/2 (or equivalently Sz = −1/2) subspace gives eight states of which two

are in the (1,1,1) configuration: have one electron in each dot (figure 1.9.a). Those two states

defines the exchange-only (EO) qubit and read [132,133]:

|0⟩ = (|↑1↑2↓3⟩ − |↓1↑2↑3⟩)/
√
2 (1.16)

|1⟩ = (|↑1↑2↓3⟩+ |↓1↑2↑3⟩ − 2 |↑1↓2↑3⟩)/
√
6 (1.17)

As Ne = N, the system can once again be described with an Heisenberg Hamiltonian:

HHeisenberg =
JL(ϵ)

4
Ŝ1Ŝ2 +

JR(ϵ)

4
Ŝ2Ŝ3 (1.18)

With JL/R(ϵ) the exchange energy between the left/right dot and the middle one (figure

1.9.b). It can be rewrite in the qubit basis as follows:

HEO = −1

4
(JR(ϵ) + JL(ϵ))σ̂z −

√
3

4
(JR(ϵ)− JL(ϵ))σ̂x (1.19)
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Figure 1.8: Singlet-triplet spin qubit: (a) The qubit is formed from two electrons in a
double quantum dot close to the (0,2)/(1,1) interdot transition. (b) Energy spectrum of the
singlet-triplet qubit. The two singlet states shows an avoiding crossing at ϵδ = 0. The triplet
states are separated from each other with an external magnetic field Bz. The qubit energy
J(ϵδ) can be tuned through the plunger gate voltages VPL

and VPR
. (c) Representation of

the qubit states in the Bloch sphere. If J(ϵδ) ≪ ∆Bz, the eigenstates become |↓↑⟩ and |↑↓⟩.
Modulation of J(ϵδ) induces then oscillations between those states.

As its name implies, the qubit can be fully operated through exchange interaction which

is electrostatically tunable. JL(ϵ) and JR(ϵ) pulses are not separately driving rotations in

the Bloch sphere. Therefore the rotation axis forms a 120◦ angle (figure 1.9.c). The qubit

frequency depends also only on exchange interactions and reads:

ℏωq =
√
JL(ϵ)2 + JR(ϵ)2 + JL(ϵ)JR(ϵ) (1.20)

As for the singlet-triplet qubit, the exchange-only qubit can be readout using Pauli spin

blockade [134]. One qubit gates are performed by pulsing the detuning ϵ which modifies the

exchange interactions JL(ϵ) and JR(ϵ). As those quantities also depend on the tunnel rates

tL and tR , one qubit gates can also be performed at a fixed detuning by playing on the tunnel

rates to limit charge noise. It is referred to the symmetric operation point [135, 136]. The
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Figure 1.9: Exchange-only spin qubit: (a) Charge stability diagram of a triple quantum
dot as a function of ϵ = (ϵ1 − ϵ3)/2 and ϵM = ϵ2 − (ϵ1 + ϵ3)/2. The sweet spot of the exchange-
only qubit figures in the middle of the (1,1,1) zone and the one of the resonant exchange qubit
is delimited with the orange dashed line. (b) Energy spectrum of the exchange-only qubit.
The spacing between the two energy states is controlled via the exchanges energies JL(ϵ) and
JR(ϵ). The asymmetry with respect to the detuning ensue from different tunnel coupling
rates tL and tR. (c) Representation of the qubit states in the Bloch sphere. The rotations

axis form a 120◦ angle.

maximum reported [111] coherence time is T∗
2 ≈ 2µs [137]. High one qubit gate fidelities

have been reached [137, 138] and a 97.1% two qubit gate fidelity has been measured in a six

quantum dot array [139].

The resonant exchange (RX) qubit is a slightly different version of the EO qubit. It is

operated at a different working point where the exchange interactions are always turned

on (figure 1.9.a). This results in a large qubit splitting which can be strongly modulated

electrically leading to very short gate times [140]. In this regime, the readout can also be

done by implementing a cQED architecture [32].
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1.3.2 The ferromagnetic spin qubit

Circuit quantum electrodynamics which will be discussed in details in chapter 2 constitutes

an appealing tool for quantum computation processing. It can indeed enhance qubit lifetime,

allows high fidelity QND measurements of multiple qubits and enables entanglement of qubits

separated by macroscopic distances [141]. This toolbox is widespread in the superconducting

qubit field [4,5,24,142] and much more tricky to implement for a spin qubit. Even though the

coupling between the spin and the cavity magnetic field have recently been enhanced from

g ≈ 10 Hz [143] to g ≈ 3 kHz [144], it is still four orders of magnitude below suitable values.

To circumvent this, a key ingredient is to hybridize the spin and charge degrees of freedom to

couple to the electric field of the cavity. In those conditions, the qubit is a spin-orbit qubit of

which the ferromagnetic spin qubit [7] is part. The specificity of this qubit is an all electric

manipulation without any external applied magnetic field thanks to ferromagnetic contacts.

Overview

This qubit can be realized with many different nanoconductor. This work focuses on carbon

nanotubes as they present many advantages (see section 1.1). A charge dipole can be ob-

tained in a double quantum dot circuit with an electron delocalized over the two dots (see

section 1.2). This provides coupling to the electric field of the cavity. The qubit spectrum is

spin polarized with non-collinear ferromagnetic contacts. The spin quantization axis is then

different in the two dots leading to spin dependent tunneling. This can be seen as an artificial

spin orbit coupling.

Ferromagnetic interface-induced exchange fields

The ferromagnetic contacts polarize the electron spin trapped in the DQD via three different

mechanisms [49, 145]. One can first mention the stray field generated by the ferromagnet

itself. This phenomenon is not dominant which is convenient for the cQED superconducting

design. In the non-interacting limit, electronic transport in a coherent nanoconductor con-

tacted to ferromagnetic contacts can be described with the scattering matrix formalism with

transmission and reflection probabilities (figure 1.11.a). The second mechanism exists for

finite transmission probability and is similar to proximity effect [146]. The electronic wave

function then overlaps the ferromagnet and hybridize with its first atomic layer. Concretely

the transmission probability depends on the contact quality of the nanoconductor on the

ferromagnetic contact and can be electrically tuned with the closest gate electrode to the

interface [147–150]. However for qubit perspective, one is looking for a closed system; having

a finite transmission probability opens thus the way towards decoherence. The last mecha-



32 Chapter 1. Shaping the spectrum of hybrid quantum systems

Figure 1.10: Implementation of the ferromagnetic spin qubit: A single electron in a
carbon nanotube is trapped in a double quantum dot circuit. The non colinear ferromagnetic
electrodes on which the nanotubes is contacted hybridize the spin and the charge degrees of

freedom. This allows the spin to couple to photons of the microwave cavity.

nism does not require non opaque barrier and arises from spin dependent phase shift that is

acquired by the electron. This leads to an effective Zeeman field in the nanoconductor itself

called the confinement-induced exchange field [49]:

2δ =
ℏvF
2L

(φ↑ − φ↓) (1.21)

where vF ∼ 8.105 m.s−1 is the Fermi velocity of CNT, L is the length of the dot and φ↑/↓ is a

spin dependent interfacial phase shift. This energy that defines the ferromagnetic spin qubit

frequency is in principle electrically tunable with VΓL/R
.

To ensure the proper functioning of the ferromagnetic contacts, one can realize a magnetic

force microscope (MFM) characterization. Such image and details on the fabrication are given

in section 3.1. Once the device is fabricated and cooled down, one can perform Tunneling

Magneto-Resistance (TMR) measurements [147, 150, 151]. The system implements a double

quantum dot spin valve. Applying an external magnetic field generates a competition between

the anisotropy energy of the ferromagnetic electrode and the interaction with the external

field. The contact magnetization flips when the external magnetic field reaches its coercitive

field. This results in a change of conductance captured in transport measurements (figure

1.11.b).
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Figure 1.11: Ferromagnetic interface and characterization: (a) The confinement-
induced exchange field originates from the interface with the ferromagnetic contact modeled
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phase shift φσ that adds to the phase acquired with the electronic path η over a distance L
in the coherent conductor. (b) TMR measurement: Current through the double quantum
dot is measured while sweeping the external magnetic field with a bias voltage VSD = 5 mV.

(device v3-a4)

Qubit characteristics

Owing the spin-charge hybridization, the system involves four states : |↑, 0⟩, |↓, 0⟩, |0,↗⟩,
and |0,↙⟩. By taking into account the valley degree of freedom of electrons in carbon

nanotubes this would imply eight states but here K and K’ are considered degenerate. By

assuming a symmetric contact-induced effective spin splitting between the left and right dot:

δL = δR = δ, the Hamiltonian reads:

Hferro = −ϵδ
2
τ̂zσ̂0 + tτ̂xσ̂0 − 2δ

(
σ̂z
τ̂0 + τ̂z

2
+ (cos(θ)σ̂z + sin(θ)σ̂x)

τ̂0 − τ̂z
2

)
(1.22)

where τ̂i and σ̂i are the Pauli matrices (or the identity if i=0) for the orbital and spin degree

of freedom. θ is the angle between the magnetizations of the left and right dot. The term

preceded by sin(θ) provides the spin-charge hybridization. For any transition, a change in

the orbital part of the wavefunction affects its spin part and vice-versa: this results in an
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artificial spin-orbit coupling (see figure 1.12.a). The spin-charge hybridization is controlled

by the angle theta θ fixed by design and the detuning ϵδ which is electrically tunable. With

θ = π/2 the hybridization to the charge is maximum as well as the coupling to the cavity

which is attracting. However, it comes at the cost of charge noise. There is therefore a trade-

off to find. The angle has been fixed in this work to θ = π/6 accordingly to calculations (see

figure 1.13) and previous results of the group [152]. One can also play on the detuning to find

an optimum between being sufficiently coupled to the cavity with minimal charge noise (see

figure 1.13). A first possibility is to go at sufficiently large detuning still being coupled to the

cavity (labeled ”ON”): the 01 transition is here mostly ”spin-like” (see figure 1.12.b). In this

regime, the qubit frequency is not affected by small changes of the detuning. However the

coupling to the cavity is drastically reduced. The later can still be turned completely ”OFF”

by increasing again the detuning towards a pure spin transition. In those conditions, the qubit

coherence time is maximal and can thus be used as a quantum memory. Switching from ”ON”

and ”OFF” without affecting the qubit frequency is furthermore required for implementing

the two qubit iSWAP gate and can be done via gate voltage pulses. The second working

point is at zero detuning where similarly to the charge qubit, ∂ωq/∂ϵδ = 0 at first order. At

zero detuning, the electron is delocalized over the two dots resulting in a maximum charge

dipole that couples to the cavity electric field. As the spin-charge hybridization is maximum

at this working point (see figure 1.12.b), the most spin-like transition is the 02 which is used

to form the qubit.

Important milestones towards the implementation of the ferromagnetic spin qubit have been

achieved in the recent years. The first crucial ingredient for the readout was to observe cou-

pling [28] and strong coupling [146] between a photon in a microwave cavity and an electron

in a quantum dot circuit. This has led to the demonstration of the readout of the spin via the

microwave cavity [151]. This technique will be discussed in chapter 2. Another key feature

was to set and identify the qubit. The 01 transition has been highlighted through microwave

spectroscopy [152]. As predicted, the linewidth of the transition narrows with increasing

detuning to reach a minimum value setting the decoherence rate γS ≤ 2π × 249 kHz. Finally,

a full characterization of the qubit requires time domain measurements. The modulation

of the detuning changes the overlapping of the wave function over the two dots. As their

exchange field have a different contribution the effective magnetic field is now tilted resulting

in a transverse component in the Bloch sphere (see figure 1.12.c). Modulating the detuning

at the qubit frequency enables thus rotations on the Bloch sphere. Chapter 5 presents such

manipulations highlighting microsecond lived quantum states.
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Figure 1.12: Ferromagnetic spin qubit in a double quantum dot: (a) Schematic
of the DQD in the closed regime with one electron. The ferromagnetic contacts lift the
spin degeneracy by 2δ. The non-collinear electrode magnetization sets two different spin
quantization axis in the two dots resulting in an artificial spin-orbit coupling which enables
a spin-photon coupling. Modifying the detuning ϵδ changes the orbital part of the wave
function and therefore also the spin part. (b) Ideal energy spectrum of the ferromagnetic
spin qubit as function of the detuning. The spin-charge hybridization is maximum at ϵδ = 0.
At reasonably high detuning, the 01 transition is mostly spin like and still coupled to the
cavity: a possible qubit working point. (c) Bloch sphere representation of the qubit encoded
in the |0⟩ and |1⟩ states of the energy spectrum. Qubit manipulation can be performed with
a modulation of the detuning at the qubit frequency. It indeed modifies the wavefunction
overlap over the two dots resulting in an AC transverse component of the effective magnetic

field.

1.3.3 Various architectures enabling spin-photon coupling

One of the main motivations of the ferromagnetic spin qubit is its compatibility with the

cQED toolbox. Nevertheless, this is not the only implementation enabling a spin-photon
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Figure 1.13: Trade-off between spin-photon coupling and charge noise: (a) Spin-
photon coupling as a function of the angle and the detuning. The maximum value is obtained
for θ = ±π/2 and ϵδ = 0. The spin-photon coupling decreases drastically with the detuning
and is suppressed for θ = 0. (b) Charge noise of the 01 transition captured by the partial
derivative of transition frequency with respect to the detuning which decreases with θ and

ϵδ/δ. A sweet spot is found at ϵδ = 2.8δ and θ = π/6 [7].

coupling. The latter have first been realized to overcome the issues of ESR for qubit ma-

nipulation by implementing EDSR [153]. The main options consist in using a magnetic field

gradient, the intrinsic spin-orbit coupling or multiple spin states.

Micromagnet

The magnetic field gradient generated by Co micromagnets in the presence of external mag-

netic field hybridizes the spin and orbital degree of freedom. This technique is now widespread

in the spin qubit community and has notably led to high fidelities [15] and a six-qubit quan-

tum processor [18]. In such a situation, a single electron in a double quantum dot shows an

equivalent Hamiltonian to equation 1.22 which is expressed in equation 5.1. The total mag-

netic field can indeed be decomposed into a symmetric part that lifts the spin degeneracy

and an anti-symmetric part responsible for the spin-charge hybridization. This design has

led to the observation of strong spin-photon coupling in silicon [30,31].

One major advantage of micromagnets is their reliability and the possibility to simulate the

stray field of a given geometry: [154, 155]. Futhermore, it does not restrict the choice of

material host. Nuclear spin free materials can thus be used. Finally, this implementation

has led to the most significant results namely coupling distant spins via microwave photons

[33,156] and the realization of a two qubit iSWAP gate [35]. A drawback of the micromagnets

is that it constitutes an additional element on the chip. This complicates the nanofabrication

with an additional step potentially leading to misalignment. Furthermore micromagnets are

an obstacle for the microwave design of the circuit. Applying external magnetic field also

affects the quality factor of the microwave cavity and vortices in the superconducting film
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constitute an ensemble of two level system causing decoherence. As it is, micromagnets are

not compatible with the carbon nanotube integration used in this works but it could be

adapted by burying them [155].

Magnetic gates

An alternative to an additional micromagnet is to directly integrate the magnetic texture

in the DC gates removing the constraint on compatibility with CNT integration. This is

thus investigated as an alternative to ferromagnetic contacts. A first possibility is to rely on

plunger gates stray field formed by several layers of Pt/Co. This has already been used with

one and two gates [157, 158]. It relaxes the external magnetic field constraint but is very

challenging in terms of nanofabrication. Such a device (SpinQMag5R) has been measured

along this work but did not show any effect of the magnetic gates. The outcome was a need

of 20 Pt/Co layers instead of 5 for sufficient stray field which was not considered suitable.

Another possibility that is currently investigated by the C12 team is to magnetize a Co

tunnel gate. As for all the other implementation, a finite external magnetic field is then

required but it relaxes the constraint on nanofabrication. Both approaches are supported

by micromagnetic simulations. However the Landé g-factor in carbon nanotubes varies a lot

from sample to sample. This can be compensated with a very large external magnetic field

(Bext > 1T) but makes the superconducting cavity inoperable. Ferromagnetic contacts can

solve this issue as they provide a local and sufficiently high effective magnetic field [147,159].

Intrinsic spin-orbit coupling

Instead of adding magnetic elements for an artificial spin-orbit coupling, one possibility is

to directly use a host material with intrinsic spin-orbit orbit coupling. Firstly demonstrated

with electrons in GaAs [13], it can also be realized in InAs [96] and InSb [160] or with

holes in Si [161], Ge [98] and Ge/SiGe [17]. Such systems have been embedded in a cQED

architecture: spin-photon coupling has been highlighted in an InAs nanowire [162] and the

strong coupling regime bordering the ultra-strong coupling limit has been reached in a silicon

MOS device [163].

Using intrinsic spin-orbit coupling simplifies the device nanofabrication but limits the choice

of materials. Carbon nanotubes are not in the list but by bending the CNT, it has shown

sufficiently large spin-orbit coupling to enable EDSR [42]. In those conditions, the nanotube

touches the substrates bringing charge noise.
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Multiple spin states

As mentioned in section 1.3.1, a resonant exchange qubit can be coupled to cavity photons.

Unlike the exchange-only spin qubit which is in the (1,1,1) charge configuration, the resonant

exchange qubit states are also mixed with the (2,0,1) and (1,0,2) charge configurations leading

to an electric charge dipole enabling a coupling with the cavity [164]. With this type of qubit,

strong spin-photon coupling has also been demonstrated [32].

This approach differs from the other as more gates are required to form a triple quantum dot.

As it does not depend on the host material it could be implemented with carbon nanotubes.

Nevertheless, tuning a triple quantum dot to the desired regime would be challenging. Recent

results have similarly shown the strong spin-photon coupling within the framework of a

singlet-triplet spin qubit [165].
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Cavity quantum electrodynamics has enabled the study of light-matter interaction at the most

elementary level. Pioneer experiments have been realized with Rydberg atoms and microwave

photons of a superconducting cavity [23]. These experiments have also proved to be important

for quantum computation perspectives. Basic concepts have indeed been demonstrated such

as the deterministic entanglement of atoms and the realization of quantum gates using atoms

and photons as quantum bits. Subsequently, this has given rise to the field of circuit QED

(cQED) where a superconducting circuit encoding a qubit is coupled to an on-chip microwave

cavity [4, 141].

Circuit QED is particularly appealing for quantum computing perspectives for several rea-

sons. As superconducting microwave cavities constitute a high quality bandpass filter, they

can enhance qubit lifetime with strong inhibition of spontaneous emission [166]. The reso-

nance frequency of those cavities are in the GHz range: similar to the what can be set for the

qubit. They provide a sensitive readout whose speed notably depends on their quality factor.

Finally the cQED architecture is scalable: it provides high fidelity QND measurements of

multiple qubits [167, 168] and enables entanglement of qubits separated by macroscopic dis-

tances [24,25]. A crucial result towards this implementation is to achieve the strong coupling

regime between the qubit and the cavity [4].

One can envision to replace the superconducting ciruit of a cQED architecture by any

hybrid quantum circuit that interacts with microwave photons giving rise to mesoscopic

QED [169, 170]. Cavity photons can thus be used both in the artificial atom limit for quan-

tum information perspectives and in the open system limit to study electronic transport [61]

or condensed matter phenomena [157, 158]. This work focuses on the artificial atom limit

where the on-chip microwave cavity is coupled to a ferromagnetic spin qubit [7] (see section

1.3.2). As the spin shows very weak coupling to the cavity magnetic field (g ≈ 10 Hz [143]), it

is hybridized with the charge degree of freedom. Interdot transitions in a double quantum dot

circuit can indeed be coupled to the cavity electric field [28,29] up to enter the strong coupling

regime [146, 171, 172]. Photon-mediated interaction between distant quantum dots has also

been highlighted [173, 174]. The same key results have been obtained afterwards with the

implementation of artificial spin-orbit coupling namely the spin-photon coupling [151, 162],

the strong coupling regime [30–32] and the distant coupling [33,156].

This chapter focuses on the charge-photon coupling which enables the spin-photon coupling

through the spin-charge hybridization already discussed previously. The first part focuses on

what physically enables the coupling between cavity photons and an atom, a superconducting

circuit or a quantum dot circuit. The second part describes the consequences of this coupling
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on the system and how to take advantage of this for quantum computing perspectives. Finally,

the last part introduces the ingredient bridging the classical and the quantum world to enable

readout of the qubit state: the transmission line.

2.1 Coupling quantum dot circuits to a microwave cavity

Coupling a quantum dot circuit to a microwave cavity is not trivial. Adding electric connec-

tions for contacts and gate electrodes is done at the cost of ground plane continuity which

affects the cavity quality factor. It also provides a channel for photons to leak out from the

cavity. The chip should therefore be designed carefully to prevent these issues as much as

possible. This technical aspects will be discussed in chapter 4 to focus here on the physical

description of the coupling.

2.1.1 From cavity QED to mesoscopic QED

Cavity QED studies the interaction between electrons in the atomic orbitals of a flying atom

and the photons trapped inside superconducting mirror cavity (figure 2.1.a). One focuses

thus on the coherent cavity electric field which can be considered constant in the region of

the atom: this is the electric-dipole approximation. In those conditions, the light-matter

interaction reads: Ĥint = −
−→
Ê 0 .

−→
d̂ where

−→
Ê 0 is the constant quantized electric field of the

cavity in the region of the atom and
−→
d̂ is the atomic electric dipole.

In circuit QED, the different ingredients are transferred on a chip to form a solid-sate physics

device. The atom is replaced by a superconducting circuit which can encode a qubit [21, 22]

and the mirror cavity by a superconducting coplanar waveguide (CPW) resonator [175,176].

The superconducting circuit is placed close to the central conductor of the CPW resonator

which has ground planes on both sides (figure 2.1.b). With the superconducting circuit, it is

not question anymore of the orbital degree of freedom as the rigidity of the superconducting

phase makes macroscopic collective degree of freedom dominant. Furthermore the super-

conducting circuit influences a lot the electric field distribution which is thus not constant

around it. It is localized in areas where metallic elements are highly capacitivelly coupled. A

physical description of circuit QED is then provided by an equivalent lumped element circuit

with constant electric field at its nodes.

Mesoscopic QED focuses on any hybrid quantum circuit coupled to a microwave cavity. One

can implement various types of nanoconductors such as 2DEG [29], nanowires [162] or carbon

nanotubes [28] and the contacts electrodes can be made of normal, superconducting [146] or

ferromagnetic [151] metal. Mesoscopic QED figures in between the cavity and circuit QED
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Figure 2.1: Schematic of different quantum systems coupled to cavity photons: (a)
Cavity QED: an atom in a superconducting mirror cavity stands in a constant photonic field.
(b) Circuit QED: a superconducting circuit is placed close to the cavity central conductor.
The cavity electric field concentrates between metallic elements highly capacitively coupled
(c) Mesoscopic QED: the cavity electric field is brought to the ciruit with an AC gate.

Sources: [4, 170,179]

cases. On the one hand, quantum dots energy spectrum is indeed influenced by the quanti-

zation of the orbital levels. On the other hand the quantum dots electrostatic environment

modifies drastically the electric field. An equivalent lumped element circuit can be derived

in the case of a cavity resonance frequency much smaller than all characteristic frequencies

of the QD [177, 178]. The cavity electric field can nevertheless not be described in this low

frequency picture.

2.1.2 Microscopic description

General case

In order to describe the electric field of the microwave cavity in the presence of a quantum dot

circuit, the Hodge decomposition can be used [170, 180]. The electric field is then separated

into a transverse part
−→
E⊥(

−→r , t) that has no divergence, a longitudinal part
−→
E ∥(

−→r , t) that has
no rotational and a harmonic part

−→
E harm(

−→r ) that has none:
−→
E (−→r , t) =

−→
E⊥(

−→r , t) +
−→
E ∥(

−→r , t)
+
−→
E harm(

−→r ).
−→
E⊥(

−→r , t) corresponds to the photonic mode,
−→
E ∥(

−→r , t) is set by the charge
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distribution in the nanoconductor and
−→
E harm(

−→r ) is set by the boundary conditions on the

conductors including plasmonic modes.
−→
E⊥(

−→r , t) is therefore the part of the electric field

that can be quantized. With a similar quantization approach than in cavity QED and by

neglecting the magnetic effects of photons, the coupling part of the mesoscopic QED Hamil-

tonian [170] reads :

Hint = −e
∫
dr3V⊥(

−→r )ψ̂†(−→r )ψ̂(−→r )(â+ â†) (2.1)

where ψ̂†(−→r ) / ψ̂(−→r ) is the field operator associated to the creation/annihilation of an elec-

tron in the nanoconductor, â†/â is creation/annihilation operator of a photon in the cavity

and V⊥(
−→r ) is the photonic pseudo-potential. The latter can describe both the cavity QED

boundary case where the dipolar electric approximation gives: V⊥(
−→r ) =

−→
E 0.

−→r and the cicuit

QED boundary case where the photonic potential is constant at each node of the equivalent

electrical circuit. Coupling a quantum dot circuit to microwave cavity is therefore possible if

the photonic pseudo-potential felt by the conduction electrons in the nanoconductor is non

zero. Concretely this can by achieved with an AC gate directly connected or highly capaci-

tivelly coupled to the central conductor of the CPW microwave cavity which is brought close

enough to the nanoconductor.

Tunneling process in quantum dots circuits

Equation 2.1 describes the general case of the electron-photon coupling in mesoscopic QED.

Sections 1.1.2 and 1.2 have shown how important tunneling events are in the physics of

quantum dot circuits. Hamiltonian 2.1 can therefore be expressed differently in order to

highlight tunneling processes. To do so, the field operator can be linked to the different

orbital levels: ψ̂(†)(−→r ) = φ
(∗)
n (−→r ) ĉ(†)n , where ĉ†n/ĉn is the creation/annihilation operator of

an electron in orbital n with associated energy ϵn. With this consideration, Hamiltonian 2.1

can be re-expressed as follows:

H̃int =

(∑
n

gnĉ
†
nĉn +

∑
n̸=n′

(γn,n′ ĉ†n′ ĉn + h.c.)

)
(â+ â†) (2.2)

with:

gn = −e
∫
dr3V⊥(

−→r )|φ̂n(
−→r )|2 (2.3)

γn,n′ = −e
∫
dr3V⊥(

−→r )φ̂∗
n(
−→r )φ̂n′(−→r ) (2.4)
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The first sum of equation 2.2 describes a modification of the orbital energies through the cavity

photons. gn expression shows that the electron-photon coupling is proportional to the overlap

between the pseudo-photonic potential and the square modulus of the orbital wavefunction.

In the case of a constant photonic potential in the vicinity of the orbital wavefunction, the

coupling can be seen, as in circuit QED, as a capacitive one with the CPW central conductor.

The second sum of equation 2.2 shows that cavity photons couples different orbitals together.

One identifies two types of photon-induced transitions. The first one couples orbitals from the

same circuit element. It is similar to orbital transitions of an atom and is thus the coupling

mechanism in cavity QED. The other one couples couples orbitals in different circuit element

such as different dots reminding photon-assisted tunneling. However in mesoscopic QED,

wavefunctions of different orbitals are spatially separated resulting in weak overlap. This

results in : γn,n′ ≪ gn and one can thus only consider the first sum of equation 2.2 for the

following development.

Interdot transitions in a double quantum dot

It is now possible to focus on the artificial atom limit case which is the one of interest in this

work. As explained in section 1.3.2, the use of the circuit QED toolbox with the ferromagnetic

spin qubit requires to couple a charge qubit to the cavity. By considering one orbital in each

of the left and right dot of the DQD as in Hamiltonian 1.7, equation 2.2 becomes:

H̃int,DQD = (gLn̂L + gRn̂R)(â+ â†) (2.5)

where n̂i = ĉ†i ĉi is the number operator with i = {L,R}. The eigenstates of the charge qubit

are the |+⟩ and |−⟩ states (see equation 1.8). In this case, the charge-photon coupling strength

g can be expressed as follows:

g(â+ â†) = ⟨+| H̃int,DQD |−⟩ (2.6)

and reads:

g =
2t√

ϵ2δ + 4t2
gc (2.7)

with:

gc =
gL − gR

2
= −e

2

∫
dr3V⊥(

−→r )(|φ̂L(
−→r )|2 − |φ̂R(

−→r )|2) (2.8)
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Figure 2.2: Coupling a double quantum dot to a cavity: The AC gate (here the plunger
left) creates a strong gradient of electric potential over the two dots. One thus obtains a finite
value for gc as gL ≫ gR. This results in a modulation of the detuning ϵδ which enables to

address the interdot transition with light.

where gc is the charge-photon bare coupling strength. The important feature to highlight

is that a similar coupling between the left and right dot and the cavity (gL ∼ gR) does not

couple the charge qubit to the cavity (gc ∼ 0). In order to obtain a finite coupling, one dot

has to be coupled to the cavity much more than the other one. This is possible if the photonic

pseudo-potential V⊥(
−→r ) varies strongly between the left and right dot as shown as in figure

2.2. Such a gradient can be obtained with an AC gate which concentrates the electric field

in a very small region. One of the two plunger gates is therefore used for this purpose as

it is ideally the closest to the dot. A reliable field distribution in the vicinity of the double

quantum dot is however challenging to engineer. A simulation software such as Ansys HFSS

could in principle handle the problem but the huge gap between characteristic scales of the

device (1 mm to 100 nm) makes the simulation very tricky.

2.2 Hybrid light-matter system

The previous section has given insights on the physical phenomena enabling a quantum

dot circuit to couple to a microwave cavity. This section focuses on the consequences of

this coupling on the system and on how to take advantage of this for quantum computing

perspectives.
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2.2.1 Different coupling regimes

The quantum dot circuit considered here is a double quantum dot encoding a charge qubit.

In the artificial limit, the Rabi Hamiltonian describes the light-matter interaction:

HRabi = ℏωcâ
†â+

ℏωq

2
σ̂z + ℏg(â+ â†)σ̂x (2.9)

where ωc is the cavity resonance frequency and ωq is the qubit frequency defined in equation

1.9 for the charge qubit case. The last term describes the light matter interaction character-

ized by the coupling strength g. In this picture, as the coupling axis (σ̂x) is orthogonal to the

qubit quantization axis (σ̂z), it is question of transverse coupling. This coupling scheme is

widely used in circuit QED for its straightforward implementation [4] but using longitudinal

coupling (σ̂z as coupling axis) can also be envisioned [181]. It provides a pure QND read-

out and is particularly appealing for scale up perspectives [182]. One can define the raising

and lowering operators acting on the qubit as: σ̂± = 1/2 (σ̂x ± iσ̂y) and re-express equation

2.9. By assuming g ≪ ωc and |ωc − ωq| ≪ ωc + ωq, the counter rotating terms rapidly aver-

ages out and can be neglected (rotating-wave approximation). This leads to the well-known

Jaynes-Cummings Hamiltonian [183]:

HJC = ℏωcâ
†â+

ℏωq

2
σ̂z + ℏg(âσ̂+ + â†σ̂−) (2.10)

The last term describes the coherent exchange of a single quantum between light and matter

resulting in vacuum Rabi oscillations. In absence of the coupling g, the qubit-photon states are

labeled |σ, n⟩, where σ = {g, e} for the ground or excited qubit state and n the photon number

in the cavity. With a finite coupling g, the two systems hybridize and a diagonalization of the

Jaynes-Cummings Hamiltonian leads the ground state |g, 0⟩ and the excited dressed states:

|+, n⟩ = cos(θn) |e, n⟩+ sin(θn) |g, n+ 1⟩ (2.11)

|−, n⟩ = −sin(θn) |e, n⟩+ cos(θn) |g, n+ 1⟩ (2.12)

with:

tan(2θn) =
2g

√
n+ 1

∆qc
(2.13)

where ∆qc = ωq − ωc is the qubit-cavity detuning.

In the resonant regime: |∆qc| ≪ g, light and matter are maximally hybridized. The energy
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spectrum forms the Jaynes-Cummings ladder that scales non-linearly. The dressed states

are indeed separated in energy by 2g
√
n + 1: this is the vacuum Rabi splitting. To observe

this splitting experimentally, being in the resonant regime is not sufficient. The coupling

to the environment has indeed not been taken into account yet. A more realistic model

considers that photons leak out from the cavity and that the qubit decoheres. Those effects

are quantified respectively by κ which defines the cavity quality factor as: Q = ωc/κ and by

the decoherence rate Γ2. This results in spectroscopic peaks of linewidth (κ+ Γ2)/2 which

are then not distinguishable until g > κ,Γ2. Such a regime where the coupling strength

overwhelms the qubit and cavity decay rates is called the strong-coupling regime. This

was achieved with various qubits encoding [4, 31, 171] and is crucial for quantum computing

perspectives. Vacuum Rabi oscillations which capture the coherent qubit-photon exchange

present a dynamic with frequency 2g for the first doublet. This has thus to be faster than

the decay rates to perform notably quantum states transfer [25].

In the dispersive regime: |∆qc| ≫ g, the two systems are weakly entangled. The coherent

exchange of quanta is not resonant and is only allowed via virtual photon processes. A

good description of this regime can be obtained by applying the unitary transformation

U = eX, with X = g/∆qc (âσ̂+ − â†σ̂−) to the Jaynes-Cummings Hamiltonian 2.10 with the

Baker-Campbell-Hausdorff formula up to the second order1 [181]:

Hdisp
JC = UHJCU

† ≈ ℏ(ωc + χdispσ̂z)â
†â+

ℏ
2
(ωq + χdisp)σ̂z (2.14)

This expression highlights a change of the cavity resonance frequency by a quantity depending

on the qubit state: ∆ωc = χdisp⟨σ̂z⟩, where χdisp = g2

∆qc
is the dispersive charge susceptibility.

This regime can then be used to readout the qubit state through a cavity transmission

measurement (see section 2.3.2). Moreover, this readout is almost QND as the approximation

of Hdisp (equation 2.14) commutes with the observable that is measured: σ̂z.

Alternatively, equation 2.14 can be re-arranged to exhibit the reciprocal effect:

Hdisp
JC ≈ ℏ

2

(
ωq + 2χdisp

(
â†â+

1

2

))
σ̂z + ℏωcâ

†â (2.15)

The qubit frequency is then modified by a quantity depending on the number of photons in

the cavity n = ⟨â†â⟩: ∆ωq = 2χdispn. This is the AC-Stark shift [184] (see figure 2.4) coming

with a Lamb shift corresponding to the factor 1/2.

1UHU† = H+ [X,H] + 1
2!
[X, [X,H]] + ...
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Figure 2.3: Qubit-photon coupling: (a) Representation of a cavity QED system compris-
ing a single mode of the electromagnetic field with decay rate κ coupled at a rate g to a
two-level system with decay rate Γ2. The decay rates are ignored in the Jaynes-Cummings
model. (b) The qubit is a strongly anharmonic system of frequency ωq as opposed to the cav-
ity photons behaving as a quantum harmonic oscillator with a constant level spacing ωc. (c)
Energy spectrum of the dressed states in the resonant regime (ωc = ωq) where light and mat-
ter are maximally hybridized. (d) Energy spectrum in the dispersive regime (ωq = ωc +∆qc)
where the states are weakly hybridized. This shifts the original energy spectrum of one sys-

tem depending on the state of the other.

2.2.2 Two qubits coupled to a cavity

The great advantage of the circuit QED architecture is also to enable interaction between

distant qubits. Here one focuses on the case of two qubits coupled to the same microwave

cavity. The qubits are supposed to be placed at different anti-nodes of the CPW resonator
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Figure 2.4: AC-stark shift: (a) Two-tone spectroscopy as a function of the power sent
into the cavity Pcav. It reveals the qubit frequency which is proportional to the number of
photons in the cavity n̄ (b) Formula 2.33 enables to convert Pcav into the number of photons
inside the cavity n̄. The slope is then ∆ωq = 2χdispn. As the cavity and qubit frequencies are
known (fc = 7.031 GHz and fq ≃ 9.098 GHz), the coupling strength can be extracted (here

g = gc as ϵδ = 0). The fit is done with Pcav ∈ [−20.5,−10.5] dBm. (device W11-A)

so that the direct qubit-qubit exchange interaction is ignored. Such a system is described by

the Tavis-Cummings model with the associated Hamiltonian [183]:

HTC = ℏωcâ
†â+

∑
i={1,2}

ℏωqi

2
σ̂zi + ℏgi(âσ̂+i + â†σ̂−i) (2.16)

It is thus possible to swap the quantum state of the qubit 1 to qubit 2. To do so, the first

qubit is tuned on resonance with the cavity for half a vacuum Rabi oscillation cycle in order

to transfer the qubit state to the resonator. Qubit 1 is then set off resonance and qubit 2 on

resonance to enable the coherent exchange. The cavity plays therefore the role of a quantum

bus [25]. However, this sequence is not an entangling two-qubit gate.

To remedy this, a possibility is to work in the dispersive regime with both qubits: |∆qic| ≫ gi

by only virtually populating the resonator. Similarly to the one qubit case, it is possible to ob-

tain an effective expression for Hamiltonian 2.16, considering here the unitary transformation

U = eX, with X =
∑

i gi/∆qic (âσ̂+i − â†σ̂−i):

Hdisp
TC ≈ ℏ

(
ωc +

∑
i={1,2}

χdispi σ̂zi

)
â†â+

∑
i={1,2}

ℏωqi

2
σ̂zi + ℏJ(σ̂−1 σ̂+2 + σ̂−2 σ̂+1) (2.17)

with:

J =
g1g2
2

(
1

∆q1c
+

1

∆q2c

)
(2.18)
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where χdispi =
g2i

∆qic
is the dispersive charge susceptibility associated to qubiti and ∆qic =

ωqi − ωc is the qubiti − cavity detuning. The first term of equation 2.17 shows that a disper-

sive readout of both qubits through the same cavity is possible. The last term describes an

exchange interaction of strength J between the two qubits. When the two qubits are resonant

with each other: |ωq1 − ωq2 | ≪ J, an excitation in qubit 1 can be transferred to qubit 2 by

virtually becoming a photon. This enables the implementation of the
√
iSWAP gate which

is universal.

2.2.3 Qubit manipulation

With this hybridized light-matter system, one can envision quantum manipulation of the

qubit. To do so, a coherent drive tone of time dependent amplitude εd(t), of frequency ωd

and of phase ϕd can be applied to the cavity. It can be modeled by the following Hamiltonian:

Hdrive = ℏεd(t)(a†e−i(ωdt+ϕd) + aei(ωdt+ϕd)) (2.19)

The system is now described by: H = HJC +Hdrive (equations 2.10 and 2.19). The same

unitary transformation that leads to equation 2.14 and 2.15 can be used. In the rotating

frame at the frequency ωd, it leads to the effective one-qubit gate Hamiltonian:

H1q =
ℏδ
2
σ̂z + ℏ

gεd(t)

∆qc
(cos(ϕd)σ̂x + sin(ϕd)σ̂y) + ℏ(ωc − ωd)â

†â (2.20)

where δ = ωq + 2χdisp(â
†â + 1

2)− ωd. If δ = 0, it enables qubit rotations around the x axis

(ϕd = 0) or y axis (ϕd = π/2) (figure 2.5) at a frequency ΩR = gεd/∆qc called the Rabi

frequency. A high coupling strength g and a weak dispersive regime then help to obtain

high fidelities for the one qubit gate. Moreover, the Rabi frequency can be controlled with

the amplitude of the drive tone εd(t) with a linear scaling. Fast manipulation can also be

implemented by applying the driving tone through a fast line instead of the cavity to get rid

of the denominator term ∆qc in the Rabi frequency expression.

2.3 Measuring with a microwave cavity

The previous section described the light-matter system with the Jaynes-Cummings Hamil-

tonian (equation 2.10). However, from an experimental point of view, one needs to access

the system state. A possibility is to couple the cavity to a transmission line which can be

measured. One focuses then on how the transmission is modified with the presence of a

quantum dot circuit or more specifically of the qubit.
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2.3.1 Input-output theory

From now on, the microwave cavity is considered coupled to a transmission line and thus to

the environment. The cavity transmission can be derived from an equivalent lumped element

circuit with scattering theory [177,178] however this does not give access to the whole dynamic

of the system. This is why one introduces here the quantum version of the scattering theory:

the input-output theory [185]. The system can be described with the internal cavity mode

â and the external bath modes b̂ (see figure 2.6.a). For a high Q cavity the system can be

described with the following Hamiltonian:

Hsys = Hcav +Hbath +Hcav−bath (2.21)

with:

Hcav = ℏωcâ
†â (2.22)

Hbath =
∑
k,i

ℏωk b̂
†
k,ib̂k,i (2.23)

Hcav−bath = −iℏ
∑
k,i

fk,iâ
†b̂k,i − f∗k,iâb̂

†
k,i (2.24)

where b̂†k,i / b̂k,i creates/anhilates a photon in mode k of frequency ωk in bath i = {1, 2,L}.
Hcav describes the cavity as a harmonic oscillator and Hbath the external bath modes. Hcav−bath

represents the interaction between the two systems within the rotating-wave approximation.

A photon in bath i and mode k can be converted into a cavity photon with transition am-
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Figure 2.6: Input-output formalism: (a) A solution to probe the cavity mode â is to
send an ingoing mode b̂in,1 on port 1 and measure the outgoing mode b̂out,2 from port 2.
One performs then a transmission measurement of the cavity. Each port is characterized
by a coupling κi. κL describes the internal losses. (b) Schematic of a necklace-type λ/2
resonator. The cavity is an open-circuited λ/2 coupled to two baths at the two ends which

are transmission-line waveguides.

plitude fk,i and vice-versa. The goal is now to define as shown as in figure 2.6 an input and

output mode to express the cavity transmission. To do so, one can derive the Heisenberg

equation of motion of each operator:

d

dt
â(t) =

i

ℏ
[Hsys, â] = −iωcâ(t)−

∑
k,i

fk,ib̂k,i(t) (2.25)

d

dt
b̂k,i(t) =

i

ℏ
[Hsys, b̂k,i] = −iωk b̂k,i(t) + f∗k,iâ(t) (2.26)

In order to solve equation 2.26, one introduces the time t0 < t associated to well-known initial

conditions. The solution then reads:

b̂k,i(t) = e−iωk(t−t0)b̂k,i(t0) +

∫ t

t0

dτe−iωk(t−τ)f∗k,iâ(τ) (2.27)
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By considering â(τ) ≃ eiωc(t−τ)â(t), the second term of equation 2.25 can then be re-expressed

as:

∑
k,i

fk,ib̂k,i(t) =
∑
k,i

fk,ie
−iωk(t−t0)b̂k,i(t0) + â(t)

∑
k,i

|fk,i|2
∫ t

t0

dτe−i(ωk−ωc)(t−τ) (2.28)

One can consider the transition amplitude to be constant over the range of frequencies rel-

evant to the cavity: fk,i = fi (Markov approximation). This quantity can be linked to the

coupling rate between a cavity photon and the bath i κi as: κi = 2π|fi|2ρi with ρi the den-

sity of states for bath i considered constant. By defining the input mode on port 1 as:

b̂in,1(t) =̂
1√
2πρ1

∑
k e

−iωk(t−t0)b̂k,1(t0), equation 2.25 becomes [185]:

d

dt
â(t) = −iωcâ(t)−

κ

2
â(t)−

√
κ1b̂in,1(t) (2.29)

where κ = κ1 + κ2 + κL is the cavity decay rate and b̂in,1(t) is the input mode correspond-

ing to bath 1. As opposed to b̂k,i and â, this input mode operator is non-dimensionless:

dim(b̂in,1(t)) = T1/2. As one drives the cavity through port 1, one considers b̂in,2(t) = 0.

A similar reasoning can be done with a time t1 > t to introduce the output mode b̂out,2(t).

In this work, one uses a necklace-type λ/2 resonator (figure 2.6.b) with a π phase shift of the

cavity mode at the two ends leading to the following input-output relations [186]:

b̂out,1(t) = b̂in,1(t) +
√
κ1â(t) (2.30)

b̂out,2(t) = −
√
κ2â(t) (2.31)

By moving this set of equation to the mean value and applying a Fourier transformation on

equation 2.29, one can derive the cavity transmission:

T (ω) =̂
⟨b̂out,2(t)⟩
⟨b̂in,1(t)⟩

=

√
κ1κ2

−i(ω − ωc) + κ/2
(2.32)

Unsurprisingly, the transmission has a Lorentzian shape centered on the resonance frequency

ωc. Another quantity interesting to express is the average number of photons in the cavity

n̄. This value can then be determined experimentally since all the parameters on which it

depends are accessible (see chapter 3). For a symmetric cavity-bath coupling (κ1 = κ2 = κ),
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it reads:

n̄ =̂ ⟨â†(t)â(t)⟩ω=ωc =
2
√
PinPout

ℏωcκ
(2.33)

where Pin = ℏω⟨b̂†in,1(t)b̂in,1(t)⟩ and Pout = ℏω⟨b̂†out,2(t)b̂out,2(t)⟩.

2.3.2 Qubit readout

Introducing qubit decoherence

In the previous section, one has introduced the input-output theory to derive an expression

for the cavity transmission which can be measured experimentally. We have so far considered

a bare cavity but the same reasoning can be done with Hamiltonian 2.10 describing a qubit

coupled to a cavity. Nevertheless, the Jaynes-Cummings model describes a closed system

which is not what is experimentally measured. Dissipation processes has then to be consid-

ered. It can arise from coupling with fermions in the contacts, phonon modes, fluctuators or

also photonic modes of the cavity. Similarly to the cavity case (equation 2.21), the non-closed

qubit system can be described by introducing a bath that couples to the qubit. The qubit

can couple in two different ways with the environment. One introduces then a transverse cou-

pling term and a longitudinal one with their associated bath. The Hamiltonian describing

the qubit as an open system reads:

Hopen qubit =
ℏωq

2
σ̂z +Hbath,t +Hqubit−bath,t +Hbath,l +Hqubit−bath,l (2.34)

where:

Hbath,t =
∑
t

ℏωtb̂
†
t b̂t (2.35)

Hqubit−bath,t =
∑
t

ℏgt(b̂†t σ̂− + b̂tσ̂+) (2.36)

Hbath,l =
∑
l

ℏωld̂
†
l d̂l (2.37)

Hqubit−bath,l =
∑
l

ℏgl(d̂†l + d̂l)σ̂z (2.38)
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The equations of motion of the different involved operators read:

d

dt
σ̂−(t) = −iωqσ̂− + iσ̂z

∑
t

gtb̂t − 2iσ̂−
∑
l

gl(d̂
†
l + d̂l) (2.39)

d

dt
σ̂z(t) = 2i

∑
t

gt(b̂
†
t σ̂− − b̂tσ̂+) (2.40)

d

dt
b̂t(t) = −iωtb̂t − igtσ̂− (2.41)

d

dt
d̂l(t) = −iωld̂l − iglσ̂z (2.42)

As here it is question of fermions, a similar reasoning than in the previous section does not

enable to demonstrate the expected results. Using density matrix theory [187], it can be

shown that:

d

dt
⟨σ̂−(t)⟩ = −(iωq +

Γ1

2
+ Γφ)⟨σ̂−(t)⟩ (2.43)

d

dt
⟨σ̂z(t)⟩ = −Γ1(⟨σ̂z(t)⟩+ σ0) (2.44)

Equation 2.43 enables then to define the qubit decoherence rate:

Γ2 =
Γ1

2
+ Γφ (2.45)

The decoherence rate comprises both transverse and longitudinal noise. Γ1 describes depo-

larization along the qubit quantization axis and is often seen as energy relaxation. Resonant

energy exchange with the environment can indeed result in a bit flip: |0⟩ ↔ |1⟩. Conversely,
Γφ describes depolarization in the equatorial plane of the Bloch sphere. This results from

random fluctuations of the qubit frequency ωq. Pure dephasing occurs with noise at any

frequency.
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Cavity response

Now that the qubit-environment interaction have been introduced, the measured system can

be well-described by the following Hamiltonian:

Hs̃ys = HJC +Hbath +Hcav−bath +Hbath,t +Hqubit−bath,t +Hbath,l +Hqubit−bath,l (2.46)

where HJC is the Jaynes-Cummings Hamiltonian (equation 2.10) describing the closed qubit-

cavity system. For each operator, a Heisenberg equation of motion can be expressed, the

useful ones read:

d

dt
â(t) =

i

ℏ
[Hs̃ys, â] = −iωcâ(t)− igσ−(t)−

κ

2
â(t)−

√
κ1b̂in,1(t) (2.47)

d

dt
σ̂−(t) =

i

ℏ
[Hs̃ys, σ̂−] = −(Γ2 + iωq)σ− + igσzâ (2.48)

Considering equation 2.31 and a similar approach than in section 2.3.1 give the following

expression for the cavity transmission:

T (ω) =
⟨b̂out,2(t)⟩
⟨b̂in,1(t)⟩

=

√
κ1κ2

−i(ω − ωc) + κ/2− iχ(ω)⟨σz⟩
(2.49)

where χ(ω) is the charge susceptibility of the system:

χ(ω) =
g2

ω − ωq + iΓ2
(2.50)

ωq =
√
ϵ2δ + 4t2 is the charge qubit frequency, g = 2t/ωq × gc is the charge-photon coupling

strength and Γ2 is the associated qubit decoherence rate arising from its coupling to the baths.

The transmission of the cavity do depend on the qubit state ⟨σz⟩: one implemented thus the

dispersive readout. In the closed system picture (κ = Γ2 = 0), one recovers the dispersive shift

of the cavity frequency (see section 2.2.1). Here the cavity shift reads: ∆ωc = Re(χ(ω))⟨σz⟩.

To benefit its high sensitivity, the cavity is driven at its resonance frequency (ω = ωc) so that

it cancels out the denominator first term of equation 2.49. The transmission is a complex

quantity with a given amplitude and phase and the signals measured experimentally are the

phase shift ∆φ and amplitude shift ∆A defined as follows:

T (ωc) = (A0 +∆A)ei(φ0+∆φ) (2.51)
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where A0 and φ0 are the reference amplitude and phase taken for a cavity that does not

see the qubit (χ(ω) = 0). ∆φ captures then the dispersive shift whereas ∆A reflects the

dissipation processes and read:

∆φ =
∆ωc

κ/2
=
Re(χ(ω))

κ/2
⟨σz⟩ (2.52)

∆A

A0
=

∆(κ/2)

κ/2
=
Im(χ(ω))

κ/2
⟨σz⟩ (2.53)

With a simple cavity transmission measurement, the qubit remains almost in its ground

state2 (⟨σz⟩ = −1). However, measuring the cavity transmission enables to find the proper

working point and provides information on the qubit frequency. In the same spirit than

in section 1.2.2, one can perform a stability diagram measurement by looking at the phase

and amplitude of the cavity instead of the current trough the double quantum dot circuit.

This should highlights the areas where interdot transitions occurs with oblique resonant lines

(figure 2.7.e,f) as the coupling strength g depends on the detuning ϵδ (equation 2.7). One

distinguishes two cases which reflect in the resonant lines structure. In the non-resonant

case (2t > ωc), the charge qubit frequency is always higher than the cavity one (figure 2.7.a).

On the contrary if 2t < ωc, the charge qubit frequency meets the cavity for two opposed

detuning values (figure 2.7.b). These measurements can be useful to extract the characteristic

parameters of the system: the charge qubit decoherence rate Γ2, the tunnel rate t and the

charge-photon bare coupling strength gc.

2.3.3 Two-tone spectroscopy

The system coupled to the cavity has been considered in this part as a two-level system but

several transitions can be coupled to the cavity. The measured phase includes then the effect

of each transition through the sum of their associated dispersive shift. In order to address

individually the different transitions, a second tone (described by Hamiltonian 2.19) can be

applied. Such a system is described by the Hamiltonian: H2−tone = Hs̃ys +Hdrive. Once again,

the equation of motion can be derived [178]. The cavity transmission is given by equation

2.49 with the qubit state ⟨σz⟩ depending on the drive frequency ωd:

⟨σz⟩(ωd) =
−1

1 +
4Ω2

R
Γ1

Γ2

Γ2
2+δ

(2.54)

2it can start to move away from a given input power on the cavity [81]
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where δ = ωq + 2χdisp(â
†â + 1

2)− ωd and ΩR = gεd/∆qc is the Rabi frequency. Measuring the

cavity at ω = ωc while sweeping the drive frequency ωd informs on the transition frequency

ωq and on the qubit decoherence rate Γ2. It indeed results in a Lorentzian centered around

ωq of full width at half maximum: ∆ωFWHM = 2π∆fFWHM = 2Γ2 [111]. In practice, one

observes a broadening of the peak with an increasing drive amplitude εd (see figure 2.8)

up to ∆ωFWHM = 2
√

Γ2
2 +Ω2

RΓ2/Γ1 [181]. Such a measurement constitutes a sanity check
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for discriminating relevant system transitions from parasitic effects and reveals the upper

bound of the decoherence rate Γ2. A non ambiguous way consists in performing a Ramsey

interferometry measurement from which one can extract the qubit coherence time T∗
2 = 1/Γ2

(see chapter 5).
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Figure 2.8: Power broadening of the qubit line: Two-tone spectroscopy for different
powers on the drive. (device W11-A)
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In order to measure the physical phenomena described in the two first chapters, there is

beforehand a long journey towards the realization of a device. The goal of this chapter is to

describe the different experimental methods concerning the realization of the ferromagnetic

spin qubit. The first part goes through the different nanofabrication steps required to fabri-

cate the device. The second part focuses on the carbon nanotube production and integration.

Finally, the last part describes the measurement setup and techniques required to highlight

the physical phenomena of interest.

3.1 Nanofabrication

This section presents the general idea of the chip and describes the steps and techniques

involved in its fabrication. A detailed recipe is given in appendix B.

3.1.1 Sample fabrication overview

This journey starts in the ENS clean room where all the samples mentioned in this thesis

have been fabricated. There is nevertheless a preliminary step consisting in designing the

circuit chip. This is done with a package enabling to draw circuits using python: HFSSdrawpy

which has been developed by the Quantic team. The design and fabrication process described

here gave the results presented in chapter 5. This has however barely changed compared to

previous work [188] except for the alternative strategies presented in chapter 4. Different

elements are required to implement the ferromagnetic spin qubit described in section 1.3.2:

• 5 DC gates

• 2 non-collinear ferromagnetic contacts: namely source and drain

• 1 suspended carbon nanotube

• 1 microwave cavity coupled to a transmission line

• 1 AC gate connected to the cavity

• 1 fast RF gate (optional)

The 2 gates carrying a RF signal have a floating DC potential which stands in the vicinity

of the double quantum dot. This constraint needs to be taken into account afterwards

for the electrical tuning of the device which makes it more tricky. It indeed imposes new

boundary conditions which complicates the realization of the electrostatic double potential

well. Furthermore, it can lead to the formation of additional undesired dots. To remedy this,
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in the design considered here (figure 3.1), the AC gate and the fast RF gate both also carry

a DC potential which sets the plunger gate voltages VPL and VPR. The three other gates

namely the tunnel one, the gamma left and the gamma right only have a DC component.

The carbon nanotube is not introduced on the chip during the nanofabrication process but

transferred afterwards in a vacuum chamber [188, 189]. The growth is indeed done on a

separated cantilever chip (see section 3.2). This transfer process named stapling requires two

different elements added during the nanofabrication process. First, one has to dig the circuit

chip to create a hosting zone fort the cantilever chip containing the CNTs during the transfer:

it constitutes the trenches. Then, two additional contact electrodes need to be implemented:

one next to the source and one next to the drain. These are called the cut electrodes and

their utility will make sense in section 3.2.2.

To fabricate this chip, one starts with a 4” diameter and 500 µm thick undoped silicon wafer

of high resistivity (ρ = 10 kΩ.cm) that is covered by 500 nm of silicon oxide (SiO2). It is

diced with a circular saw into 9.9 mm× 9.9 mm square chip which can contain two devices.

This step can already contaminates the chip. It is therefore important to protect the wafer

beforehand with a resist that remains after this dicing procedure. Most of the following steps

consist in patterning the chip with a given metal. To do so, it exists two distinct procedures:

Lift-off procedure:

A first possibility is to cover the chip with a photoresist or an electrosensitive resist. Photons

or electrons are then used to pattern the chip with laser or e-beam lithography. The chip is

afterwards put in an developer solution that removes the exposed (resp. unexposed) resist

of the chip in case of a positive (resp. negative) resist. The laser lithography resolution is

limited by the laser wavelength which enable to pattern structures down to ∼ 2 µm. The

e-beam lithography enables to go down to smaller structures (∼ 50 nm). In this work, only

the e-beam lithography was used to standardize the process with the only use of one resist.

The bigger structures of the chip are in return longer to pattern. Once we have this chip

covered by a patterned resist, metal can be deposited on its whole surface in an evaporator.

The last step is the lift-off which consists in removing the resist and thus the metal above

in a solution. It results in a chip with a metal film where the resist was previously removed

(figure 3.2.a). The drawback of this technique is an irregular shape on the side of the metallic

film. Industrial processes use thus another technique.
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Figure 3.1: Chip overview: (a) Optical image of the 5 mm × 10 mm chip. Two double
quantum dot circuits are implemented. They are coupled to the same microwave cavity itself
coupled to a transmission line. The trenches are 15 µm deeper than the rest of the chip to
host the chip containing CNTs. The bounding pads at the edge of the chip are wire bounded
to a corresponding DC or RF line on the sample holder PCB. (b) Optical image centered on
the area where is transferred the CNT. The cavity central conductor sharpen towards this
region to couple to the double quantum dot circuit. (c) Scanning electron microscope (SEM)
image centered on a CNT contacted between the source and drain electrodes. Underneath,
five DC gates shape the double quantum dot electrostatic potential: gamma left, plunger left,
tunnel, plunger right and gamma right. Plunger left and right gates also carry respectively
the cavity electric field (represented in green) and the driving tone (represented in violet).
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Figure 3.2: Electronic lithography steps with a positive resist: (a) Lift-off procedure.
(b) Etching procedure

Etching procedure:

The second possibility is to directly start with the metal evaporation. The resist is deposited

afterwards and patterned similarly as in the lift-off procedure. The metal that is not protected

by the resist is then removed with the etching process (figure 3.2.b). The etching can either

be physical or chemical. In this work, the etching is achieved with a plasma in an reactive

ion etching chamber (RIE). One critical aspect is to make sure the etching recipe does not

consume the resist entirely.

3.1.2 Gold precontacts and alignment crosses

The previous section highlighted the need of several steps to fabricate the chip. This poses a

challenge for a good electrical contact between two metallic thin films. The first one indeed

oxidizes before the next one is evaporated. In our case, one evaporates the small structures

(contact and gate electrodes) after the big metallic structures (cavity and electric lines) in

Niobium. Having a good electrical continuity at this interface is therefore crucial to measure

properly the current across the CNT, to avoid heating in the lines, to set the right DC voltage

in each gate and to ensure a good coupling with the cavity field. To remedy this, we introduce
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gold precontacts at this interface fabricated with a lift-off procedure. As gold does not oxidize,

each of two different lines can have a good electrical contact with the gold precontact and

therefore a good electrical contact between them. Gold is not a superconducting metal which

is then a drawback for the precontact bridging the cavity central conductor and the AC gate.

The electrical cavity field can therefore dissipate in the precontact which lower the cavity

quality factor and the cavity-DQD coupling. It is thus important to make it small and thin.

An alternative to the use of precontacts is to perform a gentle argon etching in the vacuum

transfer airlock of the evaporator. This enables to remove the oxide of the first metal film

before evaporating the other one. This solution has not been implemented in this work.

For the next lithograhy steps, one needs to realign with very high precision. This can be

achieved by introducing alignment crosses which set global and local references. As it has to

be done in the first step, they are here made of gold which make them easily distinguishable

during the e-beam lithography settings.

3.1.3 Niobium mesoscopic QED architecture

The design of the cavity is quite standard and is greatly inspired from what have been

developed in the circuit QED community [175]. The length of the central conductor L = λ/2

should be designed for a fundamental mode in a range of frequencies suitable with the different

RF components (4-8 GHz). In this design, L ≃ 8.46 mm corresponds to a measured resonance

frequency fc = 6.975 GHz. The impedance of the CPW lines should match the one of the RF

sources and cables (Z0 = 50 Ω) to avoid unwanted reflections. A track width w = 10.2 µm

and a gap width s = 5.17 µm satisfy this constraint.

The specificity of the mesoscopic QED architecture is the need of both DC and RF signals

in the qubit location. There is thus an undesired coupling to handle between the cavity

and the DC electrodes which lower considerably its quality factor Q. This is even more

problematic for the cavity which is DC biased to avoid floating potentials in the DQD region.

To avoid leakage of the cavity electric field through its connected DC line several strategies

are implemented. First, the DC line is connected at the node of the cavity mode where

the electric field is minimum. It is designed with a different impedance (Z ≃ 80 Ω) than the

cavity and a corresponding length λ/4 to minimize the transmission through this line [190].

Finally, an interdigitated low pass filter is added at the end of the line. This filter could be

added to all DC lines. High quality factor have been reached with this design: Q=5150. The

fast RF line also shares DC signal but is less tricky to implement as parasitic leakage can be

to some extent compensated with the input power of the RF source.
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For this nanofabrication step, as nearly the whole chip surface ends up covered by supercon-

ducting metal, it is convenient to use an etching procedure. It also provides smoother edges

than lift-off which contributes to low internal losses for the cavity. For this design, one works

with niobium: a material that has already proved itself to achieve coupling hybrid systems

to a microwave cavity [4, 28, 151, 171]. It has a high superconducting critical temperature

(Tc ∼ 9 K) and is relatively resilient to in plane magnetic field. However in the recent years,

the widely used niobium have have started to be replaced by disordered superconducting

materials. The motivations of their use will be discussed in chapter 4. The 100 nm thick nio-

bium film is deposited on the chip surface in a ultra high vacuum (UHV) evaporator. A solid

piece of niobium is targeted by an electron gun that sublime the metal. As Niobium belongs

to the class of refractory metals, it implies a very high temperature to make it evaporate.

This increases the pressure in the chamber from the vacuum that is usually reached which

limits the quality of the niobium film. To remedy this, an efficient cooling of the evaporator

enclosure is implemented to reach the standard UHV pressure (PE ≲ 1.10−9mbar). It is done

with a circulation of liquid nitrogen ∼ 30 mn before and during the evaporation. To avoid

this issue, the deposition of niobium is thus commonly done by sputtering which guarantee

a high purity of the film.

3.1.4 Gates and contacts electrodes

The gates and contact electrodes are the smallest structures of the device. They are defined

with an e-beam lithography in a lift-off procedure. These structures fit in a 100 µm× 100 µm

zone which the scanning electron microscope (SEM) can expose without any mechanical

displacement. This ensures an accurate alignment which is essential to avoid merging between

the gates and contacts electrodes. The gates are 80 nm wide and spaced by 120 nm. For their

part, contacts electrodes are 600 nm wide and the spacing between the source or drain and

its associated cut is 1 µm. In this design, the idea is to suspend the CNT over the gates. No

oxide is then deposited on the gates to electrically detect a non-suspended CNT. To perform

this implementation, the contacts electrodes have to be thicker than the gates electrodes (see

figure 3.3.a). A 185 nm Ti thick film is used for that purpose.

The ferromagnetic spin qubit requires ferromagnetic contacts. It is implemented with a 35

nm thick film of PdNi whose magnetization direction is set by the electrode shape [191] (see

figure 3.3.b). The magnetization is orthogonal to the electrode longitudinal direction. Non-

collinear ferromagnetic electrodes lead then to different spin quantization axis in the two dots.

In this design, the source and drain electrodes are tilted by an angle θ = π/6 with respect

to each other. One can check the electrodes magnetization with Magnetic Force Microscope
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Figure 3.3: Gates and contacts layout: (a) Double quantum dot circuit schematic (not
to scale) with characteristic lengths enabling a suspended CNT. (b) Magnetic force micro-
scope (MFM) image of the PdNi contact electrodes. Their associated cut electrode is also

magnetized as it is done at the same step.

(MFM) imaging (figure 3.3.b).

Finally, the choice of metal in contact with the CNT is determinant. A semiconducting

nanotube-metal junction behaves as a Schottky barrier [192] which is then problematic to

tune the device at low bias voltage. Nevertheless as the size of the Schottky barrier depends

on the difference between the nanotube and metal work functions, it can be reduced up to

an ohmic contact [193]. Contacts electrodes made of Pd have enables this [194] as its work

function (ΦPd = 5.1 eV) is close to the one of carbon nanotubes [195]. A 4 nm thick film of

Pd is then deposited on top of the contacts electrodes.

3.1.5 Trenches

A specificity of this design is the way carbon nanotubes are integrated on the device. This

will be fully described in the next section but this has to be considered for the device nanofab-

rication. CNT are indeed grown on a dedicated cantilever chip. In order to enable the CNT

transfer from the cantilever chip to the device, this last needs a hosting zone for the cantilever

chip: the trenches. The trenches (see figure 3.1) are ∼ 15 µm deeper than the rest of the

chip surface. This is obtained by etching the SiO2 and the silicon with a very thick resist

(∼ 3 µm) protecting the rest of the chip. Trenches constitute then a big hole in the ground

plane which complicates the RF chip design.
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3.2 Carbon nanotubes fabrication and integration

Once the chip is fabricated the only missing component is the carbon nanotube. This section

describes how carbon nanotubes are fabricated, selected and integrated into the sample.

3.2.1 Carbon nanotube growth and selection

The widespread technique to fabricate carbon nanotubes that is used for almost three decades

is to grow them by Chemical Vapor Deposition (CVD) [196, 197]. A catalyst containing

metallic nanoparticules is deposited on a chip before the growth in a furnace at 900◦C in a

controlled atmosphere (see figure 3.4.a). The gas directly responsible of the carbon nanotube

formation is CH4 which contains 99% 12C and ∼ 1% 13C which possess a nuclear spin. One

can tend towards nuclear spin-free carbon nanotubes by using isotopically purified 12CH4. In

this work, standard methane has been used for the CNT growth. The catalyst and growth

recipes have been here optimized to produce single-wall carbon nanotubes and largely inspired

from what has been developed in Basel university [198]. The details of the recipe are given in

appendix B.2. The specific CNT integration (see section 3.2.2) requires a customized chip for

the growth. The cantilever chip is indeed composed of combs separated by 30 µm. To enable

the transfer, carbon nanotubes have to grow at the tip of this cantilever chip and bridge two

combs (see figure 3.4.b). The amount of catalyst has then to be optimized to have enough

CNT satisfying this condition but not too much to avoid several CNTs at the same location.

Even though the recipe has been optimized, there is still a lot a variability. The transferable

carbon nanotubes has then to be selected.

After the growth, the tip of the cantilever chips are imaged under SEM to select the trans-

ferable CNTs. Ideally the nanotube is the only one between two given combs to avoid the

simultaneous transfer of several nanotubes. The closer to the tip the CNT is located, the

easier the transfer is. If it is too far (d ≳ 20µm), the transfer becomes tricky or even impos-

sible as the cantilever chip is touching the bottom of the trenches before the CNT reaches

the contact electrode surface. This SEM imaging also enables to discriminate several tubes

crossing each other: bundles. However it does not provide any information on the tube itself

such as its bandgap or the presence of defects. Those information can be provided by Raman

spectroscopy which enables then to select clean carbon nanotubes with small bandgap.
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Figure 3.4: CNT growth and characterization: (a) The cantilever chips are placed in a
quartz tube with a controlled gas flow. The furnace enables to reach the 900◦C temperature
required for the growth. (b) Each comb of the cantilever chips is imaged with SEM. The
middle section is not exposed to avoid deposition of amorphous carbon (blue panel). One
can guess if it is question of bundles (orange panel) or looking single-wall (green panel).
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3.2.2 Stapling carbon nanotubes

Various CNT integration

The integration of the carbon nanotube can be thought is several different ways. It can

indeed be added on the circuit chip at different steps of its nanofabrication. The simplest

way consists in growing carbon nanotubes on the bare circuit chip and fabricate contact and

gate electrodes afterwards on top of a well chosen CNT [45,199]. In this approach, the CNT is

not suspended and the whole nanofabrication process can introduce disorder. To circumvent

this, the CNT growth can be done directly on the circuit chip with catalyst deposited on the

electrodes [19, 46, 51]. The choice of metal for the contacts electrode is almost limited to Pt

as it has to handle a 900◦C temperature during the CNT growth. It is thus also incompatible

with our Nb mesoscopic QED architecture. Finally, this technique has small yield and many

devices are then required to obtain a working device.

An alternative technique has been developed to obtain a suspended CNT without post

growth contamination and compatible with various circuit chip architectures [200]. In this

approach, the CNTs are grown on a dedicated chip and transferred afterwards onto the circuit

chip [20, 201–203]. In the HQC group, such a transfer technique has firstly been developed

by J. Viennot: the stamping [204]. The CNT is here stamped close to the cavity gate and

the contact and gate electrodes are fabricated afterwards. This allow to adapt the design

depending on the CNT location resulting in high quality factors for the microwave cavity.

Nevertheless the CNT is then subject to contamination as it undergoes nanofabrication pro-

cesses. Furthermore the CNT is not suspended which increases charge noise. To get rid

of these issues, the nanotube can be transferred on a complete circuit chip and measured

directly after. Inspired from the one used at the Weizmann Institute [20], such a technique

has been developed by T. Cubaynes: the stapling [189]. This is what has been used in this

work.

The stapler

The circuit chip is beforehand embedded in a sample holder (see section 3.3.1) to package

the circuit chip and to play the intermediary role between cables and sample lines. For the

stapling procedure, the sample holder is placed in a vacuum chamber and connected to some

electronics (see figure 3.5). The cantilever chip is glued with PMMA on a mechanical part

which can move in the three direction of space thanks to a micro-manipulator stage and a

piezo-motor stage for coarse motion and fine positioning. The stapler also includes an Ar gun

to remove the thin oxide layer on the contacts electrodes before integrating the CNT. When
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using it, the cantilever chip can be protected in an isolated buffer chamber. The Ar gun can

also be used to remove a non suitable CNT and start with a new one. However with this

physical etching, even though the CNT may not be electrically detectable, it can still lay in

the vicinity and complicate the system. A chemical etching with O2 in a plasma cleaner is

used to really get rid of an undesired CNT. In order to align the two chips with respect to

each other, a window enables a top view with an optical microscope connected to a camera.
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Figure 3.5: Stapler setup: (a) The system lies on an air-cushion table to limit vibrations.
(b) Inside of the transfer vacuum chamber. (c) Schematic of a CNT bridging two combs of

the cantilever chip being transferred on the circuit chip.
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Stapling protocol

The general idea of the stapling is to bring a predefined CNT of the cantilever chip towards

the circuit chip while measuring the current flowing between the contact electrode and its

associated cut electrode. If a current is measured the CNT has reached the electrode surface.

• Loading

Ideally, carbon nanotubes should not see the ambient atmosphere after their growth as they

have a high adsorption rate. It is thus important to transfer the CNT rapidly after their

growth and characterization with a storage in a vacuum chamber. Once both cantilever and

circuit chips are ready, they can be loaded in the stapler. The cantilever chip surface forms

a 45◦ angle with the one of the circuit chip to see both the combs and the circuit electrodes

with the camera. The cantilever chip is also rotated by a few degrees with respect to the arm

axis such that the carbon nanotubes are not transferred all at the same time. One should

also load the sample holder cover embedded in a metallic part with the associated allen key

for the closing enabling the vacuum transfer.

The stapler is equipped with a turbo pump that enables to reach vacuum down to PE ≲ 1.10−6

mbar. The Ar cleaning is usually done at PAr = 2.10−5 mbar during 3 mn. The pressure

should then be beforehand ten times smaller to make sure the majority gas in the stapler is

indeed Ar. Before starting the CNT transfer, one can check that the chip does not present

any electrical short with the ”chip health” procedure. This consists in applying a voltage

(typically Vbias = 2 V) on the circuit chip line i, grounding line j and measuring the current.

One should only measure noise as nothing is supposed to connect the two of them. A switching

matrix implemented by the C12 team automatizes the chip health procedure for any pairs of

lines.

• CNT detection

To enable the CNT electrical detection, one applies a bias voltage on the two cut electrodes

(Vbias = 2 V) while the source and drain are grounded (see figure 3.6). A pair of two combs

selected during the cantilever chip characterization is brought towards the chip surface, in

the 100 µm× 100 µm area containing contacts electrodes while measuring the current. This

is firstly done by adjusting the micro-manipulator up to the point where the tip of the combs

and the chip surface have roughly the same focus. At this point, one should use the piezo-

motor stage for a fine tuning of the cantilever chip position. By lowering the combs again and

again, if the transfer happens as it should, at some point a current is measured. One can set a

detection current which advertised the user when a bigger current is measured. One typically
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Figure 3.6: CNT electrical detection: (a) Two combs with a suitable bridging CNT are
brought closer and closer to the circuit chip while measuring the current. (b) When the CNT
touches the electrodes surface, current can flow between the contact and its associated cut

electrode.

sets Idetection = 500 pA which corresponds to a detection resistance Rdetection = 4 GΩ. If no

current has been measured when the combs touch the bottom of the trench it is not worth

to continue. SEM images have shown that in such a situation the CNT has really been

transferred but then with a bad electrical contact most probably caused by high Schottky

barriers. In this detection method, the measured current is the sum of the current flowing

in the two sides sections: Imeas = ICutS−Source + ICutD−Drain. One should then check them

individually to make sure the CNT is electrically contacted with both the source and drain

electrodes.

• CNT cutting

Once the CNT has been electrically detected with the source and drain electrodes, the can-

tilever chip has to be moved away from the circuit chip. However the CNT is still attached to

the combs. The cut electrodes have been introduced on the chip design to solve this issue. By

applying an increasing bias voltage Vbias on the CutS (resp. CutD), more and more current

is flowing in the CutS-Source (resp. CutD-Drain) section up to a threshold value Ithreshold
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Figure 3.7: CNT cutting procedure: (a) The side section of the CNT can be cut by Joule
heating with a sufficiently high current. (b) Measurement of the current Imeas as a function
of the applied voltage Vbias for the source side (left) and drain side (right). When the current

falls down to zero, the CNT is cut.

before falling down to zero meaning the CNT is cut (see figure 3.7). This is supposed to be

due to Joule heating [20,205] which is consistent with the cut occurring in the middle of the

section. The electrodes indeed behave as thermal heat sink. After this procedure, the CNT

is bridging the source and drain electrodes and not connected anymore to the cantilever chip

which can by now be moved away.

Besides, this cutting procedure provides information on the CNT. The value of Ithreshold de-

pends indeed on the current carrying capacity of the CNT which is smaller for single-wall

nanotubes (SWNTs) than for multiwall nanotubes (MWNTs) or bundles [206]. For the sec-

tion length of our design, SWNTs show Ithreshold ∼ 5− 7 µA and CNTs with Ithreshold ∼ 15−
30 µA are classified as MWNTs or bundles. When reaching Ithreshold, the current falls down

abruptly to zero for a SWNT whereas it happens in several steps for a MWNT or a bun-

dle corresponding to the burning of its different constituent components. A decrease of the

current can also be observed before falling down to zero (see figure 3.7.b). This negative

differential conductance is a positive feature since it is due to electron-phonon scattering

which occurs for a suspended CNT. Finally, without local disorder, the cutting IV curves are

expected to be similar on both sides.

The last benefit of the cutting procedure is to act as an annealing procedure. This consid-
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erably decreases the resistance of the circuit which enables afterwards at low temperature

to tune the double quantum dot through transport measurements. After the CNT has cut,

it is sometimes still possible to measure current. It can be due to the CNT side section

that touches both the cut electrode and the silicon substrate as it is not insulating at room

temperature. This configuration is not problematic and can easily be confirmed with an IV

curve with opposite polarization which should this time present no current.

• CNT characterization

When the cantilever has been removed one can already characterize the device at room

temperature. The first thing we can do is to measure the resistance between the source and

drain electrodes at low bias. Ideally, one obtains a non noisy linear IV curve and the resistance

is RCNT ≲ 2MΩ at VSD = 10 µV. If this criteria is not satisfied one can try an annealing

procedure consisting in sending more and more current directly between the source and drain

electrodes. One should be very careful not to reach the threshold current corresponding to this

section length which is then smaller than Ithreshold. For this, the stapler electronics enables

to set a compliance value for the current Icompliance: the applied voltage is then adapted in

real time to satisfy ISD ≤ Icompliance.

The other possible room temperature characterization is the gate dependence. Measuring

ISD as a function of the gate voltages Vg at a fixed bias voltage VSD gives information on the

CNT bandgap size. The gate potential indeed bends the conduction and valence bands which

affects the current depending wether or not the CNT chemical potential is in the bandgap.

This measurements enables to distinguish between metallic, semiconducting (figure 3.8.a) and
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Figure 3.8: Gate dependence characterization : (a) Individual sweep of each of the five
gates showing similar influence on the CNT identified here as semiconducting. (b) Global

sweep with the five gate voltages simultaneously highlighting a narrow gap CNT.
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narrow gap CNTs (figure 3.8.b). It can be done by sweeping the five gates all together but also

with each of them individually to check their proper functioning. Similar gate dependencies

also captures the cleanliness of the CNT.

This room temperature characterization gives insights on the potential of the device but

reliable information are provided by low temperature measurements. Interesting physics

phenomena can indeed be observed with a non ideal room temperature characterization

(see chapter 5). Nevertheless, if after the room temperature characterization the device is

considered not suitable, it is possible to remove the CNT with an O2 plasma and to start

again the stapling process.

• From the stapler to the cryostat

The challenge is now to transfer the device from the stapler to the cryostat alive. One has to

be very careful during this step as the CNT can blow as a fuse with the electrostatic discharge.

To prevent this issue, one should pay attention to ground everything in contact with the device

all together: the stapler, the cryostat and the user. The electrical DC lines of the device are

at floating potentials during the transfer as the sample holder includes filtering (see section

3.3.1). To limit the current in the CNT, 10 MΩ resistors are added to the cryostat DC lines

associated to source and drain. It has been shown that the breakdown of CNT occurs at lower

Ithreshold in the presence of O2 [205]. Transferring the device under vacuum is then useful to

reduce the influence of electrical discharge and also limits the potential CNT contamination.

To make this possible, the sample holder embedding the circuit chip has been designed to be

vacuum tight. It can be closed in the stapler at PE ≲ 1.10−6 mbar with a mechanical arm

ending with a wrench. It first holds the sample holder cover which can be properly placed at

the end of the room temperature characterization. The second step consists in catching an

allen key to tighten the sample holder cover. A non adiabatic venting of the chamber enables

the inside of the sample holder to stay under vacuum during the transfer to the cryostat.

3.3 Measurement techniques

Now that the CNT has been integrated on the circuit chip, the device can be measured. This

section describes the different measurement techniques and associated setup.
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3.3.1 Isolating the device from the outside world

Embedding of the chip in the sample holder

The chip sample holder has several utilities. First, it plays the intermediary between the

macroscopic cables and the microscopic circuit lines. The circuit chip is glued with PMMA

resist to the sample holder and is micro-bonded to a surrounding Printed Circuit Board

(PCB) (see figure 3.9). As it has to convey both RF and DC signals a multi-layer PCB is

used to suppress cross-talk.

The sample holder also isolates the circuit chip from external noise sources. It is question

of a gold plated copper box acting as a Faraday cage. The electromagnetic environment is

then defined by the shape of the box. This results in package modes that can interact with

the sample modes of interest. The JAWS has been designed by M. Villiers [207] to avoid

this issue and greatly inspired the sample holder used in this work. An alternative consists

in using the fundamental box mode as the cavity mode in a 3D design instead of the CPW

one [208] (see chapter 4). The box volume: 40 mm× 17 mm× 5 mm sets the fundamental

box mode to f110 ≳ 9.5 GHz (see section 6.3 of [176]). As the chip is covered by Nb and lies

on an metallic surface, another type of package mode exists in the chip volume. The chip

size 10 mm× 5 mm× 0.5 mm sets the fundamental parasitic mode to f̃110 ≈ 9.8 GHz. It can

be pushed away spatially from the chip at higher frequency by opening a vacuum gap below

the chip [207]. Finally, once the CNT is contacted to the circuit chip, one needs to prevent

electrical discharges. A filtering PCB with Pi filters is implemented to the sample holder for

that purpose. As mentioned in section 3.2.2, the sample holder needs to be vacuum tight

not to expose the CNT to ambient atmosphere during the transfer from the stapler to the

cryostat. The main challenge consists in bringing all the DC lines which is overcome with an

electrical flat ribbon sandwiched between two indium joints.

Measuring at low temperature

Reaching low temperatures is important for several purposes. First, it is mandatory to reveal

the physical phenomena of interest. In order to form a double quantum dot, kBT ≪ ECL
,ECR

,

ECm ∼ 0.5− 2.5 meV [152] which can be achieved with T ≪ 10 K. Concerning the realization

of the ferromagnetic spin qubit, the smallest energy scale which has to be resolved is the

qubit frequency expected at ωqth ∼ 7.68 GHz [7] and already measured at ωqexp ∼ 6.506 GHz

[152] which corresponds to T ∼ 312 mK. Furthermore to fully benefit from the mesoscopic

QED architecture, the cavity should not be thermally populated: n̄ = (e(ℏωc/kBT) − 1)−1 ≪ 1

↔ T ≪ 500 mK for a 7 GHz cavity resonance frequency. Finally, the temperature should be
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Figure 3.9: Circuit chip embedded in the sample holder: The PCB contains 24 DC
lines and 4 CPW lines for RF signals. Each DC line has a Pi filter: R = 1 kΩ, C1 = 1 nF
and C2 = 2.2 nF. A rubber joint ensures the tightness when closing the sample holder with

its cover inside the stapler.

lower than the critical temperatures of the different superconducting metals involved in the

design: TC(Nb) = 9.26 K, TC(Al) = 1.2 K and TC(Ti) = 0.39 K.

At the very beginning of this work, the measurements were carried out in a dry dilution

fridge refrigerator with a base temperature of 20 mK but nearly all of what is shown in this

thesis has been measured in a 3He cryostat with a base temperature of 280 mK. The RF

and DC wiring of this cryostat has been done by M.M. Desjardins whose thesis provides the

details [209]. It includes 12 DC lines, one RF input line and one RF output line (see figure

3.10). The base temperature is obtained by pumping on 3He liquid contained in a closed

circuit with an charcoal pump. This temperature is maintained over ∼ 20− 30 hours before

the 3He fully evaporates.

3.3.2 DC measurements

Once the cryostat is under vacuum with the circuit chip loaded we can check if the CNT is still

connected between the source and drain electrodes. Similar characteristics as in the stapler1

1Contact resistance and gate dependence notably
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Figure 3.10: 3He cryostat wiring: The attenuators thermalizes both the outer and inner
part of the coaxial cable and reduce thermal noise. The NbTi line provides very few attenu-
ation to the RF output line. The signal to noise ratio could be increased by implementing a

cryogenic amplifier.

reflects the smooth completion of the transfer. This section presents the setup (figure 3.11)

enabling this first characterization and further transport measurements at low temperature

as shown as in section 1.2. The electric lines associated to the source and the five gates

are connected to a dedicated Yokogawa GS200 DC source which has a 10 µV and 100 µV

resolution for the used 1 V and 10 V source range. In order to measure very small current

in the CNT (typically 10− 100 pA), the drain electrode is connected to a 107 gain current

amplifier which has been designed by J. Viennot and the ENS electronic team [178]. The

voltage is then read with a Keithley 2000 multimeter with an acquisition time of τa = 20 ms.

In this work, the transport measurements are obtained with a 3τa = 60 ms integration time.

This characteristic time has to be taken into account for the implementation of filtering
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on the lines connected to DC sources. Introducing RC low pass filters of cutoff frequency

fcutoff = 2π/RC involves indeed another characteristic time τcutoff = 1/fcutoff . The line in

the vicinity of the device will reach 99% of the instruction value after 5τcutoff which has

to be much smaller than 3τa = 60 ms to measure a system set according to the instruction

values. In this work, the low pass filter has a cutoff frequency fcutoff = 1.6 kHz (R = 1 MΩ

and C = 100 pF) which satisfies the condition: 5τcutoff = 3.1 ms ≪ 3τa = 60 ms. This filtering

aims at minimizing the electrical noise just like the factor 1000 voltage divider placed on the

source line. Finally as mentioned previously, two R = 10 MΩ resistors are placed on the

source and drain lines to limit the current in the CNT and thus protecting it during the

transfer and cool down procedure. The one on the drain side is kept for measurements as

well as it increases the signal to noise ratio.

During the cool-down procedure, one can monitor a gate dependence measurement to check

how the gap is affected. When reaching the base temperature, each gate can be tested

individually to see whether or not they all have the same influence on the CNT. The regular

spacing of Coulomb peaks and an four-fold degeneracy informs on the cleanliness of the

CNT [210]. In practice, this behavior is often only seen for a specific range of gate voltages

which constitutes an interesting zone to focus on. The identification of a gap is also important

to work afterwards with only electron in the double quantum dot. Tuning the circuit into a

DQD can be done with a stability diagram measurement (see section 1.2.2). Rough settings

can be quickly obtained with a one-dimensional scan with both plunger gate voltages which

is equivalent to a diagonal cut in the stability diagram.

Figure 3.11: DC measurement setup: The voltage divider reduces the bias voltage VSD

by a factor of 1000. The current going out of the cryostat is amplified by a factor 107 by a
low noise I-V converter.
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3.3.3 RF measurements

RF measurement setup

The simplest way to measure a microwave cavity consists in connecting its two ports to a

Vector Network Analyzer (VNA) that can handle signals in the GHz range. This has been

widely used in this work for rapid tests but also for continuous measurements. The limit

of this setup occurs if we want to perform time domain measurements. For that purpose,

pulses have to be generated which is not possible with the VNA. With the development of

quantum technologies, it is now possible to find instruments that both generate and handle

pulse sequences in the GHz range.

In this work, the signal is generated and handled by different instruments in a setup based on

heterodyne detection [181,211] (see figure 3.12). The cavity drive tone (∼ 7 GHz) called Local

Oscillator (LO) is generated by an RF source. In parallel, a 50 MHz signal called Intermediate

Frequency (IF) is generated by an Arbitrary Waveform Generator (AWG) which can generate

pulse sequences. The LO and IF signals are then mixed in a single-sideband modulator with

an output signal at ωLO ± ωIF depending if it is an upper or lower sideband. The direct

transmission at ωLO and the unwanted sideband at ωLO ∓ ωIF are internally suppressed by

30 dB and 40 dB. The power of the resulting signal is fixed by the IF signal set on the AWG.

The power of the LO signal set by the RF source still has to be well chosen to satisfy both

I/Q mixer and single-sideband accepted input powers. This output signal is then send to the

cavity input port in the cryostat. The output signal which now carries information on the

device through the I and Q quadratures is amplified and filtered before being demodulated

with an I/Q mixer which also takes the LO signal as input. This LO signal is either used as

it is or 90◦ phase shifted and filtered resulting in two signals at ωIF on the I and Q ports of

the I/Q mixer of which several traces (∼ 104) are collected by the digitizer (see figure 3.13.a).

The I and Q quadratures can then obtained by averaging the signals multiplied by cos(ωIFt)

and sin(ωIFt). From those physical quantities one can access the phase and amplitude of the

RF signal (see figure 3.13.b). The use of an I/Q mixer is not mandatory as a basic one would

be sufficient to calculate both the I and Q quadratures. However, this supplementary output

enables to multiply the signal to noise ratio by 2 (see appendix D in [188]). For now the RF

setup only enables to measure the cavity. A second drive is then integrated to manipulate

the qubit. As for the cavity drive, the qubit drive is composed of a LO and IF signals that

are mixed in a single-sideband. The device includes a dedicated line for the qubit drive but

the 3He cryostat only has one input RF line. The drive has thus to be applied through the

cavity. To do so, a directional coupler brings the two signals together in the same line.
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Figure 3.12: RF measurement setup

Continuous wave measurements

Once the device has reached the base temperature, one can check the proper functioning

of the cavity. As described in section 2.3.1, the transmission of the transmission line as

a function of the cavity drive frequency should result in a Lorentzian centered around the

cavity resonance frequency fc. Some parasitic package mode can couple to the cavity mode
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Figure 3.13: Heterodyne detection for microwave measurements: (a) The I/Q mixer
enables to calculate the I (in orange) and Q quadratures which carries information on the
device. (b) These two quantities informs on the amplitude and phase of the output signal.

which results in distorted Fano-shaped resonances (see section 4.5 of [178] and figure 3.14).

From this measurement, one can extract the cavity quality factor: Q = fc/∆f−3dB which

usually ranges from 2000 to 8000 for this chip design and similar ones. After this cavity

characterization, the cavity drive tone is set to the cavity resonance frequency to maximize

the sensitivity of the RF measurements. The goal is now to couple to interdot transitions of

the double quantum dot circuit resulting in oblique resonant lines in the stability diagram

(see section 2.3.2). It is however also possible to couple to dot-lead transitions which can be

circumvented by closing the DQD from the reservoirs with the gamma gate voltages.

The highlighted resonant lines correspond to a sum of dispersive shifts induced by potentially

several different transitions. The two-tone spectroscopy aims at deconvoluated all of this. The

second tone enables indeed to address and characterize individually the different transitions.

One can obtain information on the transition with the dispersion of its frequency with respect

to the detuning ϵδ (figure 3.15), the external magnetic field, the cavity drive power (figure 2.4)

or the qubit drive power (figure 2.8). This also provides information such as the associated

coupling strength g or the decoherence rate Γ2. With this continuous spectroscopy, the qubit

is brought out of its ground state (see equation 2.54). However bringing the qubit anywhere

on the Bloch sphere requires to drive it for a finite amount of time.
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Figure 3.14: Cavity transmission measurement: This exhibits a Fano-shaped transmis-
sion. One can extract the cavity resonance frequency fc = 7.031 GHz and the associated band-
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Figure 3.15: Continuous two-tone spectroscopy as a function of the plunger gate
voltage VPL

: The x axis can be related to the detuning ϵδ. The dispersion shows similarities
with the one expected for the 01 transition of the ferromagnetic spin qubit. (device W11A)

Time domain measurements

• Calibration

The next step is then to perform time domain measurements which is possible with our RF

setup (figure 3.12). This type of measurement is harder to implement as it involves several

timings which have to be calibrated according to the experimental RF setup and the measured

system. The different powers are also critical and can be a limiting factor to perform such

measurements. In time domain measurements, the qubit is driven for a given amount of time
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Figure 3.16: Pulse sequence calibration: (a) Representation of the different timings
to calibrate in the pulse sequence. (b) Collected signals on the channels A and B of the
digitizer after starting to fill the cavity. In the first ∼ 250 ns, nearly no signal is being
collected representing then the time required for the signal to travel through the cables.

After ∼ 250 ns, one observes an exponential increase characterized by a time τ = 1/κ.

and the cavity is filled and measured afterward (figure 3.16.a). This prevents measurement

induced dephasing. The quantum fluctuation around the average number of photons in the

cavity gives indeed rise to fluctuations of the qubit frequency through AC-stark shift [184,211]

(see section 2.2.1). As we start with an empty cavity, we need to wait a finite time tdelay

after it has been started to be filled for the signal to arrive at the digitizer. This time which

depends on the cable length and on the cavity quality factor can be determined by filling the

cavity while monitoring the signal acquired by the digitizer (figure 3.16.b). One could wait to

reach a maximum output signal before measuring the cavity but the qubit lifetime has to be

considered to still obtain information about it. Similar constraints have to be considered for

the time we measure the cavity tmeas. A too short tmeas would provide relevant information on

the qubit but the associated signal is too noisy to reveal it whereas a too long tmeas would not

provide information on the qubit as it exceeds its lifetime. The Signal to Noise Ratio (SNR)

can be increased to some extent with the number of traces collected by the digitizer. Given

the qubit lifetime T1 ∼ 1.1 µs, the cavity filling dynamic and the SNR the measurements

presented in chapter 5 where acquired such that tdelay + tmeas ≲ T1, with tdelay = 400 ns

and tmeas = 600 ns and by collecting 150k traces. With those considerations, a qubit with

relaxation time T1 can not be measured this way if the cavity quality factor is in comparison

too high: we should have T1 > τ = 1/κ. After the cavity measurement, both qubit and cavity

have to be reset to their ground state to always start the measurement in the same conditions.

For this purpose, we define a time tpost−meas in the pulse sequence to make the two systems

relax. We need to ensure tdelay + tmeas + tpost−meas ≳ 3− 5 T1 and tpost−meas ≳ 3− 5 τ . We

have set tpost−meas = 2.85 µs. The pulse sequence represented on figure 3.16.a is a pulsed

spectroscopy of the qubit and can be used to tune the different timings.
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• Qubit characterization

Rabi oscillations: Once the pulse sequence timings are set, one can start to characterize

the qubit. The first measurement to perform is the Rabi experiment which enables to char-

acterize how fast we can manipulate the qubit by determining the Rabi frequency ΩR. This

quantity it crucial to know as it defines the π and π/2 pulse durations required for further

characterization. In this measurement, the qubit is driven during a varying time tburst re-

sulting in rotations of the qubit around the X axis of the Bloch sphere: the qubit oscillates

between its ground and excited states at a frequency ΩR. These oscillations last for a finite

amount of time before the qubit ends up in a statistical mixture at the center of the Bloch

sphere (see figure 3.17.a). Experimentally we observe exponentially damped oscillations char-

acterized by a decay time TR. For accurate insight on the system, it is important to perform

this measurement not only at the transition frequency ωq but on a larger span of driving

frequencies ωd. One obtains what is called a Rabi chevron pattern which can indeed capture

a more complex behavior than a simple two-level system [212]. The probability for a qubit

to be in the excited state |1⟩ reads:

P0→1(tburst, ωd) =
Ω2
R

(ωd − ωq)2 +Ω2
R

sin2(
√
(ωd − ωq)2 +Ω2

R tburst) e
−tburst/TR (3.1)

Finally as derived in section 2.2.3, if the qubit is driven through the cavity, the Rabi frequency

is fixed as ΩR = gεd/(ωq − ωc). A high qubit-photon coupling strength g enables thus fast

manipulation of the qubit but it can still be compensated by increasing the drive amplitude

εd. This linear scaling of ΩR with εd constitutes an experimental sanity check.

T1 measurement: Longitudinal relaxation is caused by transverse noise on the x or y axis.

Resonant energy exchange can lead to transition from the qubit excited state |1⟩ to its ground

state |0⟩. The reverse transition is also possible but exponentially suppressed if kBT ≪ ℏωq.

To characterize this relaxation, the qubit can be placed in its excited state |1⟩ with a π pulse

whose duration has been determined through the Rabi measurement. We then wait a varying

time τ before measuring the cavity (see figure 3.17.b). We observe an exponential decay of

the signal towards the value corresponding to the qubit ground state enabling to extract the

associated characteristic time T1. The exact π pulse duration is not crucial to know as the

relaxation dynamic is the same no matter from where we start in the Bloch sphere. Starting

from the excited state enables yet to maximize the output signal.

T∗
2 measurement: The transverse relaxation rate describes the loss of coherence of a su-

perposition state. It is both related to transverse noise and longitudinal noise causing pure

dephasing. This last is caused by longitudinal noise on the z axis and this non resonant phe-



88 Chapter 3. Experimental methods

nomenon makes the qubit frequency ωq fluctuate. One defines the transverse relaxation as:

Γ2 = Γ1/2 + Γφ (see section 2.3.2). The associated characteristic time T∗
2 can be measured

by Ramsey interferometry [183] and is thus limited to T∗
2 ≤ 2T1

2. For this, we start with a

qubit in its ground state |ψ0⟩ = |0⟩ to which we apply a π/2 pulse to place it in a superposition

state |ψ1⟩ = (|0⟩ − |1⟩)/
√
2 in the equator plane of the Bloch sphere. We then wait a vary-

ing time τ in which the qubit is subject to dephasing resulting in |ψ2⟩ = (|0⟩ − eiϕ |1⟩)/
√
2.

Finally, another π/2 pulse is applied to project the qubit on the z axis leading to the state:

|ψ3⟩ = 1/2[(1− eiϕ) |0⟩ − (1 + eiϕ) |1⟩] (see figure 3.17.c). This measurement is commonly

done at ωq + δωq such that ϕ = δωqτ is non zero, resulting in a damped oscillating signal

from which T∗
2 can be extracted. This measurement can also be done for various driving

frequencies ωd around the qubit frequency ωq resulting in Ramsey fringes. The probability

for the qubit to be in the excited state |1⟩ reads:

P0→1(δωd, τ) = | ⟨1|ψ3⟩ |2 = cos2
(
δωd τ

2

)
e−(τ/T ∗

2 )
α

(3.2)

Where the parameter α describes the type of decay-curve envelopes which hints to the origin

of the noise causing the decay [111].

Hahn-echo measurement: The Hahn echo technique that has been developed in the field

of Nuclear Magnetic Resonance enables to be less sensitive to low frequency noise than the

Ramsey experiment. To do so, a π pulse is introduced in the middle of the varying waiting

time τ of the Ramsey sequence (see figure 3.17.d). This reverses the sign of dephasing acquired

during the first half waiting time which is refocused during the second half waiting time:

|ψ0⟩ = |0⟩ π/2−−→ |ψ1⟩ = (|0⟩ − |1⟩)/
√
2

τ/2−−→ |ψ2⟩ = (|0⟩ − eiϕ |1⟩)/
√
2

π−→ |ψ3⟩ = −(|1⟩+ eiϕ |0⟩)/
√
2

τ/2−−→ |ψ4⟩ = −(eiϕ
′ |1⟩+ eiϕ |0⟩)/

√
2 = −eiϕ(|0⟩+ eiδϕ |1⟩)/

√
2

π/2−−→ |ψ5⟩ = eiϕ

2

(
(1 + eiδϕ) |0⟩+ (eiδϕ − 1) |1⟩

)
where δϕ = ϕ− ϕ′ ≪ ϕ, ϕ′. Finally, the probability for the qubit to be in its excited state is:

P0→1(δϕ) = | ⟨1|ψ5⟩ |2 = sin2
(
δϕ

2

)
e−(τ/T2E)α (3.3)

This idea can be extended to any number N of π pulse in the waiting giving the Carr-Purcell-

Meiboom-Gill (CPMG) pulse sequence which increases the decoherence time towards the 2T1

limit.

2T∗
2 = 2T1 if there is no pure dephasing: Γφ = 0
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Figure 3.17: Various pulse sequences for: (a) Rabi measurement. (b) T1 measurement.
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Two decades after its introduction, circuit QED is a leading architecture for quantum com-

puting for the reasons that have been detailed in chapter 2. However, its implementation

with spin qubits is less straightforward than with superconducting qubits. The need of DC

lines complicates indeed a proper RF design required for a high Q cavity. It can be said that

since the first coupling of a quantum dot circuit to a cavity [28], this challenge has been over-

come with Q ∼ 5000− 10000 [151, 171]. Furthermore, the associated spin-photon coupling

strength is too weak (gs ∼ 1− 2 MHz [151, 152]) to reach the strong coupling regime. Nev-

ertheless, it exists strategies to boost the spin-photon coupling based on the enhancement of

the resonator impedance. In the hybrid spin-charge-photon qubit interfaces, the spin-photon

coupling strength is indeed a fraction of the charge-photon coupling strength which scales

with the square root of the resonator impedance. Such microwave cavities have enabled to

reach the strong spin-photon coupling [30–32]. The first part of this chapter aims at present-

ing the implementation of high impedance resonators with a preliminary development using

granular aluminum.

Even though circuit QED enables coupling between distant qubits, in the coplanar waveg-

uide (CPW) based architecture the inter-qubit connectivity tends to be limited to nearest

neighbors. A high inter-qubit connectivity is crucial for scale-up perspectives as it minimizes

the number of required gates to facilitate the execution of complex quantum algorithms. The

second part of this chapter presents a ”2.5D” architecture enabling such a high connectivity

largely inspired by a ring resonator developed by R. Vijay’s group [213].

4.1 Increasing the spin-photon coupling with high impedance

resonators

Chapter 2 gave a microscopic description of the charge-photon coupling and formula 2.8

highlighted the need of a strong photonic potential gradient between the two dots for reaching

a finite value. However, the resonator itself also plays a major role in the final value of gc. A

CPW cavity sees its associated photonic potential varying from the central conductor to the

ground plane by the zero-point fluctuation voltage VRMS. In the double quantum dot region,

the photonic potential varies then by a fraction of VRMS fixed by the gate geometry but the

zero-point fluctuation voltage itself depends on the resonator gemometry as:

VRMS = ωc

√
ℏZc

π
(4.1)

This potential and therefore in the end the spin-photon coupling can be enhanced by increas-

ing the resonator impedance Zc. In the standard CPW architecture, the design sets Zc to
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50 Ω for a perfect impedance matching with the available instruments. The following part

describes how to enhance the resonator impedance.

4.1.1 Coplanar waveguide resonators

This section aims at introducing the useful concepts of CPW resonators within the framework

of an increase of their impedance. A full description of CPW resonators can be found in

reference [175, 177]. A CPW resonator is composed of a central track of length l = λ/2 and

of width w which is separated from the lateral ground planes by a gap of width s (see figure

4.1.a). In this work, one has focused so far on a necklace-type λ/2 resonator consisting

of an open-circuited transmission line capacitively coupled to a CPW transmission line at

its two ends. We note that other designs are possible such as the hanger-type λ/2 or λ/4

resonator [214]. The CPW resonator dimensions defines the physical quantities of interest:

L=λ/2

s
w

ws

E B

(a)

(b)

t

ε1

ε2 h2

h1

Ll ClCext Cext

Figure 4.1: Necklace-type half wavelength CPW resonator: (a) Schematic layout with
characteristic lengths. As the metallic film is superconducting, the equivalent lumped element
circuit is a parallel LC circuit capacitively coupled to a transmission line. (b) Cross-section
cut of the CPW resonator with schematic representations of the electric and magnetic field

distributions.
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the cavity resonance frequency fc and the impedance Zc [175]:

fc =
c

√
ϵeff

1

2L
(4.2)

Zc =

√
Ll

Cl
(4.3)

where c is the speed of light in vacuum and ϵeff is the effective permittivity of the CPW

line defining the phase velocity as: vphi = c/
√
ϵeff = 1/

√
LlCl. The expression of ϵeff which

depends on variables depicted on figure 4.1.b can be obtained with formula 2.15 of reference

[215]. Ll and Cl are for themselves the inductance and capacitance per unit length of the

resonator (see figure 4.1.a). Their expression can be found using conformal mapping theory:

Ll =
µ0
4

K(k′0)

K(k0)
(4.4)

Cl = 4ϵ0ϵeff
K(k0)

K(k′0)
(4.5)

where the arguments of the complete elliptic integral of the first kind K1 are: k0 = w/(w + 2s)

and k′0 =
√
1− k20. With those formula, one can see how the track and gap widths w and

s affect the resonator impedance (see figure 4.2). For reasonable dimensions, one can reach

Zc = 180 Ω which barely corresponds to a doubling of the charge-photon coupling strength.
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Figure 4.2: Influence of the CPW dimensions: (a) CPW resonator impedance Zc (Ω)
as a function of the track and gap width w and s. (b) Charge-photon coupling gain in

comparison with a standard 50 Ω resonator.

1K(k) =
∫ π/2

0
(1− k2sin2(θ))−1/2dθ



4.1 Increasing the spin-photon coupling with high impedance resonators 95

The kinetic inductance contribution has however been neglected so far. It arises from the

kinetic energy stored in the motion of the charge carriers. For a superconducting resonator,

the kinetic inductance can be expressed as [216]:

Lk = µ0λl
L

wt
(4.6)

where λL is the London penetration depth evaluated to ∼ 40 nm for Nb [217]. In equation

4.3, Ll has thus to be replaced by Ll + Lk/L. Calculations shown in figure 4.2 considers a

t = 100 nm Nb thick film. In those conditions, considering the kinetic inductance modifies

the resonator impedance by less than 2%. One can still decrease the film thickness for more

significant change. This enables to reach Zc = 200 Ω for t = 15 nm and corresponds to a

factor two for the charge-photon coupling strength. These geometric changes have enabled to

reach the strong spin-photon coupling regime with w = 0.6 µm, s = 20 µm and t = 50 nm [30]

but another resource of leverage exists for more significant impedance enhancement.

4.1.2 High impedance resonators

One has so far considered the use of Nb but it exists disordered superconductors which

shows high kinetic inductance values which overwhelms the gain one obtains with geometrical

changes. Among them one notably finds NbN [218–220], NbTiN [32,221,222], TiN [223] and

Granular aluminium (grAl) [224, 225]. Array of Josephson junctions also results in high

impedance resonators [172]. With those new materials, one can easily reach Zc = 4− 6 kΩ

which corresponds to an increase of one order of magnitude of the charge-photon coupling.

The ultra-strong coupling regime has been reached with a charge qubit coupled to a Josephson

junction array resonator with a coupling strength gc ∼ 630 MHz [82]. However, as opposed to

disordered superconductors, this kind of resonator is not resilient to magnetic field making it

not suitable for most spin qubit implementations. The highest reported spin-photon coupling

has been obtained with a hole spin coupled to a NbN resonator and reaches: gs ∼ 330 MHz

[163]. This architecture has also enabled coherent coupling between distant spins [156].

These new materials have proved to enhance the spin-photon coupling nonetheless, this comes

at a certain cost. First of all, a higher impedance results in a higher capacitive coupling

between metallic structures. The microwave leakage of the cavity through the DC lines is

then enhanced and the cavity quality factor decreased. To remedy this, on-chip low pass

filters can be implemented with interdigitated or thin-film capacitors and spiral inductors or

nanowires [34, 163, 171, 220]. Secondly, the nanofabrication of a high impedance resonator

is much less straightforward than a standard Nb one. The film properties have to be well

characterized to properly adapt the on chip transmission line dimensions to match the 50 Ω
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impedance of the RF measurement setup. Finally, with such high impedances, the resonator

length gets smaller (L ∼ 0.25− 1 mm) which lower the number of qubits one can couple to

the same resonator and thus the inter-qubit connectivity.

As mentioned above, the challenge with such high impedance is to still reach a high quality

factor Q = ωc/κ where κ is the total cavity decay rate (see section 2.3.1). It can be decom-

posed as κ = κint + κext where κint is the internal loss rate and κext is the external one. One

can equivalently express the associated quality factors as:

1

Q
=

1

Qint
+

1

Qext
(4.7)

In addition to microwave leakage, the internal losses can arise from resistive [226] and di-

electric [222] losses. The external losses are for themselves linked to the coupling with the

transmission line through the capacitance Cext and reads:

κext =
4

π
ω3
cZcZ0C

2
ext (4.8)

The coupling between the resonator and the transmission line has been optimized for the

standard 50 Ω CPW design [175] but has now to be adapted. One can define three distinct

coupling regimes. The resonator can be overcoupled to the transmission line (κext ≫ κint). In

this regime, the cavity resonance frequency depends linearly on the capacitive coupling to the

transmission line Cext [175] and its quality factor is also set by Cext as: Q ∝ 1/C2
ext ≪ Qint

resulting in a high signal to noise ratio desirable for readout. The photon lifetime is however

not maximized as opposed to the undercoupled regime: κext ≪ κint. In this regime, the cavity

quality factor saturates: Q = Qint which is desirable for a quantum bus but the transmission

is significantly reduced. In order to benefit from both advantages, we try to reach the critical

coupling regime: κext ∼ κint.

Figure 4.1.a represents the necklace-type of coupling that one has considered so far. One

introduces here the hanger-type one (see figure 4.3.a). In this configuration, the transmission

line is continuous and one end of the resonator is brought close to it to enable driving the

antinode of the λ/2 resonator. This configuration enables to couple several resonators to the

same transmission line which is desirable for parallel tests [219, 220, 222]. This results in a

different transmission expression [227]:

T =

(
1 +

Qint

Qext
eiϕ

1

1 + i2Qintδx

)−1

(4.9)

where δx = (f − fc)/fc and ϕ is the impedance mismatch angle.
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Figure 4.3: Hanger-type of coupling: (a) λ/2 CPW resonators of impedance Zc are
capacitively coupled to a continuous transmission line of impendance Z0 = 50 Ω. (b) The
transmission of the line reminds a notch filter behavior. One sees a deep at the resonator
resonance frequency corresponding to energy stored in the resonator. By fitting the magni-

tude, one can extract: Qint = (9.5± 0.6)× 104 and Qext = 200± 2. (sample 4 test 6)

4.1.3 Preliminary developments using granular aluminum

In the group, a granular aluminum evaporation recipe has been developed for the fabrication

of magnetic field resilient superconducting circuits [212] in the context of a dark matter

detection experiment. This has naturally guided our choice of material for the high impedance

resonator.

Nanofabrication

Granular aluminum (grAl) belongs to the so-called disordered or dirty superconductors [228]

whose crystalline defects or dopants introduction reduces the coherence length and quasi

particle mean free path. In this particular case, it is question of uniform aluminum grains

separated by Josephson contacts [229] which can be described by an effective Josephson

junctions chain in the case of a resonator geometry [230]. The CPW resonators fabri-

cation starts from a bare 10 mm× 10 mm chip . A 30 nm thick grAl film is deposited

by evaporating aluminum in an O2 atmosphere. The film properties are very sensitive to

the oxygen pressure inside the chamber which is set to PE = 1.2× 10−5 mbar and the rate

at which is evaporated the aluminum set to 1.9 Å/s (see table 4.1). Those variables in-

deed defines the film resistivity ρgrAl which has to be sufficiently high to bring a large ki-

netic inductance contribution but below the critical point where the film turns insulating:

ρAl = 2.8 µΩ.cm ≪ ρgrAl < ρcrit ∼ 104 µΩ.cm [231]. In order to be on the safe side, we target

ρgrAl ∼ 103 µΩ.cm which is checked afterwards. The second step consists in patterning the

transmission line and the CPW resonator. The film is first characterized at room temperature
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see section 4.1.3 to adjust the aspect ratio for a 50 Ω transmission line patterned using e-beam

lithography after a PMMA 500 resist spin-coating. The gap of the CPW is then defined by

removing grAl with a physical Ar etching in a RIE chamber. In order to work with an easy

nanofabrication recipe, reasonable aspect ratio have been considered for the CPW resonator.

With a track width w = 2 µm and a gap width s = 40 µm, the whole exposure can be done

using only the biggest aperture of the e-beam.

Room temperature characterization

As mentioned previously, the grAl resistivity is very sensitive to the evaporation conditions.

This results in a large variability from a sample to another. Once the grAl is deposited on the

substrate, a room temperature characterization enables yet to measure the resistivity which

can be linked to the kinetic inductance of the film through the Mattis-Bardenn theory. The

van der Pauw measurement technique is used for that purpose.

The 30 nm thick 10 mm× 10 mm grAl film is characterized at the probe station with a four

point measurement. For this, four ohmic contacts are placed on the four corners as close

as possible to the boundary. A current I12 (typically 10 µA) is injected into contact 1 and

taken out of contact 2. The voltage V34 is measured between contacts 3 and 4. From this,

one can extract a resistance value R = V34/I12 which can be more accurate by repeating this

measurement for the other symmetrical configurations before averaging. The van der Pauw

method enables to obtain the sheet resistance and the resistivity:

R□ =
πR

ln(2)
(4.10)

ρgrAl = R□t (4.11)

Several grAl depositions reported in table 4.1 have been done resulting in a large variability

of the measured sheet resistance and resistivity. The film properties are so sensitive to

the evaporation conditions that even films deposited at the same time present a variability

(samples 5 and 6). This can be explained by the O2 gradient in the chamber during the

evaporation. Thermal annealing which has not been explored here enables to lower and

stabilize the sheet resistance [232].
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Sample O2 pressure (mbar) Rate (Å/s) R□ (kΩ/□) ρgrAl (µΩ.cm)

1 1.3× 10−5 mbar 1.67 1.47 4.42× 103

2 1.4× 10−5 mbar 1.76 0.144 4.32× 102

3 1.3× 10−5 mbar 1.69 10.5 3.16× 104

4 1− 1.2× 10−5 mbar 1.71 2.62 7.86× 103

5a 1.2× 10−5 mbar 1.70 2.86 8.58× 103

5b - - 3.17 9.50× 103

5c - - 2.68 8.04× 103

6a 1.2− 1.4× 10−5 mbar 1.78 0.354 1.06× 103

6b - - 0.372 1.12× 103

6c - - 0.422 1.27× 103

Table 4.1: Sheet resistance and resistivity of several grAl films evaporated in different condi-
tions. The colored resistivity result in an islolating film according to [231].

Low temperature characterization

The previous characterization can also be done as a function of the temperature. This

highlights the superconducting transition from which the critical temperature Tc (associated

to a given resistivity) can be extracted. Such characterization has not been done but in the

literature it has been shown that Tc with respect to the resistivity presents a dome shape

centered around ρgrAl ∼ 4− 6× 102µΩ.cm with Tc ∼ 2− 3 K [231, 233, 234]. This value is

larger than the critical temperature of pure aluminum (Tc = 1.2 K). This critical temperature

combined with the sheet resistance enables to estimate the sheet kinetic inductance [235]:

Lk,□ = Lk
w

L
=

ℏR□

π∆0
(4.12)

where ∆0 = 1.76kBTc is the superconducting gap whose factor 1.76 is known as the BCS

ratio [236]. This ratio is supposed constant for all BCS superconductors but in the case

of grAl, it starts to increase from ρgrAl ≈ 3− 8× 102 µΩ.cm up to ∼ 2.1 [231]. Finally, the

resonator impedance can be determined:

Zc =

√
Ll + Lk,□/w

Cl
(4.13)

Most of RF tests have been done with grAl film that have been deposited in the same evap-

oration than sample 4 (see table 4.1). With such a resistivity, one can estimate Zc ∼ 3.6 kΩ

which represents a factor ∼ 8.5 for the charge-photon coupling. This sets the resonator length

to L = 400 µm for a fundamental mode at 5 GHz. The transmission line gap width is fixed to
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sTL = 2 µm and the track width is then set to wTL = 1100 µm which results in a Z0 ≈ 60 Ω

impedance. A perfect impedance matching (Z0 = 50 Ω) would have implied wTL ∼ 2000 µm

which was not suitable for the test design. The development test chip includes two trans-

mission lines (see figure 4.4.a). A single CPW resonator is coupled to the first one for a

reference. Eight resonators of different length L ∈ [200, 550] µm are coupled with different

capacitive coupling to the second transmission line. The idea is to identify the eight reso-

nances thanks to a previous measurement with the reference and to determine the proper

coupling design. This characterization also enables to properly determine the associated ki-

netic inductance of which we only have a vague estimation with the characterization described

above.

The first results are hard to interpret and a full understanding and design optimization would

require further developments. Nevertheless, they have enabled to highlight the potential is-

sues and the path to follow to remedy this. The RF transmission of the straight transmission

line displays many deeps (see figure 4.4.c) which can not all match the predicted resonance fre-

quencies (orange and red dots) even by adjusting the estimated impedance (here Zc ∼ 3.6 kΩ).

For better understanding, the curved transmission line which should only present a single deep

has been measured. This has however also led to a RF transmission with many deeps. Two

reasons could explain this issue. First, some of the modes are package mode that couple

to the transmission line. During the cool-down, one can identify some of them that do not

disperse with the temperature. Secondly, as the impedance is high, this could lead to par-

asitic coupling between different design elements resulting in a much more complex overall

behavior. Chip 6c has been designed with only one transmission line and one resonator but

presented two different deeps which can not be identified as a fundamental mode with its

first harmonic.

Another interesting feature is to look at the resonances behavior as function of the cavity

power and the magnetic field (see figure 4.5). Among the resonances, some show high depen-

dence of their resonance frequency with the number of photons in the cavity (see figure 4.5.a).

This witnesses a non-linear behavior of the resonator which can be explained by the highly

inductive grAl film. Even though an accurate value for the kinetic inductance could not be

determined, this qualitative data are a step in the right direction. Those high impedance

resonators also have the good taste to be resilient to in-plane magnetic field B∥ up to several

tesla [219,221,222,225]. This is especially the case as the central track width w gets smaller

as vortex nucleation takes less and less place. Figure 4.5.c does not show such a resilient

behavior except for one resonance (fc ∼ 8 GHz @0 mT) whose internal quality factor Qint is

tracked and displayed on figure 4.5.d. Usually, with such resonators Qint remains constant
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Figure 4.4: GrAl test chip design: (a) The chip includes two transmission lines: eight
resonators are coupled to the first one and a single one is coupled to the other as a reference.
(b) Zoom on the longest resonator which is the closest to the transmission line. The distance
separating both central tracks varies from 3 µm (on this picture) to 100 µm. (c) Microwave
transmission trough the straight transmission line. The orange and red dots indicates where
the fundamental mode and first harmonic of the eight resonators should figure by considering
Zc ∼ 3.6 kΩ. The slope corresponding to the cable attenuation has been subtracted for more

clarity. (sample 4 test 6)

with respect to the in-plane magnetic field except at a given magnetic field corresponding

to a resonant coupling with the magnetic impurities which lower the internal quality factor.

Here Qint increases with B∥ up to decrease and stabilizes.



102 Chapter 4. Towards new mesoscopic QED architectures

As a conclusion, the chosen design (see figure 4.4) complicates the data interpretation with

many expected resonances (fondamental modes and harmonics). The fitting of various trans-

missions have highlighted that the chosen coupling distances correspond to an overcoupled

regime: Qext ∼ 10− 200 ≪ Qint ∼ 103 − 104. Finally, even though granular aluminum easily

provides large kinetic inductance, the film properties are really different from one sample

to another which makes a full mesoscopic-QED architecture development very challenging.

In addition, it has been shown that grAl resonators are limited by the quasiparticles dy-

namic [237]. The choice of another material such as NbN seems more suitable for further

developments. On another note, recent results have shown the potential of anti-squeezing for

a dynamically enhanced qubit-photon interaction [238].
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Figure 4.5: GrAl resonators characterization: (a) Power dependence of the resonance
showing the strongest dispersion. (b) Tracking of the internal quality factor Qint as a function
of the cavity power. Qint collapses above -30 dBm. The data and fitting curve of a given
power (orange point) are also displayed. (c) In-plane magnetic field dependence of several
resonances. Qint rapidly falls down with one exception. The slope corresponding to the cable
attenuation has been subtracted for more clarity. (d) Qint tracking of the magnetic field
resilient resonance (fc ∼ 8 GHz @0 mT). The data and fitting curve of a given magnetic field

(orange point) are also displayed. (sample 4 test 6)
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4.2 Multiplexing with a ”2.5D cavity”

4.2.1 Motivations

Chapter 2 has introduced circuit-QED as a scalable architecture towards quantum compu-

tation with the possibility of coupling distant qubits. However, most of quantum processors

shows an inter-qubit connectivity limited to nearest neighbors because of spatial constraints

on the chip layout (figure 4.6.a). This is also the case for the most advanced such as the

the 72-qubit Sycamore device (Google) [27] or the 127-qubit Eagle device (IBM) [6]. This

geometrical issue can somehow be circumvented by placing several qubits at the anti-nodes

of the resonator playing the role of quantum bus [239] (figure 4.6.b). Unwanted cross-talk

and variable coupling between qubits are the prices to pay with such a compact design. Ref-

erence [213] proposes to get rid of these issues by using a ring resonator as a cavity bus with

qubits spatially separated around its circumference (figure 4.6.c). In this architecture, each

of the 12 qubits has its own readout resonator for individual addressability. The inter-qubit

coupling depends on their frequency and on their angular spacing in the ring. A regime

can be found where the inter-qubit coupling only takes two values and has been confirmed

experimentally.

This ring resonator architecture can be envisioned with any kind of quantum processor that

rely on a microwave resonator as quantum bus. The ferromagnetic spin qubit (see section

1.3.2) can thus be seen at larger scale in such a coupling scheme. Furthermore, a 3D circuit-

QED architecture would enable to decouple the RF part and the DC part of the current chip

layout for a strong modularity. Next section presents how this ring resonator can be adapted

to our spin-qubit architecture.

4.2.2 Designing a ”2.5D cavity”

The ring resonator cavity bus [213] can not be used as it is with our spin qubit architecture.

The needs of DC lines and of a vacuum tight sample holder strongly constraint the geometry.

The will for compatibly with current setups such as the stapler or the 3He fridge have led us

to replace the ring by a λ/2 resonator for the first version that we call the ”2.5D cavity” as

it figures in between a 2D CPW and 3D architecture. The design provides four qubit slots

but first of all only two of them will be used (see figure 4.7.a). Moreover, the 3He fridge only

owns 12 DC lines whereas 14 are needed for controlling and measuring two double quantum

dots. This is circumvented by making the gamma left and right gates of the two DQD share

the same DC line (VΓL,1
= VΓL,2

& VΓR,1
= VΓR,2

). Each slot includes a λ/4 resonator and

an RF line at its anti-node for individual driving and qubit readout. The λ/2 resonator



104 Chapter 4. Towards new mesoscopic QED architectures

(d)

(a) (b) (c)

Figure 4.6: 12 qubits connectivity in various circuit-QED architectures with cou-
pling scheme, connectivity graph and example of associated device: (a) Coupling
scheme limited to nearest neighbors largely used in quantum processors. The sample shown
uses this architecture with 17 qubits [26]. (b) All-to-all connectivity enabled by coupling all
qubits to the same resonator. The topology constraints results in parasitic couplings between
neighbor qubits. This is represented by the black arrows/lines. This coupling scheme has
been realized with 20 qubits [240]. (c) A novel coupling scheme based on a ring resonator
enables high inter-qubit connectivity with negligible cross-talk. This 3D architecture is de-

signed to host 12 qubits and enables to couple each of them to 9 others [213].

also includes two RF lines at its two ends to also enable driving and readout of all qubits.

Concerning the chip itself, it has to be modified to enable the quantum dot circuit to couple

to the cavity electric field. This is realized thanks to two antennas (see figure 4.7.b) which

are arranged as in the transmon qubit design of [213]. Each of them is respectively connected

to the source and drain electrode of the quantum dot circuit (see figure 4.7.c).

The design shown in figure 4.7 shows the general idea but before manufacturing such a device,

the resonators lengths should be properly calibrated to result in adequate resonance frequen-

cies. For this purpose, one uses Ansys HFSS: an EM finite-element simulation software. In

the simulations, the device includes the metal copper parts2, four 2 mm× 5 mm silicon chips

and two sapphire chips of the same dimensions used to maintain the λ/2 resonator (see figure

4.8.a). Several notchs are done in the metal parts for hosting the chips. The sample holder

width constrains the maximal bus resonator length to Lλ/2 = 16 mm which corresponds to

a fundamental mode at 6.7 GHz. The corresponding electric field magnitude distribution

is simulated and plotted on figure 4.8.b. The λ/4 for themselves present a resonance fre-

2Using a superconducing metal would be more favorable but would leave the possibility for applying
magnetic field.
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Figure 4.7: ”2.5D cavity” design: (a) Overview of the adapted cavity bus architecture.
The first version includes two qubits which can be coupled via the λ/2 resonator. Additionally
to the individual λ/4 resonators, it can also be used for reading and driving the qubits. (b)
The chip design is much more simple as the complex CPW architecture has been removed.
Two antennas are nevertheless added to bring the cavity electric field in the vicinity of double
quantum dot circuit. The trenches are still present to enable the carbon nanotube transfer.
(c) Zoom on the carbon nanotube integration region. The DC signals are carried by the lines

on the left and the RF ones by the ones on the right.

quency at 7.3 GHz with Lλ/4 = 9 mm. Afterwards, one introduces the two antennas in the

simulations to optimize their geometry and position. From the electric field distribution, one

can indeed integrate it between the to antennas and obtain an electric potential V which

sets an upper bound for the photonic potential gradient between the two dots and thus the

charge-photon coupling strength:

ℏgc ≤ eV = e

∫
antennas gap

Exdx (4.14)

This electrostatic potential V has then to be as large as possible to ensure in the end a

suitable spin-photon coupling. After some optimization, the λ/2 and λ/4 modes result in

a potential between the antennas about 1.1 µV and 0.5 µV. This corresponds to an upper

bound for the charge-photon coupling strength of 270 MHz and 120 MHz.

Once the design has been optimized, the mechanical drawings of the different parts can be

initiated. The will of having a vacuum tight sample holder combined with very limited RF

leaks or cross talks between the resonators makes the design really challenging. A perfect

sealing of the sample holder cover indeed implies mechanical tolerance opening gaps for the
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Figure 4.8: Simulations for ”2.5D cavity” design: (a) Geometry considered for the
simulations. The two sapphire chips (in blue) hold the λ/2 resonator. (b) Electric field
magnitude distribution of the fundamental mode of the λ/2 resonator with four bare silicon
chips. (c) Electric field magnitude distribution of the fundamental mode of the λ/2 resonator
with the introduction of two antennas on each chip. The field is mostly localized in between
the antennas gap. (d) Antennas dimensions and positioning for a maximal charge-photon
coupling. This is obtained by calculating the electric potential V for various configurations

by integrating the electric field along the red segment in between the two antennas.

electric field to leak out. Before fabricating the sample holder, a sanity check is to import

the CAO file in the Ansys HFSS simulation software and verify if the simulations give the

same result than before. The resulting sample holder enabling the integration of two chips is

shown in figure 4.9.

4.2.3 Experimental realization

After mounting this sample holder, the next step is to characterize its proper functioning. The

semi-rigid cables central pin are first intentionally let too long. The transmission line is then

overcoupled to the cavity. The central pins lengths are step by step reduced until reaching the
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Silicon chips
Sapphire chips
λ/2 resonator
λ/4 resonators

PCB flex

Figure 4.9: Mechanical parts constituting the ”2.5D cavity”: (a) 3D drawing of the
sample holder without the cover. Source: P. Morfin. (b) Assembled sample holder without
the cover. (c) Zoom over the sample holder with one chip placed at the upper slot. (d)
Bottom of the sample holder cover partly defining the resonators. Semi-rigid RF cables are

placed in the holes located at the modes’s anti-nodes.

critical coupling. We observe a shift of the resonance frequency combined with an increase of

the quality factor Q. Those changes are less and less significant as we approach the critical

coupling. In the absence of chips, at room temperature, the λ/2 cavity bus resonates at 8.42

GHz with a corresponding quality factor Q = 715 (see figure 4.10.b). Another advantage of

using such a resonator is to provide a very controlled RF environment. Package modes are

indeed suppressed as the whole volume defines the mode of interest (see figure 4.10.a). The

introduction of chips in the sample holder reduces the resonance frequency as it increases

the effective permittivity. However, it also considerably reduces the quality factor through

dielectric losses and leakage (see figure 4.10.c). The RF leaks are even more problematic

since the chip DC pads are wire-bounded to the PCB resulting in a very low quality factor:

Q ≈ 40. Finally, we also observe non negligible cross-talks between the four ports. Both chip

and sample holder design have then to be reconsidered to envision readout via the cavity.

By removing the microwave cavity from the chip, we also naively ignored the issues faced in a

mesoscopic-QED architecture. The chip has indeed been designed as if it only had to handle

DC signals. The antennas and unfiltered DC lines are defined by a Ti/Au 5/45 nm thick film

which emphasizes resistive losses and RF leakage. This last point has also been highlighted
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Figure 4.10: Room temperature RF characterization: (a) RF transmission of the bare
λ/2 resonator. The background is transmitted more than 30 dB bellow the cavity mode. (b)
Zoom in the grey box showing magnitude and phase close the cavity resonance frequency. (c)
Tracking of the transmission at resonance and associated quality factor with the introduction

of chips in the sample holder.

by considering partial design of the chip in the Ansys HFSS simulations instead of the two

antennas only (see figure 4.11.a). The chip layout has then been modified by introducing

a ground plane and an interdigitated low-pass filter on each line, the whole in Nb (figure

4.11.b). The sample holder has also been modified to end up with the simplest version as

possible to minimize RF leakage (figure 4.11.c). The two unused slots and the λ/4 resonators

have been removed. An RF line still provides fast driving on each slot but the readout is only

possible via the λ/2 cavity bus. Small issues have also been solved such as the PCB/chip

height difference making the wire-bounding difficult or the introduction of intermediate parts

onto which are soldered the semi-rigid cables making the central pin length adjustment more

convenient.

Some tests have been carried out with these new considerations to underline a potential

improvement. Chips have been fabricated with and without filters with aluminum evaporation

for faster implementation. Without filters, the transmission does not clearly highlights the

cavity resonance frequency with typical Lorentzian shape. With filters, the transmissions
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(a) (b)

(c)

Figure 4.11: Design modifications: (a) Ansys HFSS simulation highlighting the cavity
electric field leaking out via the DC line. (b) Novel chip layout implementing a ground plane
and interdigitated low-pass filters on each DC line. (c) Simplified version of the sample

holder.

reveals the λ/2 resonator mode at 8.56 GHz with Q = 200 (figure 4.12.a). This is still a

very low quality factor for cavity readout perspectives and even more regarding coupling of

distant qubits. Other approaches have been considered to maximize the quality factor such

as replacing the λ/2 copper blade by a silicon piece of same length and width covered by a

20 nm thick Nb film or acid treatment and polishing of the copper parts [241]. It did not

show significant improvements which indicates RF leaks are the limiting factor. Despite this

mitigate success, carbon nanotubes have been integrated several times on chips with design

shown in figure 4.11.b. The cavity quality factor normally increases with a decrease of the
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temperature as resistive losses subside. This expected dependence with the temperature is not

observed in our case (see figure 4.12.b). On the contrary, the quality factor is reduced after

being maximized around the aluminum critical temperature (Tc = 1.2 K). This indicates the

influence of parasitic modes interfering with the one of the cavity. In addition to those issues,

the carbon nanotubes integrated in this ”2.5D” architecture presented Schottky barriers at

their interface with metal contacts. Double quantum dot could still be measured in transport

by applying large gate voltages (see figure 4.12.c). An unambiguous charge-photon coupling

has not been highlighted but a very tenuous signal matching the transport stability diagram

has been observed (see figure 4.12.d).
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Figure 4.12: Carbon nanotude embedded in a ”2.5D cavity”: (a) Preliminary tests
with aluminum showing the filters’s influence on the cavity quality factor. The transmission
of the resonator is plotted for a design with and without filters on the DC pads. (b) Cavity
transmission for various temperatures in the presence of a chip with novel layout integrating
a carbon nanotube. The associated quality factors are displayed on the right as a function of
the temperature. (c) Current through the double quantum dot circuit ISD as a function of the
gate voltages VPL

and VPR
at finite bias voltage VSD = 2 mV. The stability diagram shows

bias triangles typical from the double quantum dot regime. (d) Corresponding stability
diagram with cavity phase measurement. Four faint resonant lines at interdot transition

location can be distinguished. The signal is however very weak. (device v3-a4)
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As a conclusion, this novel ”2.5D” architecture finally brings us back to the same issues faced

with a standard fully on-chip design. The leakage of the cavity field trough the DC lines

for now limits the quality factor to low values. This has however also been the case for the

standard architecture [28] which has evolved before enabling the important milestones of the

recent years. Further developments towards a well controlled RF environment remain to be

done to envision a similar destiny.
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The first two chapters of this thesis have shown the great potential of carbon nanotubes for

hosting spin qubits in a circuit-QED architecture. On the one hand, carbon nanotubes can

form well defined and tunable quantum dots [37], they can be suspended reducing the impact

of stray charges and can be grown with pure 12C to offer a nuclear spin free environment for

electronic spin qubits. On the other hand, the circuit-QED architecture which has been bor-

rowed from superconducting qubits [4] is very appealing notably for upscaling spin qubits. An

important milestone in that direction has moreover recently been reached with the realization

of a two-qubit gate between distant spins [35]. Nevertheless, both carbon nanotubes qubits

and spin qubits coupled to cavity photons have so far shown limited coherence times. In this

chapter, we show that carbon nanotube based quantum device finally hold their promise,

the whole coupled to a microwave cavity, with coherence times of the order of 1 µs. This is

two orders of magnitude larger than what has been measured so far in any carbon quantum

circuit [42,242] and one order of magnitude larger than Si based quantum dots in comparable

environment [30,31,163].

The first part recalls the ferromagnetic spin qubit principal and geometry before showing

measurements witnessing signatures of its physical implementation. The second part presents

the dynamics of our system through time domain measurements. Finally, the last part

discusses the specific dynamics attributed to a spectrum implying multiple levels.

5.1 Shaping and highlighting the ferromagnetic spin qubit

5.1.1 Working principle

The implementation of a spin qubit in a cQED architecture imposes a spin-charge hybridiza-

tion to enable a spin-photon coupling. This results in a spin-orbit qubit which can be realized

in different ways (see section 1.3.3). In the ferromagnetic spin qubit implementation [7], a

single-wall suspended carbon nanotube is connected to ferromagnetic electrodes with non-

collinear magnetizations and coupled electrostatically to five gate electrodes (see figure 5.1.a).

In such an architecture, a single electron can be trapped in a double quantum dot comprising

then a large synthetic spin-orbit coupling. Additionally, one of the gates is directly con-

nected to the central track of a coplanar waveguide (CPW) resonator in order to induce large

charge/spin-photon coupling [151]. The DC potentials of the middle and outside gates (Vt

and VΓL/R
) respectively set the interdot tunnel rate t and the one between the dot and its

neighboring lead ΓL/R. The plunger gates voltages VPL
and VPR

set the detuning ϵδ defining

different qubit sweet spots.
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Figure 5.1: Ferromagnetic spin qubit implementation: (a) 3D representation of the
mesoscopic-QED architecture. (b) Schematics of the spin-polarized double quantum dot

electronic states enabling spin-photon coupling. Here θ = π/6.

5.1.2 Device fabrication

The device fabrication has been done in collaboration with G. Abulizi and J. Becdelievre

working as clean room engineers at C12. They took care of the first half of the nanofabrication

steps to provide a 200 µm thick 2” diameter Si wafer containing 9 10 mm× 10 mm chips,

being 18 potential devices as shown as in figure 5.2. This wafer has then been diced to proceed

to the second half of the nanofabrication on individual 10 mm× 10 mm chip. The different

steps are presented in details in section 3.1 and a full recipe is given in appendix B.1. Figure

5.2 shows optical and SEM images for a typical final layout. The results presented in this

chapter have been obtained using chip W11A. The coplanar waveguide cavity visible in figure

5.2.a is made out of 100 nm layer of Nb. The fundamental resonance frequency at 300 mK is

fc = 6.975 GHz and its quality factor is Q = 4853. The DC lines end up in the region where

the carbon nanotube is thereafter transferred (see figure 5.2.c). The zigzag ferromagnetic

electrodes are made with a Ti(185nm)/Ni80Pd20(35nm)/Pd(4nm) stack whereas the gates are

made with a Ti(5nm)/Pd(50nm) one. The latter choice of gate electrodes with a conducting

surface ensures that we can check electrically on the final device that the nanotube is indeed

suspended and well isolated from the gates. Trenches which sit in between the microwave

cavity and the DC lines (see figure 5.2.a&b) are etched for the integration of the nanotubes

afterwards. The later are indeed grown on a dedicated chip using a CH4 based Chemical

Vapor Deposition (CVD) process (see section 3.2.1) and transferred in a vacuum chamber

(PE ≤ 10−6 mbar) thanks to a nanosacle alignment (see section 3.2.2).
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Figure 5.2: Device layout: (a) Optical image of the 10 mm× 5 mm chip. Two double
quantum dot circuits are coupled to the same microwave cavity. Here only one of the two is
used. (b) Optical image centered on the region where is transferred the carbon nanotube.
(c) SEM image of a typical device with a suspended carbon nanotube transferred onto the

ferromagnetic electrodes and over the gate.

Once transferred, the carbon nanotube can already be characterized at room temperature

inside the vacuum chamber. First, the contact resistance is a good indication weather or

not Schottky barriers at the CNT/electrode interface prevent low temperature transport

measurements at low bias voltage. The contact resistance typically ranges from 0.5 to 2 MΩ.

The particular device studied here has a room temperature resistance RRT ≈ 10 MΩ which

should not have been measured according to the selection criteria. Furthermore, a gate

dependence is also performed inside the vacuum chamber to prioritize narrow gap carbon

nanotubes for reaching the single electron regime. The current measurement as a function
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of the gate voltages did not show any dependence suggesting a metallic tube. Despite these

non ideal features, this device was transferred in the 3He fridge for further characterization

at low temperature. As in the previous chapter, all the measurements presented here have

been done at 300 mK.

5.1.3 Tuning the double quantum dot

The main features of our device can first be determined via DC transport and continuous

wave spectroscopy. In the first instance, one should tune the device in the double quantum

dot regime. For this purpose, the current through the nanotube ISD can be measured at

finite bias (VSD = 10 mV) as a function of the two plunger gate voltages (VPL
and VPR

)

for fixed tunnel gate voltages (here Vt = VΓL/R
= −0.4 V). This results in stability diagram

whose pattern gives insights on the coupling between the two dots but also on the device

disorder. Further characterization is done by looking at the phase contrast of the microwave

signal at the resonance frequency of the cavity 6.975 GHz. If the double quantum dot is well

tuned, it should highlight resonant lines where interdot transitions occur delimiting the two

adjacent associated charge states. We are looking for regularly spaced and highly contrasted

resonant lines testifying a well defined double quantum dot coupled to the microwave cavity.

Figures 5.3.a&b show the stability diagram in the region we focus on in this chapter and

figure 5.3.c the interdot transition studied with associated working point (red dot). In such a

continuous wave measurement, it is well established that the phase signal is compound from

all transitions starting from the groundstate [170].

5.1.4 Two-tone spectroscopy

In order to highlight individually the different transitions implied in the phase measurement

(figure 5.3.c), we apply a second tone at a varying frequency to address and identify them

all. As the 3He fridge only includes one input RF line, the second tone is mixed with the

one at the cavity resonance frequency (see figure 3.12). This driving tone is thus applied

via the cavity which reduces the drive amplitude as opposed to the use of a fast line but

ensures a proper cQED architecture. At the zero detuning working point, a resonance is

found at fq = 9.0987 GHz with a full linewidth at half maximum of 2γ = 2π × 589 kHz which

corresponds to a decay rate about 2π × 295 kHz (see figure 5.4.a). Looking at the dispersion

of the transition as a function of external variables enables a better understanding of the

system. The power broadening and the AC-Stark shift constitute sanity check measurements

attesting of a transition coupled to the cavity and discriminate thus possible artifacts. It

is also interesting to follow the transition with the detuning ϵδ as illustrated in figure 5.4.b.

A proper implementation of the ferromagnetic spin qubit predicts a dispersion for the 01



118 Chapter 5. Observation of microsecond lived quantum states in carbon-based circuits

0.9 0.7
Gate voltage, VPL (V)

0.5

0.7

G
a
te

v
o
lt
a
g
e
,
V
P
R
(V
)

0

5

10

15

C
u
rr
e
n
t,
I S
D
(p
A
)

0.8 0.7
Gate voltage, VPL (V)

0.5

0.6

G
a
te

v
o
lt
a
g
e
,
V
P
R
(V
)

0

-0.5

-1

P
h
a
se
,

(d
e
g
)

0.79 0.77
Gate voltage, VPL (V)

0.48

0.50

G
a
te

v
o
lt
a
g
e
,
V
P
R
(V
)

-0.8

-0.4

0

P
h
a
se
,

(d
e
g
)(NL,NR+1)

(NL+1,NR)

(b)

ϵδ

(a)

(c)

Figure 5.3: Stablity diagram: (a) Current ISD as a function of the two plunger gates
voltages VPL

and VPR
at a fixed bias voltage VSD = 10 mV in the region where the system

has been operated. (b) Continuous wave spectroscopy showing four oblique resonant lines
corresponding to interdot transitions. The one of interest is framed in orange. (c) Zoom on
the interdot transition implied in the further measurements. The latter have been performed

in the center of the resonant line (red dot).

transition with a minimum at zero detuning and a saturation at large detuning. A weak

dependence of this type is qualitatively observed in figure 5.4. Finally, as it involves the spin

of the electron, the 01 transition is logically affected by an external magnetic field. Such

a dependence has not been observed for reasons that will be discussed later. However, as

shown as in figure 5.4.c, a characteristic hysteretic signal in the current is observed validating

spin injection [151] and therefore the presence a priori of interface exchange fields. These

continuous wave spectroscopy measurements provides first intuitions on the system but going

to the time domain is crucial to further understand the spectrum and its dynamics. The

following has been done at the center of the resonant line (red dot) without any external

magnetic field.
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Figure 5.4: Transition characteristics: (a) Two-tone spectroscopy where the phase con-
trast is measured as a function of the drive frequency fdrive (at the red dot working point).
The full width at half maximum (FWHM) of the transition is 589 kHz. (b) Two-tone spec-
troscopy as a function of the detuning ϵδ. The dispersion with a minimum at zero detuning
and a saturation at large detuning is in accordance with the 01 transition of the ferromag-
netic spin qubit. (c) Tunneling Magneto-Resistance (TMR) measurements: the current ISD
through the double quantum dot is measured while sweeping the external magnetic field with
a bias voltage VSD = 10mV. This is done at three different working points in the stability

diagram represented by a circle, a square and a triangle.

5.2 Quantum manipulation of the system

5.2.1 Rabi manipulation

As opposed to continuous wave spectroscopy, the system is driven for a given time without

photon in the cavity which is pulsed right after to readout the resulting system state. The

first time domain experiments to perform are Rabi manipulations. This enables to determine

how fast we can manipulate the system and sets thus the π pulse duration, that is the time

required to bring the system from its ground to excited state. For this purpose, the system

is driven at a frequency fdrive close to the resonance found in figure 5.4.a for a varying time

tburst up to 2 µs. The cavity is filled during 1 µs and readout during the last 600 ns (see
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figure 5.5.a). The corresponding measurements is shown in figure 5.5.c, with the resulting

Fourier spectrum in figure 5.5.d . We observe fringes signaling quantum oscillations of the

state of our device. These fringes resemble the conventional Rabi chevrons observed in many

qubit experiments and extend up to 2 µs, giving hints that coherence times exceed the state

of the art for this kind of circuit. However, there are two main differences here. First,
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Figure 5.5: Rabi measurement: (a) Rabi pulse sequence. The cavity is filled during 1 µs
and readout the last 600 ns. (b) Rabi oscillations at fdrive = 9.0984 GHz observed in the
microwave phase as a function of time tburst fitted with an exponentially decaying cosine.
(c) Rabi chevron pattern as a function of drive frequency fdrive and time tburst. (d) Fourier
transform of the measured Rabi chevrons. (e) Drive amplitude dependence of the Rabi
frequency ΩR. The linear fit excludes the point of highest drive amplitude (used for the

measurements).
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the Rabi chevrons are not symmetric on both sides of the transition frequency: oscillations

for fdrive > fq̃ ∼ 9.097 GHz are slightly slower than those for fdrive < fq̃. Second, there is a

horizontal stripe of zero Rabi contrast very close to the resonance. Nevertheless, the cut at

fdrive = 9.0984 GHz displays well defined damped oscillations (see figure 5.5.b) which we fit

with an exponentially decaying cosine. We extract a Rabi frequency ΩR = 2.47 MHz and a

Rabi decay time TR = 0.63 µs. Finally, as expected, the Rabi chevrons oscillates faster as

the drive amplitude increases. It scales linearly up to a certain drive amplitude (see figure

5.5.e).

These Rabi oscillations are a first step towards single qubit gates but also allow us to get

a clearer picture of the kind of spectrum at stake here. The Rabi chevrons are indeed very

discriminating between two- and multi-level dynamics [212]. Our non standard Rabi chevrons

are most likely hiding a more complex dynamics than just a two-level system encoding a qubit.

The ferromagnetic spin qubit implementation naturally involves four states through the spin-

orbit hybridization. The specific multilevel dynamic behind this will be discussed in details

in the next section. Despite this additional complexity, we adopt the terminology qubit for

our system although more than two levels are involved. This qubit is then characterized here

as a standard one by considering the π pulse associated to the cut at fdrive = 9.0984 GHz.

5.2.2 Qubit characterization

A qubit is affected by both transverse and longitudinal noise. The relaxation processes are

then characterized by two distinct lifetimes: the relaxation time T1 and the coherence time

T∗
2 [211]. Determining those two characteristic times enables to understand what is limiting

the qubit coherence, opening the path to further potential improvements. The previous

Rabi measurement is crucial for these characterizations as they require the π and π/2 pulse

durations which are respectively 200 ns and 100 ns for the cut at fdrive = 9.0984 GHz (figure

5.5.b).

We first characterize the relaxation time T1 as it helps to properly calibrate the time domain

measurements. It indeed sets the time required for the qubit to relax in its ground state after

each pulse sequence. For the T1 measurement, a π pulse is applied to bring the qubit in its

excited state before waiting a varying time τ up to 5 µs after which the qubit state is readout

via the cavity (see figure 5.6.a). As expected, we obtain an exponential decay that we can fit

and gives T1 = 1.12 µs (see figure 5.6.b).

As for the coherence time T∗
2, it is determined using Ramsey interferometry. The qubit is

brought in the equatorial plane of the Bloch sphere with a π/2 pulse before a free evolution
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Figure 5.6: Qubit characterization: (a) Pulse sequence for T1 measurement. (b) Relax-
ation curve of the qubit yielding T1 = 1.12 µs. (c) Pulse sequence for T∗

2 measurement. (d)
Cut of Ramsey fringes as a function of time τ at fdrive = 9.0986 GHz. The fit to an expo-
nentially decaying sinusoidal function yields T∗

2 = 1.1 µs. (e) Ramsey fringes as a function
of drive frequency fdrive and time τ . (f) Fourier transform of the Ramsey fringe. (g) Pulse
sequence for T2E measurement. (h) Hahn echo pattern as a function of drive frequency fdrive

and time τ .
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during a varying time τ up to 2 µs. Another π/2 pulse is applied to project the qubit state

back on to the z-axis before the readout (see figure 5.6.c). This yields Ramsey fringes where

the phase contrast is plotted as a function of the drive frequency fdrive and the time τ (see

figure 5.6.e). Despite the multi-level dynamics, it displays similar features than the one

expected for a qubit. A cut at fdrive = 9.0986 GHz is fitted with an exponentially decaying

sinusoidal function resulting in T∗
2 = 1.1 µs (see figure 5.6.d). A Ramsey interferometry

experiment presents indeed fringes oscillating at a frequency |fdrive − fq̃|. This is confirmed

by the Fourier transform in figure 5.6.f where the expected frequencies are shown with white

dashed lines. The extracted coherence time, being the highest for a state in a quantum dot

in a cavity, yields a pure dephasing time Tφ = 2.16 µs.

In order to characterize further the dephasing mechanisms of our qubit, it is instructive to

perform Hahn echoes for which one intercalates a π pulse in between the two π/2 pulses

for the same total duration (see figure 5.6.g). This additional π pulse enables refocalisation

which partly eliminates low frequency noise. This measurement is shown in figure 5.6.h and

enables to extend the coherence time to T2E = 1.7 µs. The T2 time is thus not for from the

2T1 limit.

5.2.3 Decoherence budget

Now that the qubit lifetimes have been determined, it is interesting to estimate what is

limiting its coherence. The ferromagnetic spin qubit relies on a very hybrid implementation

involving then many physical processes. We can review them to make the qubit decoherence

”budget”. As the system is coupled to a microwave cavity, a spontaneous emission of photons

can be enhanced and limit the qubit coherence. This is known as the Purcell effect which

is characterized by the Purcell rate: γPurcell = κg2/(fc − fq), where the cavity linewidth is

κ = 1.44 MHz and the coupling strength of our transition is estimated to g ≈ 2.5 MHz. This

yields γPurcell = 1.7× 10−6 MHz which is 6 orders of magnitude bellow the rates we measure.

Regarding processes involving the cavity, this is the dominant one as the used pulse sequences

prevent from measurement induced dephasing and the cavity occupation is about 0.48 at 300

mK.

The hybridization of the spin with the charge consequently brings in charge noise. Its influence

in a double quantum dot circuit can be inferred to the slope of the transition with respect

to the detuning ϵδ. From figure 5.4.b, we find a very weak dispersion of 4× 10−3 MHz/µeV.

With similar devices, the typical charge noise root mean squared is
√

⟨σ2ϵδ⟩ ≈ 10 µeV leading

to Γφ,charge ≈ 4× 10−2 MHz which is 2 orders of magnitude below the rates we measure.

Despite the spin is well isolated from its environment, nuclear spin bath still mediates spin
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dephasing through hyperfine interaction. With isotopically purified 12C one could completely

get rid of this nuclear spin bath but here it still leads to finite dephasing estimated around

Γφ,hf ≈ 4× 10−2 MHz [43].

Finally, cotunneling processes also affect the charge states coherence [243] and their influence

can be estimated from transport measurements. Assuming ballistic transport, the trans-

mission T of the tunnel barriers can be deduced from the room temperature resistance:

1/RRT ≈ T× 2e2/h. From RRT ≈ 10 MΩ, we get T ≈ 1.3× 10−3. This implies that the tun-

neling rates to the leads ΓL/R are in the range of ΓL/R ≈ T× δE ≈ 1.3 GHz, where we have

assumed the mean level spacing δE to be in the THz range, which is a standard value for

our devices. Both the decoherence and relaxation rates arising from cotunneling scale like

Γ2
L/R/ECL/R

, where ECL/R
is the on-site charging energy. The latter can be determined from

the transport triangles (see Appendix A) and reads: ECL/R
≈ 20 meV. With this rough esti-

mation, we finally arrive at Γ2
L/R/ECL/R

≈ 0.35 MHz which is of the right order of magnitude

to possibly explain both the relaxation and the dephasing of our qubit.

5.3 Multi-level quantum dynamics

As mentioned previously, the non standard Rabi chevrons (figure 5.5.c) of our system most

likely entail a multi-level quantum dynamics which is possible for specific spectra of the

ferromagnetic spin qubit hosted in a CNT. This section aims at discussing the possible regimes

and their consequences.

5.3.1 Four-level spectrum

The ferromagnetic spin qubit Hamiltonian has been introduced in section 1.3.2 (equation

1.22). Here we start with the one describing the general case of a spin-orbit qubit. In the

{|↑, 0⟩ , |↓, 0⟩ , |0, ↑⟩ , |0, ↓⟩} basis, the Hamiltonian reads:

HSO qubit =
1

2


−ϵδ − gµBBz −gµBBx 2t 0

−gµBBx −ϵδ + gµBBz 0 2t

2t 0 ϵδ − gµBBz gµBBx

0 2t gµBBx ϵδ + gµBBz

 (5.1)

where Bz is the symmetric part of the total magnetic field Btot that lifts the spin degeneracy

and Bx is its anti-symmetric part responsible for the spin-charge hybridization. g is the

electron g-factor and µB the Bohr magneton. Finally the detuning ϵδ and the interdot tunnel

rate t set the charge qubit.
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Figure 5.7: Spectrum and transition frequencies of the ferromagnetic spin qubit
in the multi-level dynamics limit: (a) and (c) For configuration A. (b) and (d) For

configuration B.

By playing on the different parameters, one can find specific spectra which can not be operated

as a two-level system anymore. We consider here two distinct possibilities. The first spectrum

(labeled A) considers the two first excited states |1⟩ and |2⟩ very close to each other close to

ϵδ ∼ 0. In those conditions, it is then inevitable to address both the 01 and the 02 transitions.

Furthermore, once the first and second excited states |1⟩ and |2⟩ start to be populated, due

to the symmetry of the spectrum (f01 = f23) the applied driving frequency also enables to

reach the third excited state |3⟩. Such a spectrum is obtained by considering 2t ∼ gµBBz

combined with a very weak spin-charge hybridization: 2t = 9.097 GHz, gµBBz = 9.099 GHz

and gµBBx = 2 MHz (see figure 5.7.a). The second spectrum (labeled B) is considered quasi-

harmonic: f01 ∼ f12. Once again, as f01 = f23, we are able to reach the third excited states |3⟩.
Figure 5.7.b depicts such a spectrum considering: t = 9.096 GHz, gµBBz = 9.098 GHz and

gµBBx = 300 MHz. The corresponding transitions of spectra A and B are shown in figure

5.7.c&d.
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As the ferromagnetic spin qubit transitions involve spin, one should a priori see a linear change

of their frequency when varying the external magnetic field Bext. As mentioned previously,

such a feature has not been experimentally observed. Spectrum A brings an answer to this

flat dispersion. The very small spin-charge hybridization (Bx ≪ Bz) makes the operated

working point (ϵδ = 0 and Bext = 0) a very local sweet spot where the spin and charge states

hybridize. Applying few tens of mT immediately sets the system out of this sweet spot. One

transition is then almost ”charge-like” and not affected by Bext whereas the ”spin-like” one

does not couple to the cavity electric field. Configuration A raises somehow questions on other

aspects. The anti-symmetric component of the magnetic field is very small compared to the

symmetric one: Bx ≈ 0.0002 Bz. Those fields arising from the interface exchange fields of the

ferromagnetic contacts are in principle linked through the chosen geometry: θ = π/6 imposes

Bx = tan(θ/2)Bz ≈ 0.27 Bz which is far from being the case here. Moreover in configuration

A, it is not possible to obtain a spectrum which matches both experimental measurements

of Rabi chevrons and two-tone spectroscopy as a function of the detuning ϵδ. Obtaining f01

close enough to f02 to satisfy the multi-level dynamics indeed implies the 01 dispersion to be

flat except very locally close to ϵδ ∼ 0 (see figure 5.7.c). This is not what is experimentally

observed as f01 varies all along the width of the resonant line (see figure 5.4.b).

Considering spectrum B enables to answer the previous issues. Even though the aspect ratio

between Bx and Bz is not fully satisfying, it is much more reasonable (Bx ≈ 0.033 Bz). This

time the transitions are both expected to disperse linearly with Bext. One can nevertheless

invoke the possibility of having the external magnetic field along Bx instead of Bz depending

on the ferromagnetic contacts magnetization. Such a configuration results in a very weak dis-

persion. To this can be added the re-normalization of the Landé g-factor in carbon nanotubes

which can be drastically reduced (g̃µB = 176 MHz/T [152] and 300 MHz/T [151]). The main

issue of spectrum B concerns the coupling strength associated to the different transitions.

First, one should consider the working point not to be strictly at zero detuning (ϵδ ̸= 0) in

order to have g12 ̸= 0 required for the multi-level dynamics. Second, the coupling strength

associated to transitions 02 and 13 is predicted to overcome all the other ones being for them-

selves comparable. With these considerations, it is not possible to faithfully reproduce the

measured Rabi Chevrons. Nevertheless, by relaxing the latter constraint, our peculiar Rabi

chevrons can almost be reproduced (see figure 5.8). The evolution of the four populations

under a drive of finite time has been calculated by Q. Schaeverbeke working at C12 as theo-

retician. This simulation takes into account the initial populations, the different transitions

with respective coupling strengths and the characteristic lifetimes (see details in caption of

figure 5.8).
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5.3.2 Eight-level spectrum

As spectra A and B do not rigorously explain the whole experimental data set, one can

consider a more complex model by introducing a variable ignored so far. As explained in

section 1.1.1, carbon nanotubes present a valley degree of freedom. Local disorder inside

the CNT induces valley mixing which is described by the phenomenological term ∆KK′ . As

a consequence, each level of the ferromagnetic spin qubit spectrum splits into two levels

(K and K’) separated by ∆KK′ resulting in an eight-level energy spectrum. For specific

regimes, such as 2∆KK′ ∼ gµBBz, it is possible to reach a quasi harmonic spectrum whose

dynamics implies more than two levels. Manipulating and reading valley transitions can be

done by considering specific magnetic fields for each valley: Bz,K,Bz,K′ ,Bx,K and Bx,K′ . A

small asymmetry can furthermore be considered depending on the left and right dot [151].

With those new considerations, it is possible to return to a situation equivalent to spectrum

B with spin and valley transitions making them very weakly sensitive to both the detuning ϵδ

and the tunnel rate t. As the external magnetic field is applied perpendicularly to the CNT,

valley transitions are not supposed to be affected when varying Bext.

As it is, the possible multi-level dynamics arising from the ferromagnetic spin qubit do not

strictly explain the whole data set. By relaxing some constraints on the model such as the

predicted couplings, it is possible to reproduce the measured Rabi Chevrons with relatively

good agreement. Finally, we can also note that our system was not operated in the single

electron regime which is likely to complicate the model.
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Figure 5.8: Simulating the dynamics of a quasi-harmonic 4-level system: (a)
Rabi chevrons simulation as a function of the time tburst and the drive frequency fdrive (b)
Associated Fourier transform. Parameters: p1 = p2 = 0.153, p3 = 0.036, f01 = 9.0982 GHz,
f12 = 9.0965 GHz, f23 = 9.0988 GHz, g01 = 2.4 MHz, g02 = g13 = 1.4 MHz, g03 = 0.5 MHz,

g12 = 1.8 MHz, g23 = 2 MHz, Γ1 = 100 kHz and Γφ = 200 kHz.





Conclusion and perspectives

This thesis work focused on the realization of the ferromagnetic spin qubit [7]. Its implemen-

tation requires three major ingredients: a carbon nanotube, a double quantum dot circuit

and a circuit QED architecture. This result in a very hybrid system with plenty of technical

challenges to overcome. Among those ones, we notably find the nanotube integration and the

implementation of the spin-photon coupling. Chapter 3 described the growth and selection

of carbon nanotubes on a dedicated cantilever chip enabling an integration inside a vacuum

chamber for a resulting ultraclean device [189]. Concerning the spin-photon coupling, as

explained in chapter 1, reaching a finite value requires a spin-charge hybridization which is

here achieved with non collinear ferromagnetic contacts. The spin-photon coupling is then

a fraction of the charge-photon coupling which can be itself enhanced by increasing the res-

onator impedance. Chapter 4 developed this idea which can be implemented with disordered

superconductors. Preliminary measurements have been performed using granular aluminum.

The architecture can also be improved anticipating the integration of several qubits and the

need of a high inter-qubit connectivity. Chapter 4 presented the development of a ”2.5D”

cavity also providing strong modularity and separate nanofabrication optimization. Finally,

chapter 5 reported the observation of microsecond lived quantum states in a carbon-based

circuit. The non standard Rabi chevrons measured have been related to specific spectra of

the system resulting in a multi-level quantum dynamics.

As the studied system includes diverse components, the perspectives are multiple. The last

results obtained that are shown in chapter 5 helps in listing what can be improved. The first

feature to work on is the increase of the spin-photon coupling strength as it plays a major

role in reaching high one and two qubit gate fidelities but even before this, it is also crucial

for the readout. Academic groups working with similar systems have all switched to high

impedance resonator obtained with disordered supraconductors and more specifically NbN.

Chapter 4 presented some developments in that direction using granular aluminum for rapid

tests which unfortunately did not led to any robust design.
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130 Conclusion

The multi-level quantum dynamics presented in chapter 5 is still not completely understood

using the ferromagnetic spin qubit model. Further investigations are still ongoing in that

direction. Reproducing a similar experiment would then be instructive to further understand

the implemented spectrum and strictly manipulate a two-level system. In parallel, for better

control of the artificial spin-orbit coupling, it is instructive to use as the other groups a

micromagnet. Such an architecture adapted to the nanotube integration is being developed at

C12 and could constitute a shortcut towards the realization of the two qubit gate. However, a

full electrical control of the ferromagnetic spin qubit frequency without any external magnetic

field would be extremely valuable for scale-up perspectives.

Better control and understanding of the system would be possible with a double quantum dot

filled with a single electron. Reaching the so-called single electron regime requires an accurate

selection for identifying narrow gap single-wall carbon nanotubes without defects. Along this

thesis the selection before transfer has been done almost exclusively through scanning electron

microscope observations. This incomplete nanotube characterization is being consolidated at

C12 with notably Raman spectroscopy, Rayleigh measurements in an optical setup and the

development of electrical measurement directly on the cantilever chip after the growth.



Appendix A

Charging energies extraction for

detuning axis energy conversion

A.1 Charging energies

The goal of this appendix is to convert the detuning axis ϵδ into an absolute energy axis.

This can further be used to fit system parameters such as the interdot tunnel rate t or the

charge-photon coupling gc. These values can also directly be obtained in the case of the

strong coupling regime by looking at the dispersive shift as a function of the temperature

(see appendix 4 of [163]). Here we use DC transport measurement in the non-linear regime

(see figure A.1.b) to determine the charging energies [62]. The double quantum dot equivalent

electrical circuit is presented in section 1.2.1 (see figure 1.4.a) and the parameters are linked

together through the following equations:

∆VgL =
|e|
CgL

(A.1)

∆VgR =
|e|
CgR

(A.2)

∆V m
gL =

|e|Cm

CgLCΣR
= ∆VgL

Cm

CΣR
(A.3)

∆V m
gR =

|e|Cm

CgRCΣL
= ∆VgR

Cm

CΣL
(A.4)

αLδVgL =
CgL

CΣL
|e|δVgL = |eVSD| (A.5)

αRδVgR =
CgR

CΣR
|e|δVgR = |eVSD| (A.6)
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From figure A.1.b&d, we get:

∆VgL ∆VgR ∆V m
gL ∆V m

gR δVgL δVgR

85 mV 80 mV 12 mV 17 mV 27 mV 31 mV

which gives:

CgL CgR Cm CΣL
CΣR

1.89 aF 2.00 aF 1.41 aF 7.32 aF 8.98 aF

And according to equations 1.4, 1.5 and 1.6 the following charging energies:

ECL
ECR

ECm

22.56 meV 18.41 meV 3.55 meV
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Figure A.1: Charging energies identification: (a) Representation of several quantities
used to determine the charging energies in the VPL

−VPR
plane. (b) Current ISD as a

function of the plunger gate voltages VPL
and VPR

a finite bias: VSD = 7 mV. This enables
to determine the quantities plotted in (a). (c) Schematic of a bias triangle in the VPL

−VPR

plane with associated quantities. (d) Zoom on plot (b) (grey rectangle) showing two bias
triangles overlapping each other still enabling to determine the quantities plotted in (c).
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A.2 Detuning energy axis

The detuning energy has been defined as: ϵδ = ϵR − ϵL, with ϵL/R the energy of the left/right

dot. Those energies can be determined with the electrical model as any (NL,NR) charge

configuration in the double quantum dot has the following energy [62]:

U(NL, NR) =
1

−|e|

(
CgLVgL(NLECL

+NRECm) + CgRVgR(NLECm +NRECR
)

)
+ f(VgL , VgR) + Uoffset

(A.7)

The detuning energy is then defined as: ϵδ = U(NL − 1,NR)−U(NL,NR − 1) and reads:

ϵδ =
CgL(ECL

− ECm)

|e|
VgL − CgR(ECR

− ECm)

|e|
VgR (A.8)





Appendix B

Detailed fabrication recipes

B.1 Ferromagnetic spin qubit chip nanofabrication

B.1.1 Dicing preparation

The nanofabriaction starts with a 4” undoped silicon wafer which is 500µm thick and covered

by 500nm of SiO2. It is then diced into 9.9mm × 9.9mm square chips with beforehand a

protecting resist deposition:

• Fill a pipette with AZ514 resist1 and wait 10mn to get it to ambient temperature.

• Launch the pumping of the wafer and remove the possible dirt with the nitrogen blower.

• Cover the wafer with AZ514 resist and launch the 4000-4000-30 program (4000 turns/s2,

4000 turns, 30 sec).

• 2 mn: bake the wafer at 110◦C. The wafer is now protected for dicing.

B.1.2 First cleaning

After the dicing, the wafer is divided into square chips on which we can fabricate two devices.

The first step consists in cleaning one of those square chip:

• 3 mn: IPA at 20◦C + sonic-bath (force 9) to get rid of silicon pieces without removing

the resist.

• 20 mn: Acetone at 50◦C.

1this optical resist have been introduced as the PMMA was often removed during the dicing
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• 30 sec: Vigorous shaking in acetone.

• 5 mn: Acetone at 50◦C + sonic-bath (force 9). Use another beaker for this step.

• 30 sec: Vigorous shaking in IPA then dry with nitrogen gun.

• Check under the microscope the aspect of the chip. Using ”dark field” mode helps to

identify potential defects. The chip chip has to be almost perfect. If not, repeat the

cleaning process or take another chip if it is still not successful.

B.1.3 Gold precontacts and alignement crosses

PMMA 500 spin coating

• 3 mn: bake the chip at 185◦C to evaporate adsorbates (such as H2O).

• Launch the pumping of the chip and remove the possible dirt with the nitrogen blower.

• Deposit 3-4 drops of PMMA 500 and launch the program qelec-jpc (4sec, 1000turns/s2,

500 turns/s, followed by 60 sec, 4000turns/s2, 4000 turns/s).

• 3 mn: bake the chip at 185◦C.

• Check under the microscope the resist profile. There should be no bubbles or dirt on

the surface. If not, put the chip 5mn in acetone at 50◦C, rinse it in IPA for 30 sec and

dry before starting again the spin coating.

Two-current e-beam lithography

SEM parameters:

• Aperture: 7.5µm and 120µm

• Acceleration voltage : 20kV

Procedure:

• Set the aperture to 7.5µm and the zoom to 1000.

• After reset UV, localize the bottom left hand corner of the chip and perform a 2 points

alignment.

• Make a contamination dot at the center of the chip with a 100k zoom. Adjust the focus

and center it before saving the column parameters for the 7.5µm aperture.
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• Launch the manual WF alignment procedure at 5µm and then at 1µm and save it.

• Call the 120µm aperture column parameter and set the focus to the value used for the

7.5µm aperture.

• DO NOT TOUCH THE JOYSTICK. Set roughly the beam shift to -22% and 10%. Set

the zoom to ∼ 50k to locate the contamination dot. Refine the focus and center it by

adjusting the beam shift before saving the column parameters for the 120µm aperture.

• Launch the manual WF alignment procedure at 5µm and then at 1µm and save it.

• Measure the currents for the 7.5µm and 120µm apertures.

• Scan the following position list.

Position list:

• Call of the 7.5µm aperture column parameters

• Call of the WF parameters for the 7.5µm aperture

• Exposition of the layers with precontacts and small alignment crosses (for the layer 63):

– Dose: 360 µC/cm2

– Area step size: U=V=20nm

• Call of the 120µm aperture column parameters

• Call of the WF parameters for the 120µm aperture

• Exposition of the layers with chip name and big alignment crosses:

– Dose: 360 µC/cm2

– Area step size: U=V=150nm

• Beam shutdown

Reveal MIBK/IPA

• 1 mn: Reveal in MIBK/IPA solution (1:MIBK, 3:IPA)

• 30 sec: Rinse in IPA then dry.
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• Check under the microscope if the lithography went well. Save pictures to have the

chip background afterwards.

Evaporation

• 5 mn: ”Clean” program (CHF3 & O2) and 1 mn: ”stripping” program (O2) without

the chip in the RIE to clean the chamber.

• 10 sec: ”Stripping” program with the chip inside. Load it in the evaporator load-lock

directly after.

• 5nm of Ti at 2Å/s

• 45nm of Au at 5Å/s

Lift-off

• 20 mn: Acetone at 50◦C.

• Pipetting until there is no visible remaining metal on the chip.

• 5 mn: Acetone at 50◦C + ultrasonic (force 9). Use another beaker for this step.

• 30 sec: Vigorous shake in acetone.

• 30 sec: Vigorous shake in IPA then dry.

• Check under the microscope and save pictures.

• 5 mn: ”Clean” program and 3 mn: ”stripping” program without the chip in the RIE

to clean the chamber.

• 5 mn: ”stripping” program with the chip inside. Go for next step immediately after.

B.1.4 Niobium mesoscopic QED architecture

Evaporation

• Load the chip in the evaporator load-lock.

• Launch the cool-down of the evaporator cryo-panels by filling them with liquid nitrogen

and wait ∼ 30mn beofore starting the evaporation.
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• 100nm of Nb at 10Å/s (with the gun focused on one specific location of the Nb metal

piece).

PMMA 500 spin coating

120µm aperture e-beam lithography

SEM parameters:

• Aperture: 120µm

• Acceleration voltage : 20kV

Procedure:

• Set the aperture to 7.5µm and the zoom to 1000.

• After reset UV, localize the bottom left hand corner of the chip and perform a 2 points

alignment.

• Use a ∼ 8k zoom to perform a 3 points alignment with the large alignment crosses.

• Make a contamination dot at the center of the chip with a 100k zoom. Adjust the focus

and center it before saving the column parameters for the 7.5µm aperture.

• Call the 120µm aperture column parameter and set the focus to the value used for the

7.5µm aperture.

• DO NOT TOUCH THE JOYSTICK. Set roughly the beam shift to -22% and 10%. Set

the zoom to ∼ 50k to locate the contamination dot. Refine the focus and center it by

adjusting the beam shift before saving the column parameters for the 120µm aperture.

• Launch the manual WF alignment procedure at 5µm and then at 1µm and save it.

• Measure the current for the 120µm aperture.

• Scan the following position list.

Position list:

• Call of the 120µm aperture column parameters.

• Call of the WF parameters for the 120µm aperture.
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• Exposition of the layer corresponding to the region where Nb will be etched:

– Dose: 320 µC/cm2

– Area step size: U=V=150nm

• Beam shutdown.

Reveal MIBK/IPA

Niobium etching

• 5 mn: ”Clean” program.

• 5 mn: Purge SF6 line with ”test” program.

• 1 mn: ”Nb” program (SF6) without the chip in the RIE.

• Load the chip in the RIE and launch the ”Nb” program. The etching progress is

monitored with reflectometry measurement. The reflectivity slowly increases up to

decreases abruptly and reaches a minimum. At this point, the Nb has been etched

away.

• 20 sec: Overetch after reaching this minimum of reflectivity.

Cleaning

• 20 mn: Acetone at 50◦C.

• 30 sec: Vigorous shaking in acetone .

• 3 mn: Acetone at 50◦C + sonic-bath (force 9). Use another beaker for this step.

• 30 sec: Vigorous shaking in IPA then dry.

• 5 mn: ”Clean” program (CHF3 & O2) and 3 mn: ”stripping” program (O2) without

the chip in the RIE to clean the chamber.

• 3 mn: ”Stripping” program with the chip inside.

• Check under the microscope and save pictures.
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B.1.5 Gate electrodes

PMMA 150 spin coating

• 3 mn: bake the chip at 185◦C

• Launch the pumping of the chip and remove the possible dirt with the nitrogen blower.

• Deposit 3-4 drops of PMMA 150 and launch the program qelec-jpc (4sec, 1000turns/s2,

500 turns/s, followed by 60 sec, 4000turns/s2, 4000 turns/s).

• 3 mn: bake the chip at 185◦C.

• Check under the microscope the resist profile. There should be no bubbles or dirt on

the surface. If not, put the chip 5mn in acetone at 185◦C, rinse it in IPA for 30 sec

and dry before starting again the spin coating.

7.5µm aperture e-beam lithography

SEM parameters:

• Aperture: 7.5µm

• Acceleration voltage : 20kV

Procedure:

• Set the aperture to 7.5µm and the zoom to 1000.

• After reset UV, localize the bottom left hand corner of the chip and perform a 2 points

alignment.

• Use a ∼ 8k zoom to perform a 3 points alignment with the large alignment crosses.

• Make a contamination dot at the center of the chip with a 100k zoom. Adjust the focus

and center it before saving the column parameters for the 7.5µm aperture.

• Launch the manual WF alignment procedure at 5µm and then at 1µm and save it.

• Measure the current for the 7.5µm aperture.

• For each of the 100µm× 100µm area containing gates:

– Make a contamination dot in the trench close to the 100µm× 100µm zone to
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locally refine the focus (optional).

– Exposition of the layer 63 (alignment macro).

– Exposition of the layer associated to the gates:

∗ Dose 260 µC/cm2 (the dose is sensitive so frequent dose tests are useful).

∗ Area step size: U=V=20nm

Reveal IPA/H2O

• 40 mn: Put the IPA/H2O developer solution (3:IPA, 1H2O) in the cold bath so that

it reaches 6◦C.

• 1 mn 30 sec: Reveal in the developer solution.

• 30 sec: Rinse in IPA.

• Check under the microscope if the lithography went well. Only the biggest part is

visible. Save pictures.

Evaporation

• 5 mn: ”Clean” program (CHF3 & O2) and 1 mn: ”stripping” program (O2) without

the chip in the RIE to clean the chamber.

• 10 sec: ”Stripping” program with the chip inside. Load it in the evaporator load-lock

directly after.

• 35nm of Ti at 2Å/s

• 20nm of Pd at 5Å/s

Lift-off

• 40 mn: Acetone at 50◦C.

• Pipetting until there is no visible remaining metal on the chip.

• 3 mn: Acetone at 50◦C + ultrasonic (force 9). Use another beaker for this step.

• 30 sec: Vigorous shake in acetone.

• 30 sec: Vigorous shake in IPA then dry.
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• 5 mn: ”Clean” program and 3 mn: ”stripping” program without the chip in the RIE

to clean the chamber.

• 5 mn: ”stripping” program with the chip inside.

• Check under the microscope and save pictures.

B.1.6 Contact electrodes

PMMA 500 spin coating

7.5µm aperture e-beam lithography

Same procedure than for the gates electrodes except:

• Exposition of the layer corresponding to the contacts

• Dose 320 µC/cm2

Reveal MIBK/IPA

Evaporation

• 5 mn: ”Clean” program (CHF3 & O2) and 1 mn: ”stripping” program (O2) without

the chip in the RIE to clean the chamber.

• 10 sec: ”Stripping” program with the chip inside. Load it in the evaporator load-lock

directly after.

• 185nm of Ti at 3.5Å/s

• Wait 15 mn

• 35nm of PdNi at 2Å/s

• 4nm of Pd at 2Å/s

Lift-off

• 20 mn: Acetone at 50◦C.

• Pipetting until there is no visible remaining metal on the chip.

• 3 mn: Acetone at 50◦C + ultrasonic (force 9). Use another beaker for this step.
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• 30 sec: Vigorous shake in acetone.

• 30 sec: Vigorous shake in IPA then dry.

• 5 mn: ”Clean” program and 3 mn: ”stripping” program without the chip in the RIE

to clean the chamber.

• 3 mn: ”stripping” program with the chip inside.

• Quickly check under the microscope. If it seems fine, do an SEM observation and save

pictures.

B.1.7 Trenches

PMMA 3000 spin coating

• 3 mn: bake the chip at 185◦C

• Launch the pumping of the chip and remove the possible dirt with the nitrogen blower.

• Deposit 3-4 drops of PMMA 3000 and launch the program qelec-jpc (4sec, 1000turns/s2,

500 turns/s, followed by 60 sec, 4000turns/s2, 4000 turns/s).

• 3 mn: bake the chip at 185◦C.

• WARNING: at this stage there is only ≈ 1.5µm of resit. One has to go for another

layer

• Deposit 3-4 drops of PMMA 3000 and launch the program qelec-jpc (4sec, 1000turns/s2,

500 turns/s, followed by 60 sec, 4000turns/s2, 4000 turns/s).

• 3 mn: bake the chip at 185◦C.

• Check under the microscope the resist profile. There should be no bubles or dirt on the

surface. If not, put the chip 5mn in acetone at 185◦C, rinse it in IPA for 30 sec and

dry before starting again the spin coating.

120µm aperture e-beam lithography: step 1/2

This first step aims at removing the resist covering big alignment crosses to be able to perform

a 3 points alignment in the next step. SEM parameters:

• Aperture: 120µm
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• Acceleration voltage : 20kV

Procedure:

• Set the aperture to 7.5µm and the zoom to 1000.

• After reset UV, localize the bottom left hand corner of the chip and perform a 2 points

alignment.

• As the resist is too thick, we can neither see the alignment crosses nor do a contamina-

tion dot. We have to go blindly.

• Call the 120µm aperture column parameter with saved parameters of a previous lithog-

raphy.

• Call of the WF parameters for the 120µm aperture with saved parameters of a previous

lithography.

• Measure the current for the 120µm aperture.

• Scan the following position list.

Position list:

• Exposition of the layer corresponding to 100µm× 100µm squares centered on the big

alignment crosses.

– Dose: 390 µC/cm2 (over-exposition)

– Area step size: U=V=150nm

• Beam shutdown.

Reveal MIBK/IPA

120µm aperture e-beam lithography: step 2/2

SEM parameters:

• Aperture: 120µm

• Acceleration voltage : 20kV

Procedure:
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• Set the aperture to 7.5µm and the zoom to 1000.

• After reset UV, localize the bottom left hand corner of the chip and perform a 2 points

alignment.

• Perform a 3 points alignment.

• Call the 120µm aperture column parameter with saved parameters of a previous lithog-

raphy.

• Call of the WF parameters for the 120µm aperture with saved parameters of a previous

lithography.

• Measure the current for the 120µm aperture.

• Scan the following position list.

Position list:

• Exposition of the layer corresponding to the trenches.

– Dose: 390 µC/cm2 (over-exposition)

– Area step size: U=V=150nm

• Beam shutdown.

SiO2 and Si etching

• 5 mn: ”Clean” program.

• 1 mn: Purge CHF3 line with ”test” program.

• 2 mn: ”DavidSiO2” program (CHF3) without the chip in the RIE.

• 1 mn: Load the chip in the RIE. Purge CHF3 line with ”test” program.

• ∼28 mn (without breaks): Launch ”DavidSiO2-4cycles” program (CHF3). 5 mn

breaks are implemented every 10 mn to reduce heating. The etching process is moni-

tored with reflectometry measurement. The reflectivity oscillates up to be constant at

the summit of an oscillation meaning that the SiO2 has been etched away.

• 2 mn: Overetch after reaching this constant value of reflectivity .
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• 1 mn: Purge O2&SF6 lines with ”test” program.

• 6 mn 30 sec: Launch the ”Si100W −O2 − 80mT” program (O2&SF6). The reflectivity

can be monitored on the resist (it oscillates) to make sure it is still protecting the device.

• Measure the depth of the trench with the ”Dektack”. It should be ∼ 15µm (optional).

Cleaning

• 3 mn: IPA at 20◦C + ultra-sonic (force 3). Check under the microscope if the SiO2

on the trenches edges has been removed. If not, repeat this step.

• 10 mn: Acetone at 50◦C.

• 2 mn: Acetone at 50◦C in a new beaker.

• 2 mn: Acetone at 50◦C in a new beaker.

• 30 sec: Vigorous shaking in acetone.

• 30 sec: Vigorous shaking in IPA then dry with nitrogen gun.

B.1.8 Dicing

As the chip contains two devices and the sample holder is designed to host only one, the chip

has to be diced.

PMMA 500 spin coating

Scribing machine

• Glue the chip on a piece of clean room tape.

• Launch the pumping of the chip.

• Adjust the settings such that the diamond tip can pass on the 2 devices frontier.

• Pass across the chip ∼20 times.

• Press along this line with the razor blade to cut the chip.

B.1.9 Last cleaning

• 3 mn: IPA at 20◦C + sonic-bath (force 3) to get rid of silicon pieces without removing

the resist.
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• 30 mn: Acetone at 50◦C.

• 30 sec: Vigourous chaking in acetone.

• 30 sec: Vigourous chaking in IPA.

• 5 mn: ”Clean” program and 3 mn: ”stripping” program without the chip in the RIE

to clean the chamber.

• 3 mn: ”stripping” program with the chip inside.

• 3 mn: ”Ar-plasma” program. This aims at removing oxide on contacts so the tube

should be transferred rapidly after.

B.2 CNT fabrication

The recipe used at the beginning of this work can be found in appendixes A and C of [188].

The C12 team rapidly took care of the CNT growth with several different developments. Here

is detailed the recipe used for results presented in chapter 5. It corresponds to deposition

235 on cad 040 from lot 003 with catalyst solution 022.

B.2.1 Catalyst recipe

• 10 mn: Clean the catalyst bottle with acetone in the ultrasonic bath.

• 10 mn: Clean the catalyst bottle with IPA in the ultrasonic bath.

• With a buret, take 60 mL of IPA.

• Clean 3 plastic beakers and 3 spatula with IPA.

• Weight 78 mg of Fe(NO3)3 −H2O with 1 spatula in 1 plastic beaker. Put it in the

catalyst bottle. Rinse the plastic beaker with some of the 60 mL of IPA into the

catalyst bottle.

• Redo this step with 15.8 mg of MoO2 and then with 64 mg of Al2O3.

• Put the remaining of the 60 mL of IPA into the catalyst bottle.

B.2.2 Catalyst deposition

• 10 sec: Vigorously agitate the catalyst solution bottle manually.
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• 1 hour: Put the catalyst solution in the ultrasonic bath.

• 10 sec: Vigorously agitate the catalyst solution bottle manually.

• 45 mn: Let the catalyst solution for sedimentation.

• Prepare a beaker with IPA solution. One should have a dedicated one for this.

• Opens very gently the catalyst solution bottle such that it is not stirred.

• With a pipette, take a some of the catalyst solution from the surface.

• Hold a cantilever chip with tweezers on a clean room paper.

• Put 3 drops of the catalyst solution on the cantilever chip.

• 3 sec: Wait.

• 3 sec: Rinse the cantilever chip in IPA.

• 10 sec: Dry the cantilever chip with the N2 gun.

• Check under the microscope the catalyst density. Using ”dark field” mode should help.

B.2.3 Growth recipe

• After checking the regulators are set to 10 bars, open the CH4 and H2 bottles by a

quarter turn . These bottles are stored outside.

• Write down the bottles pressure.

• In the furnace room, after checking the regulators are set to 1 bar, open the Ar bottle

and write down the bottle pressure.

• Make sure that the tube is well positioned.

• Open the 3 valves connected to Ar, CH4 and H2

• Open the main valve.

• Start the furnace and the pump before opening the CVD software.

• Set an Ar flow to 1000 sccm (”Argon Flow” receipe in the software).

• Clean the quartz boat sample holder and the small plastic platform with IPA.
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• Place the cantilever chips on the quartz boat sample holder with clean tweezers and

gently introduce it at the quartz tube outlet before closing it.

• 1 mn 30 sec: Wait. Then stop the Ar flow.

• Pump (check details)

• Load the production recipe and start it before closing and locking the furnace gently.

Step Description
Time

(mn)

Temperature

(◦C)

Ar

(%vol.)

H2

(%vol.)

CH4

(%vol.)

Cumul

flow rate

(sccm)

1 Heating - ↗ 900◦C 100 0 0 1000

2 Reduction 8 900◦C 0 100 0 390

3 Growth 6 900◦C 0 34 66 1157

4 Cool down - ↘ 280◦C 72 28 0 1390

5 Cool down - ↘ RT 100 0 0 1000

• After the growth step, gently open the furnace.

• After step 5, close the 3 blue valves and the main one before taking the cantilever chips

out of the quartz boat sample holder.

• Close the Ar, CH4 and H2 gas bottles.
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a Quantum Dot, Fermionic Leads, and a Microwave Cavity on a Chip. Phys Rev

Lett. 2011 Dec;107:256804. Available from: https://link.aps.org/doi/10.1103/

PhysRevLett.107.256804.

[29] Frey T, Leek PJ, Beck M, Blais A, Ihn T, Ensslin K, et al. Dipole Coupling of a

Double Quantum Dot to a Microwave Resonator. Phys Rev Lett. 2012 Jan;108:046807.

Available from: https://link.aps.org/doi/10.1103/PhysRevLett.108.046807.

[30] Mi X, Benito M, Putz S, Zajac DM, Taylor JM, Burkard G, et al. A coherent spin-

photon interface in silicon. Nature. 2018;555(7698):599-603. Available from: https:

//doi.org/10.1038/nature25769.

[31] Samkharadze N, Zheng G, Kalhor N, Brousse D, Sammak A, Mendes UC, et al. Strong

spin-photon coupling in silicon. Science. 2018;359(6380):1123-7. Available from: https:

//www.science.org/doi/abs/10.1126/science.aar4054.

[32] Landig AJ, Koski JV, Scarlino P, Mendes UC, Blais A, Reichl C, et al. Coherent

spin–photon coupling using a resonant exchange qubit. Nature. 2018;560(7717):179-84.

Available from: http://dx.doi.org/10.1038/s41586-018-0365-y.

[33] Borjans F, Croot XG, Mi X, Gullans MJ, Petta JR. Resonant microwave-mediated

interactions between distant electron spins. Nature. 2019 may. Available from: https:

//doi.org/10.1038/s41586-019-1867-y.

[34] Harvey-Collard P, Zheng G, Dijkema J, Samkharadze N, Sammak A, Scappucci G,

et al. On-Chip Microwave Filters for High-Impedance Resonators with Gate-Defined

Quantum Dots. Phys Rev Appl. 2020 Sep;14:034025. Available from: https://link.

aps.org/doi/10.1103/PhysRevApplied.14.034025.

[35] Dijkema J, Xue X, Harvey-Collard P, Rimbach-Russ M, de Snoo SL, Zheng G, et al.

Two-qubit logic between distant spins in silicon. 2023:1-17. Available from: https:

//doi.org/10.48550/arXiv.2310.16805.

[36] Loss D, DiVincenzo DP. Quantum computation with quantum dots. Phys Rev A.

1998 Jan;57:120-6. Available from: https://link.aps.org/doi/10.1103/PhysRevA.

https://doi.org/10.1038/s41586-022-05434-1
https://link.aps.org/doi/10.1103/PhysRevLett.107.256804
https://link.aps.org/doi/10.1103/PhysRevLett.107.256804
https://link.aps.org/doi/10.1103/PhysRevLett.108.046807
https://doi.org/10.1038/nature25769
https://doi.org/10.1038/nature25769
https://www.science.org/doi/abs/10.1126/science.aar4054
https://www.science.org/doi/abs/10.1126/science.aar4054
http://dx.doi.org/10.1038/s41586-018-0365-y
https://doi.org/10.1038/s41586-019-1867-y
https://doi.org/10.1038/s41586-019-1867-y
https://link.aps.org/doi/10.1103/PhysRevApplied.14.034025
https://link.aps.org/doi/10.1103/PhysRevApplied.14.034025
https://doi.org/10.48550/arXiv.2310.16805
https://doi.org/10.48550/arXiv.2310.16805
https://link.aps.org/doi/10.1103/PhysRevA.57.120
https://link.aps.org/doi/10.1103/PhysRevA.57.120
https://link.aps.org/doi/10.1103/PhysRevA.57.120


Bibliography 155

57.120.

[37] Laird EA, Kuemmeth F, Steele GA, Grove-Rasmussen K, Nyg̊ard J, Flensberg K, et al.

Quantum transport in carbon nanotubes. Rev Mod Phys. 2015 Jul;87:703-64. Available

from: https://link.aps.org/doi/10.1103/RevModPhys.87.703.

[38] Kuemmeth F, Ilani S, Ralph DC, McEuen PL. Coupling of spin and orbital motion of

electrons in carbon nanotubes. Nature. 2008;452(7186):448-52. Available from: https:

//doi.org/10.1038/nature06822.

[39] Steele GA, Pei F, Laird EA, Jol JM, Meerwaldt HB, Kouwenhoven LP. Large spin-orbit

coupling in carbon nanotubes. Nature Communications. 2013;4:1-7. Available from:

https://doi.org/10.1038/ncomms2584.

[40] Churchill HOH, Kuemmeth F, Harlow JW, Bestwick AJ, Rashba EI, Flensberg K,

et al. Relaxation and Dephasing in a Two-Electron 13C Nanotube Double Quantum

Dot. Phys Rev Lett. 2009 Apr;102:166802. Available from: https://link.aps.org/

doi/10.1103/PhysRevLett.102.166802.

[41] Jespersen TS, Grove-Rasmussen K, Paaske J, Muraki K, Fujisawa T, Nyg̊ard J, et al.

Gate-dependent spin-orbit coupling in multielectron carbon nanotubes. Nature Physics.

2011;7(4):348-53. Available from: https://doi.org/10.1038/nphys1880.

[42] Laird EA, Pei F, Kouwenhoven LP. A valley-spin qubit in a carbon nanotube. Nature

Nanotechnology. 2013;8(8):565-8. Available from: https://doi.org/10.1038/nnano.

2013.140.

[43] Delbecq M. Spin quantum dynamics in hybrid circuits [Habilitation à diriger des
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