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École doctorale n�626 École doctorale de l’Institut Polytechnique de Paris (EDIPP)
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Chargé de recherche, Ecole Polytechnique, Palaiseau Examinateur

Andrea Puhm
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Abstract

The holographic principle puts forward a duality between a theory of quantum gravity in the bulk of spacetime

and a conformal field theory at its boundary. The most fruitful realization of this conjecture is the AdS/CFT corre-

spondence where observables in the bulk of a negatively curved spacetime can be recast in a codimension-one

CFT. This provides new insight into quantum gravity using the powerful tools of conformal symmetry. However

we have motive to explore the possible holographic nature of asymptotically flat spacetimes since they serve as

a good approximation for physical phenomena such as particle scattering.

We therefore explore holographic properties of the S-matrix in asymptotically flat spacetimes in this thesis. For

massless particles, performing a Mellin transform on the energies of the external particles expresses the scat-

tering process in a basis of Lorentz eigenstates. The resulting celestial amplitude transforms as a conformal

correlator in a codimension-two celestial CFT. However the scattering amplitude in momentum space is di-

vergent and should be treated as a tempered distribution, i.e. by smearing it against rapidly decreasing test

functions (wave packets). We therefore provide a well-defined setting for constructing celestial amplitudes by

considering the Mellin transform of tempered distributions. We do so by characterizing the Mellin transform M̃+

of the Schwartz space. The smearing in momentum space can then be expressed in the new conformal space

and the two brackets are shown to be completely equivalent using a Parseval-type relation.

After that, we study the symmetries of the putative celestial CFT in an arbitrary number of dimensions using soft

theorems. We use tools from conformal representation theory to classify the symmetries associated to confor-

mally soft operators in celestial CFT (CCFT) in general dimensions d. The conformal multiplets in d > 2 take the

form of celestial necklaces whose structure is much richer than the celestial diamonds in d = 2, it depends on

whether d is even or odd and involves mixed-symmetric tensor representations of SO(d). The existence of pri-

mary descendants in CCFT multiplets corresponds to (higher derivative) conservation equations for conformally

soft operators. We lay out a unified method for constructing the conserved charges associated to operators

with primary descendants. In contrast to the infinite local symmetry enhancement in CCFT2, we find the soft

symmetries in CCFTd>2 to be finite-dimensional. The conserved charges that follow directly from soft theorems

are trivial in d > 2, while non trivial charges associated to (generalized) currents and stress tensor are obtained

from the shadow transform of soft operators which we relate to (an analytic continuation of) a specific type of

primary descendants. The symmetry group generated by these charges constitutes a subset of the asymptotic

symmetry group. The charges in the complement are not symmetries of the celestial CFT but map one celestial

CFT to another. This is analogous to having a conformal manifold.

Finally we study fermionic symmetries in N= 1 supersymmetric QED and supergravity in four spacetime dimen-

sions. We construct boundary fermionic operators and build the appropriate conformal primary wavefunctions

using adequate spinors/vectors. Large supersymmetry transformations are equivalent to the leading soft grav-

itino theorem and we cast its generator on the celestial sphere. We then provide a spacetime interpretation to

the leading soft photino theorem and subleading soft gravitino theorem by building the associated soft charges

using the covariant phase space formalism. We also elucidate the role played by global SUSY generators in

conformal representation theory: they relate fermionic celestial diamonds to bosonic ones and the conformal

multiplets stack into a celestial pyramid.
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Résumé

Le principe holographique propose une correspondance entre une théorie de gravitation (quantique) à l’inter-

ieur de l’espace-temps et une théorie conforme des champs sur le bord. La meilleure réalisation de cette conjec-

ture est la correspondence AdS/CFT où les observables à l’intérieur d’un espace-temps à courbure négative

peuvent être exprimées dans une théorie conforme des champs de codimension 1. Cette correspondance a

amené une meilleure compréhension de la gravitation quantique grâce à la symétrie conforme de la théorie du

bord. En parallèle, beaucoup de processus physiques tel la diffusion des particules élémentaires sont modelisés

dans un espace-temps asymptotiquement plat. Nous pouvons alors réfléchir sur leur nature holographique.

Dans cette thèse, nous explorons les propriétés holographiques des amplitudes de diffusion dans des espace-

temps asymptotiquement plats. Pour les particules de masse nulle, l’amplitude de diffusion peut être exprimée

dans une base d’états propres des transformations de Lorentz en appliquant des transformations de Mellin sur

les énergies des particules externes. Nous obtenons ainsi une amplitude céleste qui a les propriétés de trans-

formations d’une fonction de correlation dans une théorie de champs conforme de codimension 2. Toutefois ce

changement de base doit prendre en compte le fait que l’amplitude de diffusion exprimée en fonction des quan-

tités de mouvement est divergente et doit être traı̂tée comme une distribution tempérée, en l’intégrant contre des

fonctions test à décroissance rapide à l’infini (packets d’ondes). Dans une première partie, nous construisons

alors des amplitudes célestes bien définies en considérant la transformée de Mellin des distributions tempérées.

Nous caractérisons alors la transformée de Mellin de l’espace de Schwartz et les amplitudes célestes sont des

éléments de son dual topologique. Les crochets de dualité dans l’espace de translation et celle dans l’espace

conforme sont ainsi complètement équivalents en utilisant la relation de Parseval pour la transformée de Mellin.

On étudie par la suite les symétries de la théorie conforme céleste en un nombre de dimensions arbitraire en uti-

lisant les théorèmes mous. Grâce à des outils de la théorie de représentation conforme nous pouvons classifier

leurs symétries associées. Les multiplets conformes en dimension supérieure à deux peuvent être représentés

par des colliers célestes dont la structure est beaucoup plus riche que celle en deux dimensions. Cela est dû

à une représentation des opérateurs à symétrie mixte. L’existence de descendant primaire dans le multiplets

correspond à la conservation des opérateurs mous. Nous présentons ensuite une méthode pour construire

les charges topologiques associées. En deux dimensions, nous trouvons que le groupe de symétrie est inifini-

dimensionel alors que seulement les groupes de symétrie de dimension finie sont présents en dimensions

supérieures. Ces groupes de symétries constituent un sous-groupe des groupes des symétries asymptotiques.

Les charges dans le complément de ce groupe ne sont pas des symétries de la théorie conforme céleste mais

introduisent des déformations d’une théorie conforme à une autre.

Enfin, nous étudions les symétries fermioniques dans les théories N= 1 QED supersymétrique et supergravité.

Nous construisons ainsi les opérateurs fermioniques sur le bord ainsi que les fonctions d’onde conformes à par-

tir de spinneurs/vecteurs judicieusement choisis. Les transformations larges de supersymétrie sont équivalentes

au théorème mou du gravitino et nous identifions le générateur correspondant sur la sphère céleste. Ensuite,

nous construisons les charges associées aux théorèmes mous du premier ordre pour le photino et du second

ordre pour le gravitino en utilisant le formalisme covariant de l’espace de phase. Les charges SUSY globales

lient les multiplets conformes bosoniques à ceux qui sont fermioniques.
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Introduction

A lot of effort has been put into finding a consistent theory of quantum gravity which unites the gravitational force with the

standard model of particle physics. One of the prominent directions is holography and it relies on a feature of gravity which

can already be noticed at the classical level: gravitational theories like general relativity cannot have local observables be-

cause of diffeomorphism invariance; the only true observables are boundary objects. The question we could then ask is: can

we understand spacetime as a bulk realisation of a boundary theory, i.e. could we model our universe as a hologram?

In 1997 Maldacena [1] discovered a correspondence between the Hilbert spaces of a supergravity theory in the bulk of a

negatively curved spacetime and a superconformal field theory in one-fewer dimensions. This has led to the conjecture of

a duality between the bulk of an anti-de Sitter (AdS) spacetime and a conformal field theory (CFT) at its boundary, more

commonly known as the AdS/CFT correspondence. Physically, AdS spacetimes can be used to model the geometry close to

the throats of near-extremal black holes and the correspondence provides important insight regarding integrability, quantum

information, the counting of microstate geometries and much more...

However if we move far enough from matter sources and stay below the cosmological scale, then asymptotically flat space-

times serve as a good approximation for modeling physical phenomena such as particle scattering, black hole formation

and evaporation, gravitational wave detection... One could then wonder about the holographic nature of asymptotically flat

spacetimes (AFS).

AdS vs AFS

Conformal Boundaries and Compactification A lot of advancements have been made in understanding the AdS/CFT

correspondence where we have explicit top-down realizations. However there are some obstructions to directly taking the flat

limit (AdS radius to infinity) to describe asymptotically flat holography. To illustrate this, we consider the AdS metric in d + 2

dimensions in Bondi gauge

ds2AdS = �(1 + r2

l2
)du2 � 2du dr + r2dΩ2

d ,

where l2 = � (d�1)(d�2)
2Λ

, l is the AdS radius and Λ is the cosmological constant. Here r is the radial coordinate, u = t � r

is the retarded Bondi time and Ωd denotes the d-dimensional sphere at infinity. To explore the asymptotic structure, we want

to take the limit r ! 1. However since there are divergences when directly taking this limit, we first perform a conformal

compactification: consider the manifold obtained from rescaling our metric with a divergent factor

ds2AdS = r2 ds2dAdS
.

Here dAdS is the unphysical manifold conformally equivalent to AdS, i.e. where the causal structure is preserved but r = 1
is brought to a finite distance. Therefore we can see that the structure at the conformal boundary, i.e. the boundary of dAdS,

is a Lorentzian cylinder

ds2@AdS = �du2 + dΩ2
d .

The boundary has a pseudo-Riemannian geometry with a time direction parameterized by the coordinate u.

The structure at infinity is different for flat spacetimes. Indeed taking the limit l!1 first

ds2Mink = �du2 � 2du dr + r2dΩ2
d , (1)

9
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Figure 1: This figure illustrates the Penrose diagrams of AdS (left) and AFS (right) spacetimes. Massive particles travel

from i� to i+. Light-like particles reach the boundary I in AdS and are sent back inside the bulk while incoming massless

particles come from I� and go to I+ in AFS.

we obtain the metric for a d-dimensional flat spacetime. We can then see that the structure of the conformal boundary differs

from that of the AdS case because the metric becomes degenerate.

ds2@AFS = 0 du2 + dΩ2
d .

Indeed, the manifold at conformal infinity is Carrollian: the geometry is parameterized by the sphere metric and a null vector

which generates the null direction.

In addition, the choice of relevant boundary conditions of the AdS spacetimes usually differs from that of asymptotically

flat spacetimes. The boundary of AdS spacetimes is usually taken to be reflective, it obeys Dirichlet boundary conditions.

Therefore any particle that reaches the boundary is reflected again inside the bulk. In contrast, the boundary of asymptotically

flat spacetimes obeys leaky conditions, and particles that reach the boundary can leave the bulk. This is nevertheless a

feature for asymptotically flat spacetimes because it enriches its asymptotic structure.

Mass Loss and Infinite Symmetries Asymptotically flat spacetimes are manifolds whose metric at leading order goes

to the Minkowski metric (1)

ds2 ���!
r!1

ds2Mink .

Therefore by allowing for subleading contributions and fixing the Bondi gauge we obtain in d+ 2 = 4 dimensions [2,3]

ds2AFS4
=

✓
�1 + 2mB

r

◆
du2 � 2du dr + 2r2�zz̄dz dz̄

+ rCzzdz
2 +


DzCzz +

1

r

✓
4

3
(Nz + u@zmB)�

1

4
Dz(CzzC

zz)

◆�
dudz + c.c.+ subleading ,

(2)

where we parameterized the 2-sphere by (z, z̄) which are obtained from the angular coordinates (✓,�) by stereographic

projection and Da denotes the covariant derivative with respect to the sphere metric �ab. We refer to mB(u, z, z̄), Na(u, z, z̄)

and Cab(u, z, z̄) as the Bondi mass aspect, angular momentum aspect and shear respectively. They collectively constitute

the radiative data at the conformal null boundary of AFS which we refer to as null infinity. The sphere at infinity is called the
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celestial sphere. If we introduce the news tensor Nab(u, z, z̄) := @uCab(u, z, z̄), one of Einstein’s equations then takes the

form

@umB =
1

4

�
D2

zN
zz +D2

z̄N
z̄z̄�� 1

8
NabN

ab , (3)

which yields the Bondi mass loss formula. Indeed when a mass moves inside the spacetime, it radiates gravitons which can

then leak through null infinity, decreasing the Bondi mass. And if we ask for the asymptotic symmetries of this metric, i.e. the

set of vector fields that preserve (2) to leading order in r, we find an infinite enhancement of the Poincaré group. Bondi, van

der Burg, Metzner and Sachs [2,3] showed that the so-called asymptotic symmetry group consists of supertranslations and

Lorentz transformations

BMS4 = SO(1, 3)n C
1(S2) .

Indeed supertranslations are an enhancement of the 4 usual global translations to infinitely many local translations (arbitrary

function on the 2-sphere). The leaky boundary conditions are therefore tightly related to the infinite enhancement of the

symmetry group1, which makes asymptotically flat holography more complicated but more interesting than AdS holography.

Null Infinity and Matching Conditions There is another notable difference between the boundaries of AdS and flat

spacetimes. The AdS boundary is connected and unique, it consists of the cylinder R ⇥ S2. However the boundary of AFS

contains two connected components parameterized by u = t � r and v = t + r respectively, and the 2-sphere coordinates.

The two connected parts are denoted by I+ and I� and are referred to as future and past null infinity respectively. Each

geodesic of a massless particle starts at I� and ends at I+. Quantum mechanically, in particles enter through I� and

out particles exit through I+. Due to this separation, there are two BMS groups that act on the two different components,

denoted by BMS+ and BMS�. However the two spheres at I+ and I� are not independent. Indeed scattering should be

defined across i0 which denotes spatial infinity2. The so-called matching conditions [5]

z ! �1

z̄
and z̄ ! �1

z
,

provide a smooth transition of the data between I+ and I�. We are then left with a single sphere at infinity, and the

asymptotic symmetry group BMS contains elements of the diagonalization of BMS+ and BMS�

BMS = BMS+ ⇥BMS� .

Even though flat space holography is less developed than AdS holography because of what we have exposed so far,

there are hints (even features) in asymptotically flat spacetimes that may help shed light on its holographic properties. The

goal of the next section is to expose the setup of the celestial holography program, which posits a potential dual CFT on the

celestial sphere for gravity in asymptotically flat spacetimes.

From Momentum space to Conformal space

Scattering amplitudes have a feature which hints towards a codimension-two holography in asymptotically flat spacetimes.

Consider the scattering amplitude

hout|S|ini ,
1This is not true in higher dimensions, the terms generated by the BMS vector fields are overleading with respect to the radiative data. By

choosing certain boundary conditions we can thus have radiative data without considering local enhancements of the symmetry group [4].
2All Cauchy slices have i0 as a boundary.
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where hout| denotes the product state of the outgoing particles, |ini that of the incoming particles and S denotes the scat-

tering matrix. This mathematical object is used to compute physical quantities such as cross sections and decay rates. In

the usual study of scattering amplitudes, the asymptotic states are translation eigenstates: they are in a momentum basis.

Translation invariance is therefore manifest and it takes the form of a �-distribution �(
P

i pi) where pi are the momenta of the

external particles. Translation invariance thus implies momentum conservation.

The Lorentz group in d+2 dimensions SO(d� 1, 1) is another subgroup of the Poincaré group and is also a symmetry of the

scattering amplitude. This symmetry is related to important physical phenomena such as angular momentum conservation

and causality. However translation eigenstates do not diagonalize the generators of the Lorentz transformations Mµ⌫ . It

is nevertheless possible to make this symmetry of the scattering amplitude manifest by taking the asymptotic states to be

Lorentz eigenstates. This change of basis can be achieved for massless particles3 using the Mellin transform

M(·)(∆) =

Z 1

0

d! !∆�1 (·) , (4)

where ! is the energy of the massless particle and ∆ its weight under Lorentz transformations. We can parameterize on-shell

momenta by pµ = !qµ(x) where qµ(x) is a unit null vector and a function of the sphere coordinates xµ. We then have

|!, xi M�! |∆, xi .

If we split the Lorentz generators as follows

D = Md+1,0 , Ka = M0,a +Md+1,a , Pa = M0,a �Md+1,a , Rab = Mab ,

the Lorentz algebra can be rewritten in the following way

[Rab, Rcd] = i(�acRbd + �bdRac � �bcRad � �adRbc) ,

[Rab, Pc] = i(�acPb � �bcPa) ,

[Rab,Kc] = i(�acKb � �bcKa) ,

[D,Pa] = �iPa ,

[D,Ka] = iKa ,

[Pa,Kb] = �2i(�abD +Rab) .

(5)

This is indeed the algebra of conformal transformations in d-dimensions with Rab generating rotations, Pa translations, Ka

special conformal transformations and D dilatations. The conformal group and the Lorentz group are isomorphic and Lorentz

eigenstates therefore transform as conformal primaries on the celestial sphere.

Conformal Primary Wavefunctions Massless scalar wavefunctions are solutions to the equation

2� = 0 .

In the momentum basis, this equation is solved by plane waves4

�(!, x,X) = eip·X

3For massive particles the change of basis is more complicated. The integral is three-dimensional and involves a bulk-to-boundary

propagator [6,7].
4Subtleties regarding incoming vs outgoing particles are ignored at this stage.
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where pµ = !qµ(x) refers to the momentum and Xµ is the position vector in d+2 dimensions. Performing a Mellin transform

on the energy of this solution we obtain the so-called scalar conformal primary wavefunction [6–11]

�̃∆(x,X) = (�i)∆ Γ(∆)

(�q ·X)∆
. (6)

This is also a solution of the wave equation and transforms covariantly under both bulk Lorentz transformations Xµ �!
Λ

µ
⌫X

⌫ and boundary global conformal transformations xa �! x0a(x) where the transformations are translations, rotations,

dilatations and special conformal transformations. Higher spin conformal primary wavefunctions can be constructed from the

scalar one by multiplying with the adequate vectors and/or spinors [12].

From Bulk to Boundary Boundary operators can be constructed from conformal primary wavefunctions. For scalar

wavefunctions, we use the Klein-Gordon inner product

(�1,�2) = i

Z

NCd+1

dd+1 ~X�⇤
1(X0, ~X)@0�2(X0, ~X)� �2(X0, ~X)@0�

⇤
1(X0, ~X) ,

where NCd+1 refers to the null cone embedded in R
d+1,1. Integrating over the bulk coordinate Xµ, we see that starting from

a scalar bulk operator Ob(X) and a scalar conformal primary wavefunction �̃(∆, x,X) we obtain

O∆(x) =
⇣
�̃∆(x,X), Ob(X)

⌘
,

which is an operator that lives purely on the boundary and transforms covariantly under conformal transformations. We can

obtain higher-spin operators O∆,` 6=0 by considering the appropriate inner product of higher-spin conformal primary wavefunc-

tions and higher-spin bulk operators. Correlation functions of these operators on the boundary correspond exactly to the

S-matrix expressed in a Lorentz-covariant basis. We will discuss a rigorous construction of these so-called celestial ampli-

tudes in the following section.

These operators transform covariantly under global conformal transformations

[P a,O∆,`(x)] = @
a
O∆,`(x) ,

[Rab,O∆,`(x)] =
⇣
(xa

@
b � xb

@
a) + iMab

⌘
O∆,`(x) ,

[D,O∆,`(x)] = (xa
@a +∆)O∆,`(x) ,

[Ka,O∆,`(x)] =
⇣
(2xaxb � �ab x2)@b + 2∆xa � 2ixbM

ba
⌘
O∆,`(x) ,

where Mab denotes the spin part of the angular momentum of the operator O∆,` and ∆ is identified as the conformal di-

mension of the operator. These are therefore the primaries that go into defining our theory. Even though determining the

data of the conformal theory, i.e. the quantum numbers ∆ and ` as well as the coefficients of the three-point correlators is

still an open problem, a lot of progress has been made in understanding the dictionary between bulk and boundary physics.

Pasterski and Shao showed in [7] that taking the parameter ∆ on the principal series of the Lorentz group, i.e. ∆ 2 d
2
+ iR,

provides a complete set of normalizable solutions of the wave equation. More recently [13], it was shown that taking ∆ 2 R

also ensures completeness and normalizability upon replacing the Mellin transform by an appropriate contour integral in the

complex-! plane

O∆,`(x) =

Z

C!

d! !∆�1
Ò (!, x) .
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Carrollian Holography Apart from celestial holography, there exists another approach to flat space holography. Carrol-

lian holography puts forward a dual theory to the AFS bulk on the entire null surface at conformal infinity R ⇥ Sd [14–16]. By

looking at the algebra of the vector fields that preserve this Carrollian structure, we obtain the BMS algebra. The so-called

conformal Carrollian group in d + 1 dimensions is indeed isomorphic to the BMS group in d + 2 dimensions. Although Car-

rollian and celestial holography are two different attempts at flat space holography, they are complementary in the sense that

each approach has its features: for example scattering data is more naturally represented on the celestial sphere whereas

the evolution along the boundary such as Bondi mass loss is more evident on the Carrollian manifold. Nevertheless, they

should be two sides of the same coin and a lot of progress has been made in establishing a dictionary between the two

theories [17–20].

Celestial Amplitudes and Distributions

Celestial amplitudes are obtained from momentum space amplitudes through a change of basis which is performed using

the Mellin transform for massless particles. However scattering amplitudes in momentum space are not functions but rather

tempered distributions and this should be taken into account when performing the Mellin transform. In order to properly define

this procedure, we briefly discuss the nature of scattering amplitudes in momentum space before being able to properly define

their Mellin transform. Rigorous proofs and an extended development of the arguments in this section as well as examples

are given in part I of this thesis.

Amplitudes and Tempered Distributions Consider the scalar four-point momentum space amplitude at tree-level in

a �4 theory in four dimensions

A4(pi) = � �
(4)

 
4X

i=1

pi

!
, (7)

where � denotes the coupling constant and pi
µ the momenta of the four external particles. The Dirac-� appearing in this

formula which is a consequence of translation invariance is defined by the divergent integral

�(x) =

Z

R

dk ei k·x .

Indeed this integral cannot be given any meaning unless it acts on a certain class of functions. By having a well-defined

action on a function f which is smooth and rapidly decreasing at infinity (i.e. f in Schwartz space)

h�, fi =
Z

R

dx �(x)f(x) = f(0) <1 ,

the Dirac-� is considered a tempered distribution. In fact all finite (tree-level) scattering amplitudes in momentum space are

tempered distributions since they consist of smooth functions multiplying the momentum-conserving Dirac-�, i.e. they are

defined by duality with respect to the Schwartz space.

The Schwartz space is denoted S(R) and tempered distributions, which belong to its topological dual denoted by S0(R),

are real- or complex-valued linear continuous functionals on S(R). And the action of a tempered distribution T 2 S0(R) on

f 2 S(R) is denoted by

hT, fiS0,S <1 .
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Therefore A4 in (7) belongs to the topological dual of a functional space which is [S4(R)]4 5 and should be understood as

acting on the product of four functions fi 2 S4(R). This is equivalent to smearing the states with definite momenta that define

the amplitude against Gaussian functions or wave packets.

Massless Celestial Amplitudes The momenta of massless particles can be parameterized as pµ = !qµ(z, z̄) as

seen in the previous section. The null cone in 4-dimensions NC3 is thus parameterized by spherical coordinates R
+ ⇥ Ω2

where R
+ = [0,1) is the radial direction with coordinate ! and Ω2 refers to the 2-sphere coordinates (z, z̄). Therefore the

momentum space amplitude (7) has a part that is dual to S(R+). We denote that part by A!4 2 S04(R+) and we have6

hA!4 , {fi}iS0,S =
4Y

i=1

✓Z

R+

d!i !ifi(!i)

◆
A!4 ({!i}, z, z̄) . (8)

When going from the momentum basis to the boost basis, the Mellin transform is only performed on the energy of the particle

involved, therefore this is the part on which we focus and the z, z̄ dependence goes through. As we will see, the celestial

amplitude thus obtained will transform as a conformal correlator on the 2-sphere. For now, we have to consider how to take

the Mellin transform of A!4 ({!i, zi, z̄i}) as defined by (8).

We were able to rigorously define the Mellin transform of distributions in S(R+) and hence properly define massless celestial

amplitudes in [21] and we lay out the main results in the following. One can define the celestial amplitude Ã!4 through the

relation

hA!4 , {fi}iS0,S = hÃ!4 , {f̃i}iM̃+0,M̃+ ,

where M̃+ is a functional space isomorphic to S(R+) by the Mellin transform and its inverse, M̃+0 its topological dual, and

f̃i 2 M̃+ are functions obtained by applying the Mellin transform on the functions fi

f̃i(∆i) =

Z

R+

d!i !
∆i�1
i fi(!i) .

We characterized the space M̃+ in [21]. It is a space of meromorphic functions on the complex plane with poles at non-

positive integers and specific fall-off properties in the imaginary direction. We also defined the bracket by a Parseval-type

relation

hÃ!4 , {f̃i}iM̃+0,M̃+ =

4Y

i=1

✓Z c+i1

c�i1

d∆i

2i⇡
f̃i(2�∆i)

◆
Ã!4 ({∆i, zi, z̄i}) , c 2 (�1, 2) .

Through this procedure and using the inversion theorem for the Mellin transform of functions in the Schwartz space

S(R+), we find the usual definition of the four-point tree-level scalar celestial amplitude

Ã4({∆i, zi, z̄i}) =
4Y

i=1

✓Z

R+

d!i !
∆i�1
i

◆
A4({!i, zi, z̄i}) . (9)

Again, the celestial amplitude (9) does not have any meaning unless smeared against functions in M̃+ because it belongs

to its dual. This is true for all celestial amplitudes which come from UV divergence-free scattering amplitudes in momentum

space, be it tree-level or loop corrected. In the literature [22–30], it has been noticed that some celestial amplitudes analogous

to (9) are divergent. One example is the tree-level three-point graviton MHV amplitude

A��+(!i, zi, z̄i) =

✓
!1!2

!3

z312
z23z31

◆2

�
(4)

 
3X

i=1

✏i!iqi

!
. (10)

5Technically the functional space is Sym4(S4(R)) which accounts for the exchange symmetry of the bosonic scalar particles.
6The additional factor of !i comes from the Lorentz-invariant phase space measure.
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Strictly speaking, using the definition of the Dirac-�, this momentum space amplitude is divergent. However, it does not

contain UV divergences and as discussed, it can be well defined through a smearing against functions fi 2 S(R+), for

i = 1, 2, 3. A change of basis shouldn’t affect these properties. When performing a Mellin transform on the energies of the

external particles, the following integral appears Z

R+

d!3 !
iΛ
3 ,

where Λ = �1 + �2 + �3 and we chose ∆i = 1 + �i. This integral is divergent but when smeared against functions f̃i 2 M̃+

for i = 1, 2, 3, the result is well-defined. Indeed we can rewrite this integral as

2⇡

1X

j=0

(�i)j
j!

@
j
Λ
�(Λ) ,

which shifts the argument of one of the functions f̃i inside the bracket of duality. This shift is completely well-defined on

complex functions because it happens in a region where they are holomorphic. We therefore obtain a rigorous definition of

celestial amplitudes.

Conformal Covariance More generally in any dimension, celestial amplitudes thus obtained analogously to (9)

Ãn({∆i, xi}) =

nY

i=1

✓Z

R+

d!i !
∆i�1
i

◆
An({!i, xi})

transform as conformal correlators on the celestial sphere

hO∆1,`1(x1) · · ·O∆n,`n(xn)i ,

where O∆i,`i are the operators inserted at a point xi on the celestial sphere.

Soft Symmetries

So far we have seen how amplitudes in the bulk of an asymptotically flat spacetime can be represented on the celestial

sphere. However scattering hides another important feature for flat holography: it provides a setup for studying the asymptotic

symmetries through long-wavelength particle exchange, i.e. soft physics. This is due to a relation between soft theorems

and the Ward identities of asymptotic symmetries discovered by Strominger [5]. Soft theorems are low-energy factorization

theorems regarding scattering amplitudes. Indeed a scattering amplitude factorizes when the energy of one of the massless

particles is taken to zero

lim
!!0

An+1({pi}
n
1 , p) =

X

k

S(1�k)An({pi}
n
1 ) , (11)

where An({pi}
n
1 ) denotes the scattering of the hard (finite energy) particles without the soft mode p = ! q, and S(k) denote

the so-called soft factors. This is an expansion of the amplitude in terms of the soft energy ! and the soft factors denote the

order in the soft energy S(1�k) / !�k.

When expressed in the conformal basis, soft theorems take the form of Ward identities of asymptotic symmetries. Indeed

each term of the soft-energy expansion is related to a pole in the conformal correlator at certain values of the conformal

dimension ∆

1

!k

M�! 1

∆� k
.

16



In gravity the leading soft graviton theorem, i.e. the leading term in the expansion (11) proportional to !�1, is related

to supertranslation symmetry and the subleading term proportional to !0 to the so-called superrotation symmetry. Like

supertranslations, superrotations are infinite-dimensional local enhancements of the Lorentz transformations. Two such

extensions are usually considered in the literature: the enhancement of the global conformal algebra to the Virasoro algebra

or to the algebra of diffeomorphisms on the celestial sphere Diff(Sd) [31, 32]. These local enhancements yield the so-

called extended BMS group (eBMS) or the generalized BMS group (gBMS) respectively. From the point of view of celestial

holography, these asymptotic symmetries are generated by boundary operators which live on the celestial sphere: the

conformally soft limit ∆ ! k for k = 1, 0 of boundary graviton operators relates them to the generators of supertranslations

and superrotations, respectively. This is also true for gauge theory, N= 1 supersymmetric QED and supergravity. In these

cases, local enhancements of the gauge group correspond to the asymptotic symmetry group and the corresponding leading

soft theorem yields its generator on the celestial sphere. The value of k is integer for bosonic conformally soft operators

and half-integer for fermionic ones. In particular, the subleading soft graviton theorem is related to the Ward identity of a

stress tensor and the corresponding soft mode yields a stress tensor which lives on the celestial sphere and generates local

conformal transformations.

A more detailed discussion on tree-level soft theorems in (supersymmetric) gauge theory and (super)gravity, their relation

to asymptotic symmetries and their treatment on the celestial sphere is given in sections 4.3, 5 and 6.

Infinite Soft Theorems and w1+1 Algebra We’ve discussed the interpretation of the leading (and subleading for

gravity) soft theorems as Ward identities of asymptotic symmetries. However recasting the infinite tower of tree-level soft

factors on the celestial sphere in the conformal basis yields boundary operators with ∆ = �1,�2,�3, · · · . Except for the

sub-subleading soft graviton theorem [32], the asymptotic symmetry interpretation of these soft theorems is still unclear.

Interestingly, it was shown in [33] that this tower of soft operators on the Lorentzian boundary torus generates a w1+1

algebra, uncovering a symmetry that was thus far obscure. So far we know that this is an exact symmetry of self-dual

gravity [34] but its realizations beyond that are still under investigation.

Memory Effects and the IR Triangle Memory effects are an interesting consequence of soft theorems and asymptotic

symmetries. To illustrate this consider the shear tensor Czz(u, z, z̄) which labels the different nonequivalent vacua of asymp-

totically flat spacetime. After the passage of a gravitational wave, the value of the shear tensor undergoes a permanent shift

given by

∆Czz = Czz(uf , z, z̄)� Czz(ui, z, z̄) =

Z uf

ui

du @uCzz(u, z, z̄) 6= 0 .

It is exactly related to the fact that the news tensor Nzz = @uCzz which denotes the flux of radiation through I is non-

vanishing.

In fact, memory effects, soft theorems and asymptotic symmetries describe the same physics but each in a different

basis. Consider for example the Weinberg pole, i.e. the leading soft theorem in gravity. Expressed in a momentum basis,

it states that in the limit ! ! 0 of the energy of an external graviton, the amplitude has a pole: 1
!

. By applying a Fourier

transform, we have

@u

Z

R+

d!
ei!u

!

�
= i

Z

R+

d! ei!u = 2⇡i�(u) =)
Z

R+

d!
ei!u

!
= 2⇡iΘ(u) ,
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where Θ(u) is the step function. Indeed it indicates the constant shift in the position basis of the shear tensor. And to treat

asymptotic symmetries, we saw that the Ward identity on the sphere exhibits a simple pole at ∆ = 1 and that the spin-

2 operator with that conformal dimension generates the asymptotic symmetry. This is indeed obtained by taking the Mellin

transform of the Weinberg pole in the momentum basis. The equivalence of these three phenomena constitutes the so-called

infrared triangle illustrated below.

F
Momentum Space Position Space

Conformal Space

M L

This IR structure proved to be very powerful in furthering our understanding of flat space holography, eventually hav-

ing measurable consequences using memory effects. Curiously, this structure remains even in scenarios without Lorentz

symmetry [35], showing it is more robust than previously thought.

For a review on the IR triangle see [36] and [37–40] for more recent reviews on celestial amplitudes and holography.

Celestial Conformal Field Theory

Celestial holography puts forward a duality between a theory of quantum gravity in the bulk of an asymptotically flat spacetime

and a conformal field theory living on the celestial sphere at its boundary. This dual theory is the putative celestial conformal

field theory (CCFT). However the data of this CCFT is still to be determined: regarding the conformal dimension ∆, we know

that we have a complete and normalizable basis when considering the principal series of the Lorentz group d
2
+ iR [7], but the

soft modes which are related to the symmetries of theory are obtained at (half-)integer values of the conformal dimension.

Some advancements have been made in this direction [13,41,42].

The study of the correlators in celestial CFT relies mainly on bulk scattering amplitudes: the symmetry generators are

the soft modes and their action on generic operators in the theory comes from the soft factor, the OPE is obtained from the

collinear limit of amplitudes and the OPE coefficients are identified with the splitting functions... Therefore celestial holography

has mainly relied on a bottom-up approach thus far, while a top-down construction is less developed but made possible using

twistor methods [43, 44]. When recasting bulk scattering as boundary observables we identify the requirements of the to-be

celestial CFT in the hopes of a bulk-independent explicit construction. However conformal symmetry is very powerful and

there is still a lot to say from formulating the scattering process on the celestial sphere. Some of the first questions one can

ask at this stage are: given soft theorems and conformal symmetry, what are the full symmetries of the theory? Can we

classify them? And what are the corresponding topological charges?

In four spacetime dimensions, classifying the tree-level soft symmetries was done in [45]. Consider a CFT with global

conformal generators denoted by L0,±1 and their anti-holomorphic counterparts L̄0,±1. Through a redefinition, one can

relate these stress tensor modes to the generators K, P , R and D introduced earlier. One can then define a highest weight
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operator with respect to L1 and L̄1 which are referred to as primary operators. We denote O∆,` an operator in the CCFT with

conformal dimension ∆ and spin `. If O∆,` is a primary then we have

[L1,O∆,`] = [L̄1,O∆,`] = 0 .

We define the (anti-)holomorphic descendant operator O∆0,`0 from the primary O∆,` as [L�1,O∆,`] ([L̄�1,O∆,`]). There

exists in principle an infinite number of descendants of a primary operator and the action of L�1 or L̄�1 amounts to taking

holomorphic or anti-holomorphic derivatives of O∆,`(z, z̄). However when one of the descendants becomes in turn a primary

(i.e. is annihilated by L1 and L̄1), the conformal multiplet is shortened and one can thus obtain a complete classification of

the primary operators in the theory [46]. One can then consider three types of primary descendants by comparing the spins

of the parent primary ` to that of the primary descendant `0: type I operators have |`0| > |`| while type II operators satisfy

|`0| < |`| and for type III operators we have |`0| = |`|.

Doing so allows one to represent the global conformal multiplets as a diamond-shaped descendancy structure [45]. Further

details and comments can be found in section 5.1. In short, this provides a classification of the primary operators according

to their conformal dimension and spin. We summarize the results of this classification for the soft graviton expansion in the

table below.

Soft Expansion Leading Subleading Subsubleading Sub#leading

Type II II III I

The celestial diamonds take the form where the soft operators coming from the soft theorems appear at the corner of the

I

I

II

II

III

Figure 2: Celestial diamonds in d = 2. The picture shows the ∆ � ` plane, where the nodes correspond to the position of

primaries while the arrows pointing to the bottom right/left denote the action of derivatives @/@̄ (longer arrows correspond to

higher numbers of derivatives). The diamond picture on the left shows the existence of a nested structure of descendants

that are themselves primaries. The picture on the right is understood as a diamond with zero area.

diamonds for type II or at the top for type III. Even more, each corner of the diamond is related to the other by a so-called

shadow transform

S[Oh,h̄](z, z̄) ⌘
Kh,h̄

2⇡

Z
d2w

Oh,h̄(w, w̄)

(z � w)2�2h(z̄ � w̄)2�2h̄
. (12)

For type III operators the shadow transform relates the top operator to the bottom one. This integral transform is extremely

important in celestial CFT because its stress tensor is the shadow transform of the subleading conformally soft graviton
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operator. In fact it is not clear if the soft operators or the shadow transformed ones should be the defining set of boundary ob-

servables even though there are arguments that hint towards the latter [47–50]. Other than bosonic gauge theories, one can

look at fermionic soft symmetries. In [51] we focused on N= 1 supersymmetric QED and supergravity since they represent

important examples of effective field theories. Soft theorems in those cases correspond to pole in the celestial amplitudes

at half-integer values of the conformal dimension ∆ = 1
2
,� 1

2
for the leading and subleading terms respectively. The soft

symmetries are then generated by the operators O
∆= 1

2
,`= 3

2
and O

∆=� 1
2
,`= 3

2
from the leading and subleading soft gravitino

theorems and O
∆= 1

2
,`= 1

2
from the leading soft photino theorem. O

∆= 1
2
,`= 3

2
generates large SUSY transformations [52] while

the asymptotic symmetry interpretation of the other fermionic generators is still unclear. Nevertheless, we were able to give

a spacetime interpretation to the subleading soft gravitino theorem by building the corresponding charge using the covariant

phase space formalism (see [53] for an introduction on the covariant phase space formalism). The operator O
∆= 1

2
,`= 3

2
is of

type II and O
∆=� 1

2
,`= 3

2
, O

∆= 1
2
,`= 1

2
are of type III. Following [52], we were also able to elucidate the role of the supersymmetry

generators in the celestial diamond setting: while the global SL(2,C) modes relate operators within the same diamond, the

global SUSY modes related operators with different diamonds, creating a pyramid shape where the diamonds stack one on

top of the other.

We generalize the classification of soft symmetries to higher dimensions in [50]. The spin structure is more complicated in

an arbitrary number of dimensions due to the action of the little group SO(d). Indeed operators can be in a ”mixed-symmetric”

representation of the little group and the spin takes the form of a Young tableau

a ⌘ a1
1 ··· ··· ··· ··· ··· a

1
`1

a2
1 ··· ··· ···a

2
`2

.

.

.
.
.
.

.

.

. . .
.

ak
1 ···a

k
`k

, (13)

where k  d
2
. Each row is symmetrized and column anti-symmetrized. Notice that it is always traceless and symmetric for

higher spin operators in d = 2. The descendancy relations the soft operators obey are the conservation equations of the

soft operators. In part II of this thesis, we present a classification of the soft operators in general dimensions d where the

conformal multiplets take the form of a necklace as shown below.
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Figure 3: Celestial necklaces in even dimensions (a) and odd dimensions (b).

From the (generalized) conserved soft operators one can construct topologically invariant charges which correspond to

the generators of the symmetries of the celestial CFT. In d > 2, only the shadow transform of the soft operators yield non-

trivial charges [48] which correspond to the symmetries of the theory. We were also able to relate the shadow transform of

soft operators to a certain type of descendant we refer to as a type S descendant. This recasts the shadow transform as a

local relation in even dimensions

S[Ok,`](x, e) = nk,`⇤
d
2
�`�k

⇣
@✏ bDS, d

2
�k�✏

⌘
✏=0

Ok,`(x, e) , (14)

where the differential operator D̂S and the constants are defined in section 6.5.

Constructing the charges and by doing a counting exercise we notice that the generators of the symmetries in celestial

CFT are less than the ones obtained by an asymptotic symmetry analysis. Indeed the charges of the asymptotic symme-

tries do not all correspond to topological operators in the celestial CFT. In fact, the non-topological asymptotic symmetry

charges map a CFT to a different one via deformations of its correlators and we thus obtain an infinite-dimensional geome-

try of theories corresponding to the infinite-dimensional vacuum manifold one obtains from supertranslation symmetry. For

superrotations the story is less clear and still under investigation.

Elucidating these points is crucial for understanding the mixing of the holomorphic and anti-holomorphic sectors of the

celestial CFT and to further understand the asymptotic symmetry group of AFS and its physical implications.

21



Part I

Celestial Amplitudes and Distributions
Before talking about celestial CFT and its associated symmetries, we need to have a well-defined notion of celestial am-

plitudes which serve as a gateway to study symmetries through soft theorems. In this first part of the thesis, we provide a

mathematically rigorous definition of massless celestial amplitudes by constructing them as Mellin transforms of tempered

distributions. We first define the appropriate space of test functions by taking the Mellin transform of the Schwartz class and

construct the Mellin transform of their topological dual through a Parseval-type relation. We end this part by applications to

the three- and four-point tree-level graviton celestial amplitudes.

1 The Mellin Transform of the Schwartz Space

In order to define massless celestial amplitudes, we need to define the space of test functions against which they will be

smeared. In this section, we identify the space of conformal weight test functions as the Mellin transform of the Schwartz

space S(R+). The main result of this section is theorem 2. First, we establish some basic properties of the Mellin transform

M(�) with � in S(R+), that we gather in the following proposition:

Proposition 1. Given � in S(R+), the following properties hold:

i) The fundamental strip7 of M(�) is St(0,+1) and M(�) is holomorphic in St(0,+1).

ii) For all N 2 N, M(�)(s) has a meromorphic continuation to R(s) > �N with simple poles at s = �n with 0  n  N�1
and no other singularities [54].

iii) For c > 0 we have

M(�) (c+ i·) 2 S(R) (1.1)

and for c 2 R
� \ Z

�

t↵M(�) (c+ it) (1.2)

is uniformly bounded with respect to t 2 R for all ↵ 2 N.

Proof. • First, we prove i). Given � 2 S(R+), we have for s = c+ it

����
Z

R+

�(x) xs�1dx

���� 
Z

R+

|�(x)| xc�1dx. (1.3)

Performing the change of variable u = log x, we write

Z

R+

|�(x)| xc�1dx =

Z

R

|�(eu)|ecudu. (1.4)

Decomposing the integral in the right-hand side of (1.4) over the regions R
+ and R

�, we obtain for c > 0

|M(�)(c+ it)|  1

c
sup
x2R+

|�(x)|+ sup
x2R+

|�(x)x[c]+2| < +1. (1.5)

7defined as the largest open strip on which the Mellin transform M(�) is defined.
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This proves that M(�) is well-defined for c > 0. In order to establish that M(�) is holomorphic on St(0,+1), we

consider a triangle M⇢ St(0,+1) parameterized by ! : [0, 1] !M with ! being piecewise continuously differentiable.

The function (u, y) 7�! �(u)u!(y)�1!0(y), u 2 R
+, y 2 [0, 1] is measurable with respect to the two-dimensional

Lebesgue measure, and furthermore we have using (1.5)

Z 1

0

Z

R+

|�(x)| x!(y)�1
��!0(y)

�� dx dy


 Z 1

0

����
!0(y)

!(y)

���� dy k�k1 + sup
x2R+

����(x)x[!(ỹ)]+2
���
Z 1

0

|!0(y)|dy

!
(1.6)

with !(ỹ) := supy2[0,1] !(y). Remembering that !(y) 2M⇢ St(0,+1), we then deduce

Z 1

0

Z

R+

|�(x)| x!(y)�1
��!0(y)

�� dx dy < +1. (1.7)

Hence the assumptions of Fubini’s theorem are satisfied and we write

Z

M

M(�)(s) ds =

Z 1

0

M(�)(!(y))!0(y) dy

=

Z

R+

�(x)

✓Z 1

0

x!(y)�1
!

0(y)dy

◆
dx

=

Z

R+

�(x)

✓Z

M

xs�1ds

◆
dx = 0,

where we used Cauchy’s theorem together with the fact that us�1 is holomorphic in St(0,+1) for all u > 0. Using

lemma 2 from [55], we also have that M(�) is continuous on its fundamental strip St(0,1). Since M⇢ St(0,+1) is

arbitrary, we deduce by Morera’s theorem that M(�) is holomorphic on St(0,+1).

• The proof of ii) follows the same line of reasoning used in [54] in which M(�) was shown to admit a meromorphic

extension on C. Given N 2 N, we perform a Taylor expansion of � in M(�) as follows

M(�)(c+ it) =

Z 1

0

 
�(x)�

N�1X

n=0

anx
n

!
xc+it�1dx+

N�1X

n=0

an

n+ c+ it
+

Z +1

1

�(x)xc+it�1dx , (1.8)

where an := �(n)(0)
n!

and �(n) is the nth-order derivative of �. Since � is in S(R+), we have by Taylor-Lagrange’s

inequality ������(x)�
N�1X

n=0

anx
n

�����  k�
(n)k1 xN ,

which implies that the first integral is well-defined for all c > �N . The second term contains the poles c+ it = �n for

n 2 0, · · · , N � 1 and the third term is well-defined for all (c, t) 2 R
2. This holds for all N 2 N which directly gives that

M(�) has a meromorphic extension to C with simple poles at s = c+ it 2 Z
�.

• In this part, we establish iii). Given c > 0, we prove first that

M(�) (c+ i·) 2 S(R).

Lemma 2 in [55] gives that M(�) is a continuous function on the line {c} ⇥ iR. Now, let us verify that for c > 0, the

Mellin transform M(�)(c+ it) is infinitely differentiable with respect to t and furthermore we have for all � 2 N

@
�
t M(�) (c+ it) = i�

Z

R+

�(x)(log x)�xc+it�1dx. (1.9)
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Let C✏(it) be the circle with radius ✏ < 1 and origin s = it. Using Cauchy’s integral formula for derivatives we have for

u > 0

(log u)� uit = (�i)�@�t uit =
�!

2⇡i

Z

C✏(it)

uw

(w � it)�+1
dw

=
�!

2⇡i

Z 2⇡

0

u (y)

( (y)� it)�+1
 

0(y)dy, (1.10)

where  (y) = it+ ✏eiy. We write
Z

R+

|�(u)| uc�1+✏ cos ydu =

Z 1

0

|�(u)| uc�1+✏ cos ydu+

Z +1

1

��uc�1+✏ cos y
�(u)

�� du. (1.11)

(1.11) is bounded by

k�k1
Z 1

0

uc�1+✏ cos ydu+

Z +1

1

uc |�(u)| du =
k�k1

c+ ✏ cos y
+

Z +1

1

uc |�(u)| du.

Hence, we deduce Z

R+

����(u) uc�1+ (y)
��� du  K (1.12)

with K := k�k1
c�✏ +

R
R+ uc |�(u)| du. Thus we obtain for � 2 N

Z 2⇡

0

Z

R+

������(u)
u (y)

( (y)� it)�+1
 

0(y)

����� dudy  K

Z 2⇡

0

�����
 0(y)

( (y)� it)�+1

����� dy

 2⇡K ✏
�� .

Therefore, the hypotheses of Fubini’s theorem are fulfilled and we have by (1.10)
Z

R+

�(x)(log x)�xc+it�1dx =
�!

2⇡i

Z 2⇡

0

 0(y)

( (y)� it)�+1

✓Z

R+

�(u)uc+ (y)�1du

◆
dy. (1.13)

For c > 0, we have

M(�) (c+  (y)) =

Z

R+

�(u) uc+ (y)�1du. (1.14)

Hence, the right-hand side of (1.13) is given by

�!

2⇡i

Z 2⇡

0

 0(y)

( (y)� it)�+1
M(�) (c+  (y)) dy. (1.15)

Applying again Cauchy’s integral formula leads directly to (1.9) for any � 2 N. Now, let us verify for c > 0

sup
t2R

���t↵@�t M(�) (c+ it)
��� < +1.

Performing the change of variable x = eu in (1.9), we have

t↵@�t M(�) (c+ it) = i��↵
Z

R

�(eu)u�ecu@↵u (e
itu)du. (1.16)

Using the relation

@
k
u (�(eu)) =

kX

p=1

↵k(p) e
pu
�
(p)(eu) (1.17)

with ↵k(p) denoting a positive constant, together with integration by parts and the general Leibniz formula, we deduce
Z

R

�(eu)u�ecu@↵u (e
itu)du = (�1)↵

Z

R

@
↵
u

⇣
�(eu)u�ecu

⌘
eitudu

= (�1)↵
↵X

k=0

↵�kX

n=0

kX

p=1��k,0

�(↵, k, p, n,�)�{��n} c↵�k�n

Z

R

e(c+p)ueitu�(p)(eu)u��ndu, (1.18)
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where

�{��n} =

8
<
:

1 if � � n

0 otherwise

and

�(↵, k, p, n,�) :=

 
↵

k

! 
↵� k

n

!
�!

(� � n)!
↵k(p) .

We use the bound

u  eu, 8u 2 R
+

to obtain for p  ↵ ����
Z

R+

e(c+p)ueitu�(p)(eu)u��ndu

���� 
1

c
sup
x2R+

���x(2c+↵+�)
�
(p)(x)

��� . (1.19)

We also have

����
Z

R�

e(c+p)ueitu�(p)(eu)u��ndu

���� 
2

c
sup
u2R+

���e�
cu
2 u��n

���
����(p)

���
1

 2

 
c�1 + sup

u2R+

���e�
u
2 u�

��� cn���1

! ����(p)
���
1

 O(1)
⇣
c�1 + cn���1

⌘ ����(p)
���
1

, (1.20)

where O(1) is a constant that depends only on �. Combining (1.16)-(1.20), we deduce

���t↵@�t M(�) (c+ it)
���  O(1) k�k1

 
↵X

k=0

ck�1

!

⇥
(

sup
x2R+

���x(2c+↵+�)
�
(p)(x)

���+ (1 + c��)
����(p)

���
1

)
< +1, (1.21)

where k�k1 := sup0k,p,n↵ |�(↵, k, p, n,�)| and O(1) is a positive constant that depends only on ↵ and �.

• In this part of the proof, we verify the last point of proposition 1 that is for c 2 R
� \ Z

�

t↵M(�) (c+ it) (1.22)

is uniformly bounded with respect to t 2 R for all ↵ 2 N.

For ↵ 2 N
⇤ and c > 0, we have

t↵ M(�)(c+ it) = (�i)↵
Z

R

�(eu) ecu @↵u (e
itu)du

= i↵
Z

R

@
↵
u (�(eu) ecu) eitu du . (1.23)

Using (1.17) together with the general Leibniz formula, we obtain that (1.23) is equal to

i↵
↵X

k=0

kX

p=1��k,0

�(↵, k, p) c↵�k

Z

R

�
(p)(eu)e(c+p)ueitu du , (1.24)

where �(↵, k, p) :=
�
↵

k

�
↵k(p). Hence, we deduce for all c > 0

t↵ M(�)(c+ it) = i↵
↵X

k=0

kX

p=1��k,0

� (↵, k, p) c↵�k
M(�(p))(c+ p+ it). (1.25)
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By the uniqueness of the meromorphic continuation of M(�), we deduce that

t↵ M(�)(c+ it) = i↵
↵X

k=0

kX

p=1��k,0

� (↵, k, p) c↵�k
M(�(p))(c+ p+ it) (1.26)

holds for all c 2 R \ Z
�. If c+ p > 0, we use the bound (1.5) to obtain

���M(�(p))(c+ p+ it)
���  1

c+ p

����(p)
���
1

+ sup
x2R+

����(p)(x)x[c+p]+2
��� , (1.27)

which can be bounded remembering that p  ↵ by

2max

✓
1

c+ p
, 1

◆
sup

1p↵

����(p)
���
1

+ sup
x2R

+

1p↵

����(p)(x)x[c+↵]+2
��� . (1.28)

Otherwise, we perform a Taylor expansion of �(p) around 0 and we write

M(�(p))(c+ p+ it) =

Z 1

0

 
�
(p)(x)�

N�1X

n=0

�(p+n)(0)

n!
xn

!
xc+p+it�1dx+

N�1X

n=0

�(p+n)(0)

n!(c+ p+ it+ n)

+

Z +1

1

�
(p)(x) xc+p+it�1dx, (1.29)

where the positive integer N verifies N + c + p > 0. Using Taylor-Lagrange’s inequality and remembering that � 2
S(R+), we deduce

���M(�(p))(c+ p+ it)
��� 

����(p+N)
���
1

N + c+ p
+

N�1X

n=0

|�(p+n)(0)|p
(c+ p+ n)2 + t2

+
sup

x2R
+

���xm�(p)(x)
���

|c+ p�m|
, 8m 2 N. (1.30)

Hence, we obtain for N = �[c+ p] + 2 and m = 0 the following bound

���M(�(p))(c+ p+ it)
��� O(1) sup

0n↵+[�c+2]

����(n)
���
1

(�[c+ p] + 2)max

✓
1

|c+ p� [c+ p] + 1|
,

1

|c+ p� [c+ p]|

◆
.

(1.31)

Using (1.28) for the particular case of c > 0, we deduce

|t↵M(�)(c+ it)|  O(1)

 
↵X

k=0

c↵�k

!

8
><
>:
max

✓
1

c
, 1

◆
sup

1p↵

����(p)
���
1

+ sup
x2R

+

1p↵

����(p)(x)x[c+↵]+2
���

9
>=
>;

, (1.32)

where O(1) denotes a positive constant that depends only on ↵. For c 2 R
� \Z

�, we combine (1.26), (1.28) and (1.31)

to deduce

|t↵M(�) (c+ it)|  O(1)

 
↵X

k=0

c↵�k

!

(
↵X

p=0

(�[c+ p] + 2)max

✓
1

|c+ p� [c+ p] + 1|
,

1

|c+ p� [c+ p]|

◆
sup

0n↵+[�c+2]

����(n)
���
1

+ sup
x2R

+

1n↵

����(n)(x)x[c+↵]+2
���

9
>=
>;

. (1.33)
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In the proof of Theorem 1, we need the fundamental Lemma of Riemann-Lebesgue in the frame of Mellin transforms, which

in our case we consider for particular values of Re(s) 2 Z
�:

Lemma 1. If � 2 S(R+), then

lim
|t|!+1

M(�) (c+ it) �! 0, 8c 2 R
� \ {0} . (1.34)

For c = 0, we have

lim
t!+1

t M(�) (it) �! 0. (1.35)

Proof. • We proceed as in [55] by using the same technique that proves the Lebesgue-Riemann Lemma by introducing

the Mellin translation operator ⌧ ch for � : R
+ ! C, c 2 R and h 2 R

+ defined by

(⌧ ch�) (x) := hc
�(hx), x 2 R

+. (1.36)

For s = c+ it, t 2 R
⇤ and h := e�

⇡

t , we have

�M(�)(s) = ei⇡M(�)(s) = h�it
M(�)(s) = M(⌧ ch�)(s). (1.37)

Using the linearity of the Mellin transform, we obtain

2 M(�)(s) = M(�)(s)�M(⌧ ch�)(s) = M(�� ⌧ ch�)(s). (1.38)

We write

Φh,c := �� ⌧ ch�.

Performing a Taylor expansion of Φh,c around 0, we obtain for c < 0

M(Φh,c)(c+ it) =

Z 1

0

✓Z 1

0

(1� t)N�1

(N � 1)!
@
N
t Φh,c(tx)dt

◆
xc+it�1dx+

N�1X

n=0

Φ
(n)
h,c(0)

n!(c+ it+ n)

+

Z +1

1

Φh,c(x) x
c+it�1dx, (1.39)

where N is a positive integer fixed such that N + c > 1. We have

Φ
(n)
h,c(0) =

�
1� hc+n�

�
(n)(0). (1.40)

Since hc+n = e�
⇡(c+n)

t ����!
|t|!1

1, we deduce that (1.40) converges to 0 if |t|!1.

We rewrite Z +1

1

Φh,c(x) x
c+it�1dx , (1.41)

as follows

(1� hc)

Z +1

1

�(x)xc+it�1dx+ hc

✓Z +1

1

(�(x)� �(hx))xc+it�1dx

◆
. (1.42)

The first term on the right-hand side converges to 0 if |t|!1. For the second term, we have

|�(x)� �(hx)|xc�1  2 k�k1 xc�1, (1.43)

Since � is in S(R+), then �(hx) converges pointwise to �(x) if |t| ! 1. By Lebesgue’s dominated convergence

theorem we obtain

hc

✓Z +1

1

(�(x)� �(hx))xc+it�1dx

◆
����!
|t|!1

0. (1.44)
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Hence, (1.41) converges to 0. In order to conclude that

M(Φh,c)(c+ it) ����!
|t|!1

0, (1.45)

we need to establish that Z 1

0

✓Z 1

0

(1� t)N�1

(N � 1)!
@
N
t Φh,c(tx)dt

◆
xc+it�1dx ����!

|t|!1
0. (1.46)

We have Z 1

0

(1� t)N�1
@
N
t Φh,c(tx) dt =

Z 1

0

(1� t)N�1xN
⇣
�
(N)(tx)� hN+c

�
(N)(thx)

⌘
dt. (1.47)

Proceeding as in (1.42), we decompose (1.47) as follows

⇣
1� hN+c

⌘
xN

Z 1

0

(1� t)N�1
�
(N)(tx) dt+ hN+cxN

Z 1

0

(1� t)N�1
⇣
�
(N)(tx)� �(N)(thx)

⌘
dt. (1.48)

Choosing N such that N + c� 1 > 1 and using the bound

����
Z 1

0

(1� t)N�1

(N � 1)!
�
(N)(tx) dt

���� 
k�(N)k1

N !
, (1.49)

we deduce that ����
Z 1

0

(1� t)N�1

(N � 1)!

⇣
�
(N)(tx)� �(N)(thx)

⌘
dt

����  2
k�(N)k1

N !
. (1.50)

Again by the Lebesgue’s dominated convergence theorem, we obtain

Z 1

0

Z 1

0

(1� t)N�1

(N � 1)!

⇣
�
(N)(tx)� �(N)(thx)

⌘
dt xc+it�1+Ndx ����!

|t|!1
0. (1.51)

This together with (1.48) imply (1.46). Combining (1.45) with (1.38), we obtain

M(�)(c+ it) ����!
|t|!1

0, 8c 2 R
� \ {0}. (1.52)

• For c = 0 and t 2 R
⇤, the Mellin transform M(�)(c+ it) is well-defined through (1.8). Therefore, we write

t M(�)(it) = �i
Z

R

�(eu)@u(e
itu)du

= i

Z

R

�
0(eu)eueitudu

= i M(�0) (1 + it) . (1.53)

By proposition 1, (1.53) converges to 0 if |t|! +1. This proves (1.35).

1.1 The Inversion Formula for the Mellin Transform

In this subsection, we prove the inversion formula of the Mellin transform for functions in the Schwartz space S(R+). Before

stating the inversion Mellin formula Theorem, we need the following Lemma:

Lemma 2. For f in S(R+) and c > 0, we have

ecxf(ex) 2 S(R) . (1.54)
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Proof. Let f in S(R+), c > 0 and n 2 N, we bound uniformly

xnecxf(ex).

If x  0, then clearly we have

|xnecxf(ex)|  sup
x2R+

xne�cx kfk1. (1.55)

For x > 0, we have

|xnecxf(ex)|  e(c+1)xf(ex)  sup
x2R+

���x[c]+2f(x)
��� . (1.56)

Combining (1.55) and (1.56) gives (1.54).

Theorem 1. (Inversion formula) Given � in S(R+) and M(�) its Mellin transform. We have

�(x) =
x�c

2⇡

Z

R

M(�)(c+ it) x�it dt, 8c > 0, 8x > 0. (1.57)

Proof. Let � in S(R+) and c > 0. From proposition 1, the Mellin transform

Z

R+

�(u) us�1 du (1.58)

is well-defined. Using (1.58) we write for x > 0

x�c

2⇡

Z

R

M(�)(c+ it) x�it dt =
x�c

2⇡

Z

R

Z

R+

�(u) uc+it�1 du x�it dt

=
x�c

2⇡

Z

R

Z

R

� (ew) ecw eitw dw x�it dt,

where we perform the change of variable u = ew. Using Lemma 2, we obtain

x�c

2⇡

Z

R

Z

R

� (ew) ecw eitw dw x�it dt =
x�c

p
2⇡

Z

R

F(g) (t) e�it log x dt, (1.59)

where g(v) := ecv�(ev). Using the Fourier inversion integral, we deduce that the right-hand side of (1.59) is equal to

x�cg(log x) = �(x). (1.60)

This ends the proof of Theorem 1.

The method of proof of Theorem 1 does not hold if one considers the general case of the space Xc defined as

Xc :=

⇢
f |

Z

R+

xc |f(x)| dx < +1 .

�
(1.61)

For the general case, the proof of the inversion Mellin formula is based on approximation theory, in particular the properties

of the Mellin-Gauss-Weistrass kernel. For further details, we refer the reader to [55]. In our setup we have for all c > 0

S(R+) ⇢ Xc,

which simplifies considerably the proof of Theorem 1.
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1.2 The Mellin transform of the Schwartz space S(R+)

Before stating the main result of this section, we introduce some definitions that will be used in the sequel.

Definition 1. (Singular expansion) Let Φ(s) be meromorphic in some area Ω with S including all the poles of Φ in Ω. A

singular expansion of Φ(s) in Ω is a formal sum of singular elements of Φ(s) at all points of S. We note it as follows:

Φ(s) ⇣ E.

Note that the singular expansion is only a formal sum, which only shows the poles of the function and its singularities.

Let us now define the space M+ of functions with a fundamental strip in St(0,+1) and a meromorphic continuation to

the strip St(�1, 0) such that for all N 2 N
0, a given function  in M+ admits the singular expansion for s 2 St(�N, 0)

 (s) ⇣
N�1X

n=0

an

s+ n
.

We also define the sub-space M̃+ as follows

M̃
+ :=

�
 2M

+ | 8c > 0 :  (c+ i·) 2 S(R);

8↵ 2 N, 8c 2 R
� \ Z

� : sup
t2R

|t↵ (c+ it)| < +1
�
. (1.62)

Our main result is summarized in the following Theorem:

Theorem 2. The map

M : S(R+) �! M̃
+

� 7�!M(�)(c+ it) :=

Z

R+

�(x) xc+it dx (1.63)

is an isomorphism with the following inverse map

M
�1 : M̃+ �! S(R+)

 7�!

8
<
:

M�1( )(x) = x�c

2⇡

R
R
 (c+ it)x�itdt, 8c > 0 and x > 0

@kM�1( )(0) = k! ak, 8k 2 N,
(1.64)

where ak is the residue of  at s = �k.

Proof. (1.63) is well-defined by proposition 1. Now, we need to verify that the map (1.64) is also well-defined, that is for  in

M̃+ we have

M
�1( ) 2 S(R+). (1.65)

• First, we establish that M�1( ) is infinitely differentiable on R
+. We start by studying the behaviour of the function

M
�1( )(x) =

x�c

2⇡

Z

R

 (c+ it)x�itdt (1.66)

as x! 0. Given N 2 N
⇤, the set of poles in St(�N,+1) will be denoted in the sequel as SN . Given ↵ > 0, we define

the rectangular contour C(T ) by the segments

[↵� iT,↵+ iT ] , [↵+ iT, � + iT ] , [� + iT, � � iT ] , [� � iT,↵� iT ] (1.67)
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with � := �N � 1
2
. Let us consider the integral

I(T ) :=
1

2⇡i

Z

C(T )

 (s) x�sds . (1.68)

For8 T > 0, remembering that  2 M̃+, we obtain by Cauchy’s theorem

I(T ) =

N�1X

n=0

an Res

✓
x�s

s+ n

◆
=

N�1X

n=0

anx
n. (1.69)

Using Theorem 1 together with the fact that  is holomorphic in St(0,+1), we obtain for ↵ > 0 and x > 0

lim
T!+1

1

2⇡i

Z ↵+iT

↵�iT

 (↵+ it) x�↵�itdt = M
�1( )(x) . (1.70)

Now, we consider the term Z �±iT

↵±iT

 (s)x�sds. (1.71)

For 0 < x < ⌘ with ⌘ > 0 , we have

����
Z �+iT

↵+iT

 (s)x�sds

����  sup
c2(�,↵)

| (c+ iT )|

��x�� � x�↵��
| log x|

. (1.72)

For T 2 R
⇤,  is continuous w.r.t. the variable c 2 R and this implies for fixed T in R

⇤ that

9c̃ 2 [�,↵] : | (c̃+ iT )| := sup
c2(�,↵)

| (c+ iT )| (1.73)

By proposition 1 and lemma 2, we deduce that

lim
T!+1

 (c̃+ iT ) = 0, (1.74)

which combined with (1.72) gives

lim
T!+1

Z �+iT

↵+iT

| (s)|x�sds = 0 , 80 < x < ⌘ . (1.75)

Without loss of generality, we choose ⌘ = 1. Similar arguments lead to

lim
T!+1

Z ��iT

↵�iT

| (s)|x�sds = 0 , 80 < x < 1 . (1.76)

Combining (1.69), (1.75) and (1.76) we deduce for all 0 < x < 1 and N 2 N
⇤ that

M
�1( )(x) =

N�1X

n=0

anx
n � 1

2⇡

Z

R

 (� + it)x���itdt. (1.77)

Using that ��� (� + it)x�it
���  | (� + it)| (1.78)

together with Z

R

|t|� | (� + it)| dt  2⇡ sup
0↵2
t2R

���t↵+� (� + it)
��� < +1, (1.79)

we deduce that Z

R

 (� + it)x�itdt (1.80)

8T must be larger than Im(s) for all s 2 SN . In this case, Im(s) = 0
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is infinitely differentiable differentiable w.r.t. x. Hence, we obtain9 for all N � 2 and 0 < x < 1

@
N�1
x M

�1( )(x) = (N � 1)!aN�1 � x
3
2

Z

R

N�2Y

k=0

✓
N +

1

2
� it� k

◆
 (� + it)x�itdt. (1.81)

This establishes that M�1( ) is infinitely differentiable for x 2 (0, 1). Now let us verify that it is also the case for x = 0.

Again using the bound (1.79), we deduce that the second term on the right-hand side of (1.81) vanishes if x! 0 which

implies that

lim
x!0

@
N�1
x M

�1( )(x) = (N � 1)!aN�1 = @
N�1
x M

�1( )(0), 8N � 2. (1.82)

Using (1.77), we deduce that

lim
x!0

M
�1( )(x) = a0 = M

�1( )(0). (1.83)

(1.82) together with (1.83) prove that M�1( ) is infinitely differentiable at x = 0.

• For x > 0, we have

�(x) =
x�c

2⇡

Z

R

dt  (c+ it)x�it. (1.84)

(1.84) does not depend on c > 0 according to proposition 5 of [55] with the fundamental strip St(0,1). Hence, we

write

�(x) =
x�p

2⇡

Z

R

dt  (p+ it)x�it, 8p 2 N
⇤. (1.85)

We can prove by induction using the theorem of the derivation inside the integral that the N th-order derivative of �

exists and is given for x � 1 and p 2 N
⇤ by

@
N
x M

�1(�)(x) =
(�1)N
2⇡

Z

R

N�1Y

l=0

(it+ p+ l)  (p+ it) x�it�p�N dt. (1.86)

Remembering that  2 M̃+, we have that (1.86) is well-defined for x � 1, p 2 N
⇤ and N 2 N

⇤. This together with

(1.81) implies that M�1(�) is in C1(R+).

• Now, we need to verify that for all (p,N) 2 N
2

xp
@
N
x M

�1(�)(x) (1.87)

is uniformly bounded with respect to x in R
+. For 0 < x < 1, we use (1.81) to obtain that

���xp
@
N
x M

�1(�)(x)
���  O(1)

 
aN +

N�1X

↵=0

N↵( )

!
, (1.88)

where N↵( ) := supt2R
|t↵ (� + it)|. For x � 1, we use (1.86) to deduce that

���xp
@
N
x M

�1(�)(x)
���  O(1)

N�1X

↵=0

N↵( ). (1.89)

O(1) denotes in both (1.88)-(1.89) a constant that only depends on p and N . This ends the proof of (1.65)

The last point we need to verify to end the proof of Theorem 3 is that the maps M and M�1 satisfy

M
�1

M� = � and MM
�1
 =  , (1.90)

9Remember that � = �N � 1
2

.
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for � 2 S(R+) and  2 M̃+. Let � in S(R+), we have by the definition of the map M�1

M�1 (M(�)) (x) = x�c

2⇡

R
R
M(�) (c+ it)x�itdt, 8c > 0 and x > 0

@kM�1(M(�))(0) = �(k)(0), 8k 2 N.
(1.91)

The second line in (1.91) is a consequence of the fact that M(�) belongs to M̃+, which implies that it is meromorphic on the

half-plane with simple poles at s = �k and residues �(k)(0) for all k 2 N. Theorem 1 gives

M
�1

M� = �

for � 2 S(R+).

To show that  2 M̃+, we have for  2 M̃+

⇥
M
�
M

�1
 
�⇤

(c+ i�) =

Z 1

0

d! !c+i��1

Z

R

d�0

2⇡
!

c0+i�0

 (c0 + i�0) , c, c0 > 0

=

Z

R

du

2⇡
ei�ue(c�c0)u

Z

R

d�0e�i�0u
 (c0 + i�0)

=

Z

R

du

2⇡
F( )(c0 + iu) ei(��i(c�c0)u) =  (c+ i�) ,

(1.92)

where in the second line we performed the change of variable ! = eu and we used the fact that  (c+ i·) 2 S(R) for c > 0 to

take its Fourier transform.

2 The Mellin Transform of Tempered Distributions

Given two functions f, g 2 S(R), we define the generalized convolution product f ⇤ g as follows

(f ⇤ g) (x) :=
Z

R

dtf(t) g(x+ t)e�ita . (2.1)

We introduce the following lemma which will be used in establishing Parseval’s relation:

Lemma 3. (Generalized convolution theorem) Given the functions f, g 2 S(R) and f̂ , ĝ their respective Fourier transforms,

we have

f̂(a� s)ĝ(s) = F[(f ⇤ g)] (s) . (2.2)

Proof. We start from the l.h.s. of (2.2)

f̂(a� s)ĝ(s) =

Z

R

dt

Z

R

du e�it(a�s)f(t) e�iusg(u) . (2.3)

Performing a change of variable u = x+ t, we obtain

Z

R

dt

Z

R

dx e�ixsf(t)g(x+ t)e�ita . (2.4)

Since f, g 2 S(R), we have

Z

R

dt

Z

R

dx
���e�ixsf(t)g(x+ t)e�ita

��� =
Z

R

dt |f(t)|

Z

R

dx |g(x+ t)| <1 . (2.5)

Fubini’s theorem together with (2.4) concludes the proof of lemma 3.
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2.1 Parseval’s Relation for the Mellin Transform

From this subsection onward, we change our notations to match the celestial holography literature: x is replaced by !, s by

∆ and t by �. In the new notation, the momenta of massless particles are parameterized as follows

pµ ⌘ !qµ = !

✓
1 + x2

2
, xa,

1� x2

2

◆
, (2.6)

where Greek indices run over the d + 2 bulk spacetime dimensions and the Latin indices run over the d celestial sphere

dimensions. ! designates the energy of the massless particle.

Lemma 4. (Parseval’s relation for the Mellin transform of Schwartz functions) Given two functions f, g 2 S(R+) and their

respective Mellin transforms f̃ , g̃ 2 M̃+, we have 10

Z 1

0

d! !f(!)g(!) =

Z c+i1

c�i1

d∆

2i⇡
f̃(2�∆)g̃(∆) , (2.7)

where c 2 (0, 2).

Proof. We start from the r.h.s. of equation (2.7) by writing the Mellin transforms f̃ and g̃ explicitly

Z c+i1

c�i1

d∆

2i⇡
f̃(2�∆)g̃(∆) =

Z

R

d�

2⇡

Z 1

0

d!d!0
!

1�c�i�
!

0c�1+i�f(!)g(!0)

=

Z

R

d�

2⇡

Z

R

dx dx0 e�i�xei�x
0

F (x)G(x) ,

(2.8)

where we performed in the last line the change of variables ! = ex and !0 = ex
0

and introduced the functions F (x) =

e(2�c)xf(ex) and G(x) = ecx
0

g(ex
0

). Using lemma 2, we have that F,G 2 S(R). Therefore, we obtain

Z c+i1

c�i1

d∆

2i⇡
f̃(2�∆)g̃(∆) =

Z

R

d�

2⇡
F̂ (�)Ĝ(��)

= F
�1
h
F̂ (�)Ĝ(��)

i
(0) .

(2.9)

Then using lemma 3 with a = 0, we have

Z c+i1

c�i1

d∆

2i⇡
f̃(2�∆)g̃(∆) =

Z

R

dtF (t)G(t)

=

Z

R

dt e2tf(et)g(et)

=

Z 1

0

d! !f(!)g(!) ,

(2.10)

where in the last line we performed the change of variable ! = et. This concludes the proof of lemma 4.

We can generalize Parseval’s relation to the action of tempered distributions on Schwartz functions.

Theorem 3. (Mellin transform of tempered distributions) Consider f 2 S(R+) and A 2 S0(R+). If f is the inverse Mellin

transform of f̃ 2 M̃+ then we can define the Mellin transform Ã of A through

hÃ, f̃iM̃+0,M̃+ = hA, fiS0(R+),S(R+) , (2.11)

10writing the Lorentz invariant phase space element d3p
2p0

we get the measure associated to the energy dependence !d!.
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where the bracket on the l.h.s. is inspired by a Parseval-type relation

hÃ, f̃iM̃+0,M̃+ =

Z c+i1

c�i1

d∆

2i⇡
Ã(∆)f̃(2�∆) , 2� c 2 St(0,1) . (2.12)

We thus obtain

Ã =

Z 1

0

d! !∆�1A(!). (2.13)

Proof.

hÃ, f̃iM̃+0,M̃+ =

Z c+i1

c�i1

d∆

2i⇡
Ã(∆)f̃(2�∆)

=

Z 1

0

d! !A(!)f(!)

=

Z 1

0

d!

Z c0+i1

c0�i1

d∆

2i⇡
!

1�∆A(!)f̃(∆) , c0 2 (0,1)

=

Z 1

0

d!

Z c+i1

c�i1

d∆

2i⇡
!

∆�1A(!)f̃(2�∆) , 2� c 2 (0,1) ,

(2.14)

where in the last line we performed the change of variable ∆! 2�∆. The above expression is equal to equation (2.12) by

defining Ã to be (2.13).

Theorem 4. (Inverse Mellin transform of elements in M̃+0) Equivalently we can define the inverse Mellin transform A of

Ã 2 M̃+0 through

hA, fiS0(R+),S(R+) = hÃ, f̃iM̃+0,M̃+ , (2.15)

where f̃ 2 M̃+ is the Mellin transform of f 2 S(R+). Similarly we obtain

A(!) =

Z c+i1

c�i1

d∆

2i⇡
!

�∆Ã(∆) , 2� c 2 (0,1) . (2.16)

3 Applications: Graviton Celestial Amplitudes

In this section, we compute rigorously tree-level graviton celestial amplitudes by taking the Mellin transform of momentum-

space amplitudes, which are tempered distributions. In particular, we focus on results found in [24] where the graviton

celestial amplitudes considered in d+ 2 = 4 bulk dimensions. Our method is based on results from section 2.

3.1 Three-Graviton Celestial Amplitude

The 3-point MHV tree-level graviton amplitude is

A��+(!i, zi, z̄i) =

✓
!1!2

!3

z312
z23z31

◆2

�
(4)

 
3X

i=1

✏i!iqi

!
, (3.1)

where zi = x1
i + ix2

i , zij = zi � zj and ✏i = ±1 if the particle is outgoing/incoming. Using the parameterization (2.6), the

momentum conserving � can be written as

�
(4)

 
3X

i=1

✏i!iqi

!
=

1

4!2
3

sgn(z23z31)

z23z31
� (!1 � ↵1!3) � (!2 � ↵2!3) � (z̄23) � (z̄31) , (3.2)

where ↵1 = ✏3
✏1

z23
z12

and ↵2 = ✏3
✏2

z31
z12

and z̄ij = z⇤ij . Performing the integrals (Mellin transforms) on all !i’s, we obtain [24]

Ã��+(∆i, zi, z̄i) =
z612

|z23z31|3
�(z̄23)�(z̄31)↵

∆1+1
1 ↵

∆2+1
2 Θ(↵1)Θ(↵2)

Z 1

0

d!3 !
iΛ+3c�3
3 , (3.3)
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where ∆i = c + i�i and Λ =
P3

i=1 �i 2 R. The integral in !3 is divergent at first glance. However this divergence is

distributional. Indeed the scattering amplitude is a tempered distribution and should be treated as such when taking its Mellin

transform.

Since the (z, z̄) dependence of the amplitude goes through when going from momentum to boost basis, we will only

consider the energy dependence of the amplitude (3.1) with (3.2) as a tempered distribution, i.e. acting on functions in

S3(R+). We denote this energy dependence by

Ω3({!i},↵1,↵2) =
(!1!2)

2

!4
3

�(!1 � ↵1!3)�(!2 � ↵2!3) . (3.4)

We can then write the bracket of duality between Ω3 and functions fi 2 S3(R+)

hΩ3, {fi}iS0,S =

3Y

i=1

✓Z 1

0

d!i!i

◆
(!1!2)

2

!4
3

�(!1 � ↵1!3)�(!2 � ↵2!3) f1(!1)f2(!2)f3(!3)

= ↵
3
1↵

3
2

Z 1

0

d!3!
3
3f1(↵1!3)f2(↵2!3)f3(!3) .

(3.5)

The above integral is bounded since the functions fi are in S(R+).

In the boost basis, we know from theorem 3 that the Mellin transform of Ω is the part of (3.3) that depends on the conformal

dimensions ∆i

D3({∆i},↵1,↵2) =

3Y

i=1

✓Z 1

0

d!i !
∆i�1
i

◆
Ω3({!i},↵1,↵2) = ↵

∆1+1
1 ↵

∆2+1
2

Z 1

0

d!3!
iΛ+3c�3
3 . (3.6)

Using

In =

Z

R

du enueiΛu =

Z

R

du
1X

j=0

(nu)j

j!
eiΛu

=

Z

R

du
1X

j=0

(�in)j
j!

@
j
Λ
eiΛu = 2⇡

1X

j=0

(�in)j
j!

@
j
Λ
�(Λ) , (3.7)

where n = 3c� 2, we can write its bracket with three functions f̃i 2 M̃+ with i 2 {1, 2, 3}

Df ⌘ hD3, {f̃i}iM̃+0,M̃+ =

3Y

i=1

✓Z c+i1

c�i1

d∆i

2i⇡

◆
↵
∆1+1
1 ↵

∆2+1
2

⇥ 2⇡

1X

j=0

(�i(3c� 2))j

j!
�
(j)(Λ)f̃1(2�∆1)f̃2(2�∆2)f̃3(2�∆3) ,

(3.8)

where the bracket is deduced from Parseval’s relation. After performing the change of variable ∆3 ! ∆ =
P3

i=1 ∆i we

obtain

Df =

Z c+i1

c�i1

d∆1

2i⇡

d∆2

2i⇡

Z 3c+i1

3c�i1

d∆

2i⇡
↵
∆1+1
1 ↵

∆2+1
2

⇥ 2⇡
1X

j=0

(�i(3c� 2))j

j!
�
(j)(Λ)f̃1(2�∆1)f̃2(2�∆2)f̃3(2 +∆1 +∆2 �∆) .

(3.9)

Rewriting the ∆ integral in terms of Λ = =(∆)

Z 3c+i1

3c�i1

d∆

2i⇡
h(∆) =

Z

R

dΛ

2⇡
h(3c+ iΛ) , (3.10)

and integrating by parts in the Λ variable yields the following result

Df =

Z c+i1

c�i1

d∆1

2i⇡

d∆2

2i⇡
↵
∆1+1
1 ↵

∆2+1
2 f̃1(2�∆1)f̃2(2�∆2)f̃3(∆1 +∆2) . (3.11)
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In (3.11), the infinite sum shifts Λ by i(3c � 2) in the argument of f̃3. The integral is indeed well-defined since the functions

f̃i(c+ i·) 2 S(R).

Now, we check that the bracket Df is indeed equal to the bracket (3.5) in momentum space. From this we can confirm

that D3 is indeed the Mellin transform of Ω3. We start by writing the f̃i’s as the Mellin transforms of the functions fi for

i = 1, 2, 3

f̃i(∆i) =

Z

R+

d!i !
∆i�1
i fi(!i) . (3.12)

Then, we have

Df = ↵
2
1↵

2
2

Z c+i1

c�i1

d∆1

2i⇡

d∆2

2i⇡

Z

(R+)3

3Y

i=1

d!i

✓
↵1!3

!1

◆∆1�1 ✓
↵2!3

!2

◆∆2�1

!3 f1(!1)f2(!2)f3(!3) . (3.13)

Performing the change of variables u = log(!3), v = log(!1) and w = log(!2), we deduce

Df = (↵1↵2)
c+1

Z

R

d�1

2⇡

d�2

2⇡
ei(�1 log↵1+�2 log↵2)

⇥
Z

R3

du dv dw eiu(�1+�2)e�iv�1e�iw�2g1(v) g2(w) g3(u) ,

(3.14)

with g3(u) = e2cuf3(e
u), g1(v) = e(2�c)vf1(e

v) and g2(w) = e(2�c)wf2(e
w). Using (3.24) and lemma 2, we have that

gi 2 S(R) for i 2 {1, 2, 3}. The integrals over u, v and w are then the Fourier transforms of the respective functions g1, g2

and g3. Then we obtain

Df = (↵1↵2)
c+1

Z

R

d�1

2⇡

d�2

2⇡
ei(�1 log↵1+�2 log↵2)ĝ3(��1 � �2)ĝ1(�1)ĝ2(�2) . (3.15)

Using lemma 3 we have

Df = (↵1↵2)
c+1

Z

R

d�2

2⇡

Z

R

dt g3(t)g1(log↵1 + t)eit�2ei�2 log↵2 ĝ2(�2) . (3.16)

Remembering that g1, g3 and ĝ2 are in S(R) and using Fubini’s theorem, we obtain

Df = (↵1↵2)
c+1

Z

R

dtg3(t)g1(log↵1 + t)g2(log↵2 + t)

= ↵
3
1↵

3
2

Z

R

dte4tf3(e
t)f1(↵1e

t)f2(↵2e
t)

= ↵
3
1↵

3
2

Z 1

0

d!!3f3(!)f1(↵1!)f2(↵2!) ,

(3.17)

where in the last line we performed the change of variable ! = et which indeed confirms that

Df = hΩ3, {fi}iS0,S , (3.18)

and also that D3 is the Mellin transform of Ω3.

3.2 Four-Graviton Celestial Amplitude

We proceed similarly with the 4-graviton amplitude. Its energy dependence can be expressed as follows [24]

Ω4 =
!3
1!

3
2

!3
3!

2
4

�(!1 � �1!3)�(!2 � �2!3)�(!4 � �4!3) , (3.19)
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where �i are functions of zij and ✏i. Its action on functions in S(R+) is

hΩ4, {fi}iS0,S =

4Y

i=1

✓Z 1

0

d!i!ifi(!i)

◆
Ω4({!i})

=
�4
1�

4
2

�4

Z 1

0

d!3 !
5
3 f1(�1!3)f2(�2!3)f3(!3)f4(�4!3) .

(3.20)

Taking the Mellin transform on each !i in (3.19), we obtain

D4 = �
∆1+2
1 �

∆2+2
2 �

∆4�3
4

Z 1

0

d!3 !
P4

i=1 ∆i�3
3 , (3.21)

where we can take
P4

i=1 ∆i = 4c+ iΛ with Λ =
P4

i=1 �i. Using equation (3.7) as well as Parseval’s formula, we obtain the

following duality

hD4, {f̃i}iM̃+0,M̃+ =

4Y

i=1
i 6=3

✓Z c+i1

c�i1

d∆i

2i⇡

◆
�
∆1+2
1 �

∆2+2
2 �

∆4�3
4

⇥ f̃1(2�∆1)f̃2(2�∆2)f̃4(2�∆4)f̃3(∆1 +∆2 +∆4) .

(3.22)

The steps are similar to that of the 3-graviton case. Upon a similar check, we also have that

hD4, {f̃i}iM̃+0,M̃+ = hΩ4, {fi}iS0,S . (3.23)

The Existence of an Overlapping Holomorphic Strip

We saw that the functions f̃ on which the celestial amplitudes act are holomorphic on the complex half-plane C+ and have

simple poles at ∆ = �n where n 2 N. However in our expressions, namely (3.11), we need to make sure that there is a

holomorphic strip denoted by Sc common to all the functions appearing in the integrand and that encloses a contour along

which we can integrate.

If the function f̃(∆) only has simple poles at ∆ = �n then f̃(2�∆) has poles at ∆ = 2 + n (c.f. figure 4).

Figure 4: This figure represents the complex ∆-plane. The blue dots are the poles of the functions f̃(∆) and the

red dots are the poles of f̃(2 − ∆). The striped region represents the strip of holomorphy Sc common to both

functions.

It is clear that the common strip of holomorphy is

Sc � {∆ 2 C |<(∆) 2 (0, 2)} , (3.24)

and that for c = 1, the contour of integration in (3.11) lies within Sc. This is in accordance with the celestial holography

literature where this choice was made.
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General Dimension d+ 2

Notice that the holomorphic strip included the contour where c = 1 for d = 2 because the energy integral appearing had an

additional factor of !. This comes from the Jacobian of the coordinate change (pµ to !, z and z̄). For general d, the factor

that would appear is proportional to !d�1 and that shifts the argument of the second function in (4) so that we have g̃(d�∆).

Notice that for d = 2 we have g̃(2�∆) which appears in (3.8). This increases the width of the common strip of holomorphy

such that

{∆ 2 C |<(∆) 2 (0, d)} ⇢ Sc . (3.25)

In that case the putative choice c = d
2

for the contour of integration remains inside of the common strip of holomorphy Sc.

Summary: Part I

We treated the Mellin transform of distributions in S0(R+) in order to have well-defined celestial amplitudes. Since tempered

distributions are dual to the Schwartz space, we started by characterizing the Mellin transform of S(R+) which we denote by

M̃+. It is a class of meromorphic functions with simple poles at non-positive integer values of its argument with certain fall-offs

in the direction of the imaginary axis. Then, we constructed distributions in M̃+0 by duality through a Parseval-type relation.

Celestial amplitudes belong to the dual space M̃+0 and we applied the obtained results to the computation of tree-level three-

and four-point graviton scattering amplitudes. Therefore, by accounting for their distributional nature when performing the

Mellin transform, celestial amplitudes are well-defined by being in the dual of M̃+. This casts the Mellin transform on the

energies as nothing but a change of basis which maps the scattering expressed in the momentum basis to the conformal

basis, without the need to have a UV complete theory.

39



Part II

Celestial Conformal Field Theory

After giving a rigorous definition for massless celestial amplitudes, we will proceed to study the symmetries of the celestial

conformal field theory. First we introduce the setup according to which we define symmetries and charges. We then move

on to talk about soft theorems and the classification of soft symmetries in the d = 2 dimensional celestial CFT. We then

classify and construct the charges associated to soft theorems in generic dimensions, using projectors to manipulate the

more complicated spin structure. At this point we comment on and highlight the importance of the shadow transform. For

d � 2 we find that the celestial CFT symmetries constitute a subset of the asymptotic symmetries. We comment on this point

in the conclusion of the thesis.

4 Ward Identities and Charges in QFT and CCFT

The aim of this section is to review basic facts about symmetries in QFT and CCFT. In quantum field theory symmetries

are associated to Ward identities and conserved charges are associated to topological surface operators. In section 4.1

we review the construction of conserved charges from operators satisfying conservation equations that follow from Ward

identities. Of great interest for understanding quantum gravity in asymptotically flat spacetimes are asymptotic symmetries

whose associated Ward identities can be understood from soft factorization theorems of QFT scattering amplitudes. Upon a

basis change from plane wave asymptotic states to conformal boost eigenstates momentum space amplitudes can be recast

as celestial amplitudes which take the form of correlation functions on the co-dimension two celestial sphere. We introduce

celestial amplitudes in section 4.2 using the embedding space formalism.

4.1 Topological Operators in QFT

We start with an elementary review on symmetries in QFTs (see e.g. [56] for more details). Let us assume the existence of

a conserved current Ja satisfying the following condition

@aJ
a = 0 , (4.1)

which must be understood as an operator equation valid inside correlation functions away from other insertions. A better

definition for the conservation equation is provided by the Ward identity which also defines the contribution of @aJ
a(x) when

x coincides with another operator insertion. In general a Ward identity takes the form

h@aJa(x)O1(x1) . . .ON (xN )i =
NX

i=1

�
(d)(x� xi)hO1(x1) . . . �Oi(xi) . . .ON (xN )i , (4.2)

where the variation �O(x) is some explicit operation on O(x).

Using the current J it is possible to define a topological surface operator

QΣ =

Z

Σ

dSa
Ja , (4.3)
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where Σ is a d � 1 dimensional (hyper)surface in R
d and dSa is the surface element multiplied by the unit vector na normal

to the surface Σ at each point.

The fact that Ja is conserved is crucial to ensure that the operator QΣ is topological, namely it does not depend on the

choice of Σ. To be precise QΣ in (4.3) is understood as an operator that should be inserted in a correlation function and

QΣ = QΣ0 as long as there exists a way to deform Σ to Σ
0 without crossing any other insertion in the correlation function. If

Σ = Σi is a closed surface that contains a single point xi with i 2 [1, N ], from the definition (4.2) and (4.3) it is easy to see

that

hQΣiO1(x1) . . .ON (xN )i = hO1(x1) . . . �Oi(xi) . . .ON (xN )i . (4.4)

Here we used Gauss’s law to express (4.3) as the divergence of the current

QΣ =

Z

R

ddx@aJ
a

(4.5)

integrated over a region R 2 R
d that is bounded by Σ = @R. Similarly, when Σ contains a set of points the right-hand-side of

(4.4) would be a sum of terms with � acting on each operator insertion inside Σ. From the (integrated) Ward identity (4.4) we

see that in practice QΣ just acts by taking a variation of the operators enclosed by Σ

QΣO(x) = �O(x) . (4.6)

When Σ contains all insertions and the Noether current is smooth in R
d we can deform the integral to infinity and get zero.

We find that the sum of the variations of each insertion gives zero

0 =
NX

i=1

hO1(x1) . . . �Oi(xi) . . .ON (xN )i , (4.7)

which defines a symmetry transformation.

In the quantization picture QΣ is what defines a conserved charge. Let us see how this works. In order to quantize a

theory we specify a foliation of the spacetime in hypersurfaces. The Hamiltonian allows us to evolve from one slice of the

foliation to the others. The direction of the evolution is typically referred to as the quantization “time” t even if this does not

need to be a time direction, e.g. in Euclidean signature we can pick any direction to be the quantization time. In CFTs it is

often convenient to use the radial direction as a quantization time. On each slice, which will be labelled by coordinates x,

one can define a Hilbert space Hof states and Hilbert spaces at different times are all isomorphic. Correlation functions are

computed as vacuum expectation values of time ordered products of operators

hO1(x1) . . .ON (xN )i = h0|T{Ô1(t1,x1) . . . ÔN (tN ,xN)}|0i , (4.8)

where T{. . . } implements time ordering with respect to the quantization time, |0i 2 H is the vacuum state and Ôi are

quantum operators Ôi(ti,xi) : H! H.

In order to have QΣ as an operator acting on a single Hilbert space we pick Σ = Σt to be a slice at some time t. The

fact that QΣt is topological means that it does not change if we consider it at a different time t0, or in other words that it is

conserved in time QΣt = QΣt0
. This of course should be considered again inside correlation functions and it assumes that

no other insertion appeared between time t and t0. Indeed, if an insertion O(t?,x) is present with t < t? < t0, the difference

QΣt �QΣt0
is not zero and is given by the commutator

h0|T{[Q̂, Ô(t?,x)]Ô1(x1) . . . ÔN (xN )}|0i = h(QΣt �QΣt0
)O(t?,x)O1(x1) . . .ON (xN )i

= h0|T{�Ô(t?,x)Ô1(x1) . . . ÔN (xN )}|0i .
(4.9)
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Here we assumed that all points xi have time coordinates ti outside of the interval [t, t0] and we used that the difference

QΣt �QΣt0
can be rewritten – by opportunely deforming the surfaces of integration – in terms of a single operator QΣ where

Σ is a closed surface that surrounds the point (t?,x). In the following we will use less precise notation for the quantized

picture and we will often write formulae like

[Q,O(x)] = �O(x) , (4.10)

which should be understood as (4.9) or as (4.4).

We thus find that given any operator that satisfies a generic Ward identity of the form (4.2), we can associate a topological

operator QΣ which in the quantization picture has the meaning of a conserved charge. These statements are of course true

for generic QFTs.

Ward identities of the form (4.2) appear by considering the soft theorems written in a boost basis. One of the main goals

of this part is to classify the charges associated to such Ward identities. Before getting to this classification program, in the

rest of this section, we review how the “soft” Ward identities arise.

4.2 Celestial Amplitudes and Embedding Space

Let us consider a scattering amplitude A(pi) in d + 2 spacetime dimensions dependent on the momenta pi 2 R
1,d+1 and

including the momentum conserving delta function. For simplicity let us focus on the case where all particles are massless

scalars (we will generalize to massive and spinning particles below). The momenta are null p2i = 0 and can be conveniently

parametrized as pµi = !iq
µ
i where q2i = 0. The celestial amplitude is defined by the following change of basis11

M∆i(qi) ⌘
Z 1

0

 
NY

i=1

d!i!
∆i�1
i

!
A(!iqi) . (4.11)

We notice that the function M∆i(qi):

• is defined on the null cones q2i = 0,

• is Lorentz invariant, namely it can only depend on scalar products qi · qj ,

• is homogeneous of degree �∆i in qi, namely M∆i(�iqi) =
⇣QN

i=1 �
�∆i
i

⌘
M∆i(qi) for real coefficients �i.

These are exactly the transformation properties of correlation functions of operators in embedding space [57]. So we can

formally identify

M∆i(qi) ⌘ hO∆1(q1) . . .O∆N (qN )i , (4.12)

where O∆(�q) = ��∆O∆(q) are CFTd primary operators uplifted to embedding space – which in the current context corre-

sponds to the physical spacetime. Every light ray passing through the origin in embedding space corresponds to a point in

CFTd space. The CFTd space is described by a section of the null cone. Different choices of sections correspond to different

spaces where the CFT lives. One does not lose any information by restricting a correlation function to a section, in fact by

homogeneity one can always uplift it to the full null cone. There are a few important sections which are frequently used:

• the Poincaré section q0 + qd+1 = 1, parametrized by qµp = ( 1+x2

2
, xa, 1�x2

2
) where xa 2 R

d,

• the sphere section q0 = 1, parametrized by qµs = 2
1+x2 (

1+x2

2
, xa, 1�x2

2
) where xa 2 R

d,

11The amplitudes in (4.11) should be understood to depend on sets of momenta {pi = !iqi} or null vectors {qi} and labels {∆i}; we omit

the brackets to avoid notational clutter. The incoming and outgoing labels are also suppressed here; more about that in subsection 4.2.2.
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• the cylinder section (q0)2 � (qd+1)2 = 1, parametrized by qµc = (cosh ⌧,Ωa, sinh ⌧) with Ω
2 = 1,Ωa 2 R

d and ⌧ 2 R.

It is easy to show that the induced metric on the Poincaré section is the flat space one, namely ds2 = �abdx
adxb. In

general, by appropriately choosing a section, one can obtain a correlation function defined in any conformally flat space.

This is easy to see, indeed the section qµ = Ω(x)qµp has induced metric given by the most generic conformally flat metric

ds2 = Ω(x)2�abdx
adxb. The correlation functions in embedding space are in fact automatically Weyl covariant, which implies

that the celestial amplitudes are also Weyl covariant.

4.2.1 Celestial Amplitudes for Particles with Mass and Spin

The embedding space definition of celestial amplitudes can be generalized to the massive case. The celestial amplitude for

scattering of massive scalar particles is defined by [6]

M∆i(qi) ⌘
Z  NY

i=1

Dpi

!
1

(�pi · qi)∆i
A(pi) , (4.13)

where the measure is over the mass shell Dp = dDp�(p2 + 1)✓(p0). Also in this case M∆i(qi) is a homogeneous function

of qi with weight �∆i. Therefore also massive celestial amplitudes transform as embedding space correlation functions.

Massive celestial correlators [58,59] have received far less attention in the literature than their massless counterparts and it

would be desirable to study their properties more thoroughly. We leave this for future work.

Let us now consider a spin ` massless bosonic field Fµ1...µ`
, where e.g. the case ` = 1 corresponds to photons Aµ and

` = 2 to gravitons hµ⌫ . Gauge invariance implies

Fµ1...µ`
(p)! Fµ1...µ`

(p) + p(µ1
Λµ2...µ`)(p) . (4.14)

For convenience we contract the field Fµ1...µ`
(p) with some polarization vectors "µ such that "2 = 0 and p · " = 0. We

then define F (p, ") ⌘ Fµ1...µ`
(p)"µ1 · · · "µ` . We can define celestial amplitudes associated to À i(pi, "i), where all indices of

the particle i are contracted with "i, as

M∆i,`i(qi, "i) ⌘
Z 1

0

 
NY

i=1

d!i!
∆i�1
i

!
À i(!iqi, "i) . (4.15)

The function M∆i,`i(qi, "i) satisfies

M∆i,`i(�iqi,↵i"i + �iqi) =

 
NY

i=1

�
�∆i
i ↵

`i
i

!
M∆i,`i(qi, "i) , (4.16)

and thus it again defines a correlation function of primary operators O∆i,`i with dimensions ∆i and spin `i in embedding

space,

M∆i,`i(qi, "i) ⌘ hO∆1,`1(q1, "1) . . .O∆N ,`N (qN , "N )i . (4.17)

Here we are using a notation where the spinning operators in embedding space are contracted with polarization vectors

O∆,`(q, ") ⌘ O
µ1...µ`

∆,` (q)"µ1 . . . "µ`
. Notice that in embedding space the spinning operators O

µ1...µ`

∆,` (q) are required to obey

the same gauge condition (4.14), which from this construction is automatically satisfied.

To project the operator into CFTd space we need to both set q to a section while at the same time projecting the embedding

indices µi = 0, . . . , d + 1 to CFTd indices ai = 1, . . . , d. This is achieved by contracting the indices with the Jacobian of the

immersion. E.g. for the Poincaré section [57]

O
µ1...µ`

∆,` (q)! O
a1...a`

∆,` (x) = @
a1
x qµ1 . . . @

a`

x qµ`
O
µ1...µ`

∆,` (q) . (4.18)
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Often it is convenient to work in an index-free notation where all indices are contracted with polarization vectors both in

embedding and in CFTd space. To do so we can directly project a polarization vector " associated to an operator inserted at

a point q to CFTd space. E.g. if q is projected to the Poincaré section (and similarly for other sections), then " is projected as

follows

"
µ ! ea@

a
xq

µ , (4.19)

where ea is a polarization vector in R
d, generically not transverse to xa, that satisfies eaea = 0 (see the discussion in section

6.1 to recover the indices of the tensor operators).

4.2.2 Celestial in ↔ out States and the Antipodal Map

Let us comment on the role of in and out states for celestial amplitudes. We can adopt an all-out formalism where we write

all momenta as outgoing and flip the sign of incoming momenta, namely the momenta are written as pµ = ⌘!qµ where

⌘ = +1 (⌘ = �1) for outgoing (incoming) particles. This implies that we can read off if a particle is in or out from the sign

of the energy component of qµ: q0 < 0 for incoming and q0 > 0 for outgoing particles. We thus find that incoming operators

naturally live on the null cone q2 = 0 with q0 < 0 while outgoing operators live on the flipped null cone with q0 > 0. However,

it is not necessary to use two different cones because homogeneity relates operators insertions at �q to insertions at q via

O∆(�q) = (�1)�∆O∆(q). On the sphere section the map q ! �q which takes out$ in is achieved by flipping the sign of q0

and by performing the antipodal12 map xa ! �xa

x2 , namely

�qµs = � 2

1 + x2

✓
1 + x2

2
, xa,

1� x2

2

◆
�!

q0!�q0

xa
!�

xa

x2

qµs =
2

1 + x2

✓
1 + x2

2
, xa,

1� x2

2

◆
. (4.20)

This map was discussed in the literature [5] as a continuity condition for the asymptotic data at past and future null

infinities when connected across spatial infinity, and can be derived from the dynamics of the fields at spatial infinity [60,61].

On the other hand in embedding space this comes about trivially. Indeed a single light ray passing through the origin defines

a single point in CFTd space so independently of the sign of q0 it is natural to consider in and out operators living in the

same CFTd space. Moreover, since a light ray intersects spherical sections with opposite values of q0 at antipodal points, the

antipodal matching condition is automatically imposed by the formalism.

4.3 Soft Theorems and Celestial Ward Identities

Celestial amplitudes in gauge theory and gravity obey Ward identities [24,48,49,52,62–66]. Their origin in momentum-space

amplitudes is the soft, or zero-energy, limit of massless particles. The scattering amplitude of N hard particles and one soft

particle factorizes into the amplitude for the hard particles times a soft factor13

lim
!!0

AN+1(!q, ") =
X

k

S(1�k)(!q, ")AN , (4.21)

where the soft factors scale with powers of the soft particle’s energy, S(1�k) ⇠ !�k with the leading term given by Weinberg’s

soft pole ⇠ 1/!, and we have suppressed the dependence of the amplitude on the N hard particles to avoid clutter. In QED

12In d = 2 using complex coordinates this map is written as z ! �1/z̄, z̄ ! �1/z.
13We restrict to tree-level scattering and express soft theorems in the SO(d) index-free notation.
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the leading soft photon factor is given by [67]

S(0)(!q, ") = e
NX

i=1

Qi
1

!

qi · "

qi · q
, (4.22)

where pµi = ⌘i!iq
µ
i are the momenta of the hard particles and Qi are their charges. In gravity the leading and subleading soft

graviton factors are [67–70]

S(0)(!q, ") =


2

NX

i=1

⌘i
!i

!

(qi · ")
2

qi · q
, S(1)(!q, ") = �i

2

NX

i=1

(qi · ")(q · Ji · ")

qi · q
, (4.23)

where ⌘i = +1 for out particles and ⌘i = �1 for in particles. Here Jµ⌫
i is the total angular momentum of particle i which can

be decomposed as Jµ⌫
i = L

µ⌫
i + S

µ⌫
i , where L

µ⌫
i = �i

⇣
pi µ

@
@p⌫i
� pi ⌫

@

@p
µ
i

⌘
is the orbital momentum and S

µ⌫
i is the spin

representation of particle i. The leading soft factors in gauge theory and gravity are thus universal, in the sense that they

only depend on the momenta, angular momenta and electromagnetic charges of the hard particles, but not on the details of

the theory. The factorization property of the S-matrix persists to more subleading orders. The subleading soft photon [71–74]

and subsubleading soft graviton [75] factors are respectively

S(1)(!q, ") = �ie
NX

i=1

⌘i
Qi

!i

q · Ji · "

qi · q
, S(2)(!q, ") = �

4

NX

i=1

⌘i
!

!i

(q · Ji · ")
2

qi · q
, (4.24)

but are subject to (non-universal) modifications in effective field theory [76]. More subleading soft theorems can also be

studied but the expressions for the corresponding soft factors S(1�k) are known to be non-universal [77, 78]. Let us also

mention that the leading soft factors S(0) are tree-level exact while S(1) receives a one-loop-exact correction in gravity [79,80].

All other soft theorems are corrected by further quantum corrections. In this part we will focus on the tree level contributions.

We can recast soft theorems as Ward identities for celestial amplitudes. The individual terms in the energetically soft

expansion of momentum-space amplitudes get mapped under the Mellin transform to poles in the conformal dimension of

massless operators in the celestial correlation function,

1

!k

R
1

0 d!!∆�1

�! 1

∆� k
(4.25)

with k = 1, 0,�1..., and the lower-point amplitudes are extracted by the residues at ∆ = k.14 The operators with these

conformal dimensions obey conservation equations that take the form of CCFT Ward identities. Our interest lies in identifying

all the conserved operators associated to conformally soft theorems in gauge theory and gravity. The (conformally) soft limit

will capture the leading contributions – namely the contributions that determine the Ward identities – to the operator product

expansion [62, 83] (while the full tower of descendants can be accessed from soft-collinear limits [84]). This limit can be

expressed as

lim
∆!k

(∆� k)hO∆,`(q, ")O∆1,`1 · · ·O∆N ,`N i =
NX

i=1

Ŝ
(1�k)
i (q, ")hO∆1,`1 · · · �O∆i,`i · · ·O∆N ,`N i , (4.26)

where the conformally soft factor Ŝ
(1�k)
i is defined as the ith soft factor in (4.21) stripped off its ! dependence while the

!i dependence of (4.21) determines the operation � on O∆i,`i . As in (4.21) we have suppressed the arguments (qi, "i) of the

hard particles to avoid clutter.

14Here we focus on soft photons/gluons and gravitons. Conformally soft theorems for photinos and gravitinos in d = 2 were discussed

in [52] and their associated conformally soft charges in [51]; see also [81,82].
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In what follows it will be most convenient to work in the Poincaré section where q0 + qd+1 = 1 such that the null vector

determining the propagation direction of the soft particles is parameterized by

qµ(x) =
1

2

�
1 + x2, 2xa, 1� x2� , (4.27)

and similarly for the massless hard particles. The spacetime polarization vector projected in the Poincaré section is

"
µ(x, e) = e

a
@aq

µ(x) = (x · e, ea,�x · e) , (4.28)

where the CCFTd polarization vectors ea are normalized such that e · e= 0. Note the following simple rules to project scalar

products of vectors qµi and "µi into the Poincaré section

qi · qj ! �
x2
ij

2
, qi · "j ! ej · xij , "i · "j ! ei · ej , (4.29)

where xa
ij = xa

i � xa
j . With that we can now easily express the d + 2 dimensional soft theorems in CCFTd space in terms

of operators O∆,`(x, e), or in terms of operators O
a1...a`

∆,` (x) with explicit SO(d) indices that we may contract with polarization

vectors ea1 . . . ea`
.

We define the following conformally soft operators [85,86]

Ra
k(x) := lim

∆!k
(∆� k)Oa

∆,`=1(x) , Hab
k (x) := lim

∆!k
(∆� k)Oab

∆,`=2(x) , (4.30)

where a, b = 1, . . . , d are the tensor indices for the spin 1 and spin 2 operators. Alternatively, we can define them via the

residues of the operators Oa
∆,`=1,2 at ∆ = k. Contracting them with the polarization vectors in CFTd space we get in index-free

notation

Rk(x, e) = Ra
k(x)ea , Hk(x, e) = Hab

k (x)eaeb , (4.31)

which are the operators appearing in the CCFTd Ward identities (4.26) for ` = 1 and ` = 2.

Besides the conformally soft operators (4.30) it can be useful in CCFT to consider the associated shadow operators.

The shadow transform (see expression (5.8) for CCFT2 and (6.61) for CCFTd) maps a primary operator of dimension ∆ to a

primary operator of dimension d �∆. In celestial CFTd we will see that conformally soft shadow operators are natural and

physically important operators [48, 49] as they directly give rise to the standard Ward identities for the global (local in d = 2)

symmetries of CFTd.

In summary, by going to the conformal basis, soft theorems can be recast as Ward identities of some operators with

given integer dimensions ∆ (fixed by the order of the expansion in !) and spin ` (equal to the spin of the soft particle). The

important observation is that these operators are special in the CFT description because their dimension must be protected.

Indeed if ∆ acquired an anomalous dimension, it would no longer be possible to associate to it an integer power of the !

expansion. We can thus conclude that in order to understand the soft operators one should look at the protected sector of

CFT operators. Luckily this is already classified. Indeed an operator is protected when there exists a shortening condition

of its conformal multiplet, which means that the operator must have a descendant that becomes a primary. This happens for

special values of the labels ∆, ` of the primary. Our strategy is to use this classification to understand the properties of all

soft operators relevant for celestial CFTd and to build their associated charges.
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5 Symmetries in Celestial CFTd=2

The symmetries of d = 2 dimensional celestial CFTs implied by d + 2 = 4 dimensional soft theorems is the topic of a

fairly large body of literature. Here we review some of the salient features within the unified framework of section 4.2 which

serves two objectives: it allows us to write down a single formula for the Noether currents and conserved charges for all

soft theorems and it contrasts the discussion of celestial symmetries in higher dimensions. We review in section 5.1 the

global conformal multiplets that encode the operators responsible for conformally soft factorization theorems in gauge theory

and gravity – the celestial diamonds introduced in in [45]. These operators are conserved and when inserted in correlation

functions they give rise to celestial Ward identities. We give a general expression for the associated Noether currents and

infinite towers of topological charges in section 5.2 and discuss their explicit form in examples in section 5.3. We contrast

this CFT approach with the equivalence between soft theorems and conservation laws for asymptotic symmetry charges in

section 5.4.

5.1 Celestial Diamonds

Conformally soft operators in CCFT2 have protected integer dimensions. The strategy in [45] was to compare these pro-

tected operators to global primary descendants in CFT2 which also have protected integer dimensions and are associated to

reducible global conformal multiplets that are classified by representation theory.15

To review the primary descendant classification it is convenient to work in complex coordinates z = x1 + ix2 and z̄ =

x1 � ix2, define holomorphic an antiholomorphic derivatives @ ⌘ @z and @̄ ⌘ @z̄, and note that they implement the action

of the Virasoro generators L�1 and L̄�1. The classification is then straightforward: we write the most general descendant

operator @n@̄n̄O∆,`, and demand that it obeys the primary condition of being annihilated by the Virasoro generators L1 and

L̄1. The result of the computation is schematically presented in Figure 5 where the nodes correspond to primary operators

and the arrows to the right (left) denote the action of @ $ L�1 (@̄ $ L̄�1).

We distinguish three categories of primary descendants I, II, III (defined below) depending on whether the spin of the

primary descendant is larger, smaller or equal in absolute value compared to the spin of the parent primary operator.

The conformally soft operators of section 4.3 are primary operators with primary descendants of one of these three types.

The universal soft theorems which scale as !�k for k = 1, 0, . . . , 1� ` (where ` is the spin of the soft particle) are associated

to operators with type II primary descendants. The subleading soft theorem scaling as !�1+` are associated to type III

operators that arise in zero-area celestial diamonds. All the ever more subleading soft theorems are related to primary

descendants of type I.

Type I A descendant of type I has spin n units larger in absolute value than its parent primary. Type I descendant operators

are further divided in Type Ia and Ib, where the former is a descendant at level n of the form

OIa,n(z, z̄) ⌘ @n
O∆,+|`| , or OIa,n(z, z̄) ⌘ @̄n

O∆,�|`| , (5.1)

15While in standard CFT primary descendants are typically associated to null states, in CCFT for a conventional choice of inner product

this is not automatically true – see the discussion in [45]. In this work we are interested in the classification of reducible conformal multiplets

in CCFTd which is independent of the choice of inner product.
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I

I

II

II

III

Figure 5: Celestial diamonds in d = 2. The picture shows the ∆ − ` plane, where the nodes correspond to the

position of primaries while the arrows pointing to the bottom right/left denote the action of derivatives @/@̄ (longer

arrows correspond to higher numbers of derivatives). The diamond picture on the left shows the existence of

a nested structure of descendants that are themselves primaries. The picture on the right is understood as a

diamond with zero area.

while the latter is a descendant at level 2|`|+ n of the form

OIb,2|`|+n(z, z̄) ⌘ @2|`|+n
O∆,�|`| , or OIb,2|`|+n(z, z̄) ⌘ @̄2|`|+n

O∆,+|`| . (5.2)

The operators OIa,n and OIb,2|`|+n become primary when

∆ = 1� |`|� n , n 2 Z>0 . (5.3)

Type II A level n descendant of type II has spin n smaller in absolute value than its parent. Type II descendant operators

are of the form

OII,n ⌘ @̄n
O∆,+|`| , or OII,n ⌘ @n

O∆,�|`| , (5.4)

and become primary when

∆ = 1 + |`|� n , n 2 {1, . . . , 2|`|� 1} . (5.5)

These primary descendants only exist for |`| � 1 in the range 1� |`| < ∆ < 1 + |`|.

Type III A type III descendant has the same absolute value of spin as the parent primary and takes the form

OIII,2|`| ⌘ @̄2|`|
O∆,+|`| , or OIII,2|`| ⌘ @2|`|

O∆,�|`| . (5.6)

It becomes primary when

∆ = 1� |`| . (5.7)

Primary descendants of type I, II and III are associated to conserved operators from which we can construct Noether

currents and topological charges.
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Before moving on to their construction, let us point out a notable feature of celestial diamonds: the primary operators at

the left and right corners are related by the shadow transform in d = 2 CFT defined by the integral transform

S[Oh,h̄](z, z̄) ⌘
Kh,h̄

2⇡

Z
d2w

Oh,h̄(w, w̄)

(z � w)2�2h(z̄ � w̄)2�2h̄
. (5.8)

Here and below we may equivalently trade the labels ∆, ` of the operators for h ⌘ 1
2
(∆ + `) and h̄ ⌘ 1

2
(∆ � `), and for the

choice of normalization Kh,h̄ = 2max{h, h̄} � 1 the shadow squares to one up to a sign S[S[Oh,h̄]] = (�1)2(h�h̄). As we

will see, shadow transformed conformally soft primary operators are naturally associated to standard conserved operators in

CCFT.

5.2 Conserved Charges

Having reviewed how to classify all primary descendants in CFTd=2, we are now in a position to show how to get topological

charges from the knowledge of these primary descendants. We begin by rewriting formula (4.3) in d = 2 where it is convenient

to use complex variables. The topological charges obtained by integrating Noether currents can be expressed as16

QΣ =

Z

Σ

dSa
Ja = � 1

2⇡i

I

Σ

(dzJ� dz̄J̄) , (5.9)

where we defined J⌘ �2⇡Jz and J̄⌘ �2⇡J̄z, and Σ is just a contour in d = 2.

In the following we show how to build the Noether current J (J̄) by opportunely combining an operator O which has a

primary descendant, with a parameter ✏ (✏̄). We start by considering a primary operator O with dimension ∆ and spin |`|

which has a level n primary descendant and thus satisfies the following shortening condition

@̄
n
O(z, z̄) = 0 . (5.10)

At this level, the shortening condition (5.10) (which should be considered as an operator equation valid away from contact

points) can be of any type I, II or III depending on the value of ` and ∆ (which we assume to be fixed to one of the values

defined in the previous section). The rest of this section will hold regardless of the chosen type.

We can construct a Noether current Jby combining O with a parameter ✏ as follows

J
✏ =

n�1X

m=0

(�1)m@̄m
✏(z, z̄)@̄n�m�1

O(z, z̄) . (5.11)

Conservation of the Noether current

@̄J
✏ = 0 , (5.12)

requires that ✏ satisfies the same type of (higher-derivative) conservation equation as the operator O, namely

@̄
n
✏(z, z̄) = 0 , (5.13)

which we shall call generalized Killing tensor equation. These conservation equations are solved by making a polynomial

ansatz for both O and ✏,

O(z, z̄) =

n�1X

m=0

z̄mO
(m)(z) , ✏(z, z̄) =

n�1X

m=0

z̄m✏(m)(z) , (5.14)

16Replace the outward-directed differential dSa orthogonal to Σ by a counterclockwise differential parallel to a choice of contour defined

via dSa = ✏abds
b where ✏zz̄ = �✏z̄z = i

2
, whose holomorphic (antiholomorphic) component is dz (dz̄).
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where each O(m)(z) and ✏(m)(z) is holomorphic, and we further expand ✏(m)(z) =
P

n2Z
✏m,nz

n. Integrating the Noether

current (5.11) we obtain

Q✏
Σ =

1

2⇡i

I

Σ

dzJ✏(z) ⌘
n�1X

m=0

X

n2Z

m!(n�m� 1)!✏m,nQ
m,n , (5.15)

with n towers (m = 0, . . . , n� 1) of infinitely many charges (n 2 Z),

Qm,n =
(�1)m
2⇡i

I

C

dzznO(n�m�1)(z) . (5.16)

Following the same arguments for the analogous conservation equations with @̄n ! @n we can construct a Noether current

J̄✏̄(z̄) and associated topological charge Q̄m,n. The infinite tower is a special feature of d = 2.

While the construction of these charges is general for all types I, II and III of conserved operators,17 their insertion in

correlation functions and the action of these charges on other operators depends on their type. Indeed, since the Ward

identities associated to type I operators do not have contact terms (see appendix B.2), the charges associated to type I

operators are trivial.18 In contrast, the charges for type II and III operators are non-trivial as we will exemplify in the following.

5.3 CCFTd=2 Ward Identities

In this section we shall see how the construction of the charges applies to celestial CFTd=2. To start we want to recast the

soft theorems reviewed in section 4.3 as correlation functions of conserved operators O∆,`(q, ") in celestial CFTd=2. To do

so, we review some simple properties of the d = 2 kinematics. The Poincaré section, expressed in z and z̄ coordinates, is

given by

qµ(z, z̄) =
1

2
(1 + zz̄, z + z̄, i(z̄ � z), 1� zz̄) . (5.17)

We take as CCFT2 polarization vectors

e
a
+ =

1p
2
(1,�i) and e

a
� =

1p
2
(1, i) , (5.18)

which are normalized such that e+ · e� = 1 and verify e2
± = 0. They satisfy x · e� = 1p

2
z and x · e+ = 1p

2
z̄. In index-free

notation, the embedding space polarization vectors of positive and negative helicity orthogonal to qµ are

"
µ
+ = e

a
+@aq

µ =
1p
2
(z̄, 1,�i,�z̄) , and "

µ
� = e

a
�@aq

µ =
1p
2
(z, 1, i,�z) . (5.19)

They are normalized such that "+ · "� = 1 and satisfy "+ · "+ = 0, "� · "� = 0. To express the d + 2 = 4 dimensional

soft theorems in the Poincaré section (5.17) we use that q · qi = � 1
2
(z � zi)(z̄ � z̄i), as well as qi · "+ = 1p

2
(z̄i � z̄) and

qi · "� = 1p
2
(zi � z), and note that the helicity of massless particles in R

1,3 gets identified with the spin ` in CCFT2.

Each soft theorem then corresponds to a spin ` primary operator O∆,`(z, z̄) with a special conformal dimension ∆ which

has a given level n primary descendant determined by conformal representation theory. We apply our general expression

17To be precise, for type I operators there are two shortening conditions (nameley Ia and Ib) for both holomorphic and anti-holomorphic

derivatives. So the Noether current (5.11) for type I, secretly satisfies extra conservation equations in the z variable. In principle one could

also define a type I Noether current which is annihilated by both @ and @̄ by generalizing formula (5.11). The resulting current would not

satisfy extra relations, but a function annihilated by both these derivatives should be constant. This is yet another way to see that type I

operators should not be associated to non-trivial charges.
18In [84] non-trivial charges were defined, by using light transform of type I operators. A similar picture seems to hold in d > 2, where type

I operators have trivial charges but their shadow transform give rise to non-trivial ones as we will discuss in section 6.
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for the Noether current (5.11) to the soft theorems, and we show that our infinite towers of topological charges reproduce the

results in the literature. For the conformally soft operators (4.30)-(4.31) with ∆! k = 1, 0,�1, ... it will be useful to introduce

the mode expansion [33,86]19

R+
k (z, z̄) =

n�1X

m=0

z̄mR
(m)
k (z) , H+

k (z, z̄) =

n�1X

m=0

z̄mH
(m)
k (z) , (5.20)

where we have added a + label for the spin ` = +|`| compared to (4.31). The corresponding ` = �|`| modes have a � label

in (5.20) and z $ z̄. The leading soft photon theorem (∆ = 1) and the leading and subleading soft graviton theorems (∆ = 1

and ∆ = 0) give rise to Ward identities for type II primary descendants. The subleading soft photon theorem (∆ = 0) and

the subsubleading soft graviton theorem (∆ = �1) instead give rise to Ward identities for type III primary descendants. The

conformally soft operators with ever more negative conformal dimensions give rise to type I primary descendants.

5.3.1 Leading Soft Photon

The leading positive-helicity soft photon theorem corresponds to the insertion of a U(1) current J(z) ⌘ R+
1 (z) in the celestial

correlation function, namely [87]

hJ(z)O∆1,`1 · · ·O∆N ,`N i =
p
2e

NX

i=1

Qi
1

z � zi
hO∆1,`1 · · ·O∆i,`i · · ·O∆N ,`N i , (5.21)

which satisfies @̄J(z) = 0 up to contact terms. The spin |`| = 1 operator @̄R1(z) is a primary descendants of type II at level 1

and the Noether current (5.11) is simply

J
✏(z) = ✏(z)J(z) . (5.22)

Its conservation implies that the associated symmetry parameter has to satisfy @̄✏ = 0 which can therefore be expanded as

✏(z) =
P

n2Z
✏nz

n and we get one tower of charges

Q0,n =
1p
2e

1

2⇡i

I

Σ

dzznJ(z) . (5.23)

Similar statements are obtained for the negative-helicity soft photon upon z $ z̄ which gives J̄✏̄ = ✏̄J̄ and another tower

of charges Q̄n contributing to (5.9). Due to the symmetry of the celestial photon diamond [45] analogous statements hold

for the shadow transformed soft photon operator. The charges act on an operator with conformal dimension ∆, spin ` and

charge Q as

[Q0,n,O∆,`(z, z)] = QznO∆,`(z, z) . (5.24)

The enhancement from a global Noether current where ✏ = const to a local one in CCFT2 corresponds to the large gauge

symmetry in the D = 4 dimensional bulk.

19Note that in the literature [33,86] the labels are shifted, e.g. the sum there ranges between k�`
2

 m  `�k
2

.
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Qn

Q̄n ≡ Q̃n

Figure 6: The soft photon theorem gives rise to an infinite tower of holomorphic charges Qn and anti-holomorphic

charges Q̄n (blue dots) which intersect at the global U(1) charge (red dot).

5.3.2 Leading Soft Graviton

The leading positive-helicity soft graviton theorem corresponds to the insertion of an operator H+
1 (z, z̄) in the celestial ampli-

tude [88]

hH+
1 (z, z̄)O∆1,`1 · · ·O∆N ,`N i = �



2

NX

i=1

⌘i
z̄ � z̄i
z � zi

hO∆1,`1 · · ·O∆i+1,`i · · ·O∆N ,`N i , (5.25)

that satisfies a non-standard (since higher-derivative) Ward identity with @̄2H+
1 (z, z̄) = 0 up to contact terms. Note that

P (z) ⌘ @̄H+
1 (z, z̄), which satisfies the more standard conservation equation @̄P (z) = 0, is a descendant but not a primary.

Instead, the spin |`| = 2 operator @̄2H+
1 (z, z̄) is a primary descendant of type II at level 2. The associated symmetry

parameter also satisfies a higher-derivative conservation equation @̄2✏ = 0 and can be expanded as ✏(z, z̄) = ✏(0)(z) +

z̄ ✏(1)(z) where ✏(m)(z) =
P

n2Z
✏m,nz

n for m = 0, 1. The Noether current is

J
✏(z) = H

(1)
1 (z)✏(0)(z)�H

(0)
1 (z)✏(1)(z) , (5.26)

which yields two towers of charges

Qm,n ⌘ � 2



(�1)m
2⇡i

I

Σ

dzznH
(1�m)
1 (z) , m = 0, 1 . (5.27)

From this we see that the operator P (z) = H
(1)
1 (z) (which is usually called the supertranslation current) does not know about

the infinite tower of conserved charges associated to H
(0)
1 . This was emphasized in [89,90] and is by now well-known in the

celestial literature. It is crucial to use (5.26) so to take into account all possible generators. Similar statements hold for the

negative-helicity soft graviton as well as for the shadow transform since the leading celestial graviton diamond is symmetric.

Using (5.25) it is easy to see that the charges act as

[Qm,n,O∆,`(z, z̄)] = ⌘znz̄mO∆+1,`(z, z̄). (5.28)

In the above commutator, ⌘ = +1 for out operators and ⌘ = �1 for in operators. In some of the literature (see e.g. [89]) the

global charges are called Q0,0 ⌘ P� 1
2
,� 1

2
, Q0,1 ⌘ P 1

2
,� 1

2
, Q1,0 ⌘ P� 1

2
, 1
2

, Q1,1 ⌘ P 1
2
, 1
2

. The action (5.28) corresponds to the

enhancement of the d + 2 = 4 spacetime translations to BMS supertranslations. While m = 0, 1 in (5.27), all other m 2 Z

supertranslations can be obtained from the commutator with the Virasoro generators using the celestial OPE [89].

52



Q0,n Q1,n

Qn,0 ⌘ Q̄0,n

Qn,1 ⌘ Q̄1,n

Figure 7: The leading soft graviton theorem gives rise to four towers of supertranslation charges Qm,n and Qn,m

for m = 0, 1 (blue dots), which intersect at the four global translations (red dots).

5.3.3 Subleading Soft Graviton

The subleading celestial graviton diamond is not symmetric [45] and so we get different conservation equations for the

conformally soft primary and its shadow. The subleading negative-helicity soft graviton theorem corresponds to the correlation

function

hH�
0 (z, z̄)O∆1,`1 · · ·O∆N ,`N i =



2

NX

i=1

(z � zi)
2

z̄ � z̄i

✓
2hi

z � zi
� @zi

◆
hO∆1,`1 · · ·O∆i,`i · · ·O∆N ,`N i , (5.29)

while we recognize its shadow transform as a correlator with a stress tensor insertion [47,91]

hT (z)O∆1,`1 · · ·O∆N ,`N i = 

NX

i=1

✓
hi

(z � zi)2
+

1

z � zi
@zi

◆
hO∆1,`1 · · ·O∆i,`i · · ·O∆N ,`N i . (5.30)

The stress tensor T (z) ⌘ S[H�
0 ](z) ⌘ H̃+

2 (z) is conserved @̄T (z) = 0 up to contact terms, as is the operator T̃ (z, z̄) ⌘
H�

0 (z, z̄) albeit in the form of a higher-derivative conservation equation @3T̃ (z, z̄) = �@̄T (z). The spin |`| = 2 operators

@3H�
0 (z, z̄) and @̄H̃+

2 (z) are primary descendants of type II at, respectively, level 3 and level 1. The symmetry parameter for

the stress tensor is required to be holomorphic @̄✏ = 0 in order for the Noether current

J
✏(z) = ✏(z)T (z) (5.31)

to be conserved. We obtain the tower of charges

Q0,n =
1



1

2⇡i

I

Σ

dzznT (z) , (5.32)

which act as Virasoro generators Q0,n+1 ⌘ Ln

[Q0,n+1,O∆,`(z, z̄)] = zn[(n+ 1)h+ z@z]O∆,`(z, z̄) . (5.33)

They enhance the global to the local conformal transformations, or equivalently, Lorentz transformations to Virasoro su-

perrotations. Meanwhile, the symmetry parameter for the shadow stress tensor satisfies the higher-derivative conservation

equation @3✏̃ = 0. Expanding ✏̃(z, z̄) = ✏̃(0)(z̄) + z✏̃(1)(z̄) + z2✏̃(2)(z̄) we can write the Noether current as [92]

J̃
✏̃(z̄) = 2H

(2)
0 (z̄)✏̃(0)(z̄)�H

(1)
0 (z̄)✏̃(1)(z̄) + 2H

(0)
0 (z̄)✏̃(2)(z̄) , (5.34)

and get three towers of charges

Q̃m,n =
2



(�1)m
2⇡i

I

Σ

dz̄z̄nH
(2�m)
0 (z̄) , m = 0, 1, 2 . (5.35)
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These charges act on generic operators as follows

[Q̃0,n,O∆,`(z, z̄)] =� z̄n@zO∆,`(z, z̄) ,

[Q̃1,n,O∆,`(z, z̄)] =� z̄n(2h+ 2z@z)O∆,`(z, z̄) ,

[Q̃2,n,O∆,`(z, z̄)] =� z̄n(2hz + z2@z)O∆,`(z, z̄) .

(5.36)

Similar expressions are obtained for the opposite helicity charges.

Q0,n

Qn,0 ≡ Q̃0,n

Qn,1 ≡ Q̃1,n

Qn,2 ≡ Q̃2,n

Q̄0,n

Q̄n,0 ≡ ˜̄Q0,n

Q̄n,1 ≡ ˜̄Q1,n

Q̄n,2 ≡ ˜̄Q2,n

Figure 8: The six red dots represent the charges associated to global rotations and boosts. There exists one

tower of charges for the stress tensor generating Virasoro superrotations and three towers for the shadow stress

tensor generating shadow superrotations, and similarly for their antiholomorphic counterparts.

5.3.4 Subleading Soft Photon and Subsubleading Soft Graviton

There are further subleading soft theorems which correspond to correlation functions of conserved operators albeit with

primary descendants of a different type. The positive-helicity subleading soft photon theorem can be expressed as [93]

hR+
0 (z, z̄)O∆1,`1 · · ·O∆N ,`N i = �

p
2e

NX

i=1

⌘i
Qi

z � zi

�
2h̄i � 1� (z̄ � z̄i)@z̄i

�
hO∆1,`1 · · ·O∆i�1,`i · · ·O∆N ,`N i , (5.37)

where the spin |`| = 1 operator R+
0 (z, z̄) is conserved as @̄2R+

0 (z, z̄) = 0 up to contact terms. This corresponds to a type III

primary descendant at level 2. For a symmetry parameter satisfying @̄2✏ = 0 we can write the Noether current

J
✏(z) = R

(0)
0 (z)✏(1)(z)�R

(1)
0 (z)✏(0)(z) , (5.38)

and obtain two towers of charges in terms of the two modes R
(m)
0 for m = 0, 1. Similar statements hold for the opposite

helicty photon and its shadow. The associated charges

Qm,n = � 1p
2e

(�1)m
2⇡i

I

Σ

dzznR
(1�m)
0 m = 0, 1 (5.39)

act on generic operators as follows [94]

[Q0,n,O∆,`(z, z̄)] = �⌘Qzn@̄O∆�1,`(z, z̄) ,

[Q1,n,O∆,`(z, z̄)] = �⌘Qzn(2h̄� 1 + z̄@̄)O∆�1,`(z, z̄) .
(5.40)
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Meanwhile, the positive-helicity subsubleading soft graviton theorem takes the form [95]

hH+
�1(z, z̄)O∆1,`1 · · ·O∆N ,`N i = �



4

NX

i=1

⌘i
z̄ � z̄i
z � zi

�
2h̄i(2h̄i � 1)� 2(z̄ � z̄i)2h̄i@z̄i

+(z̄ � z̄i)
2
@
2
z̄i

�
hO∆1,`1 · · ·O∆i�1,`i · · ·O∆N ,`N i .

(5.41)

The spin |`| = 2 operator H+
�1(z, z̄) is conserved as @̄4H+

�1 = 0 up to contact terms which corresponds to a type III primary

descendant at level 4. For @̄4✏ = 0 we get the Noether current

J
✏(z) = 6H

(0)
�1 (z)✏

(3)(z)� 2H
(1)
�1 (z)✏

(2)(z) + 2H
(2)
�1 (z)✏

(1)(z)� 6H
(3)
�1 (z)✏

(0)(z) , (5.42)

and obtain four towers of charges in terms of the four modes H
(m)
�1 for m = 0, 1, 2, 3. Analogous expressions can be obtained

for the opposite helicity graviton and its shadow. The associated charges

Qm,n = � 4



(�1)m
2⇡i

I

Σ

dzznH
(3�m)
�1 , m = 0, 1, 2, 3 (5.43)

act on generic operators as follows [90]

[Q0,n,O∆,`(z, z̄)] = ⌘zn@̄2
O∆�1,`(z, z̄) ,

[Q1,n,O∆,`(z, z̄)] = ⌘zn(4h̄@̄ + 3z̄@̄2)O∆�1,`(z, z̄) ,

[Q2,n,O∆,`(z, z̄)] = ⌘zn(2h̄(2h̄� 1) + 8h̄z̄@̄ + 3z̄2@̄2)O∆�1,`(z, z̄) ,

[Q3,n,O∆,`(z, z̄)] = ⌘zn(2h̄(2h̄� 1)z̄ + 4h̄z̄2@̄ + z̄3@̄2)O∆�1,`(z, z̄) .

(5.44)

Again, ⌘ = +1 if O∆,`(z, z̄) is out and ⌘ = �1 if it is in. In both gravity and gauge theory cases to take into account all possible

generators one again needs to use the Noether currents (5.38) and (5.42), or equivalently, keep track of all relevant modes

in the expansion (5.20) as was emphasized in [90,94]. What sets these more subleading soft theorems apart is that the type

III primary descendants of the conformally soft operators R+
0 and H+

�1 are also their shadows [45]:

1
2!
@̄
2R+

0 = S[R+
0 ] ⌘ R̃�

2 , 1
4!
@̄
4H+

�1 = S[H+
�1] ⌘ H̃�

3 . (5.45)

We will uncover a similar relation in higher dimensions in section 6.5, albeit in a much more subtle form.

5.4 The Soft, the Hard and the Topological Charge

Let us conclude this section by commenting on the relation between the standard CFT approach for computing charges from

Ward identities and the charges associated to the asymptotic symmetries of gauge theory and gravity at null infinity in the

“soft theorem = asymptotic symmetry” connection. The latter are constructed using the covariant phase space formalism.

Upon imposing the antipodal matching condition [5] charges for asymptotic symmetries satisfy the classical conservation law

Q+ = Q�
(5.46)

between the past (�) and future (+) null boundary. At the level of the S-matrix the desired conservation law becomes

hout|Q+S � SQ�|ini = 0 . (5.47)

To prove this relation20 one typically splits the charge on each null boundary into a “soft charge” Q±
S that will be associated

to zero energy modes and a “hard charge” Q±
H that contains the fields carrying energetic excitations. The role of the soft

20See [36] for a review and references therein.
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charge is to define a soft operator Q±
S =

R
d2z ✏(z, z̄) · O±

S (z, z̄) whose insertion in the S-matrix creates/annihilates soft

particles, while Q±
H implements the asymptotic symmetry transformations on the matter fields [Q±, . ] = �✏(.). The symmetry

parameter ✏(z, z̄) depends on the coordinates on the celestial sphere but not the (null) time coordinates. Upon a judicious

choice of (singular) parameters one finds that the conservation law

hout|Q+
SS � SQ�

S |ini = �hout|Q+
HS � SQ�

H |ini (5.48)

is equivalent to the associated soft theorem: the integral
R
d2z on the left-hand-side of (5.48), after integration by parts and

using @̄ 1
z

= 2⇡�(2)(z), localizes to the insertion of a soft particle while the one on the right-hand-side becomes the soft

factor times hout|S|ini. Conversely, starting from the soft theorem we can “smear” both sides by integrating over the sphere

with some parameter ✏(z, z̄) and recover the soft and hard charges which are then guaranteed to obey the conservation

law (5.47).

The standard way in CFT to construct conserved charges is to identify a conserved operator satisfying a Ward identity

and then integrating the associated Noether current over a region of the CFT space. Soft theorems are equivalent to the

insertion of conserved operators in correlation functions and conformal representation theory tells us the corresponding

Ward identities. Alternatively, these Ward identities can be obtained in the above language – without the need of introducing

a special parameter ✏(z, z̄) – from an unintegrated version of (5.48). That is we define soft and hard operators, OS and OH ,

through

Q±
S =

Z

S2

d2z ✏(z, z̄) ·O±
S (z, z̄) , Q±

H =

Z

S2

d2z ✏(z, z̄) ·O±
H(z, z̄) , (5.49)

which satisfy the “unsmeared” conservation law

hout|O+
S S � SO�

S |ini = �hout|O+
HS � SO�

H |ini . (5.50)

In Maxwell theory and Einstein gravity the hard operators O+
H are given by u-integrals of the matter current ju and stress

tensor Tuu and Tua, while the soft operators O+
S involve (xa derivatives of) the field strength Fua and the news tensor Nab. The

relation (5.50) holds because of the constraint equation of the respective theory and the antipodal matching condition imposed

between the in and out fields. From the embedding-to-CFT-space perspective, since a single light ray passing through the

origin of spacetime defines a single point in CFT space it is natural to consider the in and out operators as living on the

same celestial sphere. The right-hand-side of (5.50) computes the variation of the in and out operators with distributional

support at their location, while the left-hand-side gives the conservation equation for the conformally soft operators discussed

in section 5.3. In the standard CFT approach we would use this conservation equation, construct from it a Noether current

and integrate it over some region on the sphere to obtain the surface charge. We can then relate this topological charge to

the soft charge which integrates the soft operator over the entire sphere.

Let us illustrate this for the simplest example: the soft photon theorem associated to large gauge symmetry. From the

constraint equation of Maxwell theory near future null infinity, @uF
(2)
ru + @z̄F

(0)
uz + @zF

(0)
uz̄ + e2j

(2)
u = 0 and the integrand of the

global electric charge ?F = F
(2)
ru d2z, we find that the soft and hard operators are [36]

O+
S (z, z̄) = �

1

e2

Z
du(@zF

(0)
uz̄ + @z̄F

(0)
uz ) , O+

H(z, z̄)=

Z
duj(2)u , (5.51)

where superscripts denote the inverse power of r in the large radius expansion. These operators are associated with fields

on the future null boundary while similar expressions hold for the charges at the past boundary where the retarded time u is
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replaced by the advanced time v. To compute the right-hand-side of (5.50) we use [36,96]

[j(2)u (u0, z, z̄),Φi(u, zi, z̄i)] = �QiΦi(u, zi, z̄i)�
(2)(z � zi)�(u� u0) , (5.52)

where Φi(u, zi, z̄i) is a matter field of charge Qi. A similar expression holds for j
(2)
v (v, z, z̄) albeit with the opposite sign. We

thus obtain for the hard operator insertion in the S-matrix

hout|O+
HS � SO�

H |ini = hout|
Z

duju(u, z, z̄)S � S

Z
dvjv(v, z, z̄)|ini

=

nX

i=1

�
(2)(z � zi)⌘iQihO1 . . .Oi . . .Oni ,

(5.53)

where ⌘i = ± distinguishes between in and out states. For the soft operator insertion we get

hout|O+
S S � SO�

S |ini = 1

e2
@z̄hout|

Z
duF (0)

uz S � S

Z
dvF (0)

vz |ini+ (z $ z̄)

= @z̄hout|J+
z S � SJ�

z |ini+ (z $ z̄) ,

(5.54)

where we defined the soft photon current

J+
a =

1

e2

Z +1

�1
duF (0)

ua , (5.55)

and a similar expression for the fields on the past boundary. The equality of the soft and hard insertions (5.50) gives the

following relation

@z̄hout|J+
z S � SJ�

z |ini+ (z $ z̄) =
nX

i=1

�
(2)(z � zi)⌘iQihO1 . . .Oi . . .Oni . (5.56)

This takes the form of a conservation equation for a current

h@aJa(x)O1 . . .Oni =
nX

i=1

�
(2)(z � zi)⌘iQihO1 . . .Oi . . .Oni , (5.57)

where xa is written in terms of z, z̄. This Ward identity can be used to build a Noether current J✏ by multiplying the current

operator J ⌘ Jz by a parameter ✏(z, z̄). For J✏(z) = ✏(z, z)J(z) such that @̄J✏(z) = 0 (away from contact terms) we find that

@̄✏(z, z̄) = 0 has to be satisfied and is thus holomorphic ✏(z, z̄) = ✏(z). This condition must hold inside the region bounded

by Σ = @R where we are integrating the Noether current to construct the charge

Q±
Σ =

Z

R

d2z@̄
�
✏(z)J±(z)

�
=

I

Σ

dz ✏(z)J±(z) . (5.58)

Recall that the label ± refers to which operators (associated to in or out states) it acts on. One may want to define QΣ =

Q+
Σ
� Q�

Σ
as the total charge. Expanding ✏(z) =

P1
n=�1 cnz

n in a power series we can write a countable basis for the

charges. Some of the charges are actual symmetries: this happens for smooth ✏(z) when QΣ is zero for a Σ that surrounds

all the operators – these are the global charges. Outside the region containing all the operators ✏(z) may have a pole and

such local charges do not vanish, however, they act in a precise way defined through the Ward identities.

Finally, to connect back to the above discussion note that the soft charge Q±
S is defined as an integral over the entire S2,

while the topological charge Q±
Σ

is defined on a region R bounded by Σ = @R in S2. We see that the two quantities are

equivalent

Q±
Σ =

Z

R

d2z@̄(✏J±)  ! Q±
S =

Z

S2

d2z✏@̄J± , (5.59)

by assuming that ✏ does not have poles in the region R and that this region surrounds all the operators. Notice that the

definition of Q±
Σ

is more general than Q±
S since it computes the charges contained in a region Σ of the celestial sphere, which
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can be chosen at will. Similarly one can define a more general version of the hard charge by integrating the right-hand-side

of (5.57) (times the parameter ✏) on the same region R, which gives as a result the variation of all operators contained in

such region. As a result, the Ward identity can be rewritten in the usual way as

[Q, · ] = �( · ) , (5.60)

where the left hand side arises from the soft operator and the right-hand-side from the hard one.

Let us wrap up by commenting on the special symmetry parameters ✏ = {", f, Y z} used in the literature to go from

the charge conservation laws for large gauge transformations, BMS supertranslations and superrotations to the factorization

theorems for the leading soft photon, leading soft graviton and subleading soft graviton. To localize the sphere integrals one

takes " = 1
z�w

, f = z̄�w̄
z�w

, and Y z = (z̄�w̄)2

z�w
. Their form is readily explained: they satisfy (up to contact terms) @̄✏ = 0, @̄2✏ = 0

and @̄3✏ = 0 as required by the conservation of the Noether currents. The choice of a parameter ✏ that depends on new

variables w, w̄ is non-canonical but it simply has the effect of mapping the charge with such ✏ to the local conserved operator

that defines them. In usual CFT manuals it is standard to reconstruct an operator by resumming the Laurent expansion of the

charges. E.g. for a current J(w) =
P

n w�n�1Qn, where the charges Qn = 1
2⇡i

H
dzznJ(z) are defined by Q

✏(z)=zn

Σ
. What is

done in the CCFT literature is to consider the prescription J(w) = Q
✏(z)=1/(z�w)
Σ

, where Σ surrounds the pole at z = w, which

is ultimately equivalent even if at a first sight it may look like the parameter is fine-tuned. While being equivalent we think

that the usual CFT-inspired construction presented in this section is less confusing since it does not rely in the introduction

of special parameters.

6 Symmetries in Celestial CFTd>2

We now discuss the symmetries in celestial CFTs in d > 2 dimensions. We start in section 6.1 by reviewing useful technology

to deal with SO(d) tensors. In section 6.2 we then classify the different types of primary descendant operators associated to

CCFT symmetries using conformal representation theory. By demanding that they satisfy some (higher-derivative) conserva-

tion equations we construct in section 6.3 their associated charges. In section 6.4 and 6.5 we identify the types of conserved

operators that soft theorems and their shadow transforms give rise to and we build the associated charges.

6.1 Technology for SO(d) tensors

Henceforth, it will be convenient to use an efficient technology to deal with SO(d) tensors [57,97–99]. In this section we review

how this works starting with the traceless and symmetric representations and then generalizing to the mixed-symmetric ones.

6.1.1 Traceless and Symmetric Tensors

We will often encounter CFTd traceless and symmetric tensors contracted with polarization vectors ea which square to zero.

Let us review two ways to recover the indices either using a special differential operator or a projector. First we introduce the

differential operator [100]

Da
e ⌘

✓
d

2
� 1 + e · @e

◆
@
a
e �

1

2
e
a
@e · @e . (6.1)
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This can be used to differentiate the vectors ea and automatically renders the final expression traceless and symmetric. E.g.

given a tensor t(e) ⌘ ta1...a`ea1 . . . ea`
, we can recover the indices by

ta1...a` =
1

`!( d
2
� 1)`

Da1
e · · ·Da`

e t(e) . (6.2)

Indeed by taking derivatives of the polarization vectors we get a projector into traceless and symmetric representations ⇡`,

⇡`

⇣
a1 ··· a` ; b1 ··· b`

⌘
=

1

`!( d
2
� 1)`

Da1
e · · ·Da`

e e
b1 · · · eb` . (6.3)

This projector ⇡` is defined in such a way that if we contract its indices bi with a tensor t (not necessarily in an irreducible

representation) it gives back a tensor t0 that depends on the indices ai which are symmetric and traceless,

t0a1...a` = ⇡`

⇣
a1 ··· a` ; b1 ··· b`

⌘
tb1...b` . (6.4)

Another way to get back the open indices is to use the projector itself. Indeed the projector contracted with unconstrained

vectors ê, f̂2 R
d (now ê2, f̂2 6= 0) is known in a closed form

⇡`(f̂; ê) ⌘ ⇡`
⇣

a1 ··· a` ; b1 ··· b`

⌘
f̂
a1 ê

b1 · · · f̂a` ê
b` (6.5)

=
`!

2`(d/2� 1)`
|ê|`|f̂|`C

d/2�1
`

 
ê · f̂

|ê||f̂|

!
, (6.6)

where Cn
` (x) is a Gegenbauer polynomial. Now, since ê, f̂ are unconstrained, by taking simple derivatives @ê, @f̂ we can

open the indices of the projector which can then be contracted with the tensor. E.g. a traceless and symmetric tensor ta1...a`

can be recovered from its contracted form t(e) by21

ta1...a` =
1

(`!)2
@
a1

f̂
· · · @

a`

f̂
⇡`(f̂; @e) t(e) . (6.7)

This method is easily generalizable to the more complicated cases which we will need in the following.

6.1.2 Mixed-symmetric Tensors

In general, in d dimensions the representations of SO(d) of the spin of tensor operators can be more complicated with respect

to the traceless and symmetric one. They are labelled by a set of [d/2] numbers ` = (`1, . . . , `[d/2]�1, |`[d/2]|) where `i � `i+1

which can be associated to a Young tableau with `i boxes in the i-th row. In odd dimensions all the labels `i are greater or

equal than zero while in even d the label `[d/2] of the last row can be negative, so the Young tableau has to be labelled by its

absolute value |`[d/2]|. We can place the indices of the tensor in the boxes of the Young tableau, as follows

a ⌘

a1
1 ··· ··· ··· ··· ··· a1

`1

a2
1 ··· ··· ··· a2

`2
.
.
.

.

.

.
.
.
. . .

.

ak
1 ··· ak

`k

, (6.8)

with k  [d/2]. The indices on the rows are symmetrized while the ones on the columns are antisymmetrized, all traces are

then removed. Since the indices are not all symmetric or antisymmetric, these representations are sometimes called mixed-

symmetric tensor representations. E.g. a traceless symmetric operator with spin ` corresponds to (`1 = `, `2 = 0 . . . , `[d/2] =

21Notice that since we are in R
d we may equivalently use upper or lower indices.
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0). As before we can obtain an index-free notation by contracting the indices (6.8) with a set of polarization vectors ei with

i = 1, . . . k, such that the indices ai
j (for j = 1, . . . , `i) of the i-th row are contracted with `i identical vectors ei, such that

ei · el = 0 for i, l = 1, . . . , k. Using this method any mixed-symmetric tensor ta that depends on the indices a in (6.8) can

then be encoded by an index-free expression t(e1, . . . , ek) ⌘ t(e).

In order to recover the indices it is convenient to introduce projectors into mixed-symmetric representations ⇡`(a;b)

[97,98] which depend on two sets of indices a,b as in (6.8), namely

⇡`(a;b) ⌘ ⇡`

0
BBB@

a1
1 ··· ··· ··· ··· ··· a1

`1

a2
1 ··· ··· ··· a2

`2
.
.
.

.

.

.
.
.
. . .

.

ak
1 ··· ak

`k

;

b11 ··· ··· ··· ··· ··· b1
`1

b21 ··· ··· ··· b2
`2

.

.

.
.
.
.

.

.

. . .
.

bk1 ··· bk
`k

1
CCCA . (6.9)

Upon contraction of a tensor with one of the two sets of indices, the projector gives back a tensor dependent on the other set

of indices opportunely symmetrized ta = ⇡`(a;b)t
b. In particular, contracting two projectors we obtain the usual idempotence

⇡`(a;b)⇡`(b; c) = ⇡`(a; c). It is possible to compute the projectors in a closed form [97] when contracted with two sets of

unconstrained vectors f̂⌘ {f̂1, . . . , f̂k} and ê⌘ {ê1, . . . , êk},

⇡`(ê; f̂) ⌘ ⇡`(a;b)
kY

i=1

`iY

j=1

ê
ai
j

i f̂
bij
i , (6.10)

the simplest example being (6.5). To obtain an uncontracted projector we take derivatives of the vectors êi, f̂i.

Given the contracted tensor t(e) we can obtain the uncontracted one ta (opportunely symmetrized) by simply taking

derivatives @ei of all ei and symmetrizing the result with a projector, namely

t(f̂) =

 
kY

i=1

1

`i!

!
⇡`(f̂; @e)t(e) , (6.11)

where @e ⌘ {@e1 , . . . , @ek} and the normalization is introduced to compensate for the factorials coming from powers of

derivatives (e.g. @n
xx

n = n!). In (6.11), the tensor ta is still contracted with a set of vectors f̂, but since they are unconstrained

one can simply recover the indices by taking usual derivatives

ta =

 
kY

i=1

1

`i!

!
@
a1
1

f̂
· · · @

a1
`1

f̂
· · · @

ak
1

f̂
· · · @

ak
`k

f̂
t(f̂) . (6.12)

6.2 Celestial Necklaces

The soft operators introduced in section 4.3 are protected operators with integer dimensions. Indeed, they belong to reducible

conformal multiplets – that is multiplets that satisfy shortening conditions where a descendant in the multiplet becomes a

primary. In this section we explain how to determine the symmetries of CCFTd by classifying primary descendants in CFTd.

The general logic is the same as the one discussed in section 5.1 for CCFT2 but there are crucial differences in CCFTd>2

which render the classification much more challenging. Let us give a flavor of the classification before going into the detailed

discussion in the preceding subsections. Acting on a primary O∆,` with a combination of derivatives produces a descendant

O0
∆0,`0 . For this descendant to be itself a primary it has to be annihilated by the generator of special conformal transformations

Ka, that is it has to satisfy [Ka,O0
∆0,`0(0)] = 0. The first major difference in d > 2 is that the degeneracy of descendant

operators at a given level and spin is typically larger than one, e.g. both @⌫@µO
µ
∆

and ⇤O
µ
∆

are level two descendants of

O
µ
∆

in the vector representation. This means that there may (and in fact does) exist a special linear combination of such
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descendants that becomes primary when ∆ takes a special value. The second complication is the much richer structure

of SO(d) spin representations. In d > 2 we write derivatives with tensor indices and we should define the resulting tensor

such that it transforms in an irreducible representation of SO(d). This can be conveniently done using the projectors into

irreducible SO(d) representations defined in section 6.1. Naively, we would now have to build the most general descendant

operator in CFTd and require it to be a primary.

Fortunately, our task is much less daunting since the quantum numbers ∆, `,∆0, `0 for when a descendant O0
∆0,`0 of a

primary O∆,` becomes a primary itself are already classified by representation theory. This imposes a remarkably strong

constraint on O0 which often – in fact every time O0 appears with degeneracy equal to one – can be used to fix the primary

descendant’s exact form even before checking that it is a primary. How to find the set of quantum numbers from representation

theory is explained in [46] where many O0 are explicitly constructed. Here we will review and extend the construction of the

different types of descendant operators and when they become primaries. In even d the independent types of descendant

operators are I, II, III (as in CCFT2) while in odd d they are I, II, S, P.22 Our main focus will then be on those types that arise

from protected CCFTd operators associated to soft theorems.

The most important primary descendants, associated to universal soft theorems, correspond to type I and II. In contrast

to CCFT2, we need a more refined definition of type I and II operators for CCFTd>2. A level n descendant of type I has

spin n units larger than its parent primary, while a type II descendant at level n has spin n units smaller than its parent

primary. As discussed in section 4.2, in general dimensions d the representations of SO(d) of the spin of the operator can

be more complicated than the traceless and symmetric one and a primary operator O∆,` is labeled by a set of [d/2] numbers

` = (`1, . . . , `[d/2]) where `i � `i+1 in addition to its conformal dimension ∆. The types I and II are thus refined by a label

k corresponding to the `k that is increased or decreased. In the following we construct these type Ik and IIk descendant

operators and review the conditions for them to become primaries. They will arise in sections 6.4 and 6.5 when we discuss

the universal soft theorems and their shadow transforms.

In this context there is another relevant primary descendant which we refer to as type S. Interestingly, we will show in

section 6.5 that (an analytic continuation of) the type S operator can be used to compute shadow transforms of primaries

which themselves have respectively type I and type II primary descendants.

In odd d there exists another type of descendant operator which we refer to as type P. For our purpose, the only relevant

type P operators will arise for d = 3, but we will discuss it for completeness. A discussion on the role of charges for type I

operators responsible for more subleading soft theorems that receive non-universal contributions is presented in appendix

B.2. We leave the discussion of type III operators for future work.

We schematically illustrate in figure 9 the structure of a conformal multiplet in CFTd. The conformal dimension grows

downwards but the rest of the diagram is schematic since an accurate representation would require a [d/2] + 1 dimensional

picture labelled by the variables ∆, `1, . . . , `[d/2]. Not all cases are presented: The type III descendants in even d are not

depicted, and neither is the type S operator in odd d which would be represented by a separate diagram with just a single

arrow – since it is the only one that relates operators with half integer conformal dimensions it cannot have nested primary

descendants.

For the classification we will make use of operators contracted with polarization vectors O∆,`(x, e) where we use the

22We use a slightly different nomenclature with respect to [46]: while the definition of types I, II here match the ones of [46] and [45], in

odd d what is called type III in [46] is referred to as type S here (for shadow), type IV in [46] is called type P here (for parity) and in even d

type V in [46] is referred to as type III here (in accordance with the nomenclature of [45] in d = 2).

61



I1

I2

I[ d2 ]

II[ d2 ]

II2

II1

(a)

I1

I[ d2 ]

P

II[ d2 ]

II1

(b)

Figure 9: Celestial necklaces in even dimensions (a) and odd dimensions (b).

notation e ⌘ {e1, . . . , e[d/2]} as in section 6.1.2. It is important to stress that these polarization vectors are just a book-

keeping device to simplify equations and computations with tensor indices, making all expressions scalar. The logic is

that the vectors ei are contracted with the indices in the i-th row of the Young tableau. The operator O∆,`(x, e) is thus a

homogeneous function of degree `i in the variable ei. In order to increase the spin `i by one unit we need to introduce one

extra vector ei. Conversely, to reduce the spin `i of the operator by one unit, we need to take one derivative in ei. Finally, in

order to opportunely symmetrize the indices we will make use of the projectors of section 6.1.2.

6.2.1 Type I Operators

Type I operators have larger spin compared to the parent primary they descend from. In particular given a primary O∆,` with

dimension ∆ and spin ` = (`1, . . . , `[d/2]), its type Ik descendant of level n is defined by the unique operator with spin `0 such

that `0i = `i + n�ik, namely with the k-th spin label increased by n units. Let us consider the primary O∆,`(x,f) contracted

with constrained polarization vectors f. In order to obtain its Ik, n descendant we need to introduce n new vectors fa
k and n

new derivatives @a
x . Since f2

k = 0, there is a single way to do so, namely23

OIk,n(x, e) ⌘

0
@

[d/2]Y

i=1

1

`0i!

1
A⇡`0(e; @f) [(fk · @x)

n
O∆,`(x,f)] . (6.13)

Here we use the notation introduced in section 6.1.2, namely e⌘ {e1, . . . , e[d/2]},f⌘ {f1, . . . ,f[d/2]} and @f ⌘ {@f1 , . . . , @f[d/2]}.

The meaning of this formula is simple: the term (fk · @x)
n increases the label `k by n units while the projector is only used

23This formula generalizes the one of [46] to any k. Some examples of k = 2 primary descendants were already defined in appendix B

of [101].
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to properly symmetrize the indices according to the prescription in (6.11) (here we used constrained vectors e, but the result

would have been the same with unconstrained ê). Notice that all the variables fi (the ones contracted with the operator and

the n extra vectors fk) are being removed by derivatives coming from the projector and the final expression is independent of

fi. By construction 1  n  `k�1� `k (the label `0 here is defined to be infinite), otherwise the descendant would be labelled

by a Young tableau with row `k�1 shorter that `k, which is not allowed. Type Ik descendants become primaries when

∆ = ∆
⇤
Ik,n ⌘ k � `k � n . (6.14)

In the following we discuss examples of type Ik operators where the parent primary O∆,` is taken to be traceless and sym-

metric that will be relevant in section 6.4.

Example: Type I1 Operators The simplest case corresponds to k = 1. The type I1 descendant operators at level n

take the form

OIk=1,n(x, e) = (e · @x)
n
O∆,`(x, e) , (6.15)

where e here is a single polarization vector. Equivalently, in index notation

O
a1...a`+n

Ik=1,n
(x) = @

{a1
x @

a2
x . . . @an

x O
an+1...al+n}

∆,` (x) , (6.16)

where the brackets implement symmetrization and subtraction of the traces. Using (6.14) we find that these operators are

primaries when ∆ = 1 � `1 � n. For a scalar operator O∆ (labeled by ` = (0, . . . , 0)), its type I1 descendant at level n = 1

takes the simple form Oa
I1,1 = @aO∆. It becomes primary when the parent operator O∆ has dimension ∆ = 0, which is the

dimension of the identity operator. Indeed @aO= 0 when O is the identity.

Example: Type I2 Operators Let us now proceed to k = 2. The simplest example of type I2 descendants arises when

the parent primary is a vector operator Oa
∆ (i.e. `1 = 1 and `i = 0 for 2  i  [d/2]). Since 1  n  `1 � `2 = 1, this

operator has a single type Ik=2 primary descendant at level n = 1 which transforms in the (1, 1) representation, i.e. it is an

antisymmetric tensor with two indices. This descendant in index notation takes the simple form Oab
I2,1 = @

[a
O
b]
∆

and becomes

primary when ∆ = 1. Another simple example which will play a role in the following is the type Ik=2 primary descendant of

a spin two tensor operator Oa1a2
∆

(with `1 = 2 and `i = 0 for 2  i  [d/2]). This has two possible type Ik=2 descendants at

level n = 1, 2 which respectively increase by one or two units the label `2. Restoring the indices (using the projectors (6.9)

which are explicitly defined in appendix B.1) these descendants can be written as

O
a1
1a

1
2,a

2
1

I2,n=1 (x) = ⇡(2,1)(a,b)@
b21O

b11b
1
2

∆
(x) , O

a1
1a

1
2,a

2
1a

2
2

I2,n=2 (x) = ⇡(2,2)(a,b)@
b21@

b22O
b11b

1
2

∆
(x) , (6.17)

and become primaries respectively when ∆ = 1 and ∆ = 0.

In general the level n type I2 descendants of symmetric and traceless operators (i.e. with `2 = 0) become primary when

∆ = 2� n , n = 1, . . . , `1. (6.18)

Operators of type Ik for k = 1 or k = 2 can appear as descendants of traceless and symmetric primaries. Conversely the

cases of k > 2 can only appear if the parent primary is not traceless and symmetric (due to the condition 1  n  `k�1� `k).

We do not consider the latter since usual Lagrangian fields (such as photons and gravitons) transform in traceless and

symmetric representations and thus define primaries O∆,` in symmetric and traceless representations.
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6.2.2 Type II Operators

Type II operators have smaller spin compared to the parent primary they descend from. The level n descendant of type IIk of

a primary O∆,` with dimension ∆ and spin ` = (`1, . . . , `[d/2]), is defined by the unique operator with spin label `k decreased

by n units with respect to the parent primary, and it only exist for 1  n  `k � `k+1 (to avoid `k+1 larger than `k). In order

to build this operator in index-free notation we need to introduce n derivatives @a
x and contract them with n derivatives of the

k-th polarization vector,24

OIIk,n(x, ê) ⌘
(`k � n)!

`k!
(@êk · @x)

n
O∆,`(x, ê) , (6.19)

where we again make use of the notation ê ⌘ {ê1, . . . , ê[d/2]} introduced in section 6.1.2. Here for clarity of the formula,

we consider O∆,` to be contracted with unconstrained vectors êi, so that simple derivatives in êi open its indices.25 Type IIk

descendants become primaries when

∆ = ∆
⇤
IIk,n ⌘ d+ `k � k � n . (6.20)

In the following we discuss examples of type IIk operators where the parent primary O∆,` is taken to be traceless and

symmetric that will be relevant in section 6.5.

Example: Type II1 Operators In the simplest case of k = 1, descendant operators of type II1 take the form26

OIIk=1,n(x, e) =
(De · @x)

n

(2� d
2
� `)n(�`)n

O∆,`(x, e) , (6.21)

where e is a single (constrained) vector and the role of Da
e, defined in (6.1), is to recover the tensor indices that are contracted

with those constrained vectors. In index notation we can express them as

O
a1...a`�n

IIk=1,n
(x) = @a`�n+1 . . . @a`

O
a1...a`�na`�n+1...a`

∆,` (x) . (6.22)

For a vector (tensor) operator O
a1...a`�n

∆,` labeled by ` = (`1, 0, . . . , 0) with `1 = 1 (`1 = 2), its type II1 descendant at level n = 1

takes the simple form OII1,1 = @aO
a
∆,`=1 (Oa

II1,1 = @aO
ab
∆,`=2). It becomes a primary for ∆ = d � 1 (∆ = d) corresponding

to the dimension of a conserved current (stress tensor). The primary descendant implements the conservation of such

operators.

When O∆,` is traceless and symmetric no possible IIk�2 primary descendant can be constructed since 1  n  `k+1 �
`k = 0 for any k � 2. Therefore in this work we will not consider type IIk�2 primary descendants and formula (6.21) (or

equivalently (6.22)) will be sufficient.

24In even dimensions, the type Ik=d/2 would have two distinct realizations like the types Ia and Ib in CFT2. The formula (6.19) gives the

analogue of operator Ia in (5.1). In this part the type Ik=d/2 operators are not needed, so we do not present the formula for the analogue of

the type Ib operators.
25If we start with an operator contacted with constrained vectors fi, we can recover the unconstrained ones êi by using a projector as

follows O∆,`(x, ê) ⌘
⇣Q[d/2]

i=1
1
`i!

⌘
⇡`(ê; @f)O∆,`(x,f). After taking the derivatives in êi in (6.19) we can get back to constrained vectors

êi ! ei with ei · ej = 0.
26This expression is equivalent to (6.19) for k = 1 upon using (6.1). The form (6.21) is often more convenient in explicit computations

since working with constrained vectors e allows one to drop all terms proportional to e2.
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6.2.3 Type S Operators

Type S primary descendants have the same spin as their parent primaries and become primaries themselves when

∆ = ∆
⇤
S,n ⌘

d

2
� n , n = 1, 2, . . . . (6.23)

For this part it will suffice to consider traceless symmetric parent primary operators O∆,` whose level n descendants of type

S are given by

OS,n(x, e) ⌘ DS,nV1 · · · Vn�1O∆,` (6.24)

where

DS,n ⌘ V0 · V1 · · · Vn�1 , Vj ⌘ @2
x � 2

(@x · e)(@x ·De)

( d
2
+ `+ j � 1)( d

2
+ `� j � 2)

. (6.25)

It is easy to see that the quantum numbers of the primary descendant (∆ = d
2
+n, `) are shadow-related (namely ∆! d�∆)

to the ones of its parent primary (∆ = d
2
� n, `). Indeed primary descendant operators of type S have an interesting relation

with the shadow transform in CFT (hence the name S) which we discuss in section 6.4.

6.2.4 Type P Operators

The type P primary descendant exists only in odd d. It appears when the parent primary has dimension

∆ = ∆
⇤
P,n ⌘

d+ 1

2
� n , n = 1, . . . , `[ d

2
] . (6.26)

The type P primary descendant appears at level 2n�1 (thus it has dimension ∆
0 = d�1

2
+n, which is the shadow dimension

of the parent operator), has the same spin as its parent and has the opposite parity (thus the name P). Indeed it is built using

the ✏ tensor, for this reason this operator has a strong dependence on d (e.g. we do not know how to analytically continue it

in d) and it is so far known only in d = 3.

For traceless and symmetric parent primaries O∆,` we have `[ d
2
] = 0 in all d > 3, and thus their primary descendants will

not play a role in our discussion. However when d = 3 we have `[ d
2
] = `1 possible primary descendants of this type. The

type P operator in this case, defined in formula (128) of [46], takes the form

OP,n(x, e) ⌘ "(e, @x, De)W0 · W1 · · · Wn�2O∆,`(x, e) , (6.27)

where the label n takes the values n = 1 . . . ` and we introduced "(e, @x, De) ⌘ "abcea@b
xD

c
e and

Wj = @
2
x � 2

(@x · e)(@x ·De)

(`+ j + 1)(`� j � 1)
. (6.28)

In CFT3 these operators appear when ∆ = 2�n, which is the exact same condition as for type I2! This is not a coincidence:27

indeed type Ik=2 operators do not exists in d = 3 since they are only defined when k > [d/2] and type P operators take their

place. This is easily explained, as in d = 3 an operator with `2 = 1 can be dualized using the epsilon tensor and rewritten in

term of a parity-odd operator with `2 = 0. This means that in CFT3 the type I2 descendants will be replaced by type P.

The easiest instance of such an operator appears for a parent primary of spin ` = 1. In this case the n = 1 type P

operator is given by

Oa
P,n=1 = "

a
b1b2@

b1
x O

b2
∆

, (6.29)

27See also the discussion in appendix E.6.4 of [102].
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and becomes a primary when ∆ = 1. It is clear that this operator has the exact same properties as the type Ik=2 operator,

where the antisymmetrization of the indices bi here is performed by the contraction with the epsilon tensor. Similarly for spin

` = 2 the n = 1 type P operator takes the form

Oa1a2
P,n=1 = "

{a1|

b1b2
@
b1
x O

b2|a2}
∆

, (6.30)

where the indices ai are made symmetric and traceless. This descendant also becomes a primary when ∆ = 1. Finally we

have the n = 2 example

Oa1a2
P,n=2 = "

{a1|

b1b2
@
b1
x (@2

x�
|a2}
b3
� @x b3@

|a2}
x )Ob2b3

∆
, (6.31)

which becomes primary at ∆ = 0.

6.3 Conserved Charges

In section 4.1 we saw that for a given Noether current Ja with @aJa = 0 built from conserved operators we can define a

topological charge QΣ by integrating Ja. Unlike in CFT2 where all conservation equations for the operators take the same

form, in CFTd>2 there are distinct types that gives rise to different expressions for the Noether currents and charges. In the

following we discuss the different types of charges relevant for higher-dimensional soft theorems and CCFTd.

6.3.1 Charges for Type II

Let us consider an operator O∆,` with a type IIk primary descendant at level n (thus we are implicitly setting ∆ = ∆
⇤
IIk,n

)

with spin `0 such that `0i = `i � �ikn. From O∆,` it is possible to construct a current operator,

J
✏ a(x) =

⇡`0(@e; @f̂)Q[d/2]
r=1 (`0r!)2

@
a
f̂k

n�1X

j=0

(�1)j(@f̂k · @x)
n�1�j

✏(x, e)(@f̂k · @x)
j
O∆,`(x, f̂) , (6.32)

where e and f̂ are sets of [d/2] vectors, @x acts on the expression immediately to the right while @f̂ is understood to act

on everything to the right. Here ✏ is a function of x with tensor indices transforming in the representation `0 with indices

contracted with the vectors e.

This form of J✏a (x) may look complicated at first but it is rigidly fixed to have the most generic vector operator which can

be conserved. Indeed the divergence of the current takes the following simple form

@
a
J
✏
a =

⇡`0(@e; @f̂)Q[d/2]
r=1 (`0r!)2

⇥
(@f̂k · @x)

n
✏(x, e)O∆,`(x, f̂) + ✏(x, e)(�@f̂k · @x)

n
O∆,`(x, f̂)

⇤
. (6.33)

This result is due to the cancellation of most terms in the sum on (6.32) because of the sign (�1)j : in fact only the terms

with j = 0 and j = n� 1 survive. Moreover, the second term in the square bracket in (6.33) vanishes because of the type

IIk primary descendant condition. Therefore conservation @aJ✏a (x) = 0 implies a condition on the parameter ✏, which, after

some massaging,28 takes the form

⇡`(e; @f) [(fk · @x)
n
✏(x,f)] = 0 . (6.34)

28 We apply the following transformations. First we exchange f̂ $ @
f̂

in the following sense: e.g. for vectors Aa and Ba their scalar

product can be written as AaBa = (Aa@
a
f̂
)(Bbf̂

b) = (Ba@
a
f̂
)(Abf̂

b). We apply the projector ⇡`0 to ✏ using (6.11). Finally we write the

operator O contracted with a new projector into the representation ⇡`.
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This condition is the same as that of a descendant of type Ik at level n. The subscript of the projector does not match with

(6.13) because here `0 is the original spin of the tensor ✏ while ` is the spin of the new tensor obtained after acting with the

derivatives (while in (6.13) it is the opposite). Thus to build a current with a type IIk operator we need a parameter ✏ that

satisfies a type Ik shortening condition. In summary, we found that a current of the form (6.32) is conserved if and only if the

parameter satisfies (6.34). Using this current one can write conserved charges in the standard way as in (4.3).

Example: Type II1 Noether Current Of prime interest in celestial CFTd are operators of type II1 and their associated

charges which we will focus on in the following. In this case we spell out the form of the current in index notation. We

consider a symmetric traceless spin ` operator O satisfying @a1 . . . @anO
a1...a` = 0 with n  `. We construct a Noether

current by combining it with a spin ` � n symmetric traceless tensor parameter ✏a1,...a`�n
(x). The Noether current (6.32)

reduces to the form [103]

J✏ a = Oaa1...a`�1@a1 . . . @an�1✏an...a`�1

�@a1O
aa1...a`�1@a2 . . . @an�1✏an...a`�1

+@a1@a2O
aa1...a`�1@a3 . . . @an�1✏an...a`�1

...

+(�1)n�1@a1 . . . @an�1O
aa1...a`�1✏an...a`�1 .

(6.35)

Conservation of (6.35), i.e. @aJ✏a = 0, requires that ✏ is a generalized conformal Killing tensor satisfying

@{a1
. . . @an✏an+1...a`} = 0 , (6.36)

which is a level n type I1 primary descendant condition. The general solution to this equation is given by [103]

✏a1...a`�n
= qµ1 . . . qµ`�1@a1q

⌫1 . . . @a`�n
q⌫`�ncµ1...µ`�1;⌫1...⌫`�n

, (6.37)

where q is defined in the Poincaré section (4.27) and the constant tensor cµ1...µ`�1;⌫1...⌫`�n
transforms in the irrep (`�1, `�n).

To see that (6.37) is a solution of (6.36), first notice that @a@bq
µ = �ab(1,~0,�1), thus the result is proportional to �ab which

is removed when we consider traceless combinations of the indices a, b. This means that every time a derivative @ai (with

i = 1, . . . , n) in (6.36) acts on a @aiq
⌫i (with i = 1, . . . , ` � n) in (6.37) the result is zero. All derivatives in (6.36) must then

act on the q’s without derivatives in (6.37). The result is a product of ` equal terms @biq
�i symmetrized in the indices bi,

which is contracted with a tensor in the representation (`� 1, `� n). This makes the result vanishing because of the mixed

symmetrization (indeed a tensor in the (` � 1, ` � n) irrep can be at most contracted with ` � 1 symmetrized vectors). The

charge obtained by integrating (6.35) is given by

Q✏
Σ =

Z

Σ

dSa

n�1X

i=0

(�1)i@a1 . . . @aiO
aa1...a`�1(x)@ai+1 . . . @an�1✏an...a`�1(x) , (6.38)

with ✏(x) given by (6.37). Often it will be more convenient to use Gauss’ divergence theorem and compute the charge

from the volume integral of the divergence of the current. Indeed using (6.36) the divergence can be simply written as

@aJ✏a = (�1)n�1✏an...a`�1@a1 . . . @anO
a1...an...a` and thus the charge takes the simpler form29

Q✏
Σ = (�1)n�1

Z

R

ddx ✏an+1...a`
(x)@a1 . . . @anO

a1...an...a`(x) , (6.39)

where @R = Σ. We will see examples of type II1 charges in section 6.5.

29Often we will redefine the charge by multiplying it by an overall coefficient to make its action look nicer which is equivalent to rescaling

the constant coefficients in (6.37).
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6.3.2 Charges for Type I

Here we explain a construction for charges associated to type I operators.

Let us consider a primary O∆,` with a primary descendant of type Ik at level n. As explained earlier the primary descen-

dant has spin labelled by `0i = `i + n�ik. It is formally possible to build an operator J✏a such that @aJ✏a = 0 out of O∆,`. The

construction goes as follows. First we define an operator J✏a by an opportune contraction of derivatives with the primary O∆,`

and with a parameter function ✏,

J
✏ a =

⇡`0(@e; @f)Q[d/2]
i=1 (`0i!)

2
f
a
k

n�1X

j=0

(�1)j(fk · @x)
n�1�j

✏(x, e)(fk · @x)
j
O∆,`(x,f) . (6.40)

Here ✏ is a function of x transforming in the representation `0 of SO(d) (like the primary descendant of O∆,`) and it is contracted

with polarization vectors e= {e1, . . . , e[d/2]}. The divergence of J✏a takes the form

@
a
J
✏
a =

⇡`0(@e; @f)Q[d/2]
i=1 (`0i!)

2

⇥
(fk · @x)

n
✏(x, e)O∆,`(x,f) + ✏(x, e)(�fk · @x)

n
O∆,`(x,f)

⇤
. (6.41)

The second term in the square bracket vanishes because of the primary descendant condition (6.13). We thus find that J✏a is

divergenceless when30

(@f̂k · @x)
n
✏(x, f̂) = 0 . (6.42)

This condition on ✏ is the same as that of a descendant of type IIk in (6.19). So in practice to construct a current from an

operator with a primary descendant of type Ik we find that the associated parameter should satisfy a shortening condition of

type IIk.

Let us give a couple of examples for this construction in some simple k = 1, 2 cases.

Example: Type I1 Noether Current First we consider a vector operator O∆,`=1, with a primary descendant of the type

Ik=1 at n = 1 defined by @{aOb} = 0. We can use this to build a Noether current

J
✏ a(x) = ✏

{ab}(x)Ob(x) . (6.43)

Conservation of J can be written as

0 = @
a
J
✏
a (x) = [@a✏

{ab}(x)Ob(x) + ✏
{ab}(x)@aOb(x)] , (6.44)

but the second term in the square bracket vanishes because of @{aOb} = 0. Therefore @aJ✏a (x) = 0 implies that the parameter

satisfies @a✏
{ab}(x) = 0.

Example: Type I2 Noether Current Let us now turn to a vector operator O∆,`=1with a type Ik=2 primary descendant

at level n = 1, defined by @[aOb]. The associated Noether current can be written as

J
✏ a = ✏

[ab](x)Ob(x) . (6.45)

Using @[aOb] = 0, we find that J✏ is conserved if @a✏
[ab] = 0.

30This equation is obtained from a few manipulations of the first term of (6.41): 1) replacing f! f̂, 2) exchanging f̂$ @
f̂

as explained in

footnote 28, 3) applying the projector to ✏ using (6.11).
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While the construction of type I charges works in principle, in practice these charges take a trivial form and so they do not

represent actual symmetries of the theory. This is due to the fact that the Ward identities for type I operators do not contain

contact terms as we explain in appendix B.2.

6.4 CCFTd>2 Ward Identities

Conformally soft theorems in CCFTd>2 and their associated celestial Ward identities were discussed in [48, 49].31 Here we

make use of our primary descendant classification to explain systematically the origin of conserved operators.

6.4.1 Leading Soft Photon Theorem

In the Poincaré section, using equation (4.29), we can easily express the soft photon factor as

S(0)
p (!, x, e) = �2e

NX

i=1

Qi
1

!

(xi � x) · e

(xi � x)2
. (6.46)

The soft theorem (4.21) with the soft factor (4.22) can be mapped to the conformal basis where the power 1/! selects the

operator Ra
1(x) defined in (4.30). We thus obtain the following conformally soft theorem

hR1(x, e)O∆1,`1(x1, e1) . . .O∆N ,`N (xN , eN )i =
NX

i=1

Ŝ
(0)
i (x, e)hO∆1,`1(x1, e1) . . .O∆N ,`N (xN , eN )i , (6.47)

where R1(x, e) = Ra
1(x)ea and the hatted soft factor takes the form

Ŝ
(0)
i (x, e) ⌘ �2eQi

(xi � x) · e

(xi � x)2
. (6.48)

By acting on both sides of the equation with the operator @e ·@x, we can easily compute how the divergence of Ra
1(x) behaves

when inserted in a correlation function,

h@a
xR1 a(x)O∆1,`1(x1, e1) . . .O∆n,`N (xN , eN )i = 2e

NX

i=1

Qi
d� 2

(xi � x)2
hO∆1,`1(x1, e1) . . .O∆N ,`N (xN , eN )i . (6.49)

For d 6= 2 the dependence on x of the right-hand-side of (6.49) is powerlaw, which is different from usual Ward identities

where x only appears in the argument of a delta function. Thus from (6.49) it is clear that Ra
1(x) is not conserved for d 6= 2.

However, from the classification of section 6.2 we notice that Ra
1(x) has a type I2 primary descendant at level n = 1. This

descendant has dimensions ∆ = 2, spin (1, 1) (namely has two antisymmetric indices) and takes the form defined in section

6.2.1,32

O
a,b
I2,1

(x) =
1

2
(@aRb

1(x)� @bRa
1(x)) , (6.50)

and it is a primary according to (6.18) since the dimension of R1 is equal to one. Using formula (6.47) we can compute the

insertion of (6.50) in a correlation function. The result is exactly zero and it is also easy to see that no contact terms arise

from this procedure33 (as noticed also in [48]). This means that we cannot write non-trivial charges for this operator – see

31See also [104,105].
32See also equation (3.1) of [105].
33Indeed the type I2 operator annihilates the soft factor even when we introduce a regulator ✏,

@[b (xi � x)a]

(xi � x)2 + ✏2
=

(xi � x)[a(xi � x)b] � ((xi � x)2 + ✏2)�[ab]

(xi � x)2 + ✏2
= 0 . (6.51)

69



appendix B.2 for details. Notice that this primary can be defined in any dimension d � 4. In d = 3 this should be replaced by

the type P operator defined in (6.29).

6.4.2 Leading Soft Graviton Theorem

For gravity the soft factor expressed in the Poincaré section is

S(0)
p (!, x, e) = �

NX

i=1

⌘i
!i

!

((xi � x) · e)2

(xi � x)2
. (6.52)

In the conformal basis the leading soft graviton theorem becomes

hH1(x, e)O∆1,`1 . . .O∆N ,`N i =
NX

i=1

Ŝ
(0)
i (x, e)hO∆1,`1 . . .O∆i+1,`i . . .O∆N ,`N i , (6.53)

where H1(x, e) = Hab
1 (x)eaeb, the hatted soft factor takes the form

Ŝ
(0)
i (x, e) ⌘ �⌘i

((xi � x) · e)2

(xi � x)2
, (6.54)

and the shift in ∆i of the ith operator is due to the factor of !i in (6.52). From the divergence

h@b
x@

a
xH1 ab(x)O∆1,`1 . . .O∆N ,`N i = �

NX

i=1

⌘i
(d� 1)(d� 2)

(xi � x)2
hO∆1,`1 . . .O∆i+1,`i . . .O∆N ,`N i , (6.55)

we see that Hab
1 (x) is not a conserved operator in d > 2.

As in the soft photon case, one can nevertheless use the classification of section 6.2.1 to show that Hab
1 (x) has a primary

descendant. It is of type I2 and level n = 1 with dimensions ∆ = 2 and spin (2, 1) and takes the form ⇡(2,1)(a,b)@
b21H

b11b
1
2

1 (x)

as defined in equation (6.17). By substituting the expression of the projector written in (B.7) the primary descendant can be

written as follows

O
a1
1a

1
2,a

2
1

I2,n=1 (x) =
1

3
(2@a2

1H
a1
1,a

1
2

1 � @a1
2H

a1
1,a

2
1

1 � @a1
1H

a2
1,a

1
2

1 )

+
1

3(d� 1)
(2�a

1
1,a

1
2@cH

ca2
1

1 � �a
1
1,a

2
1@cH

ca1
2

1 � �a
2
1,a

1
2@cH

ca1
1

1 ) . (6.56)

Inserting this operator in correlation functions gives again zero without contact terms, so H1 does not give rise to non-trivial

charges (see appendix B.2). This type of primary descendant operator was considered in equation (3.6) of [105] but there

the full symmetrization of the indices was not performed, thus the resulting operator was not transforming in an irreducible

representation of SO(d). Again this primary descendant is only defined for d � 4, while in d = 3 this should be replaced by

the type P in (6.30).

6.4.3 Subleading Soft Graviton Theorem

The subleading soft graviton factor can be expressed in the Poincaré section as

S(1)
p (!, x, e) = �

NX

i=1

(xi � x) · e

(xi � x)2


(xi � x)2

2
e · @xi + (xi � x) · e

�
� (xi � x) · @xi + !i@!i

�

+ i(xi � x) ·Mi · e

�
,

(6.57)
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where we denote @xi ⌘ @
@xi

, @!i ⌘ @
@!i

and Mab
i is antisymmetric in its indices and implements rotations of the tensor

indices of the i-th operator. The subleading conformally soft graviton theorem is given by

hH0(x, e)O∆1,`1 . . .O∆N ,`N i =
NX

i=1

Ŝ
(1)
i (x, e)hO∆1,`1 . . .O∆i,`i . . .O∆N ,`N i , (6.58)

where H0(x, e) = Hab
0 (x)eaeb and since (6.57) is already of O(!0) the hatted soft factor takes the same form

Ŝ
(1)
i (x, e) = S

(1)
i (!, x, e) . (6.59)

Unlike in d = 2 where insertions of H0 with ` = �2 (` = +2) acted on by three (anti) holomorphic derivatives can be

shown to vanish up to contact terms, in d > 2 we cannot act with more than ` derivatives @x while decreasing the spin of

the operator. Instead, in order to identify the conserved operators we make use of the primary descendant classification of

section 6.2.

We find that Hab
0 (x) has a primary descendant of type I2 and level n = 2 with dimensions 2 and spin (2, 2) which takes

the form ⇡(2,2)(a,b)@
b21@b22H

b11b
1
2

0 (x) defined in (6.17). Substituting the projector of appendix B.1 the operator can be written

as34

O
a1
1a

1
2,a

2
1a

2
2

I2,n=2 (x) =
1

6

⇢
� 2

 
@2�a

2
1,a

2
2

d� 2
� @a2

1@
a2
2

!
H

a1
1 a1

2
0 � 2

 
@2�a

1
1,a

1
2

d� 2
� @a1

1@
a1
2

!
H

a2
1 a2

2
0 (6.60)

+

 
@2�a

1
1,a

2
2

d� 2
� @a1

1@
a2
2

!
H

a2
1 a1

2
0 +

 
@2�a

2
1,a

1
2

d� 2
� @a2

1@
a1
2

!
H

a1
1 a2

2
0

+

 
@2�a

1
1,a

2
1

d� 2
� @a1

1@
a2
1

!
H

a1
2 a2

2
0 +

 
@2�a

1
2,a

2
2

d� 2
� @a1
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a2
2

!
H

a1
1 a2

1
0

�
⇣
@
a1
2�

a1
1,a

2
1 + @

a1
1�

a2
1,a

1
2 � 2@a2

1�
a1
1,a

1
2

⌘ @cHc a2
2

0

d� 2
+
⇣
@
a2
2�

a1
1,a

2
1 + @

a2
1�

a1
1,a

2
2 � 2@a1

1�
a2
1,a

2
2

⌘ @cHc a1
2

0

d� 2

�
⇣
@
a2
2�

a2
1,a

1
2 + @

a2
1�

a1
2,a

2
2 � 2@a1

2�
a2
1,a

2
2

⌘ @cHc a1
1

0

d� 2
�
⇣
@
a1
2�

a1
1,a

2
2 + @

a1
1�

a1
2,a

2
2 � 2@a2

2�
a1
1,a

1
2

⌘ @cHc a2
1

0

d� 2

+ 2
⇣
�
a1
1,a

2
2�

a2
1,a

1
2 � 2�a

1
1,a

1
2�

a2
1,a

2
2 + �

a1
1,a

2
1�

a1
2,a

2
2

⌘ @b@cH
b c
0

(d� 2)(d� 1)

�
.

This operator is exactly zero in correlation functions and thus does not yield non-trivial charges. As in the previous cases,

this primary descendant operator exactly vanishes in correlation functions. This operator exists in d � 4, while in d = 3 it

should be replaced by (6.31).

6.5 CCFTd>2 Shadow Ward Identities

In the previous section we showed that the conformally soft operators that arise from recasting soft theorems in a boost

eigenbasis are operators of type I2. These have shortening conditions which do not give rise to contact terms and thus we

cannot build non-trivial charges from them. Moreover type I2 operators cannot define CFTd currents or stress tensors which

are of type II1. The latter however can be obtained from the shadow transformed Ward identities. Indeed the quantum labels

of type I2 operators is related to the ones of type II1 by shadow transform (see figure 10).

34Again this type of operator was considered in equations (3.35) of [105] but there the full symmetrization of the indices was not performed.
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I1

I2

I[ d2 ]

II[ d2 ]

II2

II1
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I1

I[ d2 ]

P

II[ d2 ]

II1

(b)

Figure 10: Shadow transform relating primary operators (indicated by the same color) in celestial necklaces in

even dimensions (a) and odd dimensions (b). In our examples, the relation between the soft operators (type I2)

and their shadows (type II1) is depicted by the curved arrow.

To show that confromally soft operators can be shadowed to obtain type II1 operators is rather subtle because the shadow

integrals naively annihilate type I operators. The shadow is thus obtained by a regularization of the integral, which gives a

finite result. In the following we will show that, very surprisingly, in even dimensions this regularization procedure gives rise

to analytically continued type S operators (this relation generalizes to all values of ` and k of the conformally soft operators

(4.30)). Alternatively, we can directly compute the shadow transform of the soft factors in any dimensions which we detail

in appendix B.5. We will then use these results to compute the Ward identities for the shadow transform of the leading soft

photon and the leading and subleading soft graviton operators.

6.5.1 Shadows and Type S operators

The shadow transform of a symmetric and traceless operator O∆,` corresponds to the following integral transform

S[O∆,`](x, e) =
N∆,`

`!( d
2
� 1)`

Z
ddx0 I(x

0 � x, e, De0)
`

[(x0 � x)2]d�∆
O∆,`(x

0, e0) , (6.61)

where I(x, y, z) ⌘ y · z � 2(y · x)(z · x)/x2 is the inversion tensor. The choice of normalization of the shadow transform

N∆,` =
⇡� d

2 Γ(d�∆+ `)Γ(∆� 1)

Γ(∆� 1 + `)Γ
�
∆� d

2

� (6.62)

yields S[S[O∆,`]] = O∆,`. In appendix B.5 we compute a regulated version of (6.61) which we apply to the universal soft

theorems.
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We now want to take a different route. Indeed in [48] it was shown that in even dimensions the shadow transform can

be written in terms of local differential operators when acting on conformally soft operators. Here we want to generalize this

result to any soft operator Ok,` with dimensions k = 1, 0,�1, . . . and spin `. At the same time we will show that the local

differential operators are actually written in terms of an analytic continuation of the type S operator.

To show the relation between the type S operator and the shadow transform, it is convenient to use an alternative

definition (see [46]) for the differential operator DS,n given in (6.25),

DS,n ⌘ ⇤
n�` bDS,n , bDS,n ⌘

X̀

j=0

aj,n⇤
`�j(e · @x)

j(De · @x)
j , (6.63)

where the coefficients aj,n are written as

aj,n =
(�2)j`!n!

j!(`� j)!(n� j)!(�`)j(� d
2
� `+ 2)j(

d
2
� j + `+ n� 1)j

. (6.64)

Since DS,n contains ⇤
n�`, this operator makes sense only for n � `.35 On the other hand, this representation is convenient

since bDS,n can be analytically continued to complex values of n.

For n = d
2
�∆ we can thus use bDS,n to rewrite the shadow kernel in (6.61) as follows

I(x, e, v)`

(x2)d�∆
= c∆,`

bDS, d
2
�∆

(e · v)`

(x2)d�∆�` , (6.65)

for vectors v in CFTd with the property v2 = 0 and where

c∆,` = �
1

22`(�∆+ d+ `� 1)(� d
2
+∆)`(�d+∆+ 2)`�1

. (6.66)

So far we have not restricted the conformal dimension of the operator. In the following we are interested in the conformally

soft values ∆ 2 1 � Z�0. Performing the shadow integral (6.61) is subtle and to make the result finite we introduce an

infinitesimal regulator ✏.

In the rest of this section we set ∆ = k + ✏ where k = 1, 0,�1, . . . and we take ✏! 0 at the end. To proceed we specify

to even dimensions d where we use the following identity

1

(x2)d�k�✏�` = d✏k,`⇤
d
2
�`�k 1

(x2)
d
2
�✏

(6.67)

for d
2
� `� k 2 Z�0 where

d✏k,` = (�1)`+k+14�
d
2
+`+k

�
� d

2
+ ✏+ 1

�
`+k�1

(1� ✏)d�k�`�1
. (6.68)

Using these relations we first study what happens to the integral (6.61) for ✏ = 0 exactly. Integrating by parts in (6.61)

using (6.65) with v = De0 such that 1

`!( d
2
�1)`

(e ·De0)
`O∆,`(x, e

0) = O∆,`(x, e) and the identity (6.67) gives

S[Ok,`](x, e)] = Nk,`ck,`d
✏=0
k,`

Z
ddx0 1

|x0 � x|d
DS, d

2
�kOk,`(x

0, e) . (6.69)

Now one can argue that bDS, d
2
�kOk,` is exactly zero (notice also that the integral

R
ddx0|x� x0|�d by itself is divergent). The

rough idea is that bDS, d
2
�k in even dimensions acts like a type I differential operator which annihilates the primary, for more

35It is possible to extend the definition of DS,n to n < ` by replacing ⇤n�`⇤`�j ! ⇤n�j and replacing the upper limit of the sum ` ! n.

The resulting formula is written in (173) of [46]. Formula (6.63) however will be more convenient for our purposes.
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details see the discussion in appendix B.6. This is also checked directly for the examples in sections 6.5.2 - 6.5.4 by explicitly

acting with DS, d
2
�k on the soft factors associated to the insertion of Ok,`.

In [48, 49] the shadow of soft modes is then regulated by keeping ✏ infinitesimal and taking the limit ✏ ! 0 at the end.

This gives

S[Ok+✏,`](x, e) = Nk+✏,`ck+✏,`d
✏
k,`

Z
ddx0 1

|x0 � x|d�2✏
⇤

d
2
�`�k bDS, d

2
�k�✏Ok+✏,`(x

0, e) . (6.70)

We expand the action of the differential operator to the first non-vanishing order in ✏,

bDS, d
2
�k�✏Ok,`(x, e) = ✏

⇣
@✏ bDS, d

2
�k�✏

⌘
✏=0

Ok,`(x, e) +O(✏2) . (6.71)

We further discard the order ✏ term in Ok+✏,` because the soft operators are actually defined by taking the residue of the

operator O∆,` for ∆ = k, and if we shift k by ✏, the residue vanishes. We then notice that the remaining integral kernel

in (6.70) is proportional to

lim
✏!0

✏

|x0 � x|d�2✏
=

Sd

2
�
(d)(x0 � x) , (6.72)

where Sd ⌘ 2⇡d/2

Γ( d
2 )

. The integral in x0 can now be trivially performed giving the result

S[Ok,`](x, e) = nk,`⇤
d
2
�`�k

⇣
@✏ bDS, d

2
�k�✏

⌘
✏=0

Ok,`(x, e) (6.73)

where nk,` ⌘ Sd
2
lim✏!0 Nk+✏,`ck+✏,`d

✏
k,`. Formula (6.73) is very explicit since the derivative of bD is obtained in a closed form

by acting on the coefficients aj,n in (6.64), namely

(@✏aj, d
2
�k�✏)✏=0 = �

`!
�
d
2
� j � k + 1

�
j

⇣
H d

2
�k �H d

2
�k�j �Hd�k+`�2 +Hd�k+`�2�j

⌘

(�2)�jj!(`� j)!(�`)j
�
� d

2
� `+ 2

�
j
(d� j � k + `� 1)j

, (6.74)

where Hk are harmonic numbers. Formula (6.73) not only gives a nice interpretation of the differential operators in [48], but

also extends those results to all k = 1, 0,�1, . . . and ` (with the only constraint that d/2�`�k � 0), furnishing a very efficient

tool to compute the shadow transform of bosonic soft operators.

Let us give the explicit expressions of (6.73) for ` = 1 with k = 1 and ` = 2 with k = 1, 0, which correspond to the shadow

transforms of respectively the leading soft photon and the leading and subleading soft graviton,

S[O1,1] = n1,1
2⇤

d
2
�2

(d� 2)2
(e · @x)(De · @x)O1,1(x, e) , (6.75)

S[O1,2] = n1,2
2⇤

d
2
�3

(d� 1)2

✓
⇤(e · @x)(De · @x)�

2d� 5

(d� 2)2
(e · @x)

2 (De · @x)
2

◆
O1,2(x, e) , (6.76)

S[O0,2] = n0,2
2⇤

d
2
�2

d2

✓
⇤(e · @x)(De · @x)�

(2d2 � 3d+ 2)

(d� 2)(d� 1)2
(e · @x)

2 (De · @x)
2

◆
O0,2(x, e) . (6.77)

These results match the ones of [48] and slightly generalize them since in [48] it is only described how to get @aS[O0,2]
ab and

@aS[O1,2]
ab as local operators.

To conclude let us mention that the relation (6.73) can also be expressed in a more compact but less transparent36 fashion

as,

S[Ok,`](x, e) = nk,` lim
✏!0

1

✏
DS, d

2
�k�✏Ok+✏,`(x, e) . (6.78)

36 Notice that (6.78) contains a seemingly problematic term where ⇤ is elevated to the non-integer power d
2
� `�k� ✏. However the order

O(✏) contribution coming from expanding this term vanishes because, as we argued above, bD
S, d

2
�k

Ok,` = 0. So for any practical purposes

one can (and should) use ⇤
d
2
�`�k as in (6.73), which is well defined.
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Here we did not assume that Ok+✏,` can be replaced by Ok,` so (6.78) works not only for soft operators but also for generic

primaries. This formula shows that the shadow transform of primary Ok,` corresponds to the action of an analytically continued

type S operator on the analytically continued primary Ok+✏,`. To be precise, we find a type S operator at level n = d
2
� k � ✏

but since n is not integer for non-vanishing ✏ (and likewise the dimension ∆ = k + ✏ of the operator), it is not a priori clear

if this descendant is also a primary. Notice that if the shadow (6.78) were a (non-primary) descendant it would be extremely

problematic, firstly because the shadow of a primary should be a primary, and secondly because in the following we want

to argue that these shadowed operators define the stress tensor and currents in celestial CFT, which must be primaries.

Fortunately we find that (6.78) defines a primary in the following sense

lim
✏!0

1

✏
[Ka, DS, d

2
�k�✏Ok+✏,`(0, e)] = 0 , (6.79)

where Ka is the generator of special conformal transformations (and we consider the remark of footnote 36). To show

that this vanishes we take the ✏ ! 0 limit after computing the commutator and we further need to mod out by the module

defined by the primary descendant of Ok,`. Namely we have to require that the shortening conditions for the operator Ok,`

(derived in section 6.2) are satisfied. We checked this explicitly in several cases for various values of d, `, k corresponding

to the leading soft photon and leading and subleading soft graviton operators. In all cases the result of computing (6.79)

is proportional to a shortening condition for a type I2 operator, which we set to zero by modding out by the module defined

by this primary descendant. In the simplest example of ` = 1 and k = 1 in d = 4 we have bDS,1�✏O1+✏,1(x, e) / eb(�
b
c⇤ �

2(✏�1)
✏�2

@b@c)O
c
1+✏,1(x) and thus it is very easy to perform the commutation by simply replacing the derivative with the generator

of translations and using the conformal algebra,

lim
✏!0

1

✏


Ka,

✓
�
b
c⇤�

2(✏� 1)

✏� 2
@
b
@c

◆
O
c
1+✏,1(0)

�
/ @a

O
b
1,1(0)� @b

O
a
1,1(0) = 0 . (6.80)

The result is zero since it is proportional to the type I2, n = 1 shortening condition which the operator Oa
1,1 satisfies. Let us

stress that (6.78) is not a canonical type of primary descendant and for this reason it escapes the conventional classification.

Indeed the limiting prescription in (6.78) extracts the order O(✏) term which appears by either expanding the differential

operator or the primary operator: DS, d
2
�k�✏Ok,` + DS, d

2
�kOk+✏,`. These two terms however define descendants of two

different primaries. Thus by opportunely summing descendants of two different conformal multiplets (with arbitrarily close

conformal dimensions) it is possible to define a new primary operator given by (6.78). This mechanism is very different from

the one in standard CFTs in which the primary descendant arises because a single multiplet becomes degenerate. Moreover,

the result of the commutator only vanishes when the shortening conditions are implemented, which is another feature that

does not arise for usual primary descendants, where the result of the commutator is instead exactly zero.

6.5.2 Leading Soft Photon Theorem

The divergence of the conformally soft photon operator Ra
1(x) inside a correlation function (6.49) does not give a standard

CFTd>2 Ward identity. Besides the fact that Ra
1(x) is not divergenceless, it does not have the correct conformal dimension to

be a current. Indeed a current should have dimensions d� 1, while Ra
1(x) has dimension 1. It is thus natural to consider its

shadow R̃a
d�1(x) which instead has the correct conformal dimension. Shadowing the soft factor we obtain

S̃(0)(x, e) = �2e
⇥
Γ
�
d
2

�⇤2 NX

i=1

Qi
1

!

(xi � x) · e

(xi � x)d
. (6.81)
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This computation can be performed either using (6.73) (which in principle requires even d) or by the method detailed in

appendix B.5 (which works in any d).

To determine the divergence of R̃a
d�1(x) in a correlation function we act with @e · @x on (6.81) and Mellin transform. The

result is

h@aR̃a
d�1(x)O∆1,`1 . . .O∆N ,`N i = 4e⇡

d
2 Γ
�
d
2

� NX

i=1

Qi�
(d)(xi � x)hO∆1,`1 . . .O∆N ,`N i , (6.82)

where the appearance of the delta function follows from appendix B.3. Clearly, R̃a
d�1(x) ⌘ Ja(x) is a conserved U(1)

current, i.e. it satisfies @aJ
a(x) = 0 away from contact points. Its primary descendant @aR̃

a
d�1(x) at level n = 1 is the

simplest example of a spin ` = 1 operator of type II1. The associated Noether current (6.35) can be expressed as

J
✏ a(x) = R̃a

d�1(x)✏(x), (6.83)

whose conservation equation @aJ✏a = 0 implies that the associated symmetry parameter

✏(x) = c (6.84)

must be a constant in d > 2. Thus, following (6.39), we obtain a single charge Q✏
Σ = cQ defined as

Q =
1

4e⇡
d
2 Γ
�
d
2

�
Z

R

ddx @aR̃
a
d�1(x) . (6.85)

for a region R in R
d with boundary given by Σ. From the identity (6.82), we can deduce the charge action on an operator

O∆,`(x)

[Q,O∆,`(x)] = QO∆,`(x) . (6.86)

For a non-abelian symmetry the current transforms in the adjoint representation of the symmetry group and so it has more

components to each of which one can associate a conserved charge.

6.5.3 Leading Soft Graviton Theorem

The conformally soft graviton operator Hab
1 (x) is likewise not conserved in correlation functions (6.55) in d > 2 and we

consider instead its shadow H̃ab
d�1(x) which has the correct dimension of a type II1 operator at level n = 2, according to

equation (6.20). The shadow of the soft graviton factor is given by

S̃(0)(x, e) = �
2
d
⇥
Γ
�
d
2

�⇤2 NX

i=1

⌘i
!i

!

[(xi � x) · e]2

(xi � x)d
. (6.87)

Computing the divergence of H̃ab
d�1(x) in correlation functions using appendix B.3 yields

h@a@bH̃ab
d�1(x)O∆1,`1 . . .O∆N ,`N i = �2⇡

d
2 (d� 1)Γ

�
d
2

� NX

i=1

⌘i�
(d)(xi � x)hO∆1,`1 . . .O∆i+1,`i . . .O∆N ,`N i . (6.88)

This higher-derivative Ward identity is associated to the level n = 2 primary descendant operator of type II1 defined by

@a@bH̃
ab
d�1(x). The Noether current (6.35) can be written as

J
✏ a(x) = H̃ab

d�1(x)@b✏(x)� @bH̃ab
d�1(x) ✏(x) , (6.89)

and the conservation of J✏a requires the parameter to take the form (6.37), namely

✏(x) = cµq
µ(x) , (6.90)
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where qµ is defined in (4.27) and cµ is a constant vector cµ = (c0, ca, cd+1). Using (6.39) the charge takes the form

Q✏
Σ = � 1

2

1

⇡
d
2 (d� 1)Γ

�
d
2

�
Z

R

ddx ✏(x)@a@bH̃
ab
d�1(x) , (6.91)

where @R = Σ. This can be thus written as a sum of d+ 2 independent charges Q✏
Σ = cµQ

µ. From the Ward identity (6.88),

we can deduce the charge action on an operator O∆,`(x),

[Qµ,O∆,`(x)] = ⌘qµ(x)O∆+1,`(x) , (6.92)

where the shift in the conformal dimension and the multiplication by ⌘qµ is exactly what produces the translations in physical

d+ 2-dimensional space.37

6.5.4 Subleading Soft Graviton Theorem

Among the conserved operators of spin ` = 2 we expect the appearance of the stress tensor which has conformal dimension

∆ = d. Indeed, the shadow transform of the subleading soft graviton operator Hab
0 , denoted by H̃ab

d (x), has the right

conformal dimension to be the stress tensor. Shadowing the subleading soft graviton factor gives

S̃(1)(x, e) = 
⇥
Γ
�
d
2
+ 1
�⇤2 NX

i=1

(x� xi) · e

[(x� xi)2]
d
2
+1


1

2
(x� xi) · e(�2!i@!i + (d� 2)(x� xi) · @xi)

+ (x� xi)
2
e · @xi � i(d� 1)e ·Mi · (x� xi)

�
. (6.93)

We again use appendix B.3 to land, after Mellin transforming over the energies, on the following Ward identity

h@aH̃ab
d (x)O∆1,`1 . . .O∆N ,`N i =



2
⇡

d
2 (d� 1)Γ

�
d
2
+ 1
� NX

i=1


�
(d)(x� xi)@

b
xi

� ∆i

d
@
b
�
(d)(x� xi) +

i

2
Mbc

i @c�
(d)(x� xi)

�
hO∆1,`1 . . .O∆N ,`N i .

(6.94)

The first of the three terms in the square brackets corresponds to the usual Ward identity for a d-dimensional stress tensor T ab

which is conserved, traceless and symmetric away from other operator insertions. Instead our primary operator H̃ab
d (x) ⌘

�T {ab} = �T ab + T [ab] + 1
d
�abT c

c is exactly traceless and symmetric because we explicitly project it into the traceless and

symmetric representation. This explains the two additional terms in the second line of (6.94). Here the square brackets

denote anti-symmetrization, while the curly brackets make the indices symmetric and traceless. The primary descendant

@aH̃
ab
d (x) is the prime example of a spin ` = 2 operator of type II1 at level n = 1. The Noether current (6.35) takes the form

J
✏ a(x) = H̃ab

d (x)✏b(x) (6.95)

for some vector ✏b(x) such that @aJ✏a = 0. Using the properties of the stress tensor, we find that ✏a must satisfy the following

equation
@a✏b + @b✏a

2
� ⌘ab

d
@c✏

c = 0 . (6.96)

37Given a momentum state |pµi with pµ = ⌘!qµ and its Mellin transform |∆, ⌘qµi, bulk translations P⌫ act as

P⌫ |pµi = p⌫ |pµi ! P⌫ |∆, ⌘qµi = ⌘q⌫ |∆+ 1, ⌘qµi .
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This is the conformal Killing equation, which can also be obtained by studying the transformations that preserve the flat metric

up to a conformal factor. In d > 2 this equation has a finite number of solutions

✏a(x) = cPa + cR[a b]x
b + cDxa + cKb (2xax

b � ⌘ b
a x2) , (6.97)

which are the conformal Killing vectors that are parametrized by
(d+2)(d+1)

2
coefficients cPa , c

R
[a b], c

D, cKa with the brackets

denoting anti-symmetrization. Notice that the equation for ✏a(x) obtained in (6.37), which for the present case reduces to

✏a(x) = c[µ ⌫]q
µ
@aq

⌫ , (6.98)

is equivalent to (6.97) upon identifying

cD ⌘ c[d+1 0] , cPa ⌘
1

2
(c[0 a] + c[d+1 a]) , cKa ⌘

1

2
(c[a 0] � c[a d+1]) , cR[a b] ⌘ c[a b] . (6.99)

From (6.39), the charge takes the form

Q✏
Σ =

2



1

⇡
d
2 (d� 1)Γ

�
d
2
+ 1
�
Z

R

ddx ✏a(x)@bH̃
ab
d (x) , (6.100)

where @R = Σ. Using ✏a as defined in (6.97) and (6.98) we shall expand the charge in terms of the independent constant

coefficients as Q✏
Σ ⌘ c[µ⌫]Q

µ⌫ ⌘ cDQD+cPa Q
P a+cKa QK a+cR[ab]Q

Rab. The action of the charges Qµ⌫ on a primary operator

O∆,`(x) can then be computed from (6.94) and takes the following form

[Qµ⌫ ,O∆,`(x)] =


qµ(@aq⌫)@a +

∆

d
[@a(qµ@aq

⌫)]� i

2
(@bq

µ)(@aq
⌫)Mab

�
O∆,`(x) . (6.101)

This compact expression can then be rewritten – replacing qµ as in (4.27) and using the definition above for the charges –

in terms of the more familiar CFTd charges associated to translations Pa, rotations Rab, dilations D and special conformal

transformations Ka,

[QP a,O∆,`(x)] = @
a
O∆,`(x) ,

[QRab,O∆,`(x)] =
⇣
(xa

@
b � xb

@
a) + iMab

⌘
O∆,`(x) ,

[QD,O∆,`(x)] = (xa
@a +∆)O∆,`(x) ,

[QK a,O∆,`(x)] =
⇣
(2xaxb � �ab x2)@b + 2∆xa � 2ixbM

ba
⌘
O∆,`(x) .

(6.102)

We thus recovered the generators of the conformal algebra, which simply correspond to the Lorentz transformations in the

bulk.

Summary: Part II

In this part, we have focused on the universal soft theorems for gauge theory and gravity in d+ 2 spacetime dimensions and

the classification of soft symmetries in the dual celestial CFTd.

In the conformal basis, the universal soft theorems in d + 2 > 4 dimensions take the form of d dimensional correlation

functions with the insertion of a (conformally) soft operator with special integer dimension ∆ that transforms in a short

representation. Soft operators have primary descendants of type I2 at level n = 2�∆ which have the spin label `2 increased

by n units and thus do not transform in traceless and symmetric representations. The conservation equations defined by
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these primary descendants do not give rise to contact terms and so the associated charges are trivial. Non-trivial conserved

charges can instead be built from their shadow transforms.

The shadow transform of the soft operators – which in even d acts as an analytic continuation of the type S differential

operator – maps them to operators with type II1 primary descendants whose spin label `1 is decreased by n = ∆ + `1 � 1

units. Conformally soft shadow operators define familiar conserved CFTd operators such as currents and stress tensor as

well as operators satisfying higher-derivative conservation equations such as those generating translations in d+2 spacetime

dimensions. For all such operators we explained how to construct the full set of associated conserved charges. Importantly,

these shadow operators generate the symmetries corresponding to d + 2 dimensional Poincaré and global U(1) transfor-

mations – which are finite-dimensional groups. This is in contrast to the infinite local enhancement in d + 2 = 4 spacetime

dimensions by BMS and large gauge transformations for which we have constructed Noether currents and infinite towers of

charges.
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Part III

Celestial Fermions and Soft Symmetries

In the last part we mainly focused on bosonic symmetries. However fermionic symmetries exist as well, the leading soft grav-

itino theorem being related to large supersymmetry transformations. We therefore explore this structure from the celestial

CFTd=2 point of view: we start by introducing an adequate null tetrad and spin frame to construct our fermionic conformal

primary wavefunctions. We then construct boundary spin- 1
2

and spin- 3
2

operators. The conformal multiplets organize them-

selves into celestial diamonds which are related to bosonic celestial diamonds via global SUSY modes, we illustrate these

relations by a pyramid-shaped structure. We also construct charges associated to the leading soft photino and subleading

soft gravitino theorem using the covariant phase-space formalism.

7 Celestial Fermions

In this section, we set up the conformal primary wavefunctions for spin- 1
2

and spin- 3
2

fields and use these to construct the

celestial operators corresponding to single particle scattering states.

7.1 Conformal Primary Wavefunctions

Conformal primary wavefunctions are functions on R
1,3 ⇥ C which depend on a spacetime vector Xµ 2 R

1,3 and a point

(w, w̄) 2 S2, which under simultaneous SO(1,3)' SL(2,C) Lorentz transformations of X and Möbius transformation of (w, w̄)

on the celestial sphere

Xµ 7! Λ
µ
⌫X

⌫ , w 7! aw + b

cw + d
, w̄ 7! āw̄ + b̄

c̄w̄ + d̄
, (7.1)

transform as 2D conformal primaries with SL(2,C) conformal dimension ∆ and 2D spin J . We focus here on fermionic

wavefunctions and consider two types: radiative conformal primary wavefunctions which satisfy the equations of motion for

massless spin-s fields in the vacuum and have J = ±s, and generalized conformal primary wavefunctions with |J |  s and

in principle allow for sources and non-analytic behavior though here we restrict ourselves to analytic wavefunctions.

A Covariant Tetrad and Spin Frame

Let us first introduce some useful notation. We start by embedding the celestial sphere into the R
1,3 lightcone via the null

reference direction

qµ = (1 + ww̄,w + w̄, i(w̄ � w), 1� ww̄) , (7.2)

from which we construct the following null tetrad for Minkowski space [12]

lµ =
qµ

�q ·X , nµ = Xµ +
X2

2
lµ , mµ = ✏

µ
+ + (✏+ ·X)lµ , m̄µ = ✏

µ
� + (✏� ·X)lµ , (7.3)

where ✏µ+ = 1p
2
@wq

µ and ✏µ� = 1p
2
@w̄q

µ. The vectors of this tetrad satisfy standard normalization conditions l · n = �1 , m ·

m̄ = 1 with all other inner products vanishing and have the property that they transform covariantly under the SL(2,C)

lµ 7! Λ
µ
⌫ l
⌫ , nµ 7! Λ

µ
⌫n

⌫ , mµ 7! cw + d

c̄w̄ + d̄
Λ

µ
⌫m

⌫ , m̄µ 7! c̄w̄ + d̄

cw + d
Λ

µ
⌫m̄

⌫ , (7.4)
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where Λ
µ
⌫ is the corresponding vector representation of SO(1,3)' SL(2,C). To discuss operators and wavefunctions of

half-integer spin it is convenient to further decompose the tetrad into a spin frame

laḃ = oaōḃ , naḃ = ◆a ◆̄ḃ , maḃ = oa ◆̄ḃ , m̄aḃ = ◆aōḃ , (7.5)

where vaḃ = vµ�
µ

aḃ
for �µ

aḃ
= (1,�i)aḃ with the Pauli matrices �i. This yields

oa =

r
2

q ·X

0
@ w̄

�1

1
A , ◆a =

r
1

q ·X

0
@ X0 �X3 � w(X1 � iX2)

�X1 � iX2 + w(X0 +X3)

1
A , (7.6)

up to an overall phase ambiguity which is fixed by setting ōȧ = (oa)
⇤ and ◆̄ȧ = (◆a)

⇤ in the region where q · X > 0 and

analytically continued from there. The elements of the spin frame transform as

oa 7! (cw + d)
1
2 (c̄w̄ + d̄)�

1
2 (Mo)a , ◆a 7! (cw + d)�

1
2 (c̄w̄ + d̄)

1
2 (M◆)a , (7.7)

where M is an element of SL(2,C). We refer to appendix A for our spinor conventions.

Radiative Conformal Primary Wavefunctions

The scalar conformal primary wavefunction corresponds to the Mellin transform of a plane wave,

'
∆,± =

1

(�q ·X±)∆
=

1

(⌥i)∆Γ(∆)

Z 1

0

d!!∆�1e±i!q·X�"q0! , (7.8)

where Xµ
± = Xµ ± i"{�1, 0, 0, 0} is used as a regulator. Except as necessary, we will omit the ± label henceforth. In terms

of (7.8) together with the null tetrad (7.3) and the spin frame (7.5) the radiative spin- 1
2

and spin- 3
2

wavefunctions are given

by [12]

 
∆,J=+ 1

2
= o'∆ ,  ̄

∆,J=� 1
2
= ō'∆ ,

�
∆,J=+ 3

2
;µ = mµo'

∆ , �̄
∆,J=� 3

2
;µ = m̄µō'

∆ ,
(7.9)

with the expressions on the left denoting left-handed spinors, while the ones on the right correspond to right-handed spinors.

To simplify the notation we have omitted the spinor indices.

Related to the conformal primaries (7.8)-(7.9) via a shadow transform are wavefunctions of flipped and shifted conformal

dimension and flipped spin. The scalar shadow wavefunction is given by

e'∆ = (�X2)∆�1
'

∆ , (7.10)

while we claimed in [12] that the shadow wavefunctions for spin- 1
2

and spin- 3
2

are given by38

e 
∆,J=� 1

2
= �
p
2◆(�X2)∆� 3

2'∆ , ē 
∆,J=+ 1

2
= �
p
2◆̄(�X2)∆� 3

2'∆ ,

e�
∆,J=� 3

2
;µ =

p
2m̄µ◆(�X2)∆� 3

2'∆ , ē�
∆,J=+ 3

2
;µ =

p
2mµ ◆̄(�X2)∆� 3

2'∆ .
(7.11)

We will explicitly verify the expressions (7.11) in an expansion near null infinity in appendix C.4.

38We have chosen the normalization conventions of [45] which differ from those of [7, 12] by an overall sign in the s = 1
2

shadow

wavefunctions.
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Generalized Conformal Primary Wavefunctions

Generalized bulk wavefunctions for half-integer spins s  |J | were discussed in [12, 45]. We focus here on the analytic

wavefunctions built from the generalized scalar 'gen
∆

= f(X2)'∆. For s = 1
2

they are given by

 
gen

∆,+ 1
2

= o'gen
∆

,  
gen

∆,� 1
2

= ◆'
gen
∆

. (7.12)

Enforcing the vacuum Weyl equation �̄µ@µ 
gen

∆,± 1
2

= 0 yields the radiative conformal primary wavefunctions (7.9) and their

shadows (7.11) for generic ∆ 2 C and J = ± 1
2
. For s = 3

2
they are given by

�
gen

∆,+ 3
2
;µ

= mµo'
gen
∆

, �
gen

∆,� 3
2
;µ

= m̄µ◆'
gen
∆

, (7.13)

and

�
gen

∆,+ 1
2
;µ

= lµo'
gen,1
∆

+ nµo'
gen,2
∆

+mµ◆'
gen,3
∆

, �
gen

∆,� 1
2
;µ

= lµ◆'
gen,1
∆

+ nµ◆'
gen,2
∆

+ m̄µo'
gen,3
∆

, (7.14)

where 'gen,i
∆

= fi(X
2)'∆. Enforcing the chiral projection of the Rarita-Schwinger equation "µ⌫⇢�̄⌫r⇢�gen

∆,J; = 0 as well as

the gauge conditions

rµ
�
gen
∆,J;µ = 0 , Xµ

�
gen
∆,J;µ = 0 , �

µ
�
gen
∆,J;µ = 0 , (7.15)

yields the radiative conformal primary wavefunctions (7.9) and their shadows (7.11) for generic ∆ 2 C and J = ± 3
2
, as well

as a discrete set of solutions ∆ = 5
2

and J = ± 1
2

which we will come back to in section 9.

7.2 Conformal Primary Operators

Given a 4D operator of spin-s in the Heisenberg picture, we can define a 2D celestial CFT operator via a suitable inner

product with the conformal primary wavefunctions. We need three ingredients: our primary wavefunctions, a bulk operator,

and an appropriate inner product. We examined spinorial primary wavefunctions in the previous section, so let us move on

to the operator mode expansions.

Bulk Operator Mode Expansions In the momentum basis, we have the following mode expansions for the spin- 1
2

and

spin- 3
2

left-handed Weyl components of the Majorana fields. Parametrizing null momenta as kµ = !qµ we can express them

as a product of spinor-helicity variables

kaȧ = �
µ
aȧkµ = �|k]ahk|ȧ , (7.16)

where

|k]a =
p
!|q]a , hk|ȧ =

p
!hq|ȧ , (7.17)

with

|q]a =
p

q ·Xoa hq|ȧ =
p

q ·Xōȧ . (7.18)

For the left-handed massless Weyl photino we have the mode expansion

 ̂a(X) = e

Z
d3k

(2⇡)3
|k]a
2k0

h
a�e

ik·X + a†
+e

�ik·X
i
, (7.19)

while for the left-handed massless Weyl gravitino we have

�̂µa(X) = 

Z
d3k

(2⇡)3
|k]a
2k0

✏
+
µ

h
a�e

ik·X + a†
+e

�ik·X
i
. (7.20)

82



These mode operators obey the standard anti-commutation relations

{a±(k), a
†
±(k

0)} = (2⇡)3(2k0)�(3)(k � k0) . (7.21)

The opposite helicity modes are captured by the right-handed Weyl spinors.

From Weyl to Dirac and Majorana Primaries The spin s = 1
2

and 3
2

Weyl spinors corresponding to the photino and

gravitino can be embedded into Dirac spinors

Ψ
s= 1

2 =

0
@  a

 ̄ȧ

1
A , Ψ

s= 3
2

µ =

0
@ �µa

�̄ȧ
µ

1
A , (7.22)

on which we impose a Majorana condition (see appendix A for more details)

 ̄
ȧ = "

ȧḃ( †)ḃ , �̄
ȧ
µ = "

ȧḃ(�†)µḃ . (7.23)

The conformal primary wavefunctions of section 7.1 embed into Dirac spinors of definite conformal dimension and spin

Ψ
s= 1

2
∆,J =

0
@  ∆,J

 ̄∆,J

1
A , Ψ

s= 3
2

∆,J;µ =

0
@ �∆,J;µ

�̄∆,J;µ

1
A , (7.24)

where the component spinors are given by (7.9). Thus for fixed sign of the spin only one Weyl component is non-vanishing.

Because these primaries obey

(Ψ∆,J)
C = Ψ∆⇤,�J , (7.25)

where the charge conjugate Ψ
C is defined in (A.17), we can construct a Majorana primary for either s = 1

2
and 3

2
(omitting

the spacetime index) as

ΨM(∆, J) = Ψ∆,J +Ψ∆⇤,�J . (7.26)

Fermionic 2D Operators

With these ingredients, as well as the inner products which we review in appendix C.7, we are now ready to construct

fermionic primary operators generalizing the bosonic construction of [45,106]. In terms of the Dirac spinors (7.24) we define

the 2D fermionic operator

O
s,±
∆,J(w, w̄) ⌘ i(Ψ̂s(Xµ),Ψs

∆⇤,�J(X
µ
⌥;w, w̄)) , (7.27)

where ± on the operator indicates whether it corresponds to an in or an out state. The inner products (. , .) for s = 1
2

and 3
2

Dirac spinors are given in (C.28) and (C.33), respectively. In terms of our Weyl spinors these take the explicit form

O
s,±
∆,J(w, w̄) = i

Z
dΣ⌫

⇣
 ∆,J(X±;w, w̄)�⌫  ̂†(X) +  ̄∆,J(X±;w, w̄)�̄⌫  ̂(X)

⌘
, (7.28)

for the photino and

O
s,±
∆,J(w, w̄) = i

Z
dΣ⌫

⇣
�∆,J;µ(X±;w, w̄)�⌫ �̂†µ(X) + �̄∆,J;µ(X±;w, w̄)�̄⌫ �̂µ(X)

⌘
, (7.29)

for the gravitino, where we note that for fixed ∆, J only one of the two terms in each expression will be non-zero. We will use

eOs,±
∆,J to denote the shadow operator constructed from (7.27) with (7.11) replacing (7.9) in the chiral Dirac spinor (7.24).
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For integer spins s = 1, 2 we showed in [106] that for certain values of ∆ the operators Os
∆,J(w, w̄) correspond to soft

charges in the full (matter-coupled) theory when the Cauchy slice on which they are defined is taken to null infinity and

the wavefunctions Φ
s
∆,J are the Goldstone modes of the spontaneously broken asymptotic symmetries in gauge theory and

gravity. Here, the operator (7.27) generates the shift39

{Os,±
∆,J(w, w̄), Ψ̂s(X)} = iΨs

∆,J(X⌥;w, w̄) . (7.30)

In section 9 we will show that the spin- 3
2

operator (7.27) for certain values of ∆ corresponds to the soft charge for sponta-

neously broken large supersymmetry whose Ward identity is equivalent to the conformally soft gravitino theorem. Moreover,

even in the absence of an asymptotic symmetry, we will identify (7.27) for s = 1
2
, 3
2

with soft charges associated to the

conformally soft photino theorem and the subleading conformally soft gravitino theorem.

8 From Bulk to Boundary

Evaluating the fermionic 2D operators at null infinity requires knowing both the large-r expansions of the 4D field operators

and the conformal primary wavefunctions. Near I+ we use retarded Bondi coordinates (u, r, z, z̄) which are related to the

Cartesian coordinates (X0, X1, X2, X3) by the transformation

X0 = u+ r , Xi = rX̂i(z, z̄) , X̂i(z, z̄) =
1

1 + zz̄
(z + z̄, i(z̄ � z), 1� zz̄) , (8.1)

which maps the line element to

ds2 = �du2 � 2dudr + 2r2�zz̄dzdz̄ with �zz̄ =
2

(1 + zz̄)2
. (8.2)

To discuss spinor fields we use the flat frame

e0 = e0µdX
µ ⌘ du+ dr , ei = eiµdX

µ ⌘ X̂idr + r@zX̂
idz + r@z̄X̂

idz̄ , (8.3)

for which the spin connection vanishes. The Gamma matrices in retarded Bondi coordinates are of the form �µ ⌘ e0µ�0+eiµ�i

yielding

�u = �0 , �r = �0 + X̂i
�i , �z = r@zX̂

i
�i , �z̄ = r@z̄X̂

i
�i . (8.4)

8.1 Operator Expansion

At the center of the equivalence between soft theorems and Ward identities of asymptotic symmetries lies the large-r saddle

point approximation

lim
r!1

sin ✓ei!q
0r(1�cos ✓) =

i

!q0r
�(✓) + O((!q0r)�2) , (8.5)

which we use to evaluate the integrals (7.19)-(7.20) and their Hermitian conjugates. For spin- 1
2

we have

lim
r!1

r ̂ = � ie

2(2⇡)2
(1 + zz̄)

Z 1

0

d!!
1
2

h
a�(!, z, z̄)e

�i!(1+zz̄)u � a†
+(!, z, z̄)e

i!(1+zz̄)u
i
|x] , (8.6)

39Recall that the mode operators are Grassmann valued while our conventions are such that the fermionic primary wavefunctions are

not, as such one should multiply these generators by a Grassmann valued parameter to implement the supersymmetry transformations.

See [52,107–109] for recent work on celestial superfields.
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while for spin- 3
2

we get

lim
r!1

�̂z̄ = � ip
2(2⇡)2

Z 1

0

d!!
1
2

h
a�(!, z, z̄)e

�i!(1+zz̄)u � a†
+(!, z, z̄)e

i!(1+zz̄)u
i
|x] , (8.7)

with the other components subleading. Replacing a� 7! a+, a†
+ 7! a†

� and |x]a 7! |xiȧ yields the Hermitian conjugate Weyl

spinors  ̂† and �̂†
z where we note that ✏+z̄ = ✏�z =

p
2r

1+zz̄
while ✏+z = ✏�z̄ = 0. The saddle point approximation has localized

(w, w̄) 7! (z, z̄) and we have introduced

|x]a =
p
2

0
@ z̄

�1

1
A , |xiȧ = �

p
2

0
@ 1

z

1
A . (8.8)

The above expressions (8.6)-(8.7) give the bulk operators near null infinity using a momentum basis mode expansion.

The creation and annihilation operators with definite (∆, J) are obtained from a± and a†
± via a Mellin transform

a∆,±s =

Z 1

0

d!!∆�1a±(!) , a†
∆,⌥s =

Z 1

0

d!!∆�1a†
±(!) , (8.9)

while the inverse Mellin transform

a±(!) =
1

2⇡

Z 1+i1

1�i1
(�id∆)!�∆a∆,±s , a†

⌥(!) =
1

2⇡

Z 1+i1

1�i1
(�id∆)!�∆a†

∆,±s , (8.10)

takes us back to the momentum basis. We have labeled both the creation and annihilation Mellin operators with the ∆ and J

of the corresponding state on the celestial sphere.

8.2 Wavefunction Expansion

Finally, we need the expansion of the conformal primary wavefunctions near null infinity in order to evaluate the 2D operators

and identify them for special values of ∆ with soft charges. To obtain the large r expansion for the fermions we note that the

components of the spin frame can be written in terms of the scalar primary as

o =
p
2i'

1
2

0
@ w̄

�1

1
A , ◆ = i'

1
2

2
42r z � w

1 + zz̄

0
@ z̄

�1

1
A+ u

0
@ 1

w

1
A
3
5 , (8.11)

while the relevant tetrad vector components can be expressed as

mz = �
p
2r(2r + u)'1 (z̄ � w̄)2

(1 + zz̄)2
, mz̄ =

p
2ru'1 (1 + zw̄)2

(1 + zz̄)2
, (8.12)

with the expressions for m̄ following from complex conjugation. The behavior near null infinity of the fermionic conformal

primaries is thus dictated by the large-r expansion of the scalar wavefunction. For the Mellin transformed plane wave the

saddle-point approximation gives

lim
r!1

Z 1

0

d!!∆�1e±i!q·X�"!(1+zz̄) = r�1 u1�∆
Γ(∆� 1)

(±i)∆(1 + zz̄)∆�2
⇡�

(2)(z � w) + O(r�2) , (8.13)

which implies for the scalar primary

lim
r!1

'
∆

���
z=w

= r�1 u1�∆

∆� 1
(1 + zz̄)2�∆

⇡�
(2)(z � w) + O(r�2) . (8.14)

Note that the ! integral in (8.13) converges so long as Re(∆) > 1, and we have taken the large r limit before integrating

over !. Going from the plane wave to the conformal basis first it is easy to see that away from z = w we have the expansion

lim
r!1

'
∆

���
z 6=w

=

✓
1 + zz̄

2(z � w)(z̄ � w̄)

◆∆

r�∆ + O(r�∆�1) , (8.15)
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which for Re(∆) < 1 is leading compared to the contact term (8.13). For Re(∆) = 1 the above expressions contribute at the

same order.40 For the shadow transformed scalar primary (7.10) the roles of the contact and non-contact terms are reversed.

Using �X2 = u(2r + u) we find

lim
r!1

e'∆

���
z=w

= r∆�2 2∆�1

∆� 1
(1 + zz̄)2�∆

⇡�
(2)(z � w) + O(r∆�3) , (8.16)

with the !-integral (8.13) again converging so long as Re(∆) > 1, while

lim
r!1

e'∆

���
z 6=w

= r�1u�1+∆ 1

2

✓
1 + zz̄

(z � w)(z̄ � w̄)

◆∆

+ O(r�2) . (8.17)

Notice that at generic points (z 6= w) the shadow primaries have the standard radiative fall offs near null infinity, e.g. ⇠ 1/r

for scalar wavefunctions and this continues to hold for non-zero spin. Meanwhile the contact terms of the non-shadowed

primaries are of radiative order.

The above ingredients determine the large-r behavior of the photino and gravitino and their shadow transforms (see

appendix C.4 for their detailed expressions). In particular, the photino arises from the scalar with conformal dimension

shifted by 1
2

while the gravitino is proportional to the scalar with conformal dimension shifted by 3
2
. In section 9 and 10 we will

be interested in the large-r behavior for special half-integer values of the conformal dimension. For the leading conformally

soft gravitino with ∆ = 1
2

both contact and non-contact terms will appear at the same order and yield finite contributions,

while for the conformally soft photino with ∆ = 1
2

and the subleading conformally soft gravitino ∆ = � 1
2

the contact terms

have simple poles, respectively, 1

∆� 1
2

and 1

∆+ 1
2

.

8.3 Extrapolate-Style Dictionary for Fermions

We close this section by commenting on an extrapolate-style dictionary for fermions. Notice that states of definite conformal

dimension are prepared with bulk operators integrated along a light ray of the form

O
1
2
,�

∆,+ 1
2

/ lim
r!1

r

Z
duu

�∆+ 1
2

+  ̂(u, r, z, z̄), O
3
2
,�

∆,+ 3
2

/ lim
r!1

Z
duu

�∆+ 1
2

+ �̂z̄(u, r, z, z̄) , (8.18)

for the + helicity modes, and similarly with the z component for the � helicity modes. Here we have defined u± = u± i". We

note that a cancellation of phases selects the annihilation or creation operator in the integrals, namely

Z 1

�1
duu

�∆+ 1
2

+

Z 1

0

d!!
1
2

h
a±e

�i!(1+zz̄)u � a†
⌥e

i!(1+zz̄)u
i
=

2⇡(1 + zz̄)∆� 3
2

i∆� 1
2Γ(∆� 1

2
)
a∆,±s , (8.19)

and Z 1

�1
duu

�∆+ 1
2

�

Z 1

0

d!!
1
2

h
a±e

�i!(1+zz̄)u � a†
⌥e

i!(1+zz̄)u
i
= � 2⇡(1 + zz̄)∆� 3

2

(�i)∆� 1
2Γ(∆� 1

2
)
a†
∆,±s . (8.20)

Light ray operators at future (past) null infinity (with an appropriate analytic continuation off the real manifold) thus create the

out (in) states from the vacuum. For example, the standard outgoing momentum eigenstates of a positive helicity photino is

prepared via

hp,+|/ lim
r!1

r

Z
du ei!(1+zz̄)uh0| ̂ , (8.21)

where pµ = !qµ(z, z̄). Here we are concerned with the state in the Hilbert space. The right hand side is also proportional to

the spinor |p], which we can remove by contracting with 1
!(1+zz̄)

hp|�̄u. Its analog for an outgoing boost eigenstate of SL(2,C)

40The appearance of similar “resonances” were discussed e.g. in [110].
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spin J = + 1
2

is

h∆, z, z̄,+|/ lim
r!1

r

Z
duu

�∆+ 1
2

+ h0| ̂(u+, r, z, z̄) . (8.22)

Similar expressions are obtained for the outgoing state of the gravitino with J = + 3
2
.

9 Large Supersymmetry and Conformally Soft Gravitino

In this section we investigate the celestial diamond corresponding to the leading soft gravitino theorem and large supersym-

metry transformations. Recall that the massless Rarita-Schwinger equation has a fermionic gauge symmetry. Namely, it is

invariant under the gauge transformation

Ψµ 7! Ψµ +rµ� , (9.1)

where � is an anti-commuting spinor. This is the local supersymmetry of supergravity.41 When the asymptotic behavior of �

is such that the inhomogeneous shift goes to an arbitrary function in (z, z̄) near null infinity, the gauge transformation (9.1)

corresponds to a (spontaneously broken) large supersymmetry transformation and the Goldstino is the (conformally) soft

gravitino.

9.1 Leading Conformally Soft Gravitino

For conformal dimension ∆ = 1
2

the left-handed conformal primary wavefunction with J = + 3
2

reduces to pure gauge [12,45]

�
G
1
2
,+ 3

2
;µ = rµΛ 1

2
,+ 3

2
, Λ 1

2
,+ 3

2
= (✏+ ·X)o'

1
2 . (9.2)

Besides the harmonic and radial gauge conditions, rµ�⌫ = 0 and Xµ�µ = 0 , the conformally soft gravitino (9.2) satisfies

the gauge condition �µ�µ = 0 [111]. At future null infinity its angular components take the form

�
G
1
2
,+ 3

2
;z =

�i
(z � w)2

0
@ w̄

�1

1
A , �

G
1
2
,+ 3

2
,z̄ = 2⇡i�(2)(z � w)

0
@ w̄

�1

1
A , (9.3)

while its temporal and radial components behave, respectively, as O(1/r) and O(1/r2). Hence the gravitino wavefunction

� 1
2
,+ 3

2
;µ obeys the standard fall-off conditions and obviously has vanishing ‘field strength’ fµ⌫ = rµ�⌫ �r⌫�µ. Comparing

this to (9.1) we recognize the (∆, J) = ( 1
2
,+ 3

2
) gravitino (9.3) as the Goldstino for spontaneously broken large supersymme-

try.

Related to the conformally soft gravitino (9.2) by a shadow transform is the conformal shadow primary of spin J = � 3
2

and conformal dimension ∆ = 3
2

which also reduces to pure gauge, albeit with a more complicated potential,

e�G
3
2
,� 3

2
;µ = rµΛ 3

2
,� 3

2
, Λ 3

2
,� 3

2
=
p
2
�
(✏� ·X)◆� 1

2
(✏� ·X)2o

�
'

3
2 , (9.4)

41We assume a purely bosonic asymptotically flat background and have dropped the corresponding transformation on the frame field.

Note that while the spinor � here is anti-commuting, in the rest of the section we restrict to commuting component spinors which should be

dressed with Grassmann variables to compare to (9.1).

87



and satisfies the harmonic and radial gauge condition as well as �̄µe�µ = 0. At future null infinity its angular components take

the form42

e�G
3
2
,� 3

2
;z = ⇡i�(2)(z � w)

0
@ 1

0

1
A� ⇡i@z̄�(2)(z � w)

0
@ z̄

�1

1
A , e�G

3
2
,� 3

2
;z̄ =

�i
(z̄ � w̄)3

0
@ z̄

�1

1
A , (9.5)

while its temporal and radial components behave, respectively, as O(1/r) and O(1/r2) and the ‘field strength’ again vanishes.

We recognize the (∆, J) = ( 3
2
,� 3

2
) gravitino (9.5) as the (shadow) Goldstino for spontaneously broken large supersymmetry.

9.2 Celestial Gravitino Diamond

The conformally soft gravitinos (9.2) and (9.4) form the left and right corners of the celestial gravitino diamond shown in

figure 11 and descend to the same generalized conformal primary at the bottom of the diamond

@we�G
3
2
,� 3

2
= �

gen,G
5
2
,� 1

2

=
1

2!
@
2
w̄�

G
1
2
,+ 3

2
. (9.6)

We can complete the diamond at the top corner with a generalized conformal primary wavefunction that descends to the

radiative conformal primaries43

e�G
3
2
,� 3

2
=

1

2!
@
2
w̄�

gen,G

� 1
2
,+ 1

2

, �
G
1
2
,+ 3

2
= @w�

gen,G

� 1
2
,+ 1

2

. (9.7)

This is summarized in table 1.

e�G
3
2 ,�

3
2

�G
1
2 ,+

3
2

�
gen,G
5
2 ,�

1
2

�
gen,G

� 1
2 ,+

1
2

�̄
gen,G
5
2 ,+

1
2

−�̄G
1
2 ,�

3
2

ē�G
3
2 ,+

3
2

�̄
gen,G

� 1
2 ,�

1
2

Figure 11: Goldstino diamond for the leading soft gravitino theorem [45].

9.3 Soft Charge for Large Supersymmetry

In the language of the covariant phase space formalism, computing the soft part of the large supersymmetry charge amounts

to computing the symplectic structure for a generic gravitino perturbation with radiative fall-offs at null infinity and the Gold-

stino associated to large supersymmetry. This corresponds to the 2D operator (7.27) for (7.29) with the conformally soft

42Using (C.15) it is straightforward to check that the leading z component in the large-r expansion of (9.4) is the shadow transform of (9.2),

while to show this for the z̄ component it is convenient to write (9.2) as a sum over (derivatives of) conformal integrals and use (C.16) to

solve them.
43The ambiguity in defining the top corner is discussed in [45].
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Corner ∆ J �G
∆,J Λ∆,J

Top − 1

2
+ 1

2

1p
2
olµ'

� 1
2 − 1p

2
o'� 1

2 log'�1

Left 3

2
− 3

2

√
2◆m̄µ'

3
2

1

2!
@2
w̄Λ� 1

2 ,+
1
2

Right 1

2
+ 3

2
omµ'

1
2 @wΛ� 1

2 ,+
1
2

Bottom 5

2
− 1

2
2
h⇣

X2

2
lµ + nµ

⌘
◆+ X2

2
om̄µ

i
'

5
2

1

2!
@w@

2
w̄Λ� 1

2 ,+
1
2

Table 1: Elements of the celestial diamond corresponding to large supersymmetry [12,45].

gravitinos (9.3) or (9.5).44 For the left handed Goldstino diamond, only the first term in (7.29) contributes and we have

(omitting the s label)

O∆,J = i

Z
dud2z �̂†(0)

z �u�
G
∆,J;z̄ , (9.9)

generating the shift (7.30). This yields O1
2
,+ 3

2
for the Goldstino

�
G
1
2
,+ 3

2
,z̄ = 2⇡i�(2)(z � w)

0
@ w̄

�1

1
A , (9.10)

which establishes the equivalence between the large supersymmetry Ward identity and the (conformally) soft gravitino theo-

rem [52]. We see this as follows. After using the inverse Mellin transform to express the creation and annihilation operators

in (8.7) in terms of a
∆,+ 3

2
(z, z̄) and a†

∆,+ 3
2

(z, z̄), the !-integral takes the form

Z 1

0

d!!
1
2
�∆e±i!(1+zz̄)u± = (⌥i)∆� 3

2Γ( 3
2
�∆)u

∆� 3
2

± (1 + zz̄)∆� 3
2 , (9.11)

where we analytically continue u 7! u± = u± i" to guarantee convergence. Then using the generalized distribution [106]

Z 1

0

duu∆� 3
2 = 2⇡δ(i(∆� 1

2
)) , (9.12)

we find that the u-integrals in the soft charge O∆,J for ∆ = 1
2
, J = + 3

2
gives45

Z 1

0

d!!
1
2 a+(!)

Z +1

�1
due�i!(1+zz̄)u� = ⇡ lim

∆! 1
2

(∆� 1
2
)a

∆,+ 3
2
(1 + zz̄)�1 , (9.13)

and Z 1

0

d!!
1
2 a†

�(!)

Z +1

�1
due+i!(1+zz̄)u+ = ⇡ lim

∆! 1
2

(∆� 1
2
)a†

∆,+ 3
2

(1 + zz̄)�1 . (9.14)

44See appendix C.8 for details. Comparing to the results of appendix C.7, we see that

O
s,±
∆,J (w, w̄) ⌘ i(Ψ̂s(Xµ),Ψs

∆⇤,�J (X
µ
⌥;w, w̄)) = Ω(Ψ̂s(Xµ),Ψs

∆,J (X
µ
±;w, w̄)) , (9.8)

after an appropriate complexification of the symplectic product to allow pairings between the Majorana field operators and the pri-

maries (7.24).
45Setting ∆ = 1

2
before evaluating the integral in (8.18) gives the same factor of 1

2
that was encountered in the Ward identity papers [88].

This is effectively taking the average of the u+ and u� integrals, giving us both positive and negative frequency contributions for the gravitino

zero modes.
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Plugging this into (9.9) and integrating over (z, z̄) yields the soft charge

O1
2
,+ 3

2
(w, w̄) = i

2
lim

∆! 1
2

�
∆� 1

2

�
(a

∆,+ 3
2
� a†

∆,+ 3
2

) . (9.15)

Meanwhile, the 2D operator eO3
2
,� 3

2
(w, w̄) obtained from (9.9) for the ∆ = 3

2
shadow Goldstino

e�G
3
2
,� 3

2
;z̄ =

�i
(z̄ � w̄)3

0
@ z̄

�1

1
A , (9.16)

gives rise to the (h, h̄) = (0, 3
2
) supercurrent.

This is similar to the situation in gravity where46 the ∆ = 0 Goldstone mode NG
0,+2;z̄z̄ = �2⇡�(2)(z � w) generating

Diff(S2) symmetry yields equivalence with the subleading (conformally) soft graviton theorem while the ∆ = 2 shadow

Goldstone mode eNG
2,�2;z̄z̄ = � 1

(z̄�w̄)4
gives rise to the (h, h̄) = (0, 2) stress tensor [106]. The soft charges generated by

these superrotation and Diff(S2) modes were shown to be related by a 2D shadow transform in celestial CFT. Here, similarly,

the soft charges for the Goldstinos (9.10) and (9.16) are related by the shadow transform (C.15) as

eO3
2
,� 3

2
(w, w̄) =

1

2⇡

Z
d2w0 1

(w̄ � w̄0)3
O1

2
,+ 3

2
(w0, w̄0) , (9.17)

and the inverse

O1
2
,+ 3

2
(w, w̄) = � 1

⇡

Z
d2w0 (w̄ � w̄0)

(w � w0)2
eO3

2
,� 3

2
(w0, w̄0) . (9.18)

9.4 Soft Operator in the Gravitino Diamond

Starting from (9.15), we see much like the superrotation/Diff(S2) case that one of the corners of the diamond is isomorphic

to the soft theorem. We can use descendancy relations to take us to the bottom corner of the diamond. Letting

[Osoft|
a
z̄ = � ⇡p

2
D2

z̄

Z
du�̂†

zċ�̄
ċa
u , (9.19)

we construct the object47

Q(⌘) =

Z
d2z [Osoft|⌘] , (9.20)

where we suppress the tensor index contractions between the soft operator (9.19) and spinor ⌘z̄a since ⌘za = 0. In terms of

the creation and annihilation operators

[Osoft| =
i
8

lim
∆! 1

2

�
∆� 1

2

�
D2

z̄

h
(1 + zz̄)�1(a

∆,+ 3
2
� a†

∆,+ 3
2

)hx|�̄u

i
,

= i
8

lim
∆! 1

2

�
∆� 1

2

�
(1 + zz̄)�1

@
2
z̄

h
(a

∆,+ 3
2
� a†

∆,+ 3
2

)
i
hx|�̄u .

(9.21)

We see that the operator [Osoft|x] is a level-2 primary descendant operator with ∆ = 5
2

and J = � 1
2
, and the smeared

operator (9.20) gives the fermionic analogue of the charge operators of [104, 105, 112]. Much like the spin-1 and spin-2

cases studied in [113] the spacetime descendants on the round sphere map to flattened celestial sphere descendants of the

Mellin transformed modes.

46The Bondi news is NAB = lim
r!1

1
r
@uhAB .

47Note our definition of Q absorbs the measure coming from the round sphere metric into [Osoft|z̄ . The index structure of the right-hand

side of (9.19) follows the convention of [91] where
p
� = �zz̄ is used to simplify notation.
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Moreover, we see from (9.21) that

Q(
w̄ � z̄

w � z
|x]) = ⇡O1

2
,+ 3

2
, Q(

1

w̄ � z̄
|x]) = 2⇡eO3

2
,� 3

2
, (9.22)

while

Q(�(2)(z � w)|x]) = @weO3
2
,� 3

2
=

1

2!
@
2
w̄O1

2
,+ 3

2
. (9.23)

This form of the charge where ⌘ = "(z, z̄)|x] is consistent with that of [111, 114]. We are able to use ⌘ with such a simple

form because there are various kernels of the integrated charge (9.20) coming from the kernels of the descendancy relations

of the celestial diamond, as well as that of the spinor product.48

The soft operator lies at the bottom of the leading soft gravitino memory diamonds, conveniently captured by the following

diagram.

eO3
2
,� 3

2
= 1

2!
@2
w̄O� 1

2
,+ 1

2

O1
2
,+ 3

2
= @wO� 1

2
,+ 1

2

[Osoft|x] 5
2
,� 1

2

O� 1
2
,+ 1

2

(9.27)

As shown in the diagram, from the definitions of the large supersymmetry current and its shadow we can formally write eO3
2
,� 3

2

and O1
2
,+ 3

2
as descendants of O� 1

2
,+ 1

2
, a generalized primary operator with conformal dimension ∆ = � 1

2
and spin J = + 1

2

that lies at the top of the gravitino memory diamond. This operator is formally defined via

O� 1
2
,+ 1

2
= i(Ψ̂s,Ψ

s= 3
2

1
2
,� 1

2

) , Ψ
s= 3

2
1
2
,� 1

2

=

0
@ 0

1p
2
ōlµ'

� 1
2

1
A . (9.28)

This operator is strictly speaking not part of the spectrum but its role is important for the theory, e.g. it can be used to define

the other primary operators and (primary) descendants in the theory – see [45,113] for a related discussion.

We close this section by noting that the the spin 1, 3
2

and 2 symmetry currents

eO1,�1, eO3
2
,� 3

2
, eO2,�2 , (9.29)

corresponding to large U(1), large SUSY and superrotation symmetry, respectively, all have the same symmetry parameter

/ 1
z̄�w̄

(called " and Y z for spin 1 and 2 in [113] and ⌘ for spin 3
2

above), for their appropriately normalized charges, since

their first @w descendants are the respective soft charges. We will investigate the relationship between the descendancy

relations in celestial diamonds and the spin-shifting relations of SUSY in section 11.

48Note that the gauge potential of the conformally soft gravitino (9.2) at null infinity can indeed be written as

Λ 1
2
,+ 3

2
|I+ ' DA⌘A+ , ⌘z+ = 0 , ⌘z̄+ = i

z̄ � w̄

z � w

1 + zz̄

1 + ww̄

0

@ w̄

�1

1

A , (9.24)

where the equivalence is up to the kernel of the sphere derivatives giving �A. The angular components of the Goldstino can then be

expressed as

�G
1
2
,+ 3

2
;z

= DzDz̄⌘
z̄
+ , �G

1
2
,+ 3

2
;z̄

= D2
z̄⌘

z̄
+ . (9.25)

The soft charge (9.9) takes the form

O1
2
,+ 3

2
= i

Z
dud2z D2

z̄ �̂
†(0)
z �̄u⌘

z̄
+ . (9.26)
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10 Soft Charges without Goldstinos

In this section we examine the degenerate celestial diamonds corresponding to the soft photino49 and subleading soft grav-

itino.

10.1 Conformally Soft Photino

The conformally soft spin s = 1
2

Weyl spinor  1
2
,+ 1

2
and its shadow e 3

2
,� 1

2
correspond to the zero-area celestial diamonds

shown in figure 12. Using appendix C.8 we can write a 2D operator analogous to the soft charge (9.9). Namely, evaluating

3

2

1

2

J∆
− 1

2

1

2

Figure 12: Photino ‘diamonds’.

expression (C.48) at null infinity yields

O1
2
,+ 1

2
= i

Z

I+
dud2z

p
�
h
 ̂

†(1)
�u 

(1)
1
2
,+ 1

2

i
, (10.1)

where the superscript on the photinos indicates the coefficient of the r�1 term in their large-r expansions. The form of (10.1)

is consistent with the soft charge in [115]. At coincident points on the celestial sphere the contribution from the conformally

soft photino is

 
(1)
1
2
,+ 1

2

���
z=w

= i⇡ lim
∆! 1

2

u
1
2
�∆

∆� 1
2

(1 + zz̄)�(2)(z � w)|x] , (10.2)

while at non-coincident we have

 
(1)
1
2
,+ 1

2

���
z 6=w

=
i

2

1 + zz̄

(z � w)(z̄ � w̄)
|q] . (10.3)

Analogous expressions exist for the opposite helicity photino yielding O1
2
,� 1

2
. Furthermore, as indicated in figure (12) the

∆ = 1
2

conformally soft photino descend to the ∆ = 3
2

shadow photino as

@w̄ 1
2
,+ 1

2
= � e 3

2
,� 1

2
, @w ̄ 1

2
,� 1

2
= �ē 3

2
,+ 1

2
, (10.4)

for which we can write the 2D operators eO3
2
,± 1

2
.

Note that the isomorphism with the conformally soft photino theorem [52] follows from the contact term (10.2). Indeed, if

we renormalize the operator by (∆� 1
2
), the soft charge becomes50

O
ren
1
2
,+ 1

2
(w, w̄) = �2⇡(1 + ww̄)�1

Z
du ̂†(1)

�u|q] =
ie

2
lim

∆! 1
2

(∆� 1

2
)(a

∆,+ 1
2
� a†

∆,+ 1
2

) . (10.5)

49Generalizing to the gluino case is straightforward for the soft charges constructed herein. Since they are linear in the perturbation, this

amounts to adding a Lie algebra index.
50Without renormalizing the limit ∆ ! 1

2
furthermore yields a contribution to (10.2) involving a logarithm in u which will be discussed

elsewhere.
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10.2 Subleading Conformally Soft Gravitino

The conformally soft spin s = 3
2

Weyl spinor �� 1
2
,+ 3

2
;µ and its shadow e� 5

2
,� 3

2
;µ corresponds to the zero-area celestial

diamond shown in figure 13. Using again appendix C.8, we can write the 2D operator corresponding to a soft charge for the

5

2

3

2

1

2

− 1

2

J∆
− 3

2
− 1

2

1

2

3

2

Figure 13: Subleading gravitino ‘diamonds’ (black) on top of leading gravitino diamonds (grey).

subleading conformally soft gravitino, namely expression (C.58) evaluated at null infinity. For the gravitino at ∆ = � 1
2

this

yields

O� 1
2
,+ 3

2
= i

Z
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np
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† (2)
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� 1
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† (0)
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(0)

� 1
2
,+ 3

2
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o
.

(10.6)

Curiously, while the presence of a soft theorem at this dimension has been noticed in the amplitudes literature [52,116], on the

asymptotic symmetry side so far only the large supersymmetry charge for the leading soft gravitino has been computed [111,

117, 118]. We are happy to contribute a spacetime interpretation of the subleading (conformally) soft gravitino theorem and

its corresponding charge.

At coincident points on the celestial sphere the subleading conformally soft gravitino contributes

�
(0)

� 1
2
,+ 3

2
;z̄

���
z=w

=
p
2⇡i lim

∆!� 1
2

u
1
2
�∆

∆+ 1
2

(1 + zz̄)�(2)(z � w)|q] , (10.7)

while all other components are subleading in the large r expansion. Again the superscript (n) indicates the coefficient of the

r�n term. At non-coincident points the conformally soft gravitino has non-radiative fall-offs

�
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� 1
2
,+ 3

2
;u

���
z 6=w

= �i 1 + w̄zp
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|q] , �
(1)
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2
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���
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= iu
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2(z � w)

|q] , (10.8)

and

�
(�1)
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2
;z

���
z 6=w

= �
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z̄ � w̄

(z � w)(1 + zz̄)
|q] , (10.9)

in addition to

�
(0)

� 1
2
,+ 3

2
;z

���
z 6=w

= iu
(1 + w̄z)(1 + z̄w)

(z � w)2(1 + zz̄)
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(0)
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���
z 6=w

= iu
(1 + w̄z)2p

2(z � w)(z̄ � w̄)(1 + zz̄)
|q] . (10.10)

Analogous expressions exist for the opposite helicity gravitino yielding O� 1
2
,� 3

2
. Furthermore, as indicated in figure (13) the

∆ = � 1
2

conformally soft gravitinos descend to the ∆ = 5
2

shadow gravitinos as

1

3!
@
3
w̄�� 1

2
,+ 3

2
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2
,� 3

2
,
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3!
@
3
w�̄� 1
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2
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2
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2
, (10.11)

for which we can write the 2D operators eO5
2
,± 3

2
.
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O�1,2

O� 1
2 ,

3
2

O0,1

O1
2 ,

1
2

O1,0

O0,2

O1
2 ,

3
2

O1,2O1,1

Q

Q

∆

J

Figure 14: The SUSY generators shift between radiative primaries corresponding to conformally soft theorems

within the same helicity sector. On the left is a zoomed in view of the action on the positive helicity sector which,

in the figure on the right, corresponds to the upper right corner in the top-down view of the celestial pyramid. The

diamonds corresponding to the positive helicity subleading soft graviton, leading soft gravitino, and leading soft

photon are shaded in grey.

As in the case of the photino, the isomorphism with the subleading conformally soft gravitino theorem [52] follows from

the contact term. We can renormalize the charge operator by (∆+ 1
2
) such that the limit ∆! � 1

2
is finite51

O
ren
� 1

2
,+ 3

2
(w, w̄) = �

p
2⇡(1 + ww̄)

Z
duu�̂† (0)

w �u|q] =


2
lim

∆!� 1
2

(∆+
1
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)(a

∆,+ 3
2
+ a†

∆,+ 3
2

) . (10.12)

11 Celestial Pyramids

We have completed the soft charge analysis for each of the fermionic celestial diamonds. This gives us a nice opportunity

to merge the investigations of spin-shifting relations in [12] and SL(2,C) descendants in [113]. Namely, when one adds

supersymmetry to the mix the celestial diamonds stack into a celestial pyramid.

The starting point is the observation [52] that the SUSY charges map conformally soft theorems to one another. For

radiative primaries (i.e. s = |J |) they found the following sequences of soft limits for the gauge multiplet

O0,1
Q�! O1

2
, 1
2

Q�! O1,1 , (11.1)

and for the gravity multiplet

O�1,2
Q�! O� 1

2
, 3
2

Q�! O0,2
Q�! O1

2
, 3
2

Q�! O1,2 . (11.2)

These are summarized in a more geometric manner in figure 14, where we see that they are glued together by addition se-

quences starting from the fermionic primaries (which will require N> 1 SUSY) . In the Mellin basis, the N= 1 supercharges

have the following representation

Q = @✓|qie@∆/2, Q = ✓|q]e@∆/2. (11.3)

51Again, without renormalizing the limit ∆ ! � 1
2

yields a logarithm in u.
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We would now like to explore how these supercharges interact with our descendancy relations. From (11.3) we quickly

see that

[@w̄, Q] = [@w, Q] = 0. (11.4)

These observations follow from the N= 1 super-Poincaré algebra which adds the (anti)-commutation relations

{Qa, Qḃ} = �
µ

aḃ
Pµ, [Mµ⌫ , Qa] =

1

2
(�µ⌫) b

a Qb. (11.5)

In terms of the SL(2,C) indexing, we have the global part of the sbms4 algebra, namely [89,119]

{Gk, Ḡl} = Pk,l, [Lm, Gk] = (
1

2
m�k)Gm+k, [L̄m, Ḡk] = (

1

2
m� k)Ḡm+k , (11.6)

in addition to the bosonic bms4 subalgebra [52,120]

[Lm, Ln] = (m� n)Lm+n, [L̄m, L̄n] = (m� n)L̄m+n ,

[Ln, Pk,l] = (
1

2
n� k)Pk+n,l, [L̄n, Pk,l] = (

1

2
n� l)Pk,l+n ,

(11.7)

restricted to {P± 1
2
,± 1

2
, G± 1

2
, Ḡ± 1

2
, L0, L±1, L̄0, L̄±1}. The observation (11.4) is just the relation

[Lm, Ḡk] = [L̄m, Gk] = 0. (11.8)

Our question about how the supercharges interact with the SL(2,C) multiplets is simply a question about descendancy

relations for a larger algebra.

The conditions for Poincaré primaries follows from a relaxation of the BMS primary construction in [121] for the Mellin

transformed massless amplitudes. See also [58,122,123]. A Poincaré primary is annihilated by

L1, L̄1, P 1
2
, 1
2
, P 1

2
,� 1

2
, P� 1

2
, 1
2
, (11.9)

and has weights h, h̄ under L0, L̄0

L0|h, h̄i = h|h, h̄i, L̄0|h, h̄i = h̄|h, h̄i , (11.10)

while descendants are generated by

L�1, L̄�1, P� 1
2
,� 1

2
. (11.11)

Analogously, a massless N= 1 super-Poincaré primary is annihilated by

L1, L̄1, P 1
2
, 1
2
, P 1

2
,� 1

2
, P� 1

2
, 1
2
, G 1

2
, Ḡ 1

2
, (11.12)

and has weights h, h̄ under L0, L̄0, while descendants are generated by

L�1, L̄�1, G� 1
2
, Ḡ� 1

2
, (11.13)

where we have used {G� 1
2
, Ḡ� 1

2
} = P� 1

2
,� 1

2
to remove the translation in (11.11) from our list. Here we will focus on the anti-

chiral subalgebra spanned by L̄i, Ḡ± 1
2

, since this is enough to connect the fermionic soft charges to their supersymmetrically

related bosonic counterparts.

Starting from a conformal primary O∆,J annihilated by L̄+1 and Ḡ+ 1
2

L̄1O∆,J(0, 0) = 0, Ḡ 1
2
O∆,J(0, 0) = 0 (11.14)
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we have the N= 1 doublet ⇣
O∆,J , Ḡ� 1

2
O∆,J

⌘
, (11.15)

where we will suppress the (w, w̄) = (0, 0) coordinate here and in what follows. In terms of

h =
1

2
(∆+ J), h̄ =

1

2
(∆� J) , (11.16)

we see that the second operator in the doublet has weights (h0, h̄0) = (h, h̄+ 1
2
). Since

L̄1Ḡ� 1
2
O∆,J = [L̄1, Ḡ� 1

2
]O∆,J = Ḡ 1

2
O∆,J = 0 , (11.17)

this is also an SL(2,C) primary. The operators corresponding to positive helicity soft theorems have J = +s and ∆ 2
{1� s, ..., s+ 1} \ (�1, 1], which we can label by the value k̄ 2 Z

k̄ = 1 + J �∆ , (11.18)

the level of their L̄�1 primary descendant. Meanwhile, the superpartner Ḡ� 1
2
O∆,J will have a primary descendant at level

k̄0 = k̄ � 1.

This is consistent with the structure of spin-s celestial diamonds. The observation that [52]

Ḡ� 1
2
O
s
∆,s = O

s� 1
2

∆+ 1
2
,s� 1

2

, (11.19)

for an appropriate normalization of the operators, can be phrased in terms of the soft operators Os
soft residing at the bottom

corner of the spin-s diamonds. From section 3 of [45] we have the following descendancy relations

O
s
soft =

1

k̄!
@
k̄
w̄O

s
∆,s , O

s� 1
2

soft =
1

(k̄ � 1)!
@
(k̄�1)
w̄ O

s� 1
2

∆+ 1
2
,s� 1

2

. (11.20)

Using (11.7), this implies that the soft charges are related via

k̄ Ḡ� 1
2
O
s
soft = L̄�1O

s� 1
2

soft . (11.21)

s

h̄

eO3,�2
O�1,2

eO5
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eO2,�1
O0,1
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Ḡ� 1
2

Figure 15: Vertical section of the celestial pyramid corresponding to the ∆ = 1 − J diagonal of figure 14. The

commuting generators Ḡ� 1
2

and L̄�1 map between states in the positive helicity degenerate celestial diamonds

corresponding to the most subleading soft theorems. More generally, the ∆ = k+1−J sections connect radiative

J = +s primaries of different spins and their descendant Osoft.
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Moreover, from the celestial diamond perspective, it is clear that the observation (9.29) about the relation between the

symmetry parameters of different spin-s asymptotic symmetry currents extends to general k̄. This is because the shadows

of both of the operators

✓
Os
∆,s,O

s� 1
2

∆+ 1
2
,s� 1

2

◆
appearing in the doublet (11.15), namely

✓
eOs
2�∆,�s, eO

s� 1
2

3
2
�∆, 1

2
�s

◆
, (11.22)

are both level k = k0 = ∆+s�1 ascendants of the corresponding soft operators with respect to the holomorphic subalgebra.

We can further see that (11.21) together with (11.8) and the shadow/descendancy relations of [45] imply

k̄ Ḡ� 1
2

eOs
2�∆,�s = �L̄�1

eOs� 1
2

3
2
�∆, 1

2
�s

. (11.23)

This analog of (11.19) for the shadow modes plays an important role in celestial CFT since both the stress tensor and the

super-current are constructed via shadow transforms. For the particular case of ∆ = 0, s = 2, the relation (11.23) involves

these two symmetry currents. It is a statement about how the global symmetry generators act on the representation of sbms4

arising from the soft theorem, consistent with

[Ḡ� 1
2
, L̄�2]�

1

2
[L̄�1, Ḡ� 3

2
] = 0 (11.24)

upon restoring the normalization constants relating the stress tensor and super-current [52,89] to our shadow operators [12,

45].

We thus see how the spin shifting relations of [113] and the celestial diamond story of [45, 113] fit together. The global

SL(2,C) descendants shift within the (∆, J) plane while the SUSY charges translate in the transverse s-direction. This

structure explains the connection between the gauge parameters used to demonstrate soft theorem/Ward identity equiva-

lences for different spins. While we have focused on the N = 1 case connecting pairs of soft theorems, this structure can

straightforwardly be extended to the N> 1 case.

Summary: Part III

In this part we looked at conformally soft fermionic operators on the celestial sphere constructed from a large-r expansion

of bulk fermionic fields. We computed the large supersymmetry charge whose generator is the leading conformally soft

gravitino. The subleading soft gravitino theorem as well as the leading soft photino theorem lack a clear asymptotic symmetry

interpretation however they yield finite soft charges that can be constructed using the covariant phase-space formalism.

Finally, we elucidated the role played by supersymmetry generators in the global conformal multiplets: the spin-shifting

relations they induce on conformally soft operators relate conformal multiplets (celestial diamonds) of different spin, inducing

a pyramid-shaped structure involving both fermionic and bosonic operators.

Conclusion and Outlook
In this thesis we explored holographic properties of asymptotically flat spacetimes through a change of basis in the scattering

amplitude. Going from translation eigenstates to Lorentz eigenstates the amplitude exhibits properties akin to conformal

correlators in a codimension-two theory. In order to talk about the scattering amplitude in this new conformal basis, we need
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to have a well-defined procedure for taking the Mellin transform because of the distributional nature of scattering amplitudes.

This was the aim of the first part of the thesis: we defined the space of test functions to which celestial amplitudes will be the

topological dual. It consists of functions which are meromorphic on the complex-∆ plane with poles at non-positive integer

values of ∆. This indeed shows that even though the domain of integration goes to infinity, the Mellin transform is just a

change of basis and no knowledge of the UV is required when performing it on finite (tree-level) amplitudes in momentum

space.

After that we explored the conformal aspects of celestial amplitudes. By only assuming soft theorems and conformal sym-

metry, one can classify all the so-called soft symmetries in the celestial CFT. In four bulk dimensions, the soft symmetries

generated by operators of type II and III admit a local enhancement. In these cases, both the soft operators and their shadow

transforms yield non-trivial associated charges. However this is not true in higher dimensions: soft operators are trivially

conserved and non-trivial charges arise only from the shadow transform of soft operators.

Finally, we treated fermionic soft symmetries from the boundary perspective in four bulk spacetime dimensions: after casting

the generator of large SUSY transformations as the leading conformally soft gravitino boundary operator, we considered the

symmetries associated to the leading soft photino and subleading soft gravitino theorems. We were able to compute their

corresponding soft charges using the covariant phase space formalism and we found that they were finite and no renormal-

ization procedure was necessary. We then elucidated the role played by the global SUSY modes in conformal representation

theory following [52]: they relate the conformal multiplets (celestial diamonds) of different spins, creating a pyramid shaped

structure which we refer to as celestial pyramid.

Let us conclude with some comments and open questions.

Massive distributional celestial amplitudes Our framework for defining celestial amplitudes as distributions is only

concerned with massless scattering since massive amplitudes require a more complicated transform involving bulk to bound-

ary propagators. This essentially relies on taking a hyperbolic foliation of ASF and relating the intersection of a massive

geodesic with the hyperbolic slice to a point on the boundary I+. A scalar massive conformal primary then takes the form [7]

�
±
∆(~w,Xµ) =

Z

Hd+1

dp̂G∆(p̂, ~w)e±imp̂·X .

Therefore it would be interesting but more difficult to address the same questions for massive scattering amplitudes.

The top of the necklace In CCFT2 the conformal multiplets containing the universal soft operators were completed

into a diamond by adding a primary at the top: the universal soft operators in figure 5 are at the left and right corners,

with their type II primary descendant at the bottom corresponding to their conservation equation, and can themselves be

understood as type I primary descendants of a new operator at the top. (For degenerate multiplets the soft operator, whose

type III primary descendant corresponds to its conservation equation, already coincides with the top operator of a zero-area

diamond and so no additional operator needs to be added.) This was a useful thing to do as it defines the Goldstone modes of

spontaneously broken asymptotic symmetries which are used to dress celestial amplitudes to make them infrared finite [26].

The top operators have logarithmic correlation functions (similar to the ones of a free boson in d = 2 which is the simplest

example of a top operator in a celestial diamond) and should not be considered as part of the spectrum of the original theory

(it may be thought as a primary of a logarithmic extension of the theory or just as an auxiliary operator); because of the

logarithmic behaviour the arguments of appendix B.2 do not apply to this operator.
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In a similar vein, we can complete the celestial necklaces in CCFTd>2 by adding a top primary operator - this is the

one already shown in figure 9. Indeed, all universal soft operators have type I2 primary descendants and can themselves

be understood as type I1 primary descendants of an operator at the top. As in d = 2 this top operator has logarithmic

correlation functions. Its quantum numbers are fixed by representation theory and the form of its primary descendant follows

the classification in section 6.2.1. For the leading soft photon the top-of-the-necklace operator must be an operator O∆=0,`=0

with type I1, n = 1 primary descendant @aO0,0. This is set by the fact that its type I1 primary descendant has (∆, `) = (1, 1).

Similarly for the leading soft graviton the top-of-the-necklace operator is O∆=�1,`=0 with a primary descendant of type I1, n =

2 that takes the form @{a@b}O∆=�1,`=0. For the subleading soft graviton we find O∆=�1,`=1 with type I1, n = 1 primary

descendant @
{a
O
b}
∆=�1,`=1. Note that the equations for the type I1 primary descendants appeared in the literature (e.g. [49]

and [105]). In [105] they were computed (see formulae (3.4), (3.26), (3.38)) as solutions of the type I2 shortening condition

thought of as a “classical field equation”.52 For us they descend automatically from the necklace structure.

Subleading soft photon and subsubleading soft graviton In d + 2 = 4 dimensions, the subleading soft photon

(∆ = 0) and the subsubleading soft graviton (∆ = �1) theorems correspond to type III primary descendants in CCFT2. In

even d > 2 there are descendants of type IIIk which become primary for ∆ = k � `k [46]. We thus expect these subleading

soft photon and subsubleading soft graviton theorems in even d + 2 > 4 dimensions to map to correlation functions of

conserved operators with primary descendants of type III1 with `1 = 1 and `1 = 2, respectively, in CCFTd>2. The explicit

form of these primary descendants is not known and we leave their construction for future work. The situation in odd d is

even more tricky. There appears to be no primary descendant whose parent has the correct conformal dimension to match

the conformally soft operators with ∆ = 0 (for spin one) and ∆ = �1 (for spin two). We leave the resolution of this puzzle for

the future.

Towers of ever more subleading soft theorems Conformally soft operators beyond the subleading soft theorem in

gauge theory and the subsubleading soft theorem in gravity have type I1 primary descendant operators at level n. Given a

spin ` particle they appear at ∆ = 1� `� n for n = 1, 2, . . . ,1, while in terms of the power expansion in ! they arise at !k

for k = `+ n� 1. In appendix B.2 we describe why from such operators we cannot construct non-trivial charges. However it

would be interesting to see if the complete list of conformally soft operators (or their shadows) in d > 2 forms an interesting

algebra.

Generalization to higher spin As a proof of concept we can see how our technology can be used to study soft

particles with generic spin ` on the same footing. Given a spin ` particle, we obtain a primary operator with dimension ∆

and spin `. Without doing any computations we expect ` soft theorems associated to type I2 primary descendants at level

n = 1, . . . , ` which appear at dimensions ∆ = 2� n. The shortening condition of these operators is of the form

O
a1
1...a

1
`
,a2

1...a
2
n

I2,n
(x) = ⇡(`,n)(a,b)@

b21 . . . @b2nO
b11...b

1
`

∆,` (x) . (11.25)

The first ` universal conformally soft theorems are exactly annihilated by the differential operators above and thus do not give

rise to non-trivial conserved charges. However the shadow transform of these I2, n operators gives rise to type II1 operators

at level n0 = `� n+ 1 which instead can be used to build non-trivial charges.

52In our language the type I1 primary descendants trivially solve the type I2 shortening conditions.
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As an example, the leading soft factor, which generalizes the ones of photons (6.46) and gravitons (6.52) to spin `

particles, is proportional to
NX

i=1

gi
(⌘i!i)

`�1

!

((xi � x) · e)`

(xi � x)2
, (11.26)

for some coefficients gi.
53 We associate this contribution to the insertion of a conformally soft operator O∆=1,`. One can

indeed check that (11.26) is annihilated by the differential operator in (11.25) for n = 1. The resulting Ward identity does

not produce contact terms and cannot be used to build non-trivial charges. The shadow transform of O∆=1,` is the operator

Õ∆=d�1,` which following the classification of section 6.2.2 is of type II1, n = `. Indeed by taking the shadow of expression

(11.26) using formula (6.73), we obtain

S

"
(x · e)`

x2

#
=

2(�1)dΓ
�
d
2

�
Γ
�
d
2
+ `� 1

�

(`� 1)!

(e · x)`

|x|d
. (11.27)

It is easy to check that by taking a descendant of type II1, n = `, this equation gives rise to a contact term (see equation

(B.30)),

(De · @x)
` (e · x)`

|x|d
/ �(d)(x) . (11.28)

The resulting Ward identity for Õ∆=d�1,` can thus be used to define non-trivial charges using equation (6.38). From formula

(6.37), without doing any computations, we can also predict that the number of such charges is finite and equals the di-

mension of the SO(d + 2) spin ` � 1 representation, namely
(d+2`�2)Γ(d+`�1)

Γ(d+1)Γ(`)
. Finally, using (6.37), (6.39) and (11.28) it is

straightforward to see that the action of the (opportunely normalized) charges on a primary O∆,` takes the form

[Qµ1...µ`�1 ,O∆,`(x)] = g ⌘`�1q{µ1 . . . qµ`�1}O∆+`�1,`(x) . (11.29)

This can be considered as an example of the power of the classification and techniques that we introduced in this paper.

Because of the structure of primary descendants we know exactly which computations we should perform and often we can

also predict their result.

Soft symmetries and conformal geometry The leading conformally soft operator in d = 2 yields 2+2 towers of

topological charges which intersect at the four global modes corresponding to the global translation generators (see figure 7).

This corresponds to a subset of the supertranslation group C1(S2) which are generated by an arbitrary function on the

sphere. Therefore not all supertranslations correspond to topological symmetries in the celestial CFT. We refer to those

modes as non-topological supertranslations. Building on the works [124, 125], these modes correspond to deformations of

the CCFT space which is in one-to-one correspondence with the moduli space generated by acting with a supertranslation on

the Minkowski vacuum. Analogously to the conformal manifold where the deformations are made with a marginal operator,

this infinite-dimensional CCFT manifold is generated by operators of the type
Z

R

d2z
�
@̄
2
✏(z, z̄)O1,+2(z, z̄) + @

2
✏̄(z, z̄)O1,�2(z, z̄)

�
.

Indeed when the symmetry parameters ✏ and ✏̄ satisfy the conservation equations @̄2✏(z, z̄) = @2✏̄(z, z̄) = 0 inside of the

region R then the above integral is zero and the deformation is trivial. However an arbitrary function on the sphere need not

satisfy these constraints and lead to non-trivial deformations.

53When ` = 1, gi = eQi as in equation (6.46). Because of Weinberg’s soft theorem gi must be all equal for ` = 2, giving gi =  as

in (6.52). Finally gi should vanish for ` > 2. Still it is an instructive exercise to show what the soft operators and charges look like in the

celestial basis in a closed form in `.
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A Appendix: Notations and Conventions

We use the following notations

N
0 := N \ {0}, R

+ := [0,+1) , R
+? := R

+ \ {0}, Z
� := Z \ N

0. (A.1)

We also use the notation

k�k1 = sup
x2R+

|�(x)| . (A.2)

The following Fourier and inverse Fourier transforms conventions are also used: given � in L2(R), the Fourier transform of �

is defined as follows

F(�)(⇠) :=

Z

R

�(x)e�ix⇠ dx. (A.3)

Similarly, its inverse Fourier transform is defined as

F
�1(�)(x) :=

1

2⇡

Z

R

�(⇠)eix⇠ d⇠. (A.4)

Given a function � that satisfies Z

R+

dx |�(x)|xc�1 < +1,

we define its Mellin transform as follows

M(�)(c+ it) =

Z

R+

�(x) xc+it�1 dx . (A.5)

The definition domain of a Mellin transform is a strip. Hence, we introduce the notation

St(↵,�) := {s 2 C, ↵ < R(s) < �} ,

where R(s) is the real part of s. We introduce the Schwartz spaces

S(R) :=

⇢
� 2 C

1(R) |8(↵,�) 2 N
2 : sup

x2R

���x↵
@
�
x�(x)

��� < +1
�

(A.6)

and

S
�
R
+� :=

�
�
+(x)�(x) | � 2 S(R)

 
, (A.7)

where �+ denotes the characteristic function of the semi-line R
+. We denote the dual of S(R+) by S0(R+), and call it the

Schwartz space of tempered distributions over the half-line. For an extensive topological study of the space S(R+) and its

dual space S0(R+), we refer the reader to [126].

We use the conventions of [127] for fermionic particles. In the Weyl representation and using signature �+++ we have

�
µ =

0
@ 0 (�µ)aḃ

(�̄µ)ȧb 0

1
A , {�µ, �⌫} = �2⌘µ⌫ , (A.8)

where we define

(�µ)aḃ = (1,�i)aḃ , (�̄µ)ȧb = (1,��i)ȧb , (A.9)

in terms of the Pauli matrices �i. Undotted (dotted) indices refer to left (right) handed SL(2,C) spinors and are raised and

lowered with

"
ab = "

ȧḃ = �"ab = �"ȧḃ =

0
@ 0 1

�1 0

1
A , (A.10)

which obey "ab"
bc = � c

a . For example, we have the spinor helicity identities

[k|a = "
ab|k]b , |kiȧ = "

ȧḃhk|ḃ . (A.11)
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From Weyl to Dirac and Majorana The discussion in the main body considers Weyl photinos and gravitinos. We have

the following embedding into four-component Dirac and Rarita-Schwinger fields

Ψ =

0
@  a

 ̄ȧ

1
A , Ψµ =

0
@ �µa

�̄ȧ
µ

1
A , (A.12)

of the left-handed and right-handed Weyl photinos,  and  ̄, and the left-handed and right-handed Weyl gravitinos, �µ and

�̄µ. The Hermitian conjugate of Ψ is

Ψ
† =

⇣
( †)ȧ, ( ̄

†)a
⌘
. (A.13)

The Dirac conjugate is

Ψ ⌘ Ψ
†
� =

⇣
( ̄†)a, ( †)ȧ

⌘
, (A.14)

where

� ⌘

0
@ 0 �ȧ

ḃ

� b
a 0

1
A , (A.15)

is numerically equal to �0 but has different index structure. Introducing the charge conjugation matrix

C⌘

0
@ "ab 0

0 "ȧḃ

1
A , (A.16)

the charge conjugate of the Dirac field Ψ is given by

Ψ
C ⌘ CΨ

T
=

0
@ "ab( ̄

†)b

"ȧḃ( †)ḃ

1
A =

0
@ ( ̄†)a

( †)ȧ

1
A . (A.17)

We will be interested in Majorana fields for which Ψ
C
M = ΨM. The Majorana condition thus amounts to

ΨM = CΨ
T
M . (A.18)

These steps can be repeated for the Rarita-Schwinger field.

Fermion Operator Mode Expansion In the momentum basis, we have the following bulk mode expansions for a spin- 1
2

Majorana field

Ψ̂M(X) =
X

s=±

Z
d3k

(2⇡)3
1

2k0

h
asuse

ik·X + a†
svse

�ik·X
i
, (A.19)

and a spin- 3
2

Majorana field

Ψ̂Mµ(X) =
X

s=±

Z
d3k

(2⇡)3
1

2k0

h
✏
⇤s
µ asuse

ik·X + ✏
s
µa

†
svse

�ik·X
i
, (A.20)

with polarization vectors ✏±µ , and with the anti-commutation relations

{as(~k), a
†
s0(
~k0)} = (2⇡)3(2k0)�(3)(~k � ~k0)�ss0 . (A.21)

For massless fields we can express the four-component spinors us and vs in terms of two-component commuting spinors. In

spinor-helicity notation the outgoing anti-fermions vs with helicity s = ± 1
2

are given by

v+ =

0
@ |k]a

0

1
A , v� =

0
@ 0

|kiȧ

1
A , (A.22)
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and the outgoing fermions ūs with helicity s = ± 1
2

are given by

u� = (0, hk|ȧ) , u+ = ([k|a, 0) . (A.23)

Crossing symmetry flips the sign of the helicity and exchanges incoming $ outgoing and fermion $ antifermion, thus

u⌥ = v± , v̄⌥ = ū± . (A.24)

The mode expansion of the left-handed massless Weyl photino is then

 ̂a(X) =

Z
d3k

(2⇡)3
|k]a
2k0

h
a�e

ik·X + a†
+e

�ik·X
i
, (A.25)

while for the right-handed massless Weyl photino it is

ˆ̄ ȧ(X) =  ̂
†ȧ(X) =

Z
d3k

(2⇡)3
|kiȧ
2k0

h
a+e

ik·X + a†
�e

�ik·X
i
. (A.26)

The mode expansion for the left-handed massless Weyl gravitino is

�̂µa(X) =

Z
d3k

(2⇡)3
|k]a
2k0

✏
+
µ

h
a�e

ik·X + a†
+e

�ik·X
i
, (A.27)

while for the right-handed massless Weyl gravitino it is

ˆ̄�ȧ
µ(X) = �̂

†ȧ
µ (X) =

Z
d3k

(2⇡)3
|kiȧ
2k0

✏
�
µ

h
a+e

ik·X + a†
�e

�ik·X
i
. (A.28)

B Appendix: Part II

B.1 Projectors

In this appendix we exemplify the form of the projectors. We will use the results of [97] where a number of projectors

were computed. These were found in the contracted form ⇡(`1,`2,`3,0,...,0)(e,f) for generic `1 and for all `2, `3 such that

`2 + `3  4. Following the notation of section 6.1.2, the polarization vectors are defined by the sets e = {e1, . . . , e[d/2]},

f= {f1, . . . ,f[d/2]}, however in this appendix we consider these vectors as unconstrained, dropping the hats to avoid clutter.

All projectors ⇡`(e,f) are polynomials in the scalar products (ei · ej), (ei ·fj), (fi ·fj). The results are in general quite lengthy

but they can be readily used in computations in Mathematica. The easiest example of such projectors is the symmetric and

traceless one defined in (6.5). The next to easiest example is the projector in the hook representation ⇡(`,1),

⇡(`,1)(e,f) =
(d� 2)2�``!

(`+ 1)(d+ `� 3)
�
d
2
� 1
�
`

|f1|
`�2 |e1|

`�2⇥ (B.1)

⇥
(

� (d� 2) |f1| |e1| (e1 ·f2e2 ·f1 � e1 ·f1e2 ·f2)C
( d

2 )
`�1

✓
e1 ·f1
|e1| |f1|

◆

+ d


f
2
1

�
e1 ·e2e1 ·f2 � e

2
1e2 ·f2

�
+ e

2
1f1 ·f2e2 ·f1 + e2 ·f2 (e1 ·f1)

2

� (e1 ·f2e2 ·f1 +f1 ·f2e1 ·e2) e1 ·f1 .

�
C
( d

2
+1)

`�2

✓
e1 ·f1
|e1| |f1|

◆)
.

For our purposes it is enough to consider the projector ⇡(`,1) in the cases ` = 1, 2. The case ⇡(1,1) is trivial and just gives

antisymmetrization. In particular the contracted projector takes the form

⇡(1,1)(e,f) =
1

2
(e1 ·f1e2 ·f2 � e1 ·f2e2 ·f1) , (B.2)
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and similarly one recovers the indices by taking derivatives of the vectors as follows

⇡(1,1)(a,b) = @
a1
1

e1 @
a2
1

e2 @
b11
f1
@
b21
f2
⇡(1,1)(ei,fi) =

1

2

⇣
�a1

1
,b1

1
�a2

1
,b2

1
� �a1

1
,b2

1
�a2

1
,b1

1

⌘
. (B.3)

For ⇡(2,1) the situation is more non-trivial. The contracted projector takes the form

⇡(2,1)(e,f) =
2

3(d� 1)

✓
(d� 1)e2 ·f2 (e1 ·f1)

2 +f
2
1

�
e1 ·e2e1 ·f2 � e

2
1e2 ·f2

�
(B.4)

� e1 ·f1
�
(d� 1)e1 ·f2e2 ·f1 +f1 ·f2e1 ·e2

�
+ e

2
1f1 ·f2e2 ·f1

◆
. (B.5)

The projector with open indices can be easily obtained by taking derivatives of all vectors ei,fi, namely

⇡(2,1)(a,b) =
1

4
@
a1
1

e1 @
a1
2

e1 @
a2
1

e2 @
b11
f1
@
b12
f1
@
b21
f2
⇡(2,2)(ei,fi) , (B.6)

where the factor of 1/4 is included because there are two derivatives of the two vectors f1 which produce a factor of 2 in the

numerator, and similarly for e1. The result can be easily obtained in Mathematica and it reads

⇡(2,1)(a,b) =
�1

6(d� 1)


� 2(d� 1)�a2

1
,b2

1

⇣
�a1

1
,b1

2
�a1

2
,b1

1
+ �a1

1
,b1

1
�a1

2
,b1

2

⌘
(B.7)

+ �a1
2
,b1

2

⇣
(d� 1)�a1

1
,b2

1
�a2

1
,b1

1
+ �a1

1
,a2

1
�b1

1
,b2

1

⌘
+ �a1

1
,b1

2

⇣
(d� 1)�a2

1
,b1

1
�a1

2
,b2

1
+ �a2

1
,a1

2
�b1

1
,b2

1

⌘

+ �a1
2
,b1

1

⇣
(d� 1)�a1

1
,b2

1
�a2

1
,b1

2
+ �a1

1
,a2

1
�b2

1
,b1

2

⌘
+ �a1

1
,b1

1

⇣
(d� 1)�a2

1
,b1

2
�a1

2
,b2

1
+ �a2

1
,a1

2
�b2

1
,b1

2

⌘

� 2�b1
1
,b1

2
(�a2

1
,a1

2
�a1

1
,b2

1
+ �a1

1
,a2

1
�a1

2
,b2

1
)� 2�a1

1
,a1

2

⇣
�b1

1
,b2

1
�a2

1
,b1

2
� 2�b1

1
,b1

2
�a2

1
,b2

1
+ �b2

1
,b1

2
�a2

1
,b1

1

⌘�
.

In this form one can easily check that taking traces over the indices a or over the indices b gives zero. Also one can check

that ⇡(2,1)(a,b)⇡(2,1)(b, c) = ⇡(2,1)(a, c).

In [97] a result for the projector ⇡(`,2) is also presented, but we do not report it here since it is too lengthy. For this work

we only need the simplest of such projectors, namely ⇡(2,2), which in its contracted form reads

⇡(2,2)(e,f) =
(d� 1)

3(d� 2)(d� 1)


(e1 ·f1)

2 �(d� 2) (e2 ·f2)
2 �f

2
2 e

2
2

�

� 2(d� 1)e1 ·e2
�
f1 ·f2e2 ·f2 �f

2
2 e2 ·f1

�
e1 ·f1 + (d� 1) (e1 ·f2)

2 �(d� 2) (e2 ·f1)
2 �f

2
1 e

2
2

�

+ 2de2
1f1 ·f2e2 ·f1e2 ·f2 � df2

1 e
2
1 (e2 ·f2)

2 +f
2
2

�
�(d� 1)e2

1 (e2 ·f1)
2 � 2f2

1

�
(e1 ·e2)

2 � e
2
1e

2
2

��

� 2(d� 1)e1 ·f2
�
e1 ·f1

�
(d� 2)e2 ·f1e2 ·f2 � e

2
2f1 ·f2

�
+ e1 ·e2

�
f1 ·f2e2 ·f1 �f

2
1 e2 ·f2

��

+ 2 (f1 ·f2)
2 (e1 ·e2)

2 � 2e2
1f1 ·f2e2 ·f1e2 ·f2 � 2e2

1e
2
2 (f1 ·f2)

2 +f
2
1 e

2
1 (e2 ·f2)

2

�
. (B.8)

To define the projector with open indices it again suffices to take derivatives of all the vectors,

⇡(2,2)(a,b) =
1

16
@
a1
1

e1 @
a1
2

e1 @
a2
1

e2 @
a2
2

e2 @
b11
f1
@
b12
f1
@
b21
f2
@
b22
f2
⇡(2,2)(ei,fi) . (B.9)

The result can be easily obtained in Mathematica but it is too lengthy to present here.

While we restricted to `1  2 because we are interested in photons and gravitons, for higher spin particles one would

also need the projectors with `1 > 2.
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B.2 Type I Operators and Trivial Charges

In this appendix we want to show that type I operators are associated to trivial charges.

Let us first explain what we mean by trivial charges. Let us consider an operator O(x) with a primary descendant DO(x),

where D is some differential operator that creates the descendant. Now let us assume that

h(DO(x))O1(x1) . . .ON (xN )i = 0 , (B.10)

exactly without any contact term. We call (B.10) trivial Ward identity in contrast with the usual Ward identity (4.2), where

delta functions are present on the right-hand-side. Now because of the absence of contact terms it is easy to see that no

non-trivial charges can be defined. Indeed the interesting feature of the charges is that their insertion in a correlation function

equals the variation of the operators which is computed through the integral of the delta functions on the right-hand-side of

(4.2). When these are absent, the variations become trivial and so do the charges themselves. We thus conclud that (B.10)

gives rise to trivial charges.

To clarify the discussion let us present the simplest example of a trivial charge, the one associated to the identity operator.

The identity operator is a primary with a level-one primary descendant of type I1, i.e. which takes the form @a1. We want to

show that from this operator, as expected, it is not possible to build non-trivial conserved charges.

Using our construction of section 6.3.2, one can in principle define a Noether current Ja(x) = ✏a(x)1, with @a✏
a(x) = 0,

which has a constant solution ✏a(x) = ca.54 One can then proceed in defining a set of topological charges Q✏
Σ = caQ

a
Σ with

Qa
Σ ⌘

Z

Σ

dSa
1 . (B.11)

It is easy to see that Qa
Σ = 0 because of rotation invariance (e.g. by choosing Σ to be the surface of a sphere). In this case

the triviality of the charge is obtained by saying that Qa
Σ vanishes.

Let us also see how this can be obtained from the Ward identity (B.10). Of course since 1 does not depend on an

insertion point,

h(@a1)O1(x1) . . .ON (xN )i = 0 . (B.12)

Now we integrate this Ward identity over the volume of a sphere and we also find that the insertion of the charge Qa
Σ (defined

by integrating the left hand side) acts like zero (by integrating the right-hand-side). Thus, as expected, we obtain the same

result as above.

In this case it is automatic to know that @a1 = 0. Conversely for other operators the fact that DO(x) = 0 inside a

correlation function must be proven. This is what we plan to do in the rest of the appendix. There are two strategies. For

(standard) CFTs we will study the N -point functions with the insertion of O(x) and prove that they are polynomial in x, and

thus they are annihilated by D (since derivatives of a polynomial cannot give contact terms). For celestial CFTs we will make

use of the wavefunction formalism to define the operators and show that, since the corresponding wavefunction vanishes,

then also DO(x) must vanish when inserted in a correlation function.

54One could also consider the case in which the parameter is not smooth ✏a(x) / xa|x|�d which satisfies @a✏
a(x) / �(d)(x). In this case

Qa
Σ

is equal to a constant if Σ contains the origin and vanishes otherwise. Thus the result is still trivial.
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Trivial Type I Ward Identities in CFTs

In this subsection we show that equation (B.10) holds in CFTs, by proving that correlation functions with the insertion of type

I operators are polynomial as a function of their insertion point.

Let us start with the case of d = 2. The idea of the proof is simple. We consider an N -point function with a type I

operator inserted at z, z̄. This function must satisfy conservation equations in both z and z̄ (type Ia and Ib) which imply that

the function is polynomial in these variables (and thus it cannot give rise to contact terms from the conservation equations).

Let us however give a more concrete argument, by considering the OPE of type I operators which is fixed by the three-point

function and can be explicitly written down. We consider a generic three-point function in a usual CFT2 where the operator

O has h = 1�k
2

and h̄ = 1�k̄
2

. For simplicity, since the holomorphic and antiholomorphic behaviours factorize and are of the

same form we consider only the holomorphic part (but we should remember in the end to include the antiholomorphic one).

The holomorphic dependence of the three-point function on the primaries O,O2,O3 is (here we consider usual three-point

functions which are not distributions in zi)

hO(z1)O2(z2)O3(z3)i = c123
1

zh+h2�h3

12 zh+h3�h2

13 zh2+h3�h
23

. (B.13)

Now we consider h = 1�k
2

and we ask for @kO= 0 (keeping all the zi distinct, which means that the result is zero away from

contact points). It is easy to see that this shortening condition implies that h3 � h2 = 1�k
2

+ i with i = 0, . . . k � 1. We thus

get

hO(z1)O2(z2)O3(z3)i = c123�h3�h2�
1�k

2
�i
zi12z

k�1�i
13 z�2h3+i+1�k

23 . (B.14)

The result is clearly polynomial in z1 for any allowed value of i. We can then expand this expression e.g. for z1 ! z2 using

the binomial za13 = (z12 + z23)
a =

Pa
b=0

�
a
b

�
zb12z

a�b
23 . The result is

hO(z1)O2(z2)O3(z3)i = c123�h3�h2�
1�k

2
�i

k�1�iX

j=0

 
k � 1� i

j

!
zi+j
12 z�2h3�j

23 . (B.15)

The OPE can thus be recast as

O(z)O2(0) ⇠ c123�h3�h2�
1�k

2
�i

k�1�iX

j=0

 
k � 1� i

j

!
Γ(1� 2h3)

Γ(1� 2h3 � j)
zi+j

@
j
O3(0) . (B.16)

This OPE is polynomial in z of order k � 1, thus by applying @k
z to this expression we find exactly zero. No contact term can

be generated. Notice that this would also happen when the operators depend on the antiholomorphic coordinates. Starting

with O with h = 1�k
2

and h̄ = 1�k̄
2

and conservations @kO= 0 = @̄k̄O we find

O(z, z̄)O2(0, 0) ⇠c123�h3�h2�
1�k

2
�i
�
h̄3�h̄2�

1�k̄

2
�ī

k�1�iX

j=0

k̄�1�īX

j̄=0

 
k � 1� i

j

! 
k̄ � 1� ī

j̄

!
⇥

⇥ Γ(1� 2h3)

Γ(1� 2h3 � j)

Γ(1� 2h̄3)

Γ(1� 2h̄3 � j̄)
zi+j z̄ī+j̄

@
j
@̄
j̄
O3(0, 0) , (B.17)

where ī = 0, . . . k̄ � 1. The crucial observation is that no negative powers of z or z̄ are present in this OPE thus there is

no possible way to get a delta function by applying derivatives in @z and @z̄. We therefore conclude that when we insert the

operator O(z, z̄) in any N -point function we still get that the dependence in z and z̄ is polynomial. Therefore

h(@k
O(z, z̄))O1 . . .ON i = 0 , (B.18)
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without contact terms and similarly for @̄k̄O(z, z̄).

For this computation we required minimal assumptions like the usual form of the three-point function which is fixed by

symmetry, and the fact that the O is a type I operator which thus satisfies the type I shortening conditions. Notice that for

operators of type II and type III the same logic does not work because these have shortening conditions which only involve

either @z or @z̄, but not both of them. To ensure a polynomial behavior it is instead necessary to have shortening conditions

in both variables.

Let us now turn to d > 2. As for d = 2, the idea behind the demonstration is that an N -point correlation function with

a type I operator inserted at a position xa should have a polynomial dependence in xa because it has to satisfies the type

I conservation equation (one can project the indices of the d > 2 type I conservation equation into a plane, e.g. using

coordinates x1 ± ix2, and use a similar argument as in d = 2). Again we find it useful to rephrase this argument in terms

of three-point functions and OPE, where all computations can be explicitly performed. To exemplify why the OPE of type I

operators is polynomial let us consider the next to trivial example after the identity. We take a vector operator with a type

I1, n = 1 primary descendant. This operator must have ∆ = �1. The OPE of such an operator is fixed by its three-point

functions with all other two operators. For simplicity let us consider the example of the three-point function with two scalar

operators,

hOa
∆=�1(x1)O∆2

(x2)O∆3
(x3)i /

xa
12x

2
13 � xa

13x
2
12

|x12|∆2�∆3 |x13|∆3�∆2 |x23|∆2+∆3+2
. (B.19)

We require that @
{b
O
a}
∆=�1(x1) = 0 away from possible contact terms. It is easy to see that this requirement implies that the

three-point function vanishes unless ∆2 = ∆3, and therefore that the three-point function is a polynomial in the distances x12

and x13. This means that the OPE takes the simple form

O
a
∆=�1(x)O∆2

(0) ⇠ �∆2,∆3

⇥
xa � 1

2∆2
(2xaxb � x2

�
ab)@b

⇤
O∆3

(0) , (B.20)

where the square bracket contains all the possible descendants. We clearly see that the square bracket is a polynomial in x.

Of course if we now take @
{b
O
a}
∆=�1(x) on the OPE we get exactly zero and no possible contact terms can be generated. By

considering spinning operators O2 and O3 it is easy to see that similar results are obtained. Therefore we proved that

D⇣
@
{b
O
a}
∆=�1(x)

⌘
O1(x1) . . .ON (xN )

E
= 0 , (B.21)

without any contact term on the right-hand-side.

This demonstration can be repeated for different spins ` of the operator O and different levels n of the type I shortening

condition.

Trivial Type I Ward Identities from CCFT Wavefunctions

In this subsection we want to show that equation (B.10) can be obtained in CCFTs by studying the wavefunctions associated

to the operators of type I.

To start we quickly review the wavefunction formalism in CCFTs. The CCFT operators O∆`(x) can be obtained [106] as

a convolution of usual QFTd+2 operators O(X) in position space with so called “primary” wavefunctions f∆,`(X; q) [7],

O∆`(q) = i (O(X), f∆,`(X; q)) , (B.22)

where the inner product (·, ·) is given by a standard integral in Xµ, e.g. for spin zero this is related to the Klein Gordon

inner product. The wavefunctions f∆,` must satisfy a set of conditions (e.g. they should transform as d dimensional primary
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operators in CCFT) which allows one to classify them. For this appendix we consider the most standard (“radiative”) wave-

functions f∆,` which are defined when ` is equal to the spin of the bulk primary O(X) (generalized wavefunctions can also

be defined [12,45], but will not play a role here).

Equation (B.22) generates operators inserted at a point qµ in the embedding space which can then be projected to any

given section, e.g. the Poincaré section qµ ! xa (4.27). In this formulation the only dependence on the CFTd coordinate

xa is encoded in the wavefunction. The idea of [45] is that in order to classify the types of operators one can simply classify

the respective wavefunctions. E.g. for a bulk scalar operator, the correspondent wavefunction takes the form f∆,`=0(X, q) /
(X · q)�∆. It is very easy to classify the shortening conditions of such wavefunctions. E.g. when ∆ = 0 the wavefunction

f∆,`=0 becomes constant and is annihilated by @a. This means that the operator @aO∆=0,`=0 inserted in a celestial correlator

is computed by the convolution of a vanishing wavefunction, and thus it is zero.

In [45] it was shown that in d = 2 all wavefunctions of type I, are annihilated by the differential operators that create the

primary descendants. This is in contrast with the wavefunctions of type II and III where the differential operators give new

(generalized) wavefunctions which are not vanishing. This is in perfect agreement with the fact that type I operators have

trivial Ward identities while type II and III have non-trivial Ward identities with delta functions on the right-hand-side.

Here we want to show using the same CCFT wavefunction approach that also in d > 2 the Ward identities for type I1, n

operators are trivial. To this end we introduce the massless radiative wavefunctions in d > 2. These take the form of spin `

bulk-to-boundary propagators [7,128],

f∆,`(X,Z; q, ") / [(X · q)(Z · ")� (X · ")(q · Z)]`

(X · q)∆+`
, (B.23)

where Z is a polarization vector that contracts the indices of the bulk operator O(X), while " is a polarization vector for the

CCFT operator in embedding space O∆,`(q, ").

It is easy to see that, after setting q and " to the Poincaré section (4.27) and (4.28), the following relation holds

(e · @x)
nf∆=1�`�n,`(X,Z; q, ") = 0 . (B.24)

To prove (B.24) we use the relations (e · @x)q
µ = "µ and (e · @x)"

µ = 0 which imply that (e · @x) annihilates the term inside

the square parentheses in (B.23). The rest of the proof is basically that (e · @x)
n(X · q)n�1 = 0 because we are taking n

derivative of a polynomial of order n� 1. Therefore we conclude that the type Ik=1, n shortening condition annihilates the

wavefunction. This implies that the associated CCFT operators constructed from (B.22) must satisfy a trivial Ward identity of

the form (B.10). For completeness let us also mention that (B.24) is special to type I and that we checked that for other types

(like II or S) the shortening of the wavefunction gives rise to non vanishing contributions proportional to (generalized) primary

wavefunctions.

Finally let us mention that in section 6.4 we have various examples of type I2 operators inserted in a correlation function

(these are the primary descendants of soft operators) and we can explicitly see that also these operators have trivial Ward

identities. For all such operators with trivial Ward identities we expect the associated charges to be trivial.

B.3 Ward Identities and Dirac Delta Distribution

A more careful treatment of the conservation equations for conformally soft shadow operators shows that the statements

@aS̃
(0),a = 0 , @a@bS̃

(0),ab = 0 , @aS̃
(1),ab = 0 (B.25)
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only hold up to contact terms. Indeed accounting for the Dirac delta distributions is necessary to obtain standard Ward

identities. This is the purpose of this appendix.

The leading soft photon and graviton cases can be treated in one go since @aS̃
(0),ab and S̃(0),b have the same behaviour.

We need to show that @a

⇣
xa

xd

⌘
has distributional support. To do so we define the regulated expression

@a

 
xa

(x2)
d

2

!
= lim

"!0
@a

 
xa

(x2 + "2)
d

2

!
= lim

"!0
d

"2

(x2 + "2)
d

2
+1

, (B.26)

Integrating (B.26) against a test function f , we obtain

Z

Rd

ddx lim
"!0

d
"2

(x2 + "2)
d

2
+1

f(x) = d

Z

Sd�1

dΩ

Z 1

0

dr
rd�1

(r2 + 1)
d

2
+1

lim
"!0

f("x) , (B.27)

where Ω denotes the solid angle in d dimensions, r is the radial direction and we have performed the change of variable

xa ! "xa. Taking the limit "! 0, the above integral yields

Z

Sd�1

dΩf(0) =
2⇡

d

2

Γ
�
d
2

�f(0) . (B.28)

Therefore, we find

@a

 
xa

(x2)
d

2

!
=

2⇡
d

2

Γ
�
d
2

��(d)(x) . (B.29)

Following the same logic we can generalize this formula to any spin as

1

(�1)``!
�
� d

2
� `+ 2

�
`

(@x ·De)
` (e · x)`

(x2)
d

2

=
⇡d/2(�1)`(`� 1)!(d� 2)`

�
d
2

�
`

Γ
�
d
2
+ `
� �

� d
2
� `+ 2

�
`

�
(d)(x) . (B.30)

For the subleading soft graviton theorem, the situation is more tricky. Taking a derivative of the shadow transformed

subleading soft graviton factor (6.93) we define

V b(x) ⌘ @a


@
(a
xi
xb)

(x2)
d

2

+
1

2
(d� 2)x · @xi

xaxb

(x2)
d

2
+1

� 1

2
x · @xi

�ab

(x2)
d

2

� !i@!i

 
xaxb � �ab

d
x2

(x2)
d

2
+1

!
+ i(d� 1)

xcM
c (a
i xb)

(x2)
d

2
+1

�
,

(B.31)

where we dropped various prefactors which are irrelevant for this calculation and we set xi = 0 for simplicity. In the above

formula the round brackets denote a symmetrization of the indices. The terms in the second line of (B.31) are proportional to

the derivative of the Dirac distribution. We can see this as follows. For the !i@!i
term we have

@a

 
xaxb � �ab

d
x2

(x2)
d

2
+1

!
= lim

"!0
@a

 
xaxb � �ab

d
x2

(x2 + "2)
d

2
+1

!

= lim
"!0

(d+ 2)(d� 1)

d

xb"2

(x2 + "2)
d

2
+2

.

(B.32)

Noticing that (d+ 2) xb

(x2+"2)
d

2
+2

= �@b 1

(x2+"2)
d

2
+1

and integrating against a test function we obtain

�d� 1

d

Z

Rd

ddx lim
"!0

@
b "2

(x2 + "2)
d

2
+1

f(x) =
d� 1

d

Z

Rd

ddx
1

(x2 + 1)
d

2
+1

lim
"!0

@

@("xb)
f("x)

=
d� 1

d2
2⇡

d

2

Γ
�
d
2

�
⇣
@
bf
⌘
(0) .

(B.33)
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Therefore we have the following relation

@a

 
xaxb � �ab

d
x2

xd+2

!
= �d� 1

d2
2⇡

d

2

Γ
�
d
2

�@b
�
(d)(x) . (B.34)

For the Mi term we have

lim
"!0

@a
�xcM

c(a
i xb)

(x2 + "2)
d

2
+1

=
1

2
(d+ 2)Mi

bc lim
"!0

"2xc
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d

2
+2

= � 1

2d
Mbc

i lim
"!0

@c
d"2

(x2 + "2)
d

2
+1

.

(B.35)

Then using (B.26), we obtain

lim
"!0

@a
�xcM

c(a
i xb)

(x2 + "2)
d

2
+1

= � ⇡
d

2

dΓ
�
d
2

�Mbc
i @c�

(d)(x) . (B.36)

Having shown that the second line of (B.31) gives a derivative of the Dirac delta distribution, it remains to show that the first

line of (B.31) gives a delta distribution (not a derivative thereof). The first line of (B.31) can be written as

lim
"!0

1

2

"
d"2

(x2 + "2)
d

2
+1
@
b
xi

+ (d2 � 4)
"2xbxc

(x2 + "2)
d

2
+2
@xi c

#
. (B.37)

The first term can be evaluated using (B.26). For the second term, we have that

"2xbxc

(x2 + "2)
d

2
+2

= � 1

d+ 2

"
�1

d
@
b
@
c "2

(x2 + "2)
d

2

� "2�bc

(x2 + "2)
d

2
+1

#
. (B.38)

The second term in the above equation can be clearly evaluated using equation (B.26). The first term vanishes identically in

the limit "! 0.

Putting everything together we land on the result

V b(x) = (d� 1)
⇡

d

2

Γ
�
d
2
+ 1
�
✓
�
(d)(x)@b

xi
� 1

d
!i@!i

@
b
�
(d)(x) +

i

2
Mbc

i @c�
(d)(x)

◆
. (B.39)

B.4 Two-Point Integral in CFTd Space

The computations of the shadow transformed soft factors in section 6.5 and appendix B.5 make use of the following result for

two-point integrals in CFTd space

Z

Rd

ddx1

(x2
12)

↵(x2
13)

�
=
⇡

d

2 Γ
�
↵+ � � d
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2
� �
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Γ(↵)Γ(�)Γ(d� ↵� �)

1

(x2
23)

↵+�� d

2

, (B.40)

where xa
12 ⌘ (x1 �x2)

a. To obtain this result note that the shift x1 ! x1 +x2 in (B.40) is inconsequential and we may as well

compute

I(x2, x3) ⌘
Z

Rd

ddx1

(x2
1)

↵ ((x1 + x23)2)
�
. (B.41)

Using the Feynman-Schwinger parametrization and going to spherical coordinates we find
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(B.42)

which is the result on the right-hand-side of (B.40).
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B.5 Shadow Transforms of Soft Factors

In this appendix we give a complementary derivation of the shadow transformed soft theorems that applies for any spacetime

dimension d – that is for both even and odd. While in section 6.5 we have worked in the index-free notation, here we give the

shadow transformed soft photon and graviton factors in their alternative form with the indices made explicit.

Leading Soft Photon

The shadow transform of the soft photon operator expressed in index form is

R̃a
1(x) = lim

∆!1
N∆,1

Z

Rd

ddy
Iab(x� y)

[(x� y)2]d�∆
R1 b(y) , (B.43)

where Iab(x) = �ab � 2xaxb

x2 . To obtain the shadow transformed soft photon theorem we need to compute the shadow of the

soft photon factor (6.46) which is given by

S̃(0) a
p (!, x) = �2e

NX

i=1

Qi
1

!
lim
∆!1

N∆,1S
a
∆,1 , (B.44)

where

S
a
∆,1 =

Z
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(xi � x)2

. (B.45)

The shadow kernel can be rewritten as follows

Iab(x� y)

[(x� y)2]d�∆
= bDab

S
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, (B.46)

where we defined the differential operator c∆,1
bDS, d

2
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Then, integrating by parts and using equation (B.40), we obtain

S
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2
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. (B.48)

Plugging this result into (B.44) we obtain in the limit ∆ ! 1 the shadow transformed soft photon factor (6.81).55 Taking the

divergence of (B.44) and using equation (B.29), we obtain the Ward identity (6.82).

Leading Soft Graviton

The shadow transform on the leading soft graviton operator is

H̃ab
1 (x) = lim

∆!1
N∆,2

Z

Rd

ddy
Iaa

0

(x� y)Ibb
0

(x� y)

[(x� y)2]d�∆
H1 a0b0(y) . (B.49)

Applying this transform to the leading soft graviton factor (6.52) yields

S̃(0) ab
p (!, x) = �

NX

i=1

!i

!
lim
∆!1

N∆,2S
ab
∆,2 , (B.50)

55Notice that in even dimensions both Sa
∆,1 and N∆,1 are finite in the limit ∆ ! 1. In odd dimensions, Sa

∆,1 goes to zero and N∆,1 diverges

as ∆ ! 1 but their product is still finite. A similar subtlety occurs for the shadow transform of the leading and subleading conformally soft

graviton.
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where

S
ab
∆,2 =

Z

Rd

ddy
Iaa

0

(x� y)Ibb
0

(x� y)

[(x� y)2]d�∆

✓
(xi � y)a0(xi � y)b0

(xi � y)2
� �a0b0

d

◆
. (B.51)

The shadow kernel can be expressed as

Iaa
0

(x� y)Ibb
0

(x� y)

[(x� y)2]d�∆
= bDaa0bb0

S
1

[(x� y)2]d�∆�2
, (B.52)

where we defined the differential operator c∆,2
bDS, d

2
�∆

in index form
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(B.53)

with

↵1 =
1

4(∆� d)(∆� d� 1)(1 +∆� d)(2 +∆� d)
,

↵2 =
1

2 + 2∆� d
,

↵3 =
1

(2∆� d)(2 + 2∆� d)
.

(B.54)

Using integration by parts, the result (B.40) and taking the limit ∆ ! 1, the shadow leading soft graviton factor becomes

equation (6.87). The result is finite with a similar subtlety mentioned in footnote 55 regarding odd dimensions. Using

equation (B.26), we can show the Ward identity (6.88).

Subleading Soft Graviton

The shadow transformed subleading soft gravtion operator and the soft graviton factor (6.57) can also be computed in index

notation but the expressions are much more cumbersome to write down. Let us outline the necessary steps starting from the

index-free expression for the shadow transform of the subleading soft graviton factor, equation (6.57), which is given by

S̃(1)
p (!, x, e) = lim

∆!0
N∆,2

Z

Rd

ddy
1

[(x� y)2]d�∆�2
bDaa0bb0

S S
(1)
p ab(!, y)ea0eb0 . (B.55)

Note that we used integration by parts to move the differential operator Daa0bb0

S on the soft factor. This operator was defined

in (B.53) and acting with it on the soft factor using (B.40) to evaluate the integrals and taking the limit ∆ ! 0, we obtain the

shadow subleading soft graviton factor (6.93). We obtain a finite result in both even and odd dimensions (see footnote 55).

Using equation (B.39), we can show the Ward identity (6.94).

B.6 Type S Operators in Even Dimensions

There is a puzzle about type S primary descendants. They can be defined in any dimensions but from representation theory

one knows that this type of operator should exist only in odd d. How is this possible? What happens to these operators

in even d? The most plausible answer is that in even d a type S operator can be written as a composite of other primary

descendants. We now show in a few examples that indeed this is what happens.
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In the following we will focus on spin ` primary operators O∆,` with dimensions ∆ = 2�` with type S primary descendants

at level n = d
2
� 2 + `. These primary descendants are only defined when n is integer, and therefore for even d. First we

show that the type S operators can be written in a very simple form in term of projectors which makes manifest many of their

properties. For the sake of clarity we exemplify the form of DS, d
2
�2+` for ` = 0, 1, 2 (up to overall normalization factors),

⇤
d

2
�2 , (` = 0) , (B.56)

⇤
d

2
�2[e · @x @f̂ · @x �⇤(e · @f̂)] , (` = 1) , (B.57)

⇤
d

2
�2[(d� 2)(e · @x)

2(@x · @f̂)
2 � 2(d� 1)⇤(e · @x)(e · @f̂)(@x · @f̂)

+ (d� 1)⇤2(e · @f̂)
2 +⇤(e · @x)

2(@f̂ · @f̂)] , (` = 2) . (B.58)

The differential operators DS, d
2
�2+` above are defined such that they act on a spin ` primary O∆,`(x, f̂) whose tensor indices

are contracted with unconstrained vectors f̂. The resulting descendants are spin ` operators with indices contracted with

constrained vectors e (such that e2 = 0). As stated above, they become primaries when ∆ = 2 � `. For any even d > 2

these differential operators can be written in terms of projectors as follows56

DS, d
2
�2+` / ⇡ d

2
�2+`,`

 
∂x ··· ··· ∂x

e ··· e
;
∂x ··· ··· ∂x

∂
f̂ ··· ∂

f̂

!
(B.60)

/ ⇤
d

2
�2

⇡`,`

 
∂x ··· ∂x

e ··· e
;
∂x ··· ∂x

∂
f̂ ··· ∂

f̂

!
. (B.61)

From this form it is straightforward to see that the resulting operators are conserved. Indeed, conservation is obtained by

acting with (@x ·De) on the projector which is ensured by the symmetry properties of the projector.

One can also show that the operator in (B.61) is related to other types of primary descendants of O∆=2�`,`. Indeed the

projector ⇡`,` can be written as the consecutive action of two other operators that create primary descendants, namely

⇡`,`

 
∂x ··· ∂x

e ··· e
;
∂x ··· ∂x

∂
f̂ ··· ∂

f̂

!
/ DIIk=2,n=`DIk=2,n=` . (B.62)

Therefore we obtain that

DS, d
2
�2+`O∆=2�`,` / DIIk=2,n=` ⇤

d

2
�2 DIk=2,n=`O∆=2�`,` . (B.63)

The type I2 operator at level n = ` is acting on a primary with dimensions ∆ = 2 � ` = ∆
⇤
I2,n=`, which thus has the

correct dimension to define a primary descendant according to equation (6.14). When d = 4, the ⇤ disappears and the

type S operator becomes equal to the action of type I2 and II2 primary descendants. Moreover the type I2, n = ` primary

descendant has dimension ∆ = 2 which is the correct dimension for a primary with a type II2, n = ` primary descendant

according to (6.20). In d = 4 we can thus prove that the action of DS, d
2
�2+` can be decomposed in terms of more basic

primary descendants. For even d > 4 one needs to write the powers of the ⇤ in terms of other primary descendants, but we

did not attempt this here. However let us mention that in any even d � 4 the operator (B.63) always starts with the action

DIk=2,n=`O∆=2�`,`. Since DIk=2,n=` is of type I, we expect it to annihilate the primary without generating contact terms. If

this is taken into account, then the action of the rest of the terms in (B.63) would be trivial.

56In the following we will use a notation in which a vector contracted with an index inside a box is represented as the vector inside the box,

e.g.

a b c ··· eb ⌘ a e c ··· . (B.59)
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Finally let us mention that the values ∆
⇤
S,n for which the type S operator becomes a primary descendant in even dimen-

sions always coincides with the ones of either type Ik or IIIk, but never of type IIk. We thus expect that the composite

primary descendant of type S,n will start with the action of differential operators of either type Ik or IIIk. For all type Ik we

expect the differential operator to annihilate the primary without generating contact terms. In these cases we thus conclude

that the full action of DS,n should annihilate the primary.

In summary, in this appendix we exemplified why the type S operator is not considered a new type in even dimensions,

by showing that in explicit cases it can be understood as the action of more fundamental types such as Ik=2 and IIk=2.

114



C Appendix: Part III

C.1 Radial Expansions of Radiative Solutions

In this section we explore the radial expansions for standard radiative solutions to the chiral Dirac and Rarita-Schwinger

equations. This will let us identify the free data which get promoted to the mode operators seen in section 8.1, as well as

provide more context for the shadow versus non-shadow fall offs explored in section 8.2 and appendix C.4 below.

C.2 Chiral Photino

The massless Dirac equation decouples into the following equations for left and right-handed Weyl spinors  and  ̄, respec-

tively

�̄
µ
@µ = 0 , �

µ
@µ ̄ = 0 . (C.1)

Here we will focus on the left-handed photinos for which we make the following ansatz for the radial expansion

 (u, r, z, z̄) =
X

n

r�n
h
 

(n)(u, z, z̄) + log r  ̂(n)(u, z, z̄)
i
. (C.2)

For these towers to truncate and to have sensible boundary conditions we should impose the vanishing of modes  (n) and

 ̂(n) starting at some values of n. Introducing D̄ = r�A@A, whose r dependence cancels, we have the compact relation

�̄r@u 
(n) + (�̄r � �̄u)

�
(n� 1) (n�1) �  ̂

(n�1)�� D̄ (n�1) = 0 . (C.3)

The same equation holds for the log modes after substituting  ̂(n) 7! 0 and  (n) 7!  ̂(n). Meanwhile

{�µ, �̄⌫} = �2⌘µ⌫
1 ) �

⌫
@⌫ �̄

µ
@µ = �22, (C.4)

so our solutions also satisfy the Klein-Gordon equation for each component. This implies that the radial order of the free data

should match that of the massless scalar. We can thus impose  (n0)(u, z, z̄) and  ̂(n1)(u, z, z̄) vanishing, and will find

constraints on the components of  (1)(u, z, z̄) which we now identify. Since

�̄r = � 2

1 + zz̄

0
@ 1 z̄

z zz̄

1
A = � 1

1 + zz̄
|xiȧ[x|a , (C.5)

we see that equation (C.3) imposes the constraint

@u
�
 

1̇(1) + z̄ 2̇(1)� = 0 . (C.6)

This enforces

 
(1) /

0
@ z̄

�1

1
A , (C.7)

such that the free data is proportional to the spinor |x]a.
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C.3 Chiral Gravitino

The gravitino example has been worked out in [111] and we will use this appendix to translate notation. There, the following

gauge fixing conditions are imposed on the Dirac spinor

rµ
Ψµ = 0 , �

µ
Ψµ = 0 . (C.8)

It is straightforward to check that the conformal primary wavefunctions also satisfy these constraints. Focusing here on the

left-handed Weyl gravitinos, we have the radial expansion

�µ(u, r, z, z̄) =
X

n

r�n
h
�
(n)
µ (u, z, z̄) + log r �̂(n)

µ (u, z, z̄)
i
. (C.9)

As for the photino in (C.2), we will not need the log tower for generic gravitino perturbations without sources. On the modes

�
(n)
µ (u, z, z̄) we then impose fall-offs such that

�
(0)
r = �

(0)
u = �

(1)
r = 0 . (C.10)

The Rarita-Schwinger equation together with the gauge conditions (C.8) impose further constraints. The projection operators

introduced in [111] take the form

P0 = �1

2
�r�u = �1

2

0
@ �r 0

0 �̄r

1
A , P1 = �1

2
�u�r = �1

2

0
@ �̄r 0

0 �r

1
A , (C.11)

where �̄r is given in (C.5) and

�r = � 2

1 + zz̄

0
@ zz̄ �z̄

�z 1

1
A = � 1

1 + zz̄
|x]ahx|ȧ . (C.12)

In our notation, the constraints r �AP0Ψ
(0)
A = 0 and P1Ψ

(0)
A = 0 in (3.11) of [111] demand on the components of �

(0)
z and �

(0)
z̄

that

z�
(0)
1z � �

(0)
2z = 0 , and �

(0)
1z̄ + z̄�

(0)
2z̄ = 0 , �

(0)
1z + z̄�

(0)
2z = 0 . (C.13)

This yields �
(0)
1z = �

(0)
2z = 0 and

�
(0)
z̄ /

0
@ z̄

�1

1
A , (C.14)

such that the free data is proportional to the spinor |x]a.

C.4 Radial Expansions of Conformal Primaries

We detail here the leading large-r data of our radiative conformal primary wavefunctions from section 7.1 and use it as an

opportunity to check the shadow relations for massless fermions. In 2D CFT the shadow transform of a primary operator

O∆,J is given by a (e∆, eJ) = (2�∆,�J) primary operator [129]

eOe∆, eJ(w, w̄) =
k∆,J

2⇡

Z
d2w0 O∆,J(w

0, w̄0)

(w � w0)2�∆�J(w̄ � w̄0)2�∆+J
. (C.15)

Using the integral relation [130]

Z
d2z

2Y

i=1

1

(z � zi)hi

1

(z̄ � z̄i)h̄i

=
Γ(1� h1)Γ(1� h2)

Γ(h̄1)Γ(h̄2)
(�1)h1�h̄1(2⇡)2�(2)(z1 � z2) , (C.16)
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where h1 + h2 = h̄1 + h̄2 = 2, hi � h̄i 2 Z, we see that for the normalization factor [7]

k∆,J = ∆� 1 + |J |, (C.17)

the shadow transform (C.15) squares to (�1)2J . Comparing to (7.27) we see that these shadow relations should hold at the

level of the wavefunctions as well, namely O∆,J 7! Ψ∆,J . We will now verify that (7.9) and (7.11) when expanded near null

infinity using the saddle point approximation (8.5) are indeed related by a 2D shadow transform on the celestial sphere.

C.5 Chiral Photino

Near future null infinity the left-handed J = + 1
2

Weyl spinor has the expansion
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(C.18)

while its J = � 1
2

shadow transformed spinor falls off as
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(C.19)

Using (C.15) we see the shadow transform exchanges the leading contact and non-contact terms.

C.6 Chiral Gravitino

For spin- 3
2

we have more components to keep track of. For the purposes of verifying the shadow relations for radiative modes,

it is sufficient to write down what would be the leading terms in the expansion when � 1
2
< Re(∆). Near future null infinity the

left-handed J = + 3
2

wavefunction has the expansion

�
∆,J=+ 3

2
;z = �2�∆+ 1

2
i
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✓
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2 + ... , (C.20)

and

�
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2
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0
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1
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�
(2)(z � w) + ... , (C.21)

for the angular components while the temporal and radial components are subleading. Similarly, the angular components of

the shadow transformed J = � 3
2

wavefunctions have the expansion

e�
∆,J=� 3

2
;z = 2∆� 1

2 i
⇡
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and
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Using (C.15) we can again verify the shadow relations for all radiative gravitinos, as promised in [12]. The expansions above

also suffice for computing the charge for the leading conformally soft gravitino at ∆ = 1
2
, or equivalently its shadow at ∆ = 3

2
.

For the subleading soft gravitino at ∆ = � 1
2
, or its shadow at ∆ = 5

2
, some of the suppressed terms in the above expansions

become the same order as the ones shown. We will revisit this in section 10.2 where we compute analogous soft charges.

C.7 Inner Products (Ψ∆,J ,Ψ
0
∆0,J 0)

As an alternative to the momentum basis mode expansions used in the main text, we can follow [106] and expand the free

spin-s Heisenberg picture operators in a conformal primary basis. In terms of the chiral Dirac spinors (7.24), we have

Os(Xµ) =
P

J=±s

R
d2w

R 1+i1

1�i1
(�id∆)

h
N+
2�∆,sΨ

s
2�∆,�J(X

µ
+;w, w̄)b∆,J(w, w̄)

+N�
∆,sΨ

s
∆,J(X

µ
�;w, w̄)b∆,J(w, w̄)†

i
.

(C.24)

In this appendix we will evaluate the inner products for spins 1
2

and 3
2

on a spacelike Cauchy slice to find

(Ψs
∆,J(X±),Ψ

0s
∆0,J0(X±)) = ±

�
N

±
∆,s

��2
�JJ0�

(2)(w � w0)δ(i(∆+∆
0 � 2)) , (C.25)

where the coefficients

N±

∆, 1
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=
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⇡(∆� 1
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)( 3

2
�∆)

i� 1
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=
h
(2⇡)4e±iπ∆ cos(⇡∆)

⇡(∆� 1
2
)( 3

2
�∆)

i� 1
2

, (C.26)

are designed to give the canonical commutation relations

{b∆,J(w, w̄), b∆0,J0(w0, w̄0)†} = �JJ0�
(2)(w � w0)δ(i(∆+∆

0⇤ � 2)) . (C.27)

The generalized distribution δ which was defined in [106] reduces to the ordinary Dirac delta function for ∆,∆0 2 1 + iR on

the principal series.

Spin-1
2

Starting from the spin- 1
2

inner product [131]57

(Ψ,Ψ0) =

Z
dΣµ

Ψ̄
0
�µΨ , (C.28)

and using a constant time Cauchy slice, we see that for J = + 1
2

we have
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,Ψ±
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) = h±q0|ȧ�̄
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d3X
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, (C.29)

while for J = � 1
2

(Ψ±

∆,� 1
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,Ψ±

∆0,� 1
2

) = [±q0|a�0
aȧ| ± qiȧ

Z
d3X
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, (C.30)

giving

(Ψ∆,J(X±),Ψ
0
∆0,J0(X±)) = ±

(2⇡)4e±i⇡∆ cos(⇡∆)

⇡(∆� 1
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so that

N
±

∆, 1
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
(2⇡)4e±i⇡∆ cos(⇡∆)

⇡(∆� 1
2
)( 3

2
�∆)

�� 1
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. (C.32)

57Because we want an inner product on positive frequency solutions, this is essentially a complexification of �iΩ(Ψ,Ψ0), where Ω is the

symplectic product, and the Ψ are Majorana. The symplectic product will be the focus of the next section.
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Spin-3
2

For spin- 3
2

we start from

(Ψ,Ψ0) =

Z
dΣµ

Ψ̄
0⌫
�µΨ⌫ , (C.33)

and again use a constant time Cauchy slice. We see that for J = + 3
2

we have
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∆,+ 3
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while for J = � 3
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Then using the fact

mµ
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(�q ·X)∆
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
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1p
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qµ@w

�
1

(�q ·X)∆
, (C.36)

and following the same manipulations as in appendix A of [106], which in this case allows us to drop the terms other that

✏+ · ✏0�, we find
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so that
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2
�∆)

�� 1
2

. (C.38)

C.8 Symplectic Structure Ω(δΨ, δ
0
Ψ)

Starting from the action for Grassmann-valued spin s = 1
2

and 3
2

Dirac fields58

S = i

Z
d4X Ψ̄

s /@Ψs , (C.39)

where /@ ⌘ �µ@µ, we compute the symplectic structure

Ω(�Ψs, �0Ψs) =

Z

I+
dud2z !(�Ψs, �0Ψs) , (C.40)

for the Grassmann-valued perturbations �Ψs and �0Ψs. In (C.40), the presymplectic form !(�Ψs, �0Ψs) is a codimension-1

form which we integrate on a spatial slice pushed to future null infinity I+. The null normal to I+ is nµ@µ = @u � 1
2
@r and

so the integrand of (C.40) becomes �( 1
2
!u + !r). In this appendix, we evaluate Ω(�Ψs, �0Ψs) for s = 1

2
, 3
2

to obtain the

soft charges related to the leading soft photino and gravitino theorems and to the subleading soft gravitino theorem. For the

Majorana spinors we consider here we have ΨM = Ψ
T
MC and the Majorana flip relation

�
0
ΨM�µ�ΨM = ��ΨM�µ�

0
ΨM . (C.41)

The appropriate normalization of the kinetic term thus differs by a factor of 1
2

from the Dirac case.

58Note that our gauge fixing brings the Rarita-Schwinger action to the form (C.39), and we omit there the spacetime indices in the

contraction between the gravitinos.
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Spin-1
2

Using the conventions in appendix A, the presymplectic structure can be written as

!
⌫(� , �0 ) = � i

2
r2
p
�
⇣
�
0
 

†
ȧ�

⌫ ȧb
� b + �

0
 ̄

† a
�
⌫

aḃ� ̄
ḃ � (�0 $ �)

⌘
. (C.42)

Using the Majorana condition (A.18), and the Majorana flip relation we can write (C.42) as ! = f+ f†, we can focus on

calculating

f
⌫(� , �0 ) = ir2

p
�� 

†
ȧ�

⌫ ȧb
�
0
 b . (C.43)

We consider the following fall-offs for the field variations

� =
1

r
� 

(1)(u, z, z̄) + O(1/r2) , (C.44)

and

�
0
 =

1

r
�
0
 

(1)(u, z, z̄) + O(1/r2) . (C.45)

Therefore, we find

f
u = �i

p
�
h
� 

†(1)
�r�

0
 

(1)
i
+ O(1/r) ,

f
r = i

p
�
h
� 

†(1)(�r � �u)�
0
 

(1)
i
+ O(1/r) .

(C.46)

Using (C.6) and noticing that

⇣
z �1

⌘
�r = �r

0
@ z̄

�1

1
A = 0 , (C.47)

we can see that fu becomes subleading and the expression of !r is reduced. This yields the symplectic structure

Ω(� , �0 ) = i

Z

I+
dud2z

p
�
h
� 

†(1)
�u�

0
 

(1)
i
+ h.c. . (C.48)

In section 10.1 we are interested in the case where �0 is replaced by the conformally soft photino primary.

Spin-3
2

The presymplectic form for the gravitino field can be written as

!
⌫(��, �0�) = � i

2
r2
p
�
⇣
�
0
�
†µ
ȧ �

⌫ ȧb
��b µ + �

0
�̄
† a µ

�
⌫

aḃ��̄
ḃ
µ � (�0 $ �)

⌘
. (C.49)

Using similar arguments as for the photino presymplectic form, we can focus on

f
⌫(��, �0�) = ir2

p
���

†µ
ȧ �

⌫ ȧb
�
0
�b µ . (C.50)

We consider the following fall-offs for the generic gravitino field59

��z̄ = ��
(0)
z̄ (u, z, z̄) +

1

r
��

(1)
z̄ (u, z, z̄) + O(1/r2) ,

��z =
1

r
��

(1)
z (u, z, z̄) + O(1/r2) ,

��u =
1

r
��

(1)
u (u, z, z̄) + O(1/r2) ,

��r =
1

r2
��

(2)
r (u, z, z̄) + O(1/r3) .

(C.51)

For the fall-offs of �0�, we are interested in two cases: one that is compatible with the fall-offs of the leading soft gravitino and

another with that of the subleading soft gravitino.

59Notice that ��
(0)
z̄ 6= 0 and ��

†(0)
z 6= 0 follow from ✏+z̄ = ✏�z 6= 0 at first order in the saddle point approximation.
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Leading For the leading case, we consider

�
0
�A = �

0
�
(0)
A (z, z̄) + O(1/r) . (C.52)

The radial and temporal components are subleading and do not contribute to the presymplectic form. We get

f
u = �i

h
��

†(0)
z �r �

0
�
(0)
z̄

i
+ O(1/r) ,

f
r = i

h
��

†(0)
z (�r � �u) �

0
�
(0)
z̄

i
+ O(1/r) .

(C.53)

Using (C.47), this simplifies to

f
u = O(1/r) ,

f
r = �i��†(0)

z �u �
0
�
(0)
z̄ + O(1/r) .

(C.54)

This yields the symplectic structure for the leading soft gravitino

Ω(��, �0�) = i

Z

I+
dud2z

h
��

†(0)
z �u�

0
�
(0)
z̄

i
+ h.c. . (C.55)

In section 9.3 we replace �0� by the conformally soft gravitino primary to obtain the leading soft charge for spontaneously

broken large supersymmetry.

Subleading For the subleading soft gravitino, we consider the following fall-offs

�
0
�z̄ = �

0
�
(0)
z̄ (u, z, z̄) + O(1/r) ,

�
0
�z = r �0�(�1)

z (z, z̄) + �
0
�
(0)
z (u, z, z̄) + O(1/r) ,

�
0
�u = �

0
�
(0)
u (u, z, z̄) + O(1/r) ,

�
0
�r =

1

r
�
0
�
(1)
r (u, z, z̄) + O(1/r2) .

(C.56)

Notice that there will be contributions from the u and r components of the gravitino field. Using (C.47), the presymplectic

form can be written as

f
u = i

p
�
h
��

† (2)
r �r�

0
�
(0)
u + ��

† (1)
u �r�

0
�
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�
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�
(�1)
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z �u��
(0)
z̄ + O(1/r) .

(C.57)

Looking at (C.56), we notice an overleading behavior in �0�z, however the overall contribution to the presymplectic form is

finite because we can see from (C.51) that ��†
z̄ is subleading. The fact that ✏+z̄ = ✏�z and ✏�z̄ = ✏+z ensures that the anti-chiral

part of the charge is also finite. This yields the following symplectic structure

Ω(��, �0�) = i

Z

I+

dud2z
np

�


��

† (2)
r

✓
1

2
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2
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0
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(1)
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† (1)
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1

2
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�
0
�
(�1)
z + ��

† (0)
z �u��

(0)
z̄

o
+ h.c. .

(C.58)

In section 10.2 we are interested in the case where �0� is replaced by the subleading conformally soft gravitino primary.
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Titre : Amplitudes célestes et holographie
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Résumé : Dans cette thèse, nous explorons les

propriétés holographiques des amplitudes de diffu-

sion dans des espace-temps asymptotiquement plats.

Pour les particules de masse nulle, l’amplitude de

diffusion peut être exprimée dans une base d’états

propres des transformations de Lorentz en appli-

quant des transformations de Mellin sur les énergies

des particules externes. Toutefois ce changement de

base doit prendre en compte le fait que l’amplitude

de diffusion exprimée en fonction des quantités de

mouvement est une distribution tempérée. Dans une

première partie, nous construisons des amplitudes

célestes en considérant la transformée de Mellin des

distributions tempérées. Nous caractérisons alors la

transformée de Mellin de l’espace de Schwartz et les

amplitudes célestes sont des éléments de son dual

topologique.

On étudie par la suite les symétries de la théorie

conforme céleste en un nombre de dimensions arbi-

traire en utilisant les théorèmes mous. Grâce à des

outils de la théorie de représentation conforme nous

pouvons classifier leurs symétries associées. Nous

présentons ensuite une méthode pour construire les

charges topologiques associées. Ces groupes de

symétries constituent un sous-groupe des groupes

des symétries asymptotiques.

Enfin, nous étudions les symétries fermioniques dans

les théories N = 1 QED supersymétrique et super-

gravité. Nous construisons ainsi les opérateurs fer-

mioniques sur le bord ainsi que les fonctions d’onde

conformes à partir de spinneurs/vecteurs judicieuse-

ment choisis. Les transformations larges de super-

symétrie sont équivalentes au théorème mou du gra-

vitino et nous identifions le générateur correspondant

sur la sphère céleste. Ensuite, nous construisons les

charges associées aux théorèmes mous du premier

ordre pour le photino et du second ordre pour le gravi-

tino en utilisant le formalisme covariant de l’espace de

phase. Les charges SUSY globales lient les multiplets

conformes bosoniques à ceux qui sont fermioniques.

Title : Celestial amplitudes and holography

Keywords : Holography, quantum gravity, scattering amplitudes

Abstract : In this thesis we explore the holographic

properties of scattering amplitudes in asymptotically

flat spacetimes. For massless particles, the scatte-

ring amplitude can be expressed in a basis of Lo-

rentz eigenstates by applying the Mellin transform on

the energies of the external particles on the ampli-

tude in the momentum basis. However this change of

basis should take into account the distributional na-

ture of momentum space amplitudes. Therefore we

start by defining the Mellin transform for tempered

distributions. We characterize the Mellin transform of

the Schwartz space and celestial amplitudes are ele-

ments of its topological dual.

We then study the symmetries of the celestial confor-

mal field theory in an arbitrary number of dimensions

using soft theorems. We use tools from conformal re-

presentation theory to classify their associated sym-

metries and construct the corresponding topological

charges. The group of symmetries thus obtained is a

subgroup of the asymptotic symmetry group.

We finally study fermionic symmetries in N = 1 super-

symmetric QED and SUGRA. We construct fermionic

boundary operators on the celestial sphere as well

as conformal primary wavefunctions using adequa-

tely chosen polarization vectors/spinors. Large gauge

transformations being equivalent to the leading soft

gravitino theorem, we identify its corresponding ge-

nerator on the celestial sphere. We then construct

the soft charges for the leading soft photino and lea-

ding/subleading soft gravitino theorems using the co-

variant phase space formalism. Global SUSY charges

link bosonic conformal multiplets to fermionic ones.
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