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Résumé

Face aux effets du changement climatique, à l’augmentation de la population et à la néces-
sité d’assurer la sécurité alimentaire, la compréhension du développement des plantes est
un élément essentiel des solutions. Cette étude vise à répondre à ces préoccupations ur-
gentes. Pour entreprendre une telle étude, il est nécessaire d’explorer comment la variabilité
génétique donne lieu à des ensembles spécifiques de caractéristiques architecturales. Dans
le cas des arbres fruitiers qui seront le support de cette étude, la compréhension de ces vari-
ations architecturales facilite la régulation, la prédiction et l’assurance de la production. Elle
permettra également de proposer des stratégies de gestion visant à maintenir la santé de
l’arbre et à optimiser sa productivité.

Les arbres fruitiers se composent généralement de deux parties : la partie supérieure,
comprenant le tronc, les branches et les autres organes aériens, et la partie souterraine com-
prenant l’ensemble du système racinaire. Dans les deux cas, l’étude de l’architecture soulève
diverses questions concernant la géométrie de l’arbre, les gènes impliqués dans son développe-
ment et ses variations, ainsi que les états successifs au cours de son ontogénie. En répondant
à ces questions, la compréhension de l’architecture des arbres fruitiers peut contribuer à
l’amélioration des variétés et de leur production.

C’est pourquoi plusieurs techniques ont été développées pour mesurer les organes de
l’arbre et modéliser leur architecture, incluant leur topologie et leur forme. Initialement,
cette tâche nécessitait un groupe d’opérateurs humains pour mesurer physiquement ces
objets directement sur le terrain. Cependant, cette approche prend beaucoup de temps et
nécessite des observations approfondies. Au cours des dernières décennies, l’avènement de
nouveaux capteurs tels que les caméras et le LiDAR (Light Detection and Ranging) a facilité
l’acquisition de représentations numériques des arbres, ouvrant ainsi de nouvelles possibil-
ités d’étude.

L’objectif de cette thèse est d’obtenir des descripteurs de l’architecture donnant une char-
actérisation globale de la géométrie de l’arbre, puis une approximation plus précise au
niveau des organes. Ces descripteurs ont été basées sur le traitement de nuages de points
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obtenus à partir de LiDAR terrestres et aériens dans un verger de pommiers contenant une
collection de génotypes. Les nuages de points ont été traités en développant deux pipelines
utilisant divers algorithmes de filtrage, d’apprentissage automatique et d’apprentissage pro-
fond.

Le premier chapitre présentera une comparaison des indices architecturaux obtenus à
partir du LiDAR aérien et du LiDAR terrestre. Dans le deuxième chapitre, l’accent sera
mis sur l’application de l’apprentissage profond pour la segmentation des organes (fruits,
feuilles et branches). Enfin, le troisième chapitre présentera une approche du développe-
ment d’un modèle GAN (Generative Adversarial Network) dans le but de générer des pom-
miers synthétiques entièrement annotés, dans le but de faciliter l’entraînement plus efficace
d’autres modèles d’apprentissage profond.



Abstract

With the effects of climate change, a growing human population, and the need to ensure
food security, understanding the development of plants is a crucial part of the possible so-
lutions. This study is considered to be highly significant in addressing these pressing con-
cerns. To undertake such a study, it is necessary to explore how genetic variability gives rise
to specific sets of architectural traits. Understanding these architectural variations facilitates
the regulation, prediction and assurance of fruit production. It will also allow management
strategies to be proposed to maintain the health of the tree and optimize its productivity.

Fruit trees typically consist of two components: the upper part, including the trunk,
branches, and other organs above ground, and the underground part encompassing the
entire root system. In both cases, studying the architecture raises various questions concern-
ing tree geometry, the genes involved in tree development and variation, and the successive
states of the tree. By addressing these questions, understanding the architecture of fruit trees
can contribute to the improvement of varieties and their production.

Hence, several techniques have been developed to measure tree organs and model their
architecture and shape. Initially, this task required a group of human operators to physi-
cally measure these objects directly in the field. However, this approach is time-consuming
and demands extensive observation. Over the past few decades, the advent of new sensors
such as cameras and LiDAR (Light Detection and Ranging) has facilitated the acquisition of
digital representations of trees, opening up new possibilities for study.

The objective of this thesis is to obtain architectural metrics that provide an overall per-
spective of the tree’s geometry, followed by a more precise approximation at the organ level.
These metrics were based on the processing of point clouds obtained from terrestrial and
aerial LiDAR in an apple orchard including a collection of genotypes. The point clouds were
processed by developing two pipelines utilizing various filtering, machine learning, and
deep learning algorithms.

The first chapter will present a comparison of architectural indices obtained from aerial
LiDAR and terrestrial LiDAR. In the second chapter, the focus will be on the application of



deep learning for organ segmentation (fruit, leaves, and branches). Lastly, the third chapter
will introduce an approach to develop a GAN (Generative Adversarial Network) model
with the aim of generating fully annotated synthetic apple trees. This will facilitate more
efficient training of other deep learning models.
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CHAPTER 1

Introduction

The study of genetic diversity in plants enables scientists to better understand how plants
have evolved over time and adapted to various environmental conditions. Similarly, the
study of plant architecture enables the identification and understanding of plant develop-
ment patterns and adaptation to diverse growth environments.

Plant architecture studies make it possible to characterize the spatial distribution of or-
gans, as well as the geometric characteristics of each one. Moreover, organ physiological
characteristics provide information on plant adaptation to a given environment. Also, by
understanding the architecture of plants, it has been possible to determine how different
management practices allow adequate development and yield, given the environment, in-
cluding pressure from pests and diseases.

Understanding how certain architectural features lead to specific plant behavior, makes
it possible to use them in breeding programs to select genotypes with appropriate traits,
resulting in plants with higher adaptation and regular production.

This highlights the importance of characterizing plant architecture and its relationship
to plant genetic variability, leading to an important development in the research commu-
nity. For this, a large number of technologies and methodologies have been developed to
carry out more specific measurements and analyses. It should be noted, however, that car-
rying out such studies presents a number of difficulties, as each species or type of plant has
very specific characteristics that make the creation of generic methodologies and algorithms
extremely difficult.

An interesting way to analyze plant architecture is through 3D modeling. It consists in
creating a virtual representation of the plant that attempts to replicate both the geometries
and the internal functions of the plant. This type of approach has been of great interest
in the last decade because, from this digital representation, it is possible to simulate how
changing different features of the plant will affect its growth or production. In addition, this

1



2 Chapter 1. Introduction

type of approach allows analysis and sampling time to be reduced and allows the effects of
environmental or structural and physiological changes on the plant to be analyzed in a more
controlled manner.

Different protocols and technologies have been developed to create such 3D models of
plants, starting from the manual measurement of each organ and growth pattern of the
plant.

Nowadays, the use of sensors such as cameras and LiDAR to model plants in 3D is
widely studied. This is because it is possible with these technologies to obtain the represen-
tation of a large number of individuals with a low investment of time, effort, and money. The
representations of such sensors are geometrically more accurate, with additional informa-
tion such as reflectance or temperature values. This allows models such as light interception
and carbon distribution to be applied more accurately. However, this type of representation
needs to be further studied and developed, as there is still a long way to go before we can
take full advantage of it.

The 3D representations generated by the LiDAR sensor are highly valuable as they pro-
vide an accurate description of the crop or the targeted plant. The LiDAR sensor captures
these targets in the form of point clouds, which not only offer a 3D representation of the plant
but also include reflectance data associated with each scanned point. These point clouds
solely represent the visible plant’s surface, which results in varying degrees of occlusion.
Some plant organs may not be fully described due to this limitation.

Additionally, when analyzing this type of point cloud, it’s essential to consider that,
apart from occlusion, other deformations may arise from the sensor’s operation. The sen-
sor’s mode of operation introduces white noise in the position of the points describing the
surface and outliers when one laser beam interacts with two or more surfaces, leading to
a false estimation of some point positions. Furthermore, if the target undergoes movement
during scanning, various deformations may occur in the scanned geometry.

Given the significance of plant architecture, its large within-species genetic variability
in the case of fruit trees, and the capabilities presented by LiDAR sensors, this thesis will
concentrate on extracting architectural traits from point clouds of fruit trees. This endeavor is
crucial not only for sustaining fruit production but also for establishing methodologies that
facilitate the accurate analysis and selection of genotypes resilient to forthcoming climatic
changes.

To approach this goal, point clouds of an apple orchard consisting of different genotypes
will be processed. The analysis of the point clouds will be carried out using machine learning
and deep learning algorithms. The application of these algorithms aims to ensure the correct
processing of the point clouds but also to develop algorithms that generalize the information
coming from the data. Once the point clouds have been processed using these techniques,
the architectural features are extracted.

In order to develop such framework, this thesis is structured as follows: Chapter 1 presents
the state of the art of the topics of interest, Chapter 2 presents a first methodology that glob-
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ally evaluates the architecture of apple trees from airborne LiDAR scans, Chapter 3 describes
a method to identify organs, in this case, apples from terrestrial scans, and finally, Chapter 4
address the critical problem of generating annotated data required to parametrize DL/ML
models. In particular, the use of synthetic data is explored.





CHAPTER2

State of the art

To characterize precisely the growth and development of plants, it’s essential to measure and
model the geometrical and physiological changes that the plant goes through over time in a
given environment. It is equally important to link this study to the genetic variability unique
to each plant species. This information provides valuable insights on plant behavior and
development, enabling the selection of genotypes that are resistant to specific environments
while facilitating the development of new genotypes with improved yields.

Therefore, section 2.1 clearly explains what tree architecture is. Based on this description,
the studies of architecture in apple trees are presented in section 2.2. In sections 2.3 and 2.4,
I present the most used techniques to model plant architecture and how different sensors
have been used to obtain measurements of tree architecture and improve plant modeling,
respectively. From the measurement techniques, I pay special attention to LiDAR sensors
and the processing of point clouds (section 2.5). Finally, in section 2.7, I focus on how ma-
chine learning has helped to process data in agriculture and, more precisely, in the analysis
of tree architecture.

2.1 Plant architecture

Plant architecture considers the three-dimensional organization of the plant body. For the
upper part of the plant, plant architecture considers variables such as branching patterns
and size, the shape, positions, and orientation of leaves, flowers, fruits, and other organs (1).
The plant architecture is the result of the relationship between endogenous growth processes
and exogenous constraints given by the environment (2). Endogenous processes refer to all
the internal processes that a plant does to consume nutrients, grow, and develop each of its
organs. The exogenous constraints refer to the characteristics of the environment in which
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the plant grow. Plant architecture is a point of reference and strong influence in agronomy,
due to its effect on the sustainability of plant cultivation, the improvement of yield and
efficiency with which a plant can be harvested (3; 4).

Plant architecture representations an be broadly divided depending on the scale of repre-
sentation. In the review made by (1), three main approaches are described. The first approach
defines the plant as a whole. In this approach, all organs of the same type tend to contribute
similarly to plant functioning (water uptake, photosynthesis, etc.). Consequently, the archi-
tecture of the plant is modeled by one or more compartments. Two types of representations
can be used to construct the model: geometric representations and compartment based rep-
resentations. In the geometric representation at a global scale, the plants are modeled using
a parametric geometric model. For example, spheres and ellipses can be used to model the
light interception in the crowns (5); cylinders and cones have been used to understand me-
chanical properties of the plants (6).

The compartment based representations model the exchange of substances that takes
place in the whole body of the plant. To do this, the plant is represented by two or more
compartments. A compartment represent the source or interfaces for the exchange of sub-
stances. For example, a compartment can represents the pools of leaves or fruits as a whole,
with no difference or distance considered between independent organs. Each compartment
is defined as equation and, in the whole model, the equations of the N compartments inter-
act between each other.

This approach and its different representations help in designing parsimonious models,
but they may struggle to represent more complex behaviors, such as internal competition
for nutrients, due to the lack of details in the model.

The second approach represents the tree architecture as a modular system. This approach is
grounded in the concept that, there are several recurring units along the plant body, from
which multiple mathematical representations can be formulated and combined to generate
a more intricate representation. In this case, a module represents an organ or a physiolog-
ical function performed by the plant. To implement this concept, the plant is decomposed
into modular representations. Different types of representation also exists for this approach.
In the first type of representations, the plant is modeled considering only the 3D spatial
distribution of the plant. In this representation, the spatial distribution of the plant is rep-
resented using a 3D spatial grid. In such a representation, only the voxels of the grid that
contain organs are considered. Each voxel is assigned with different attributes (leaf densi-
ties, reflectances, temperatures, etc.) depending on the elements that it encapsulates. The
second approach consider an organ-based decomposition. In this approach, each plant or-
gan is represented as a module. The organ-based decomposition has been approximated
from two different representations. The first one is based on the plant geometry and the sec-
ond one is based on the plant topology. In the plant geometry-based representation, each of
the independent organs is defined as a geometric module. Each of the modules is defined
by the shape of the organ and its spatial localisation and orientation. In this representation,
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the organs do not interact with each other and only the organs of interest need to be con-
sidered, such as leaves for light interception analysis. The topological organ based decom-
position defines the organs as modules and represent their organisation using a tree graph.
This allows to takes into account their interaction, in particular to simulate ecophysiologi-
cal processes. In general, these approaches provides a more accurate representation of plant
behavior. However, it should be noted that this type of model are more computationally de-
manding. Moreover, they requires precise information on the structure of the plant that may
difficult to acquire.

The third approach for modeling architecture is based on multi-scale representations. This ap-
proach considers multiple levels of detail, capturing and correlating plant behavior across
scales. The architecture and diverse patterns observed in trees have fractal-like character-
istics confined within a specific range of scales. Example of such description are the tree
branch structures, Figure 1 shows an example of such a representation.

Figure 1 – a. Self-similar formal tree resulting from a fractal process. The theoretical output
is a fractal object, i.e. it has details at every scale and has an infinite length (7) b. Virtual and
realistic tree obtained from a fractal process (e.g. (8), Photo by Viennot). Figures and caption
from (1; 7; 8)

In such an approach, different types of representation can also be built: spatial repre-
sentations, geometric representations, and topological representations. In the spatial repre-
sentation, the tree is partitioned by a multi-scale grid. For the first one, the voxel size of a
grid based representation is adjusted based on the irregularity of the geometry. Greater ir-
regularity leads to finer voxel granularity. In the multi-scale geometric representation, the
tree geometry is divided into smaller and independent shapes until the desired accuracy is
achieved. In the multi-scale topological representation, the plant organization is defined at
multiple scales, each scale is represented by a tree graph. The relationship between graphs
at different scales is defined by a quotient operator that maps a group of modules at a lower
scale to a module at a macroscopic scale.

Plant architecture is primarily influenced by two factors, the genetics of the plant and
the environment in which it grows. These factors impact processes such as photosynthesis,
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water, and nutrient uptake, and the robustness of the plant to different stress levels.

Environmental factors like sunlight, water, and wind significantly influence fruit devel-
opment and tree growth. Light can alter bud burst, plant shoot geometry, stomatal function,
and chlorophyll content (9; 10; 11). Water stress causes developmental changes by triggering
molecular adaptations that conserve water, impacting the plant growth and, process such as
photosynthesis (12; 13). For instance, with Granny Smith apple trees, alterations in the tran-
sition time between vegetative and reproductive stages have been observed (14). Wind alters
a tree’s physical structure, affecting crown size, trunk diameter, root development, and the
plant’s mechanical properties such as flexibility and strength (15; 16).

Plant architecture has also been explored from a physiological perspective, revealing the
influence of specific genes on biosynthetic processes responsible for the production of hor-
mones such as auxins, cytokinins, and abscisic acid, which ultimately impact plant devel-
opment (17; 18). For instance, in the apple cultivar McIntosh Wijcik, the gene MdDOX − Co
was found to increase the biosynthesis of bioactive gibberellins, elevate strigolactone levels,
and enhance abscisic acid production, leading to the development of dwarf trees (19).

Specific genes have been observed to influence specific architectural traits. Much atten-
tion has been paid to dwarfing mutants in the context of food production, which has played
a fundamental role in the green revolution, which began with the creation of dwarf varieties
of rice and wheat(20). In fruit trees, these studies have been also approached. The columnar
growth of apple trees is associated with a dominant allele located at locus 18.51 on chromo-
some 10. The identification and study of this gene could pave the way for the development
of new cultivars not only in apples but also potentially in other species such as pear and
peach (21). Also, the genes responsible for initiating the flowering process are conserved in
all flowering plants even though there may be variations associated with floral architecture
(22). In the apple tree, the MdTFL1 gene has also been identified as playing a role in juve-
nility and flowering, and it has been shown it could be utilized to manipulate the flowering
process (23).

From the above, we can conclude that understanding the relationship between plant
architecture, genes, and the environment can help to enhance the plant’s ability to resist
various levels of environmental stress, improve its productivity, and contribute to achieving
food security.

2.2 Apple trees

Apples are the third most produced fruit in the world (24). On a global scale, apples ac-
counted for 10% of fruit production between 2000 and 2021 (25). In Europe, production is
projected to increase by 1% by 2023 (26). Consequently, this thesis will focus on this econom-
ically important species, with an emphasis on studying the architectural changes resulting
from genetic variability.
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2.2.1 Tree architecture

Apple trees exhibit great variability in their growth habits and topology, as their stature
can range from dwarf to tall (27; 28). Figure 2 presents the range of size resulting from the
interaction between a given genotype and different rootstocks (used for root system) from
dwarfing to standard (29). In general, trees grafted on dwarf and semi-dwarf rootstocks
will bear their first fruit 2 or 3 years after planting. Moreover, the environment, including
factors such as water and nutrient availability, as well as temperature fluctuations (30; 31)
can modulate tree size.

Figure 2 – Representation of the range for the different sizes of apple trees. Figure modified
from (29)

Apple trees are allogamous, meaning that they require another variety to ensure the pol-
lination process (32). The growth cycles of these trees are affected by seasonal changes. In
winter, due to low temperatures, the shoots become dormant, and they start to grow again
when temperatures rise in spring (33). Like many other perennial fruit trees, the apple tree
may have irregular or biennial fruit production. In the case of biennial bearing, a year with
high production but small fruits are followed by a year of low production with large fruits
(34). ON years are characterized by a high density of flowering and minimal fruit dropping,
whereas OFF years are characterized by a low density of flowering or high levels of fruit
dropping (35).

Apple tree architecture is characterized by the presence of different shoot types, namely
long, medium, and short shoots (3). The longest shoots develop during the initial years of
an apple tree’s life. Thereafter appears polycyclism, which is the capacity of plants to stop
growing and resume new growth from the same shoots within a single growing season.
This phenomenon is particularly observed during the adolescent phase of apple tree life
and diminishes as the tree matures (37; 38). With aging, the growth process decreases while
flowering appears more frequently but also more or less regularly depending on the cultivar.
Consequently, with a tree distinct shoot types emerge, as depicted in Figure 3. Despite this
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Figure 3 – Representation of shoot and bud types along an apple tree branch. Figure from
(36)

scheme being observed whatever the cultivar, every genotype exhibits a typical variation in
its ontogenetic development, based on both the time of year and tree’s age (38).

The architecture of apple cultivars has been classified into four categories based on sev-
eral variables, including the angle at which branches connect to the main trunk, branch
distribution, and the arrangement of fruit on different types of branches (32; 39). Type 1 is
characterized by a columnar geometry with short internodal distances and an abundance of
short axillary shoots that emerge from the main trunk. These branches have the potential to
bear flowers. Type 2 and 3 are defined as medium-sized trees in terms of their architecture.
Type 2 is characterized by a significant number of spurs capable of bearing fruit. On the
other hand, Type 3 exhibits a combination of short and long branches along the main trunk,
with fruits typically borne at the ends of these branches. Type 4 is described as a vigorously
growing tree, with fruits borne at the ends of its branches, causing its growth to extend to-
wards the ground. These distinct characteristics classify Type 1 and Type 2 as alternate crop
varieties, while Type 3 and Type 4 are considered regular production types. An alternate
cultivar refers to a variety that exhibits high yields in one period and low yields in the next.
Regular crops, on the other hand, consistently maintain a constant range of yields over the
years. The types of apple tree architecture can be seen in Figure 4.

Based on this qualitative classification and on visual evaluation of traits, more in-depth
genetic studies have been performed to better understand the genetic determinism of archi-
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tectural traits (40; 41)

Figure 4 – Representation of the 4 types of apple tree architecture. Figure from (42)

Given the complexity of apple tree architectures and their characteristics, it is evident that
the study and quantitative characterizations of a large population of trees that are manda-
tory to genetic studies are extensive and meticulous (43). However, considering the focus
of this thesis, primary attention will be given to the genetic variability and architecture of
apple trees.

2.2.2 Genetic variability

Over the last few decades, significant efforts have been made to sequence the genome of ap-
ple trees in order to gain a better understanding of their history, physiological development(44),
and architectural characteristics (40; 41). In terms of architecture, the objective is to decipher
the genetic determinisms of growth, branching (43) and flowering process (45; 46) as these
elements play a crucial role in ensuring the productivity of apple trees.

Maintaining and increasing fruit production is essential for fruit growers. To ensure this,
it is necessary to reduce the time that fruit trees remain in the juvenile stage, i.e. the tree must
reach the adult stage and be able to regulate the production of vegetative and reproductive
buds efficiently (47). This has been approached by studies that link these characteristics to
specific genes (45). It has been demonstrated that flowering genes are not well related to
biennial bearing in apple trees, and that such behavior is more related to the genes that
control the tree hormones (45).

Dwarf apple trees are characterized by producing more buds, flowers, and fruit (48; 49).
However, they are also more prone to biennial bearing (50; 51). Research has linked the
overexpression or modification of certain genes to dwarfing in apple trees (52). It has also
been shown how the activation of certain genes is related to the flowering process (53; 46).
Gene MdTFL1 is related to the time in its juvenile phase and controlling its expression can
cause early flowering (23). Studies have been carried out to predict irregularity. In addition,
these variables were used to predict tree behavior and detect QTL (54).
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On either biparental or multiparent populations these studies have demonstrated the
polygenitc nature of many architectural and flowering traits.

2.3 Modeling Plant Architecture

The field of plant modeling involves the development of mathematical models and software
that aid in describing and understanding the functioning and growth of plants (55). Various
approaches have been proposed in plant modeling. The first approach called process-based
models (PBM), focuses on describing the physiological processes of plants independently
of their architecture and morphology. Alternatively structure-based models (SPM), specifi-
cally consider the architectural features of plants. In recent years, there has been a growing
trend toward integrating these two approaches, resulting in the development of functional-
structural plant models (FSPM). FSPMs aim to create a virtual representation that closely
resembles the actual plant of interest, encompassing both its physiological processes and
architectural characteristics (56). In this section, I will focus on Functional-Structural Plant
Models (FSPM) as a tool to simulate the 3D architecture of fruit trees.

2.3.1 What is FSPM?

FSPM models aim to understand plant growth by integrating the physiological processes
and architecture development of the plant. FSPM models place particular emphasis on the
spatial distribution of plant organs and commonly generate 3D models to represent the
plant’s architecture in their output (56). The development of these models requires collabo-
ration across various disciplines, including mathematics, biology, and computer science.

FSPM models have found widespread application in the modeling of diverse fruit trees
such as apple (57), mango (58; 59), peach (60) and avocado (61). These models have been
developed to deepen our understanding of fruit tree growth and to explore the impact of
architectural features and environmental dynamics on plant growth and fruit production.
These models make it possible to study various ecophysiological processes, such as light
interception and carbon distribution in the different organs of the plant (58). They also help
to reduce the time needed to carry out field measurements by enabling large numbers of
trees to be produced synthetically (59).

2.3.2 MAppleT

MAppleT is a stochastic model based on L-systems (62) that integrates the topology and
geometry of apple trees to simulate the evolution of their architecture through the interac-
tion of various processes. This model incorporates Hidden Markov Chains to simulate the
growth sequences. The biomechanics of the plant are used to simulate the geometry of the
GU (57). Figure 5 illustrates the growth of an apple tree simulated by the MAppleT model.
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Figure 5 – Year-to-year changes of a typical Fuji apple tree simulated using default values
of model parameters. The tree is visualized each year from the second to the fifth year of
growth, just before harvest time. Figure and caption from (57)

The development of MAppleT is based on the analysis of field measurements of an apple
crop. The measurements began in the fourth year after planting. In the analysis, two scales
of the organization are precisely defined: growth units (GU), and metamers. A grow unit is
defined as the stem elongation during the expansion phase and the metamers are defined as
the segment where the shoot will grow. Additionally, the GUs are further classified into four
categories: long GU, medium GU, short GU, and floral GU. The succession of GUs along
the axes and the branching patterns was modeled as a two-stage stochastic process using a
hierarchical hidden Markov model. The development of growth units was modeled using
state Markov chains. Figure 6 depicts the representation of this model.

2.4 Phenotyping

In order to understand the development and behavior of the plants and to be able to cre-
ate plant models, it is necessary to develop various measurements that describe the plant
attributes.

Plant phenotyping can be defined as the art or field of science that is in charge of describ-
ing, and characterizing the anatomical, physiological, biochemical, and architectural behav-
ior of a plant in a quantitative manner. This is to provide solid support for the decisions that
farmers, plant breeders must make to ensure crop health, to select the best genotypes, and
in general to understand the relationship between the plant and the environment (63; 64).

Over the last decades due to the development of new technologies (RGB cameras, mul-
tispectral, LiDAR, IoT sensors, SPAD) the protocols, and methods for data analysis have
evolved drastically. This set of changes and the current need to understand more precisely
the behavior of the plant due to the increase in the human population and the reduction of
available resources, has led to the evolution of how phenotyping is done.

Traditional phenotyping methods are constrained by the time, cost, and throughput
needed to carry them out (65). However, the emergence of new technologies has made it
possible to conduct measurements and analyses more efficiently, with reduced time and
cost, and increased throughput. These advancements enable comprehensive analysis of en-
tire crops or individual plants, depending on the specific analysis requirements (66).
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Figure 6 – Hierarchical stochastic model representing tree topology. Successions and branch-
ing between entities are represented by < and +, respectively. At the growth unit (GU) scale,
the succession of GUs along an axis is modeled by a 4-state Markov chain. The four ‘macro-
states’ are long (L), medium (M), short (S), and flowering (F) GU. The long and medium
macro-states activate HSMCs with between-scale transitions (dotted arrows). The figure
shows only the activation from the long GU macro-state. HSMCs model the GU branch-
ing structure at the metamer scale, as a succession of zones with a specific composition of
axillary GUs (for instance a mixture of long, medium, and short axillary GUs is observed in
state 2). The HSMC ends with an artificial final state which gives control back to the pending
macro-state. Likewise, for each axillary position, between-scale transitions give the control
back to the macro-state model corresponding to the type of axillary GU generated by the
HSMC (the figure illustrates only these transitions from HSMC state 2). Figure and caption
from (57)

In the following subsections, the different types of technologies will be presented in de-
tail.

2.4.1 Manual Digitizing

The manual digitization process of a plant consists of measuring and counting each of the
plant’s organs at different stages of growth in order to evaluate its development using com-
puter algorithms or by generating 3D models of the plant from the measurements taken in
the field. This process is carried out in different ways depending on the type, size of the
plant, and objective of the study. In our case, we will focus on some important features for
modeling a tree. These are the height of the tree, the radius of the crown, and the radius of
the trunk at breast height.

For example, to measure the height of a tree, it is possible to start establishing a geo-
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metrical relationship between the tree and an object of known size. Figures 7a, 7b, show the
process proposed to measure the height of trees with a different topology.

(a) Manual measurement of the height of a
vertical tree. Figure from (67)

(b) Manual measurement of the height of a
leaning tree. Figure from (67)

Another example can be seen by measuring the crown radius of a tree. For this, a rope
is taken, one person stands close to the trunk of the tree and another at the furthest point
where the crown is visualized to reach as was shown by (68). This measurement is made in
a specific direction (N − S− E−W).

Figure 8 – Manual measurement of the crown of a tree. Figure from (68)

To measure the diameter of the trunk, a meter is placed along the trunk, and the mea-
surement is taken (69). Another factor taken into account is the number of shoots along each
branch of the tree. To count the shoots, the branch hierarchy and the number of shoots on
each branch are considered. For measuring the size of leaves, a ruler is used to measure both
the width and height of the leaf, as explained by (70). A faster and more precise approach to
this task is using a planimeter. This method involves placing the leaf between a glass plate
and a light-sensitive paper parallel to them. The planimeter captures the geometry, which
can then be analyzed (71).

A magnetic sensor that can be used to obtain a 3D representation of the plant is the
motion tracking sensor such as the FASTRACK (Polhemus, Colchester, VT, USA). The work
presented by (72; 73) shows how this technology has enabled 3D digitization of the plant
structure. To achieve this 3D representation of the plant, the system creates a magnetic field
around the plant and then uses the sensor’s pointer, to measure the coordinates of interest.
Figure 9a shows the sensor, and Figure 9b shows an example of the digitized plant.

The FASTRACK sensor is very useful for obtaining a 3D representation of the plant topol-
ogy and capturing the geometric intricacies of the plant. However, the measurement process
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(a) FASTRACK sensor. Figure from (74)
(b) Digitized plant with the FASTRACK
sensor. Figure from (73)

Figure 9 – FASTRACK sensor and an example of its usage to digitize a plant

using this technology is slow and can require several hours of work to complete the recon-
struction of the targets.

Observing the way in which these processes are carried out, the time and effort required
to digitize a single tree or plant is important. Resulting in important time and manpower
consumption and a low number of individuals digitized.

2.4.2 Plant digitizing MRI-based

Another technology that enables the digitization and creation of 3D models of plants is MRI
(Magnetic Resonance Imaging) sensors. MRI enables the acquisition of 3D images depicting
the anatomy of the object of interest. In medicine, this technology serves as a valuable tool
for disease detection, diagnosis, and treatment monitoring. Similarly, in plant science, MRI is
utilized to obtain 3D models of the plant’s internal and external geometry without causing
harm to the plant. This capability enhances our understanding of the plant’s architecture
and physiology, leading to deeper insights (75).

MRI utilizes powerful magnets to generate a magnetic field that causes protons within
the body to align with it. Subsequently, a radiofrequency pulse is emitted, which excites the
protons and their spins. This generates a counterforce against the magnetic field. Once the
radiofrequency pulse ceases, the sensor detects the alterations in the magnetic field result-
ing from the repositioning of the protons and spins, as well as the changes in magnetic field
strength (76). The magnetic field variations also depend on the properties of the surround-
ings and the target being observed.

MRI technology has been employed in studying plants to characterize phyllotactic pat-
terns in cherries (77). To detect the embolism formation in stems and their process of refilling
(78). It has also been utilized to model the root systems of plants (79). It is important to high-
light that in this specific case, MRI serves as a valuable tool that provides new perspectives,
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as it enables the analysis of both the root architecture, topology, and morphology (80) and
the presence of specific components within the roots such as water content (81). Examples
of the results obtained with these technologies can be seen in Figure 10.

The MRI technologies enable the acquisition of high-quality 3D representations that con-
sider both external geometry and internal properties. However, they do have certain limita-
tions, such as the high cost of the sensors, the time required for sampling, and the complexity
of the software needed for image processing and reconstruction.

(a) Cherry’s trunk reconstruction using
MRI technologies. Figure from (77)

(b) Internal structure of the sugar beet.
Figure from (80)

(c) Roots over different soil types. Figure from (79)

Figure 10 – Example of the Plant MRI images

2.4.3 IoT techologies

IoT stands for the acronym "Internet of Things." This technology encompasses all the devices
and machines that are continuously connected to the Internet, transmitting information
without requiring interaction. Therefore, sensors such as temperature, humidity, weight,
light, and others, which are connected to the Internet and follow this working pattern, can
be classified as IoT technologies. In Figure 11a, a general view is presented on how pheno-
typing is conducted in a controlled environment using IoT. Groups of sensors (organ tem-
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perature, humidity, light, conductance, etc.) are attached to several plants to monitor their
changes over time. Each embedded sensor measures specific environmental variables (hu-
midity, light levels) or plant variables (temperature, branch or leaf elongation, conductance)
and sends the data to a central database located in a local or global network, where it will
be further processed and analyzed.

(a) General schema for the phenotyping in a
platform. The figure was taken from (82)

(b) Field phenotyping with a IoT system. The
figure was taken from (83)

Figure 11 – Example of an acquisition system and architecture of an IoT model for pheno-
typing.

Another example of sensors used in plant phenotyping are stain sensors are used to mea-
sure the growth rate of leaves and fruits. These sensors will be attached to the leaves or fruits
and based on their growth, different levels of resistance will be monitored (84; 85). The gas
pressure sensor and the potometer are used to measure the transpiration of leaves. The purpose
of using these sensors is to estimate the rate of water loss from the plant due to evaporation
(86; 87; 88). Temperature sensors are used in plants and crops to detect potential plant health
problems and also to optimize the irrigation process. This variable can be used in conjunc-
tion with other measurements to select more resistant varieties. Examples of other sensors
used to measure crop and plant temperature include thermocouples, infrared (IR) sensors,
and thermal cameras (89; 90). Light sensors are used to measure the quality and quantity of
light, these measurements are important because plants behave differently depending on
them (91; 92). For example, in greenhouses, light measurements are made using two types
of light sensors. The first is known as a global radiation sensor or pyrometer, and the second
is known as a photosynthetic active radiation (PAR) sensor.

Figure 11b shows how the different technologies (electronic devices, databases, and com-
munication protocols) interact with each other and what is the data flow. In this scheme,
models, and technologies are specially developed for the capture and transmission of data,
their storage, processing, and visualization.

Currently, this type of system has great value for the industry, agriculture, and the day-
to-day life of people, since based on all the data captured, decision-making is facilitated and
different processes are automated.
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These types of sensors can provide highly accurate measurements of plant development
over time and are therefore valuable for understanding plant behavior. However, it should
be noted that, compared to other sensors such as cameras and LiDAR, the measurements of
these sensors are limited to a single individual and their large-scale implementation involves
different costs and difficulties, whereas cameras and LiDAR sensors allow high-quality rep-
resentations of multiple individuals and the surrounding environment. Multiple metrics can
be obtained from their measurements, allowing plants to be evaluated from different per-
spectives.

2.4.4 RGB, multispectral and hyperspectral cameras

The use of cameras for extracting plant characteristics has been extensively developed largely
due to their capability to capture both visible and non-visible wavelengths (Figure 12), as
well as complex scenes. Furthermore, processing the captured images allows to approxi-
mate segmentation and counting of various plant organs (such as fruits (93; 94; 95), leaves
(96; 97), and branches (98; 99) ), extraction of vegetation indices (100; 101; 102), and creation
of 2D and 3D maps (103; 104; 105) for the desired crops or plant species of interest. It is im-
portant to note that each of these applications presents different challenges and limitations.

In the case of organ segmentation or detection, it is important to consider that, regardless
of the protocol, due to the structure of the plants as well as the characteristics of the sensor,
different levels of occlusion and other types of noise will be present in the image, making
the task difficult to approach. On the other hand, it must be taken into account that the re-
flectance captured by the sensor will vary depending on the environment, so developing a
model that takes into account all possible reflectance variations is a highly complex task.
Consequently, new image representations (e.g. Vegetation indices, 3D point clouds) are em-
ployed to facilitate this task. However, even with these representations, the models do not
fully generalize the segmentation and detection tasks.

Vegetative indices have been extensively utilized to complement segmentation and esti-
mation tasks related to crop health status. Nonetheless, it has been observed that a combina-
tion of these indices is often necessary to approximate different tasks. Thus, finding a robust
solution applicable to all crops across various scenarios provided by different terrains can
be challenging.

In addition, both 2D and 3D maps can be generated from RGB and multispectral imagery.
However, specific protocols must be followed to obtain these maps and their resolution or
level of detail is limited by sensor resolution, protocol, and various environmental factors.

RGB cameras are those that capture the visible wavelengths where the full spectrum of
the visible colors red, green, and blue are defined. Vegetative indices have been developed
using these bands. These indices facilitate or highlight certain characteristics of the plant, or
help to separate the plant of interest from the background in a good way. Examples of these
indices can be found in the table 2.1.
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Figure 12 – Visible and non-visible wavelengths. Figure from (106)

Name Formula Reference
GLI 2G−R−B

2G+R+B (107)
VARI G−R

G+R−B (108)
NGRDI G−R

G+R (109)

Table 2.1 – Vegetation indices created from the visible wavelength. The table was modified
from the work of (110). Note that R is for red, G is for Green, and B is for Blue

The Green Leaf Vegetation Index (GLI) is used to measure the density of a green area.
The working range of this index is [−1, 1], negative values represent lifeless soil, and positive
values represent vegetation. Initially, this index was developed to assess wheat covers (111;
107). The Visible Atmospherically Resistant Index (VARI) is used to measure different levels
of vegetation in working areas that are not very sensitive to atmospheric effects. It has also
been found to be sensitive to changes in chlorophyll and can be used to detect changes in
biomass (108; 112). The Normalized green-red difference index (NGRDI) has been used to
estimate biomass, nitrogen levels, and changes in different crops such as corn, soybean, and
alfalfa (109; 113).

On the other hand, multispectral cameras allow to observe some non-visible wavelengths
such as the NIR (Near-infrared light) and the red edge. These two wavelengths of light allow
to characterize other physiological characteristics of the plant. And it is noteworthy that
from these two non-visible wavelengths and in combination with the visible wavelengths,
vegetative indices have been created with the purpose of discriminating the plant’s health.
Also, these indices allow the early detection of a particular stress, making it possible to take
decisions to reduce the impact of the stress to be reduced. Examples of these indices can be
seen in table 2.2

Normalized Difference Vegetation Index (NDVI) is an index used to evaluate the health
status of the vegetation based on the relationship between NIR and red wavelengths. Its
saturation depends on the soil type of the working area and the amount of vegetation. This
index works in the range of [−1, 1], where 1 indicates a high density of vegetation, 0 for areas
with low or no vegetation, and −1 indicates that a water source, sand, grasslands is being
targeted (119). The Soil Adjusted Vegetation Index (SAVI) is used to reduce soil brightness
in soils with little vegetation. This index depends of a variable L. This variable is used as an
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Name Formula Reference
NDVI NIR−R

NIR+R (114)
SAVI NIR−R

NIR+R+L + (1 + L) (115)
SR NIR

R (116)

TVI
√

NIR−R
NIT+R + 0.5 (117)

Table 2.2 – Vegetation Indices that use a combination of visible and non-visible wavelengths.
The variables R, G, and B are related to the visible wavelengths of the colors Red, Green, and
Blue. And the NIR is related to the non-visible values of the Near Infrared wavelength. A
more complete list of vegetation indices derived from these wavelengths can be found in
(118).

indicator of the amount of green in the image. For areas with little or no vegetation L = 1, in
areas with moderate vegetation L = 0.5, and in areas with high vegetation L = 0. This index
can be interpreted as a normalization of the NDVI (120; 121; 115). The Simple Ratio index
(SR) is described as an indicator of the amount of vegetation in the area. Its working range is
between [0 and 30]. Higher values indicate high vegetation density and lower values little or
no vegetation (122; 116). The TVI is a modification of NDVI that avoids most of the negative
values.

Hyperspectral cameras are capable of capturing a large number of wavelengths com-
pared to RGB and multispectral cameras. With such a large variety of wavelengths, it is
possible to estimate or relate different plant indices or reflectances to different plant behav-
ior or organs. Figure 13 shows the comparison between these three types of technologies.

Figure 13 – Comparison between the different wavelength sampling done by a RGB camera,
Multi-spectral camera, and a Hyper-spectral Camera. Figure from (123)

Vegetative reflectance is a distinctive characteristic of vegetation. Reflectance values and
their distribution along the image highlight the health status of the plant and its geometry.
Several studies have been carried out to take advantage of these characteristics. The devel-
oped studies mainly focus on relating the reflectance or the vegetation indices with variables
like crop biomass (124), nitrogen (125), and chlorophyll levels (126). The used images could
be aerial, terrestrial, or satellite imagery, depending on the spatial and temporal resolution
needed for the study. It should be noted that the studies of these variables are mainly focused
on finding which indices are closely related to specific field measurements. The process fol-
lowed to achieve this comparison consists of a few generic steps. First, eliminate the soil
and other undesired elements from the image. Second, associate selected groups of pixels
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with a measurement in the field. Finally, the generation of a regression model, to find the
relationship between the input indices and the desired crop variable.

In addition to the estimates that can be made from reflectance, it is also possible to per-
form a geometrical analysis from the plant image. This analysis includes the estimation of
geometrical indices such as area, convexhull, convexity, and height, among others (127; 128);
and more precise tasks as the segmentation and detection (129; 130), counting (131), and hi-
erarchy estimation (132) of the different plant’s organs.

To perform the previous analyses, when starting from RGB images, various color spaces
such as HSV, HSL, YSV, etc., can be utilized to enhance the elements of interest. Subse-
quently, a threshold can be applied to one or a combination of channels to obtain a binary
image (133; 134). Following this, filtering based on morphological operations (dilation or
erosion) can be applied, and finally, a contour analysis can be performed to count or analyze
the geometry of the segmented element (135).

From an artificial intelligence perspective, numerous deep learning methods have been
utilized or developed for fruit counting and yield estimation (136; 137), as well as for seg-
menting or analyzing other tree organs, enabling architecture analysis (138; 139; 140; 99).
Deep learning models are commonly employed to segment or detect these organs, while the
estimation of expected variables or indices is typically performed through post-processing
of the masks or alternatively generated representations.

Based on the information above, it can be concluded that RGB, multispectral, and hy-
perspectral images enable the detection of tree organs such as fruits and crowns. They also
allow for the measurement of organ development. However, it is important to consider that
the accuracy of these methods varies depending on environmental factors, scene complexity,
and the specific task at hand.

As previously mentioned, relying solely on 2D representations may not be sufficient to
achieve the desired objectives. Therefore, new representations are created from the 2D im-
ages to enhance the analysis. In many cases, 3D representations are utilized to complement
the analysis of 2D images, for instance, in segmenting branches.

Furthermore, plant reflectance provides valuable information for measuring different
crop variables and detecting various types of stress. It is important to note that each plant
species will have a more accurate representation of its status through different vegetation
indices. Additionally, challenges arise due to environmental factors such as sunlight and
humidity, which can impact the robustness of vegetation indices. Both classical image pro-
cessing techniques and artificial intelligence methods can be employed to detect elements of
interest in the images

2.4.4.1 Photogrametry

Photogrammetry is defined as the science of obtaining, processing and interpreting terres-
trial, aerial, and satellite images to estimate 3D information. In order to obtain accurate mea-
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surements of 3D objects that are located on a given terrain or work area (141). This science
is based on the notion of triangulation. This means that 2 or more images of the same object
with a percentage of view overlap are used to estimate a 3D coordinate. To estimate these 3D
coordinates sight-lines are used as illustrated in figure 14. The sight-lines are defined as the
intersection of n different light beams from which a 3D coordinate can be estimated (142).
The matrix of intrinsic parameters K must be first estimated in order to ensure the correct
relationship between the real plane and the camera plane, see equation 2.1. This equation is
defined by the focal length ( fx, fy), the principal point of the camera (x0, y0), and the distor-
tion in the projection of the image s. This equation allows us to correct and approximate the
3D points that are common between the n images (143).

K =

 fx s x0

0 fy y0

0 0 1

 (2.1)

The focal length ( fx, fy) is defined as the distance between the focus and the camera sen-
sor, the principal point of the camera (x0, y0) indicates where the center of the sensor is
located, and s is the distortion in the projection of the image.

Figure 14 – Geometric relation between several images to estimate a 3D point of space and
the representation of the sigh-lines. The images was taken from (144)

To estimate the intrinsic camera parameter matrix (K), predefined visual patterns are
used, these patterns can be 3D, 2D, or 1D. In the case of the 3D pattern (Figure 15a), the 3D
coordinates of the white edges of the tiles are known relative to the top left edge. By estab-
lishing the correspondence between the 3D coordinates and the 2D points of the pattern,
the parameter matrix K can be estimated (145). For the case of the 2D pattern, usually, the
checkerboard pattern (Figure 15b) and the dots pattern (Figure 15c) are used. The protocol
consists of fixing the camera in a specific position and taking several photos of the selected
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pattern in different positions and orientations. For the chessboard pattern at least 2 photos
are expected and for the dots patterns at least 10 photos are expected (146). In the case of
the chessboard pattern, the points where the edges of two or more squares coincide are de-
tected. In the case of the 2D dots pattern, the center of each circumference is detected. Once
the points of interest of each image are detected, the orientation of each checkerboard is es-
timated and it is proceeded to perform the geometric analysis of the shots to estimate the
values of the intrinsic camera matrix. For the 1D case, a series of aligned points at fixed and
known distances are used (Figure 15d). The camera is fixed in a specific position and sev-
eral pictures are taken while moving and changing the orientation of the pattern. The points
are then detected and the corresponding geometric relationships are made to estimate the
desired values.

(a) 3D calibration pattern. The figure was
taken from (145)

(b) 2D Calibration chessboard pattern. The
figure was taken from (146)

(c) 2D Calibration dot pattern. The figure was
taken from (146)

(d) 1D Calibration pattern. The figure was
taken from (147)

Figure 15 – Camera calibration patterns

Knowing the K matrix, ensuring a percentage of overlap between images, it is possible
to perform various tasks in the analysis of 3D geometries. Some applications in this field
can be seen in archaeology, forensic sciences, forestry, and cartography, among others. Pho-
togrammetry allows studying with precision the different objects found in the scene or how
an area of interest changes over time. Different representations of the scene can be obtained
from the images such as 2D maps or orthomosaic, point clouds, and elevation models. All
these projections of the scene can be under an absolute or relative coordinate system de-
pending on the application and the measurement protocol used. For example, in the cases
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of archaeology, mapping, or precision agriculture, aerial images taken by UAVs or other
manned aircraft are used. Before doing the flights, ground control points (GCPs) must be set
in the work area and then a series of projections are made between the pixels and the GPS
coordinates of each of the GCPs. This will allow to accurately measure the working area
and the objects of interest. These projections are generated using interpolations constructed
using polynomials of various orders..

Figure 16 – Ratio between the actual working area and the pixels of the image that represents
it. In this case, x and y represent the coordinates of the pixels in the image; x′ and y′ are the
actual coordinates (e.g.: GPS). A and E represent the real width and height that represent
each pixel in meters (m) or centimeters cm. B and D are rotation terms, C and F represent
the center of the initial pixel. The image was taken from (148)

Depending on the size and complexity of the working area, polynomials of different
order must be used. In figure 16 a polynomial of order 1 is shown. This polynomial can be
useful for working areas smaller than 1Km because it is considered that at this distance the
curvature of the earth is not visible and therefore it is assumed that such a linear relationship
can be made. Polynomials of orders 2 and 3 are used to estimate areas of greater complexity
(mountainous areas, areas larger than 1 km where the curvature of the earth or variations
in its geometry are present). It is noted that for a polynomial of degree 1, at least 3 GCPs
are needed, for a polynomial of degree 2 at least 6 GCPs are needed and for a polynomial of
degree 3, at least 10 GCPs are needed.

Another interesting application is presented by (149). In his work, it is shown how from
aerial images it is possible to make a 3D reconstruction of the crop. From this 3D represen-
tation of the crop, the height H, the width W, and the volume V are estimated. To make an
evaluation of the canopy and to ensure the management and sustainability of the orchard.
The pipeline defined in this work can be seen in figure 17. The drone Parrot Bluegrass and
the Parrot sequoia camera were used to capture the images. The Pix4Dcapture software was
used to delimit the flight area and the trajectory of the drone, i.e. speed, altitude, and control
points were defined. After image capture, the Pix4Dmapper was used to obtain the character-
istics of the images, calculate the coincidence between the images, and estimate the mosaic
and the point cloud.
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Figure 17 – Photogrammetry system for the evaluation of an apple orchard. The image was
taken from (149)

To estimate the indices from the point clouds the equations of table 2.3 were used. In the
equations, the estimations were done by operating directly on the points.

Index Name Formula
Height H = Zmax − Zmin

Width W = max(∑
j=i+1−m
i=1−m (

√
(xi − xj)2 + (yi − yj)2))

Canopy projected area Sxoy = 1
2 ∑(xiyi+1 − yixi+1)

Radius r =
√

Sxoy/π

Volume V = 4
3 π H0.6

2 r2

Table 2.3 – Definition of the volumetric indices made by (149)
all

To conclude photogrammetry is an indispensable tool for resource management and for
estimating the evolution of an area or object of interest. It is important to see that there are
currently a large number of tools to obtain the desired information or models, but these are
restricted to laboratories and companies due to their costs. An important part of this process
is to clearly define the measurement protocol, the desired quality, and the tools available for
the processing of these photographs. Furthermore, it should be noted that the density and
quality of the generated point clouds depend on the resolution and overlap of the individual
images. This can lead to complications in the measurement and definition of the protocol.

2.4.5 LiDAR

The LiDAR sensor (Light detection and ranging) is a sensor that emits a light pulse from a laser
at a specific wavelength. This sensor measures the time of flight of this pulse and allows to
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obtain the 3D position of a point in space. Figure 18 shows the main schema of LiDAR’s
working principle. By emitting thousands of these light pulses in different directions, this
sensor makes it possible to get a point-based 3D representation of the environment or ob-
ject of interest. This is achieved because the sensor system determines the orientation of the
emitting and receiving diode at each moment. Consequently, during each sampling, it be-
comes possible to estimate the relative position of each point by considering the orientation
at the time the laser beam is emitted. The resolution of the reconstructed object also depends
on the sampling rate of the sensor, the field of view, and the measurement protocol used.

Figure 18 – Simplified illustration of the LiDAR sensor operational principle. Image was
taken from (150)

LiDAR’s are mainly divided into two main working categories based on their working
principle, multi-beam LiDAR, and solid-state LiDAR (151). The solid-state LiDAR is a sen-
sor that usually has a single laser beam and at the time of flight, a 3D point cloud starts to be
generated with the different points captured, this sensor is characterized by having few or
no moving parts and a reduced field of view. The multi-beam LiDAR sensor or LiDAR scan-
ner can be categorized into two capture modes. The first capture mode could be described
as a single laser beam directed in different directions on the same XY plane. An example of
such a design is shown in Figure 19. In this diagram, the laser beam is directed at a mirror
rotated at an angle of 45◦ relative to the laser frame, and this mirror is attached to the axis
of a motor.

The second capture mode is defined by many laser beams in a vertical matrix pointing
at different angles and mounted in a 360◦ rotating platform. This sensor is characterized by
its wide viewing range (360◦) and the need for constant maintenance (153). Figure 20 shows
the described schema.

Depending on the number of wavelength bands used, LiDAR can be classified as single-
band or multispectral. Single-band LiDAR generates point clouds using a single wave-
length, while multispectral LiDAR generates point clouds using different laser beams at
different wavelengths.

Depending on the wavelength and application, LiDAR can be classified as topographic
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Figure 19 – 2D multi-bean LiDAR mechanical schema. Figure was taken from (152)

Figure 20 – Scaning pattern in spherical coordinates. Zenith and azimuth angle representa-
tion. Figure was taken from (154)

or bathymetric. Topography involves creating graphical representations of land surfaces,
and topographic LiDARs specialize in mapping land surfaces. These LiDARs typically uti-
lize a laser beam in the infrared wavelength to achieve their objective. Bathymetry, on the
other hand, focuses on studying the soils of water bodies such as seas, lakes, and rivers.
A LiDAR classified as bathymetric is capable of mapping the surfaces of water bodies. To
achieve this, bathymetric LiDARs generally employ laser beams with wavelengths in the
green spectrum, allowing them to penetrate through various water columns (155).

LiDAR sensors are highly dependent on their intrinsic and extrinsic parameters to pro-
vide accurate measurements (156). However, these parameters are only valid at the begin-
ning of the sensor’s lifetime. Over time, the mechanical and electronic components undergo
changes that invalidate these parameters and cause the sensor’s accuracy to degrade. To en-
sure accurate measurements throughout the life of the sensor, it is necessary to perform a
sensor calibration. Calibrating a LiDAR sensor begins modeling its physical characteristics,
the sensor is then adjusted or the measurements are corrected based on the estimated phys-
ical model (153; 157). The modeling process varies depending on the system used by each
specific LiDAR sensor.

As demonstrated above, LiDAR technology offers a wide range of measurement options
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depending on the type of environment and task. Additionally, the availability of highly ac-
curate 3D representations has made LiDAR a valuable tool across various fields, including
architecture, engineering, archaeology, plant science, among others.

In my particular case, I am going to focus on some of the applications in the agricultural
and plant science fields. The LiDAR sensor is used in plant science to measure and estimate
various plant properties (158). Examples of these properties are the canopy structure (159),
canopy height (160), plant growth (161), fruit yield estimation (162), and others.

In order to make LiDAR measurements of a plant or crop, it is generally necessary to
make different measurements over different views of the target. Different protocols can be
proposed for this, such as the one proposed by (159; 163). The point clouds are then aligned
to obtain a complete view of the target or scene of interest. Figure 21 shows the diagram
of the general process followed to scan an area or object of interest with a LiDAR scan.
Typically, once the point clouds have been aligned, the target geometry is approximated to
perform the appropriate analysis.

Figure 21 – Example of a measuring protocol to capture the 3D geometry of an area of inter-
est. Figure was modified from (158)

The LiDAR sensor has been used for instance to segment and analyze sorghum pani-
cles (164) and for the detection and geometrical analysis of apple fruits (165). In these two
cases, the segmentation and detection algorithms use point density, geometry, and color as
detection features. LiDAR point clouds have been also used for the architectural analysis
of forests (166) and orchards (e.g. apple trees (167)). In these cases, algorithms re-express
the point cloud of trees in simpler geometries as their geometrical skeleton or re-express
the point cloud as a graph. The attributes of these representations are then used to find the
desired features. LiDAR has also been used to evaluate the growth of various crops such
as maize (168), cotton (161), and apple trees (169). For this analysis, 3D models are used to
obtain variables such as Plant Area Index (PAI), Leaf Area Projection (PLA) and plant height.

LiDAR is an essential tool for efficient and precise phenotyping in both crop and for-
est applications. This is attributed to its ability to generate precise 3D geometries with high
resolution (in millimeters). Compared to RGB images or point clouds obtained through pho-
togrammetry, LiDAR enables an improvement in the quality of geometric representation by
directly providing dense point clouds. Another major difference is that to create a point
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cloud from LiDAR, only a single capture is needed, whereas photogrammetry requires a
variety of views of the same target and a degree of overlap between them. However, it is
important to note that the development of new algorithms to enhance the analysis of point
clouds generated by this sensor is still ongoing.

2.5 Point Processing

To process point clouds obtained from LiDAR sensors, it is essential to transform the point
clouds into structures that facilitate their processing. Additionally, extracting features at both
the point and geometry levels is required. Definitions and applications that facilitate point
cloud processing are presented below.

Point clouds can be defined as a multidimensional arrangement of points that describe a
scene or an object of interest. Each element of the point cloud is typically composed of XYZ
coordinates and may contain additional information such as color, intensity, reflectance, and
other physical properties of the light beam.

A point cloud can be represented as a matrix (A) of size (M×N), where M is the number
of sampled points and N is the number of features describing each point a ∈ A. The matrix
A is variable in size, which means that the number of points describing a given scene will
not always be the same and there is no order in the measured points. A schematic of such a
representation can be seen in figure 22.

Figure 22 – Point cloud visualization and matrix representation. The different colors in this
point cloud represent different levels of the captured reflectance

In the following sections, I present an overview of the tasks and processing techniques
used to process and analyze point clouds.
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2.5.1 Point Cloud Processing: Exploring E�ective Data Structures

Point clouds are 3D or 2D representations of physical space that require significant storage
capacity, ranging from megabytes to gigabytes or even terabytes, depending on the scan
resolution and working area. They are also sparse and disordered. To handle these repre-
sentations efficiently, special data structures such as (Kd-trees (170) or octrees (171)) are used
to store and process them. These data structures allows to efficiently query (such as insert,
delete and search) the point cloud (172).

2.5.1.1 KD-Trees

A k-dimensional tree, or k-d tree, is a data structure that partitions the k-dimensional space.
This structure is widely used for performing tasks such as nearest neighbor searches and
range queries, among others (170; 173). The creation of a k-d tree can be seen in Figure 23.

Figure 23 – A k-d tree is applied to a two-dimensional set of eight points. This demonstrates
the step-by-step creation of the k-d tree structure. Figure was taken from (173)

In point cloud applications, k-d tree are often used to have an efficient way to measure
distances between points or to find the n nearest neighbors of a point of interest. These tasks
are essential for point feature extraction, point cloud filtering, geometry smoothing, point
sampling, and point upsampling, among others.

As explained by (173), a k-d tree is defined for any finite set of points P = {p1, p2, ..., pn},
where pi = (p1

i , p2
i , ..., pd

i )
T ∈ Rs and i ranges from 1 to n. The k-d tree is empty if the data

set P is empty. If the set contains only one point, the k-d tree will consist of a single node.
For all P with a larger number of elements, the k-d tree is constructed by first selecting the
dimension (d′) with the highest dispersion.

In order to choose such a dimension, two points pi and pj which satisfy |pd′
i − pd′

j | ≥
|pd′′

l − qd′′
m | for all d′′ ∈ [d] and l, m ∈ [n]. After choosing the dimension d′, the median of
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pi along d′ is determined and the hyperplane H = {x ∈ Rd|xd′ = qd′} is estimated. This
hyperplane makes it possible to divide the data set into two subsets P1 = {pi1 , ..., pin/2} and
P2 = {pi(n/2)+1

, ..., pin}. The steps described above are applied recursively to each subset Pin

to create a k-d tree. From the structure created, different queries can be executed to search
and select points. After identifying one candidate, testing the distance to the hyperplane
allows discarding rapid subsets of the point clouds.

2.5.1.2 Octrees

Octrees are a data structure used for spatial partitioning(174). An octree can be thought of
as a collection of interconnected nodes. This structure is characterized by the fact that each
node has eight children for 3D space. Within this structure, terminal nodes are called leaf
nodes, which form the final component of the data structure(175). Each node contains a
subdivision of a particular part space containing a group of points. The leaf node represents
the final level of subdivision within the space. The process of subdividing the space can
include as many sublevels as necessary. This data structure is created by an algorithm that
evaluates the following steps.

1. Creation of the root node. This node represents the entire space containing the target
geometry.

2. Divide the node into 8 nodes or octans. Mark as leaf node if the section of space con-
tains 1 or 0 points within it.

3. Repeat the previous step until the desired space subdivision is achieved.

The graphical representation of the above steps can be found in figure 24. This type of
structure is allows efficient processing (176; 177), visualization (178), and compression (179)
of point clouds. The search for points in this type of data structure is a recursive search
for the octant that encapsulates the point of interest at the deepest node of the structure.
Efficient point cloud processing refers to the fact that this data structure allows efficient
memory management, fast query handling, and simplicity of data structure (180). When
talking about point cloud visualization, the goal is to display the target geometry in a virtual
environment with the highest quality and lowest resource consumption (178).

Although this data structure is efficient for handling different types of data (e.g. point
clouds) and performing different data-intensive tasks (e.g. particle-based fluid simulation),
due to the large increase in data as well as the complexity of the problems, improvements
and new applications for this algorithm are constantly being developed.

Improvements to this algorithm aim to reduce response time and resource consumption.
To achieve this, algorithms using GPUs have been proposed (182). The octree creation al-
gorithm itself has also been optimized and designed for other processing devices such as
FPGAs (183).
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Figure 24 – Graphical Representation of Octree Creation. Figure from (181)

2.5.2 Geometrical processing

2.5.2.1 Skeletonization

Skeletonization is a fundamental technique that allows the reconstruction of biological and
structural representations of trees (184). Skeletonization or thinning was initially defined by
(185) as the medial loci of a geometry in the N dimensional space. This technique is applied
with purpose of simplifying the representation of a target geometry and to facilitate tasks
such as matching, registration, recognition and compression (186). The skeletons describe
in a simplified way 3 properties of a shape, the geometry, the topology and the symmetry
(187). Initially skeletons were applied to 2D signals with the aim of reducing the complexity
of the data (185). Skeletonization have been well studied in 2D, several propositions have
been developed. As explained by (188) the skeletonization algorithms can be divided into
two main approaches, iterative and non-iterative algorithms. The iterative algorithms are
divided into sequential and parallel, the main difference between these two approaches is
that parallel algorithms consume less time and remove the undesired elements after identi-
fication, while in sequential algorithms the time of processing is higher and in general the
algorithm identifies and removes the undesired elements of the studied signal in a specific
order. The non-iterative algorithms don’t study the signal and the skeleton is produced di-
rectly, Voronoi diagrams (189; 190) are an example of such techniques.

Skeletonization of 3D data is more complex than skeletonization of 2D data due to the
richer information provided by the 3D representation. To obtain the skeletons of the 3D
geometries, four critical problems must be addressed as described by (191). First, handling
single points can become a complex task because it is difficult to define what is an end
point and what is an unwanted point. Second, handling thin surfaces is a difficult task.
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Sequential algorithms return one of the edges as a possible skeleton, not the central element.
Parallel algorithms tend to stop after finding thin surfaces. Third, defining the hole in the
geometry. Given the variety and characteristics of 3D geometry, it is difficult to establish a
rule or set of rules that considers this definition in a generic way, and on the other hand,
the handling of different levels of occlusion adds more complexity to the definition of the
problem. Fourth, the definition of the end points can change the desired result, so depending
on the application, defining such a parameter can be a difficult task.

Depending on the task, different skeleton definition can be approaches, example of such
representation are surface skeletons (192), curve skeletons (193; 194) and centerlines. Surface
skeletons refer to the 2D representation of the middle region of a 3D object (195). Curve
skeletons refer to 1D representations within the core of a 3D object (193). A centerline is 1D
Object represented by a set of curves embedded in a 3D space. The centerlines represent the
symmetry of the axes (196).

In point clouds, the skeleton is defined by (197) as a graph containing the geometric
information of the point cloud, including its vertices and edges, where the connection of
three vertices represents a change in the topology of the object, and the edge represents a
connection between them.

Several algorithms have been proposed for thinning or skeletonizing 3D geometries. In
(198) the authors proposed a parallel algorithm of skeletonization based on the evaluation
of 4 base templates (A,B,C,D), the templates are represented in Figure 25.

Figure 25 – Example of the templates proposed by (198)

From these templates, a group of deleting templates is created. The deleting templates
are created by several rotations along the main axes of the templates. The evaluation of such
templates consists in the iterative execution of a set of logical rules. The proposed rules eval-
uate the geometric relationship between points. The goal of such rules is to define whether
a point should be deleted or not, the algorithm will stop when there is no more point to
delete. (199) observed that the algorithm proposed by (198) doesn’t preserve the connectiv-
ity between the elements of the geometry. To solve this problem 24 new deleting-templates
were added to the list of the D base template. An example of the obtained results can be seen
in Figure 26.

Lohou et al., (200) noticed that changes in the topology of the geometry are made by
the proposed algorithm of (198) and even by the improvement made by (199). The topology
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Figure 26 – a) Input geometry, b) Ma and Soka (198), c) Wang and Basu (199) Solution. Figure
taken from (199)

modification came from the definition of the deletion templates from the D base template. To
solve this problem, the algorithm P-simple points (201) was implemented. This algorithm in
general will evaluate how much is deformed a geometry if a given point is deleted from a 3D
window of size N. The improvements obtained after the implementations of such algorithm
can be seen in Figure 27.

A sequential skeletonization algorithm was proposed by (197), the algorithm is called
CAMPINO (Collapsing And Merging Procedures In Octrees-graphs). This algorithm is di-
vided into 4 steps: First, an octree representing the point cloud is generated; Second, a graph
is generated from the points representing each of the cells of the octrees; Third, the cycles
are removed from the graph using a rule-based merging of the M-graph vertices and, finally,
the M-new vertices and edges are obtained, these ones represent the union of all the octrees
cells.



36 Chapter 2. State of the art

Figure 27 – a) Ma and Soka’s (198), b) Wang and Basu (199), c) Lohou and Dehos (200). Figure
taken from (200)

(a) Octree greed size 20cm. (b) Octree greed size 10cm.

Figure 28 – Example of skeletons generated by CAMPINO using different grid sizes to define
the octrees. The figures were taken from (197)

Another way to estimate the skeleton of a point cloud is proposed by (202). In their
research, they use the L1 mean distance to estimate the arbitrary center of a set of points. An
example of the application of this algorithm can be seen in figure 29.
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Figure 29 – Example of the application of the L1 medial skeleton algorithm to a point cloud.
Figure from (202)

Skeletonization algorithms are very useful for the geometric analysis of point clouds.
Furthermore, such algorithms can be classified according to the method they use to estimate
the skeleton. Examples of such methods can be distance estimation, graph definition, and
deep learning based. It is also an indispensable tool for the analysis of silverpoint clouds.

2.6 Machine Learning and Deep Learning for plant analysis

The development of new sensors and computerized systems has made it possible to enhance
the quality and quantity of genotypic (such as SNPs, gene expression levels, and mitochon-
drial DNA, etc.) and phenotypic (such as leaf size, plant architecture, chlorophyll levels,
etc) variables that can be measured throughout the growth of a plant or crop. However, as
the amount of information increases, the analysis and processing tasks become more com-
plex, thereby making it even more challenging to derive valuable insights from the data. At
this point, machine learning and deep learning algorithms have become necessary tools for
processing such large amounts of information (203; 204; 205; 206; 207).

Machine learning algorithms can be divided into supervised and unsupervised algo-
rithms. Supervised learning algorithms are defined as all those algorithms that require the
given features in a dataset to be annotated, examples of supervised learning algorithms are
Support Vector Machines (SVMs), K-Nearest Neighbours (KNN), and Random Forest (RF).
Unsupervised learning algorithms are all those that do not require the dataset to be anno-
tated and seek to automatically discriminate the information, usually, these algorithms seek
to develop clustering or feature extraction tasks. Examples of unsupervised learning algo-
rithms are Principal Component Analysis (PCA), K-means, self-organized maps, etc. (208).

Support Vector Machines (SVM) is a machine learning model used for linear and non-
linear classification and regression problems. This model is focused on finding the best de-
cision boundary, taking into account the largest possible classification margin. The classifi-
cation margin is the distance between the decision boundary and the closest data points of
each class, the closest points are also called support vectors. A graphical representation of
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the decision boundary and the classification margin for the linear classification of two differ-
ent classes can be seen in figure 30. When designing an SVM, a balance between keeping the
classification margins as long as possible and their flexibility is needed in order to ensure a
robust model (209).

Figure 30 – Illustration of the decision boundary in feature space for the classification task

As explained by (210) in SVMs, the decision boundary is defined as w0 + wTx = c.
From this equation, we have that x are the points representing the support vectors, w is a
vector leading to the decision boundary, w0 is an offset and c is the distance between w and
the decision boundary. From this definition, it can be seen that every point w0 + wTx > c
will belong to one class and every point w0 + wTx < c will belong to another class. The
hyperplanes defining the classification margins are given by w0 + wTxpos = 1 and w0 +

wTxneg = −1. To find the classification margin we subtract the hyperplanes that define it
giving as a result wT(xpos − xneg) = 2. To normalize the above equation we will use the
length of the vector w which is defined by ||w|| =

√
∑m

j=1 wj. Thus equation 2.2 will define
the classification margin distance bounded by the hyperplanes.

wT(xpos − xneg)

||w|| =
2
||w|| (2.2)

This is the distance to be maximized. It should be noted, however, that when optimizing
this distance, one must take into account the constraint of correct element classification,
which is defined by the 2.3 equation.

w0 + wTxi ≥ 1 if yi = 1

w0 + wTxi ≤ −1 if yi = −1
(2.3)

Different methods extend the theory of SVMs, such as the implementation of kernels to
work with non-linear spaces. A kernel in the case of SVMs is defined as a function that is
responsible for transforming the low-dimensional space into a higher-dimensional space. A
deep explanation of this topic can be found in (210; 209)

Another interesting model to classify data is Random Forest. Random Forest is a machine
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learning model that consists of a set of N decision trees, This model is characterized by the
fact that no preprocessing of the feature set is required, e.g. the features do not need to be
scaled or centered (209). A decision tree is a hierarchical model that evaluates a set of logical
rules at each of its nodes. An example of a decision tree is shown in Figure 31.

Figure 31 – Example of a decision tree generated from the Iris Dataset. Figure taken from
(209).

Each node of the decision tree takes into account how many instances of a class it will
contain and is evaluated by the Gini index. This index measures how homogeneous a node
is, or in other words, how many different instances of each class the node contains. Gini is
defined by equation 2.4. In this equation, pi,k is the ratio of the class of the k instances in the
node ith

Gi = 1−
n

∑
k=1

p2
i,k (2.4)

Random forest is usually trained using the bagging technique (209). This methodology
unites different models dedicated to the same task in order to create a more accurate system.
The idea of such integration is to reduce the variance in the prediction and reduce overfit-
ting, which is achieved by taking the predictions from each model and using them to make
the final classification. To merge all the predictions into a single decision, majority voting is
followed (210).

From unsupervised learning algorithms, it is important to highlight K-Means and DB-
SCAN because they are widely used in several fields to approach different problems (211;
212; 213; 214). K-Means is an algorithm that processes unlabelled data, this algorithm is re-
sponsible for clustering the data taking into account the expected N clusters. In general, this
algorithm is responsible for finding the possible centers of each of the data blobs and then
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assigning a label to the elements taking into account which center they are closest to. As
presented by (210) this algorithm can be described in the following 4 steps:

1. Pick K points at random and set them as initial clusters.

2. Assign the points close to the proximate centroids µj, j ∈ 1, ...., k.

3. Move the centroids to the center of the assigned samples.

4. Repeat steps 2 and 3 until there is no displacement of the centroids.

The distance between the points and the center of the blob is given by the Squared Eu-
clidean Distance. See equation 2.5. It follows from this equation that x and y will be two
different points in N-dimensional space. j represents the jth dimension.

d(x, y)2 =
m

∑
j=1

(xj − yj)wi,j||x− y||22 (2.5)

In the end, K-means is an optimization problem that seeks to minimize the sum of
squared errors given by the equation 2.6 (210). In this equation, µj represents the centroid of
the cluster j. w will be 1 if the actual point is in the cluster j otherwise it will be 0.

SSE =
n

∑
i=1

j=1

∑
k

wi,j||xi − µj||22 (2.6)

As an illustration of the use of such methods for plant science, machine learning algo-
rithms have made it possible, for plant genomics, to predict the activity and function of dif-
ferent genes (215). The general structure for applying machine learning algorithms to plant
genomics is shown in the figure 32.

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is a well-known
clustering algorithm. The clusters of this algorithm are created then using the density of the
points as the main reference. First, the density around each point (I) is estimted as the the
number of N points at a defined lower than a radius (r). This points are marked as seed of
the clusters. The seeds are extended with point lower than a distance to the initial point.
Cluster are propagated recursivelly on the point set (216). From the above, it can be said
that this algorithm will be able to separate the clusters when there is a low density of points
in a given section of the point cloud. The operation of this algorithm will be defined by
two hyperparameters mainly, the minimum number of points MinPts and the distance ε. An
example of how the distance ε affects the clustering process can be seen in figure 33.

As described by (209) the steps describing the operation of this algorithm will be:

1. For each point, check how many neighbors have the same distance ε or lower. The
region covered by such distance is called ε-neighborhood.
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Figure 32 – General pipeline for the application of machine learning algorithms to plant
genomics. Figure from (215)

Figure 33 – Example of DBSCAN clustering changing the hyperparameter ε

2. If a number greater than or equal to MinPts is found within the evaluated distance ε,
that point is considered to be one of the core points.

3. All points considered to be core points belong to a cluster. This means that areas of
high density are considered as clusters.

4. Points that are not cores and have no cores in their neighborhood are considered
anomalies.

Following a similar scheme as the one presented in Figure 32, SVMs have been used for
example, for the efficient identification of DNase I hypersensitive (DHS). In detecting this
element, SVMs achieved an accuracy of 87% and 85.79% respectively during the analysis
of Arabidopsis thaliana and rice genes (217). Random forest (RF) has been widely used to
approximate the processing of plant genomic data. The processing of such information is re-
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lated to the tasks of prediction, classification, selection of variants, and genetic association,
among others (218). In general, it has been observed that these models (SVMs, RF, Stochastic
Gradient Boosting) allow finding and modeling more complex relationships between ge-
nomic information and provide an efficient approach for these studies (219).

Another interesting application of these algorithms is plant phenotyping using images
and point clouds. When working with machine learning algorithms such as Random Forest,
SVM, K-Means, there are 3 general steps that need to be followed, first the protocol and
method of capturing the signal to be processed, for example, images or point clouds, then
the characteristics of these signals need to be extracted, in the case of images they can be
projected into different color spaces, or indices such as vegetation need to be estimated. In
the case of point clouds, different types of point features can be used, such as Fast Point
Feature Histograms (FPFH). Once such features are available, the model needs to be trained
on such data. The training process must take into account the tuning of the hyperparameters
and the evaluation of the model with the best possible data distribution, for which methods
such as grid-search and K-Folds can be used (209; 210; 220). Figure 34 shows a clear diagram
of the processes to be followed when implementing a machine learning model.

Figure 34 – Example of a pipeline for image segmentation with a machine learning model.
Taken from (221)

Various machine learning algorithms such as SVM, Probabilistic Neural Networks, KNN,
Random Forest, Fitness-Scaled Chaotic Artificial Bee Colony-based, etc. have been used for
tasks such as fruit and vegetable identification and classification using both RGB and mul-
tispectral images (222; 223). These algorithms have made it possible to reduce the time and
resources consumed in the different agricultural areas, broadly described as pre-harvest,
harvest, and post-harvest (224). The main activities considered in each of these agricultural
stages can be seen in the Figure 35. This type of algorithm has also allowed to development
of the task of food quality and authenticity verification (225).

As we have seen, machine learning algorithms have made it possible to address, in a
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Figure 35 – Important parameters considered in each stage of farming. Figure and caption
taken from (224)

certain way, a large number of problems related to the different stages of agriculture, and
food production among others, but it should be noted that these algorithms are applicable to
fixed cases, so it is not possible to say that they have generalized these tasks in their entirety.
In the last decade, these algorithms have been surpassed by deep learning algorithms. First,
Deep learning models are more flexible, meaning that their architecture can be easily adapt-
able to several problems. Second, their ability to generalize the problems is better. But in
exchange for these skills, the models need a large amounts of data and hardware resources
to be trained (226).

Deep learning is one of the sub-fields of artificial intelligence that focuses on the de-
velopment of neural networks. Such models have the ability to make accurate decisions in
high-complexity problems (226). These models are able to solve complex tasks as they are
somewhat focused on abstracting and optimizing knowledge from the available datasets
(images, 3D point clouds, audio, etc.).

Figure 36 – Representation of the simplest synthetic neuron

In general, these models are composed of neurons interconnected with each other fol-
lowing different architectures. A neuron can be described in the simplest way, as a function
that has a input parameters and an output value (b). The simplest schema of a neuron is
shown in Figure 36. This neuron will perform two main operations inside of its definition.



44 Chapter 2. State of the art

First, it will operate the input values (applying the sum, max, or other operation to input
arguments) and second, it will apply an activation function to the result of the output of the
previous mathematical operation. The output of these operations is known as the activation
value. The activation functions are important because they give the non-linearity factor to
the neuron and define whether the neuron should be activated or not. There are three types
of activation functions. First, Linear activation or identity function, this function is proportional
to the inputs and can be seen as an addition function since it returns the sum of the input
values. This function is given by the equation 2.7. It is important to note that because its
derivative is constant, see equation 2.8, it is not possible to apply back-propagation and thus
estimate the best learning weights for the solution of the problem. This type of activation
is used in regression problems and it turns out that complex patterns cannot be modeled
with it; Second, The binary activation function defines that the neuron should be activated
if the input values exceed a specified threshold value and generally describes the binary
classification tasks. The definition of this behavior can be seen in the equation 2.9;

Name Equation Derivative Range Graphic

Linear f (x) = x (2.7) f ′(x) = 1 (2.8) −∞,+∞ x

y

Binary f (x) =

{
0 for x < 0
1 for x ≥ 0

(2.9) f ′(x) = 0 −∞,+∞ x

y

Non-Linear

ReLu
(Rectified Linear Unit)

f (x) =

{
0 for x < 0
x for x ≥ 0

f ′(x) =

{
0 for x < 0
1 for x ≥ 0

0,+∞ x

y

Leaky ReLu f (x) =

{
αx for x < 0
x for x ≥ 0

f ′(x) =

{
α for x < 0
1 for ≥ 0

−∞,+∞ x

y

Sigmoid f (x) = 1
1+exp−x f ′(x) = f (x)(1− f (x)) 0, 1 x

y

tanh f (x) = 2
1+exp−2x − 1 f ′(x) = 1− f (x)2 −1, 1

x

y

Table 2.4 – Types of activation functions



2.6. Machine Learning and Deep Learning for plant analysis 45

Finally, we have the non-linear functions. This group is composed of a wide variety of
functions that have been developed or implemented in neural networks over the last few
decades. Among the most used non-linear activation functions we can find the following:

� ReLu: The rectified linear unit (ReLU) is one of the most widely used activation func-
tions in deep learning today. It is piecewise linear, meaning that it is composed of two
linear parts. In general, a ReLU returns the input value if it is positive, and 0 otherwise
(227).

� Leaky Relu: This function is presented as an improvement of ReLu, which tries to avoid
the zero gradients for input x values less than zero. This allows all neurons to remain
alive throughout the learning optimization process. It should be noted that this func-
tion contains the positive aspects of the ReLu function mentioned above (228).

� Sigmoid: This function is used in classification problems since it takes any integer num-
ber and returns a value between 0 and 1. It is clarified that the value returned by this
function corresponds to the probability that the input data belongs to a given class
(227).

� Tanh: The tanh function is a sigmoid function with a range of [-1, 1]. It is similar to the
sigmoid function in that it saturates at the extremes, but it is more centered around
zero. This makes it a good choice for activation functions in neural networks, as it can
help to prevent the vanishing gradient problem (227; 209).

The architectures and definition of neurons have changed dramatically over the last few
decades. Deep learning models started with the creation of convolutional networks, ini-
tially designed for image classification, as shown in the research of (229; 230). Following
a close timeline, Recurrent Neural Networks (RNN) were developed to process sequential
data [speech recognition, text summarisation, among others], this type of neural network
was mainly characterized by maintaining a short-term memory. This means that this archi-
tecture allows the neural network to remember what was learned in a previous iteration.
Examples of these models could be seen in the research of (231; 232). After this model, the
LSTM (Long short-term memory) architecture was developed as an improvement on the
RNN. And in recent years, we have seen how attention-based neurons, or better known as
transformers, have improved the results obtained by LSTMs in natural language process-
ing (NLP) tasks, and how they have provided the basis for large language models (LLMs)
and for creating more efficient and robust models for image and point cloud processing
(233; 234).

Convolutional Neural Networks (CNNs) are a specialized class of artificial neural net-
works designed to efficiently process structured arrays of data, particularly images. This
architectural design is particularly well suited to handling the inherent lattice-like structure
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of image data. In a typical CNN architecture, layers of neurons are organized in a hierarchi-
cal fashion, and each neuron performs the convolution operation on the input data using a
set of N learnable filters or kernels. These filters act as local feature detectors, scanning dif-
ferent regions of the input data to extract meaningful information. What’s remarkable about
CNNs is their ability to capture features at multiple scales. As the depth of the network in-
creases, lower layers tend to capture finer details such as edges and small textures, while
deeper layers focus on more complex patterns and higher-level features. This hierarchical
feature extraction process enables CNNs to recognize not only simple components of an im-
age, but also complex, abstract concepts, making them incredibly powerful tools for tasks
such as image classification, object detection, and face recognition (235; 236).

2.7 Deep learning for point clouds

As explained earlier, point clouds don’t have a fixed size, and the points in the point cloud
matrix don’t have a specific geometric order. Therefore, the application of deep learning
techniques used in image processing is not feasible. Then, to apply deep learning to point
clouds on tasks such as object classification, tracking, and segmentation. It is necessary to
create or apply techniques that handle these intrinsic behaviors of point clouds. A general
view of the tasks and the approaches used to solve them can be seen in Figure 37.

Figure 37 – Deep learning for the processing of 3D geometries. Figure from (237)

From the diagram shown in figure 37 I will focus on the point-based techniques. When
we talk about methods based on direct point processing, we are talking about methods that
are able to consume raw point clouds and create features from the relationship or distri-
bution that exists between the points. Based on the technique used to make the feature
extraction the methods can be mainly divided in pointwise MLP, convolution-based, and
graph-based (237).
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Pointwise MLP-based methods focus on using the neurons of the Multi-Layer Perceptron
(MLP) model to perform feature extraction from the point cloud. This feature extraction
consists of taking a set of point clouds and projecting them into a feature space using the
MLP. These types of techniques attempt to describe the desired geometry by taking both
local elements and opposite points in the geometry, for which the KDtrees and Farthest
point sampling techniques are used, the most representative Deep learning models are (238;
239; 237).

Methods that focus on the use of convolution layers for feature extraction and task de-
velopment approximate the solution by encapsulating the point cloud into voxels, thus cre-
ating a fixed-size matrix on which the convolution operation can be applied. Such models
produce a feature matrix where each window of segments represents a specific portion of
the geometries (240; 241; 237).

Graph-oriented methods are a sophisticated approach to handling point clouds. Instead
of treating each point individually, these methods re-present the point cloud as a graph,
where the points are nodes, and relationships between points are captured as edges. The
underlying idea is to harness the inherent structural information within the point cloud and
exploit it for various tasks. Once the point cloud has been transformed into a graph rep-
resentation, a range of operations can be applied to this graph. One of the most common
operations is graph convolutions. Much like their counterparts in image-based convolu-
tional neural networks (CNNs), graph convolutions are employed to process and extract
meaningful features from the graph (237).

2.7.1 GAN: Generative Adversarial Networks

Generative Adversarial Networks (GANs) are a powerful class of deep neural networks.
GANs mainly consist of two main components: a generator and a discriminator. The generator
generates new representations using the learned data distributions, while the discriminator
classifies between real and fake samples. The GANs are trained in an adversarial way, which
means that the generator and discriminator fight against each other. The generator tries to
produce data that is indistinguishable from real data, and the discriminator tries to get better
at distinguishing real from fake. This competitive training process leads to the improvement
of both networks (227; 242).

In the context of point cloud generation and processing, several GAN models have been
developed to approach tasks such as reconstruction(243; 244), visualization (245), and domain-
adaptation (246). GAN models applied to 3D data can be divided into 2 main groups de-
pending on how the networks consumes the 3D geometry. The first group considers the
models that represent the point clouds as graphs. This representation has been widely used
because it allows to overcome the unordered set of points(247), that is a intrinsic charac-
teristic of the point clouds. To obtain the features representation of the graphs, the Graph-
Convolution is used (247; 248; 249). The main difference between these models lies in the
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structures that interlock the graph or graphs that represent a given geometry, approaches
based on graph hierarchies (250; 251) and graph trees (252; 249) have been used. An exam-
ple of the tree graph architecture can be seen in Figure 38.

Figure 38 – Tree graph architecture. Figure taken from (249)

The second group contemplate the models known as point-GANs, these models are char-
acterized for being able to consume or use raw point clouds. This type of GANs uses models
like PointNET (238), PointNET++ (239) or similar to consume the point clouds. After ob-
taining the initial feature maps that represent the geometry, other architecture or layers are
proposed to optimize the initial feature representation of the geometry (243; 253; 244; 245).

Examples of such architectures are the autoencoders. Autoencoders have also been used
to develop GAN models (254). An autoencoder is a model capable of learning dense or la-
tent representations of the input signal. These models usually consist of an element that
encodes the input signal and another element that decodes it. The autoencoders are capable
of performing tasks such as feature selection, dimensional reduction, and data generation
(209). However, in the generation task, the autoencoders alone generate blurry data (227).
Improvements on the autoencoders models have been achieved using the GAN architecture
(255; 244). Figure 39 show the example of a GAN model that use a the T-NET from Point-
NET to consume the point cloud and get the initial feature abstraction, and later a encoder
architecture is use to get a better feature map.

Figure 39 – Point Encoder GAN architecture (244)

GAN models have been mainly used for the tasks of reconstruction, generation, improve-
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ment and visualization of geometries. But none of the models seen return annotated point
clouds. In addition, there has been an interest from the community in developing models
that directly consume the point clouds and do not approximate other types of geometry
representations due to the resource consumption that such steps entail.





CHAPTER3

Volumetric Indices for the characterization of fruit trees point

clouds

In the context of climate change, the selection of fruit trees with appropriate shapes and
sizes and with regular fruiting behavior is key to reduce the time and money dedicated to
training and chemical thinning. It is important to consider architectural traits, such as plant
structure and foliage distribution, to take into account the inherent production potential of
different varieties (genotypes), their interactions with the environment (light, rain, insects,
etc.), and ease of management.

In recent years, there has been considerable interest in using remote sensing techniques
for high-throughput phenotyping of fruit tree traits (256; 257; 258). Remote sensing allows
the analysis of large numbers of individuals and the extraction of many phenotypic variables
with high precision. 3D acquisition systems based on Light Detection and Ranging (LiDAR)
technology allow the rapid capture of tree shapes with exceptional accuracy. However, the
characterization of architectural features from LiDAR data acquired in the field is dependent
on wind conditions, tree morphology, and the scanning protocol used.

To accurately assess such traits in high throughput, we explored LiDAR technology on
two types of vectors: terrestrial and airborne LiDAR. Our case study focuses on a non-
commercial orchard comprising a large collection of French apple varieties. To analyze this
orchard, airborne LiDAR measurements were performed using three different protocols
and compared with terrestrial LiDAR measurements. This comparison aims to demonstrate
which of the airborne protocols provides comparable quality to the terrestrial ones in es-
timating various architectural indices. It also highlights the advantages and disadvantages
of these protocols for the estimated indices. The work described above is a continuation of
the research carried out by (259). The text and results of this chapter were presented at the
IHC2022 conference and published in the associated proceedings ((260)).

51
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3.1 Material andmethods

3.1.1 Plant material

This study was carried out on an Apple core collection of 241 genotypes. Each genotype
was represented by 4 individuals. All genotypes were grafted on M9 Pajam 2 rootstocks be-
fore being planted in February 2014 at the INRAE DiaScope experimental unit in Montpel-
lier, France (43◦36N, 03◦58E). The trees were planted at 5× 2m spacing, irrigated by micro-
sprayers between the trees, and left unpruned. The orchard (1.2ha) consists of ten rows of
100 trees, with two replications of two trees per genotype randomly distributed in the field.
Due to technical constraints (autonomy of the UAV, presence of variety replicates), only 36
trees of 17 different varieties were scanned with the 3 different aerial and terrestrial proto-
cols.

3.1.2 The UAV LiDAR Acquisition

In September 2020, the collection was scanned using a Yellowscan Surveyor LiDAR scanner
mounted on a UAV. The UAV had a flight autonomy of 20 minutes. Three protocols were
tested, each characterized by a height (H) and a flight speed (V) (Table 3.1). The orchard
was scanned in the direction of the tree rows and perpendicularly with a scan line spacing
of D. The airborne LiDAR at a given position scans a line up to 10m and 8m60 laterally
for heights of H = 7m and H = 6m respectively. Therefore, each position of interest in the
orchard is scanned from at least 4 to 6 different LiDAR positions. The flight pattern is shown
in Figure 40a and a comparison of the protocols is shown in Figure 40b. In Figure 40b it can
be seen that each of the different protocols allows us to obtain different representations of
the same geometry. The differences are mainly in the point density and therefore in the level
of occlusion. In the case of the aerial scans (F1, F2, F3) it is possible to see the blurring of the
geometry of the lower part of the tree and the inside of the tree. In the terrestrial scan, these
two parts are well-defined.

Protocol H(m) V(m
s ) D(m) Pointdensity( pts

m2 )

F1 7 1 5 3140
F2 6 2 5 1842
F3 6 4 2.5 921

Table 3.1 – Characterization of the different scanning protocols based on UAV LiDAR.
Height H and speed V of the drone during flight, interval distance D between lines of scans,
and resulting point density are given for each protocol.

There are several advantages of using the above flight protocols. Firstly, they ensure an
overlap area between the scans, allowing multiple scenes to be aligned, resulting in a com-
prehensive 3D map of the entire crop. Secondly, these protocols allow us to obtain different
representations of the same orchard and make possible their comparison.
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(a) An example of the flight path followed by
the UAV is shown by the red line. Addition-
ally, the figure displays the point cloud repre-
sentation of the target apple orchard.

(b) Representation of the point clouds ob-
tained with each protocol. The differences lie
in the point density and the quality of the ge-
ometry representation.

Figure 40 – Example of the trajectory followed by the UAV and the point clouds of the apple
trees obtained with each of the flight protocols. The color gradient seen in the trees repre-
sents the density of the points, with blue representing the minimum point density and red
representing the maximum point density. The point density was calculated using a sphere
of radius 0.1m.
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Figure 40a shows that there are 5 lines with a higher density of points. These lines are the
most important as they include the trees previously scanned by terrestrial LiDAR.

3.1.3 The terrestrial LiDAR acquisition

Terrestrial scans were acquired in September 2018 using a RIEGL VZ400 terrestrial LiDAR
(RIEGL Laser Measurement Systems GmbH, Horn, Austria). The acquisition protocols, as
described in (259), consisted of taking a scan in the middle of the inter-row of every 5 tree
(approximately 10m), in the different inter-rows of the orchard (see figure 41a). The scans
were performed with a view of 360◦ and an angular resolution of 0.06◦. The scans were then
co-registered in a common coordinate system using Riegl software (RiSCAN PRO v2.0.1).
This software recognizes the different targets, finds the transformation matrix for each of
the point clouds, and applies it to the set of point clouds to create the working scene. In our
particular case, the targets are white circular boards with a specific reflectance that allows
their easy detection. The scans contain the coordinates x, y, and z of each measured point of
the tree surface. The density pattern obtained for a row of trees can be seen in figure 41b.

(a) Representation of the terrestrial LiDAR measurement protocol. The red squares represent the
LiDAR position at the time of measurement, the blue dots represent the reference targets used to link
the scenes. t1 and t1 refer to the time intervals at which the LiDAR is repositioned and the scan is
started.

(b) Example of a row scanned using the terrestrial protocol. The colors blue and red indicate the
lowest and highest density of points in the scene. The density was obtained using a radius of 0.1m.

Figure 41 – Terrestrial scan protocol illustration and example of the point cloud obtained
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3.2 Estimation of the architectural traits

To process the 3D data produced by the different protocols, a semi-automatic workflow
was designed. It is composed of a series of steps including the identification and removal
of elements of the environment (soil, pole, etc.), the segmentation of individual trees, and
the characterization of architectural traits. For this, a series of software and scripts were
gathered.

3.2.1 Data preparation

The first step in the pipeline is to pre-process the point clouds to remove environmental
elements and outliers using the CloudCompare software (261). The SOR (Statistical Outlier
Removal) filter is used to remove the outliers. This filter calculates the mean distance (µ)
between all the k-nearest neighbors of each point and then adds the mean (µ) to the standard
deviation (S) multiplied by a value of n. The result of this operation is used as a threshold to
remove all points with larger distance values. Note that the value of n is an input argument
to the filter.

Next, the points representing the soil of the orchard are removed using the CANUPO
plugin (262). In this tool, the points are characterized by local neighborhoods of different
sizes, and the dimensionality is associated with these neighborhoods through a PCA (Princi-
pal Component Analysis). From these indices, a classifier was trained and used to distinguish
flat surfaces representing soil from vegetation. In our particular case, CloudCompare was
used to annotate the point clouds. Two labels were defined. The label 1 was used to identify
the points representing the tree geometry and label 0 was assigned to all points referring to
the ground.

For the terrestrial scans, the poles and wires of the orchards were segmented by RandLA-
NET (263), and then removed. Any remaining parts of these elements, if present, were re-
moved manually. RandLA-NET was trained on 10 trees, and from this training set, 80% was
used for training and 20% for testing. The accuracy presented in the test set was 0.80 for the
pole class and 0.73 for the wire class.

The second step involved segmenting individual trees. For this purpose, we used the
label spreading algorithm with a new Forward-Backward-Forward (FBF) implementation.
Initially, we performed label spreading using the implementation proposed in scikit-learn
(216; 264). The seeds used to initiate the different labels were determined from the measured
GPS positions of the trees.Next, an alpha shape (265) was estimated for each group of labeled
points representing each tree to determine their boundaries. It is assumed that points close
to the boundaries may be misclassified, while those in the center of the tree are necessarily in
the correct class (i.e., tree). To refine these boundaries, points close to the alpha shapes were
unlabelled. The central parts of each tree were defined as new seed regions. Consequently,
a second clustering was performed starting from the extended seed regions. As a result,
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individual point sets were defined for each tree.

3.2.2 Scan Characterisation

The scans of the individual trees are characterized by local point densities. The local point
density for a given point pi of the scan is estimated as di = ni

r2 with ni representing the
number of neighbor points of pi at a distance lower than r. A value of r of 0.1m was used to
characterize the density of an entire scan of a tree, We estimated the mean density value for
all the points of the scan.

3.3 Shape features

Different features related to the dimension and the shape of the tree were estimated and are
described in this section.

3.3.1 Plant volume

The convex hulls (cvolume) and alpha hull volumes of the tree point clouds were computed
using the alphashape Python library (266). The cvolume reflects the minimal convex volume
encompassing the point cloud representing the tree (Figure 42a), while the avolume is an ex-
tension of the convex hull that allows the creation of concave envelopes around the point
cloud, better reflecting the space occupied by the trees (Figure 42b). The creation of concav-
ities in the alpha hull depends on a parameter (α). To estimate these concavities, a ball of
radius 1/α is created. This ball is used as the threshold of minimum concavity to be consid-
ered between N neighboring points. If 1/α is positive, the radius of the disc is 1/α, and if
1/α is negative, it is defined as−1/α. The chosen α value (0.20) was the one that maximized
the correlation between avolume and the measured TLA on a randomly selected subset of
trees (259). A convexity index (ci) was computed as the ratio of avolume to cvolume to evaluate
the convexity of the shape.

3.3.2 Silhouette to leaf area ratio (STAR)

To estimate this index, the silhouette is first estimated by projecting the pointset onto a
plane perpendicular to a given light direction (267). A 2D alpha-shape is computed from
the pointset and its corresponding area is computed. For the total leaf area, it is estimated
using the relationship with the avolume given in (259), equation 3.1

TLA = 1.6342 ∗ avalume − 0.1534 (3.1)

This method estimates a directional STAR. To be representative of the different light
directions perceived by the tree, we used 46 light directions taken from the turtle sky dis-
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(a) Convexhull representation (b) Alphashape representation

Figure 42 – Graphical representation of the covexhull and alphashape applied to the LiDAR
point cloud of an apple tree.

cretization method (268) and summed the corresponding directional STARs. This index pro-
vides hints at the efficiency of the light interceptions of the leaves and the branches.

3.3.3 Canopy height, maximum radius, and eccentricity

Simple geometric descriptors were also computed. The canopy height was computed by
taking the mean height of the 2.5% highest and lowest points and subtracting them together,
see equation 3.2 and Figure 43a.

Height = µ(Toppoints)− µ(bottompoints) (3.2)

To take into account non-symmetric and/or bending crown shape, the radius and ec-
centricity of the crown were calculated using a layering principle. For this, the point cloud
was divided into different layers of equal height along the vertical axis (we used 10 layers).
The barycentre of each layer was calculated, and, for each layer, a radius was determined
as the average of 2.5% points of the layer at maximum distance from the barycenter. The
maximum radius of the tree was estimated as the maximum layer radius. The canopy eccen-
tricity was estimated as the maximum distance between the barycenters of the layers and
the barycentre of the entire point cloud.

3.4 Statistical analysis

We compared the results obtained with the different protocols for the different architectural
traits. Analyses were performed using R software (269). For each trait, the mean and stan-
dard deviation were assessed and compared. Correlations between feature values for the
different protocols were assessed using ggcorrplot from package ggplot2 (270).
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(a) Canopy Height - Side view of the tree (b) Maximum radius - Top view of the tree

(c) Eccentricity. The layers are represented by
black squares. The center of each layer is de-
fined by the blue circles. The center of the
point cloud is defined by the red circle. And
the farthest layer is defined by the yellow cir-
cle. - Side view of the tree

Figure 43 – Graphical representation of how the volumetric canopy height, maximum radius
and eccentricity indices are calculated.

We also calculated the heritability value (H2) and compared them among protocols. For
this, linear regression models were built. The phenotypic value of a given trait, P, was de-
composed as the sum of the estimated genotypic effect, accounting for genotype replicates,
G, and the set of non-genetic and uncontrolled causes of variation, e, and with µ being the
mean of the trait in the study population, P is given by equation 3.3. Variance components
were then used to estimate the broad-sense heritability (H2), which is the ratio between ge-
netic variance (VarG) and the phenotypic variance estimated as H2 = ( VarG

VarG+ e
n
) with n the

number of replicates per genotype.

P = µ + G + e (3.3)

Heritability allows for the identification of how much of the variation in a group of in-
dices can be attributed to genetic factors.
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3.5 Results

Table 3.2 reports the average and standard deviation values of the different shape features
characterizing the tree architecture presented in this manuscript. Scan resolution in the dif-
ferent protocols can be characterized by the average density of individual point clouds. We
can observe that F3 has the lowest density. F2 corresponds to scans with densities approxi-
mately 2 times bigger than F3; and F1 to scans 1.5 times denser than F2. This seems consistent
with the theoretical point density value estimated for the different protocols. In comparison,
the terrestrial protocol generates scans 5 times denser than F1.

Height (m) Radius (m) Eccentricity (m) Convexhull(m3) Alpha shape (m3) Convexity STAR Density ( pts
m2 )

F1
Mean 2.77 1.70 0.66 8.58 3.23 0.37 1.61 23 112.29

Std 0.40 0.38 0.30 3.39 1.18 0.09 0.32 12 808.39
F2

Mean 2.65 1.67 0.65 7.73 2.74 0.36 1.76 14 701.81
Std 0.43 0.37 0.22 3.12 1.00 0.06 0.31 7 888.22

F3
Mean 2.57 1.62 0.66 7.13 2.66 0.39 1.71 6 614.16

Std 0.46 0.39 0.26 3.39 0.91 0.07 0.29 3 616.94
Terrestrial

Mean 2.57 1.62 0.66 7.13 2.66 0.39 1.71 6 614.16
Std 0.46 0.39 0.26 3.39 0.91 0.07 0.29 3 616.94

Table 3.2 – Mean and standard deviation for the different shape features computed on the
36 tree scans from three different acquisition protocols. Different letters in a column indicate
significant differences in feature distributions according to a Tukey test (p < 0.05)

The estimated mean values of the different shape features seem overall consistent be-
tween protocols. For most of them, the values of the airborne protocols are lower compared
to the terrestrial ones and could be underestimated except for eccentricity, alpha shape vol-
ume and convexity which are higher and could be overestimated. Considering the differ-
ence between airborne protocols, we can observe that, except for ratio indices (Convexity
and STAR) and eccentricity, the magnitude of the mean values of the different indices are
ordered with the biggest value for protocol F1, intermediate value for F2 and lower one for
F3.

3.5.1 Comparison between shape feature values estimated with the di�erent
acquisition protocols

To go deeper into the comparison between values obtained with the different protocols,
correlation indices were computed between the different shape features (Figure 44). Corre-
lation coefficients between airborne protocols are high for Height, Radius, Convex hull and
alpha shape volumes, and STAR. Convexity has an intermediate level of correlation while
eccentricity has a low or negative correlation between airborne protocols. When comparing
airborne values with terrestrial ones, we observe that volumetric indices, such as convex
hull and alpha shape volumes, or STAR and height are highly correlated. In contrast, radius
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and convexity indices show low correlation while eccentricity is negatively correlated be-
tween terrestrial and airborne protocols, indicating certainly a strong effect of noise on the
measures of such indices.

Figure 44 – Correlation plots between the different acquisition protocols for the different
shape features.

3.5.2 Comparison between heritability of the shape features estimated with
the di�erent acquisition protocols

Finally, the heritabilities of the shape features were estimated for the different protocols
(Table 3.3). For the terrestrial protocol, heritability values of the first four indices are above
0.7 and close to each other, in good agreement with values reported by Coupel et al. (2019).
Eccentricity and radius are also in the same range. Tree height is less heritable (0.47), which
may be due to a higher sensitivity of the estimation to outlier points contained in the scans.
The heritabilities obtained with airborne protocols appear sensitive to the point density in
the protocol. The highest heritabilities were obtained with the less dense protocols such as
F3, which achieved similar results to terrestrial ones. Heritability values were found with F2
and F1 protocols with the lowest values (< 0.25) for the eccentricity. This seems to indicate
a higher variability due to the protocol for this feature.

3.6 Conclusions

A semi-automatic pipeline to process LiDAR scans of apple trees and extract different archi-
tectural indices is presented in this manuscript. The indices computed from airborne LiDAR
gave similar estimates than the one from terrestrial LiDAR even if the point of view and the
resolution used for the scans changes. The variability observed on indices with the different
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F1 F2 F3 Terrestrial
VarG H2 VarG H2 VarG H2 VarG H2

Alphashape 0.83 0.73 0.647 0.76 0.615 0.83 0.389 0.69
Convexhull 5.24 0.63 6.020 0.77 7.7 0.84 6.49 0.73
Convexity 0.001 0.34 0.002 0.67 0.003 0.71 0.006 0.79

STAR 0.042 0.57 0.043 0.60 0.06 0.79 0.161 0.71
Height 0.032 0.33 0.078 0.58 0.068 0.48 0.052 0.47

Eccentricity 0.000 0.00 0.006 0.22 0.029 0.58 0.014 0.69
Radius 0.075 0.66 0.112 0.88 0.087 0.71 0.065 0.73

Table 3.3 – Genetic variability (VarG) and Heritability (H2) estimated for each shape feature
and for each acquisition protocol

protocols appears coherent except for the eccentricity. Eccentricity is computed using the
mean position of each layer of the tree. The number of points produced for each layer is
different with the different protocols and is not linear with depth because of occlusion. As
such, sampling of each layer is strongly dependent on the resolution and may produce in-
coherent results for different sampling. This applied less for the other indices as they focus
more on points on the periphery of the scans for which sampling is less disturbed by the
occlusion. Similar sensitivity of tree indices estimations to protocols, especially when com-
paring terrestrial and UAV LiDAR scans was underlined in previous studies (e.g., (160; 271)).
Those authors had suggested that UAV LiDAR provide better estimation of canopy height,
while the Terrestrial LiDAR is better for the estimation of diameter at breast height. Also,
both types of LiDAR were used to obtain stem diameters and tree heights in a mountain
forest (272). The heritabilities obtained with the terrestrial protocol is around 0.7 for all in-
dices except for tree height. Heritabilities for airborne scans are dependent on the protocols.
Highest heritabilities, which are similar to the ones obtained from terrestrial protocol, are
achieved with protocols producing less dense scans. This seems to indicate that the signal-
to-noise ratio is low in case of UAV scans and additional scans of the same region add more
noise than information. It should be noted that other sensors than scanners can be used in
high throughput phenotyping for estimating tree indices, as shown by (273), in a compar-
ison between RGB, Multispectral, UAV and terrestrial LiDAR and WV-3 stereo, for height
estimation in two fruit crops, mango and avocado. In conclusion, our study confirms that
airborne LiDAR are a valuable alternative for high throughput phenotyping of architectural
traits, in a context of genetic studies. Still the protocol used is important to ensure a certain
quality in the tree geometry. Here we showed that volumetric indices such as convexhull
and alpha-shape are the most robust regardless of the protocol used.





CHAPTER4

Organ segmentation on fruit tree point clouds

4.1 Introduction

To ensure food security and sustainability, various plans have been proposed to increase
food production and reduce the use of chemicals and practices that negatively affect the
environment (274; 275; 276). To achieve these goals, several fields of research are considered,
such as agronomic management, pest and disease control, harvesting methods, and remote
sensing (277; 278; 279; 280). These areas of research share the common goal of understanding
and improving plant growth and behavior, with the aim of making plants more resistant to
various stresses and increasing their production.

Remote sensing can be defined as the process of monitoring the physical characteristics
of a target at distance for instance by observing the reflection of light beams by an object
of interest at different wavelength. In recent decades, new technologies and remote sens-
ing techniques have been applied to develop various studies on the growth, production,
and behavior of fruit trees, as demonstrated by the work of (281; 257; 258). However, these
technologies are not yet mature enough and need to be tuned for each specific crop and en-
vironment. Further research and development are needed to fully exploit the value of the
signals provided by these sensors.

3D acquisition systems based on Light Detection and Ranging (LiDAR) technology can
capture tree shapes with high accuracy and high throughput. In practice, the quality of
canopy reconstruction from field data is highly dependent on weather conditions, the shape
of the trees, and the scanning protocol, i.e. the position and number of scans collected. Ad-
ditionally, extracting information from highly noisy 3D point clouds at the organ level re-
mains challenging, and to our knowledge, no robust and easy-to-implement solution has
yet emerged for this general purpose.

63
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Recently, after outperforming the state of the art in 2D image analysis (282; 283; 284)
and natural language processing (285; 286), deep learning has also shown promising results
in 3D point cloud processing (237) and appears to be a suitable candidate for improving
plant phenotyping (287; 288; 289; 290). Indeed, deep learning methods offer an interesting
solution as they can identify different types of object representations by learning directly
from training data.

As a first case study, our goal was to automatically detect apples from scans of an apple
tree core collection. Scans were made using two protocols with different resolution. To detect
the apples from the point clouds, we designed two automated software pipelines based
on machine learning and deep learning methods. One originality of our method is to use
synthetic data generated from realistic apple tree mockups, built using the MappleT FSPM,
to test the robustness and sensitivity of our methods.

A presentation of this work has been made in FSPM2020 conference (291). I was asso-
ciated to this work as I contributed to the finalization and extension of the pipeline and
preparation of the simulated data sets. However, the abstract was submitted before my PhD
started. My name is thus only on the presentation and not on the abstract of the proceedings.
A journal article is planned on which I will be a main co-author.

4.2 Materials

4.2.1 Field experiments

This case study was conducted on a non-industrial apple orchard with significant genetic
diversity (241 genotypes). The apple trees were not pruned and were very slightly thinned
throughout their growth. The orchard received the classical water and nutrient supply. The
apple trees, aged of 3 and 4 years-old, were scanned in 2018 and 2019 using a RIEGL VZ400
terrestrial LiDAR (RIEGL Laser Measurement Systems GmbH, Horn, Austria). Two specific
acquisition protocols were employed, as illustrated in Figure 45.

The first protocol called HiRes, was the most precise and involved scanning a selection
of trees from both sides. 31 trees were considered. This protocol was evaluated too time con-
suming and an alternative protocol was considered. The second protocol, named LowRes and
described in (259) and in chapter 3, involved scanning each row every 5 trees (approximately
ten meters) across the different rows of the orchard. In 2018, the scans were conducted with
a 360◦ view and an angular resolution of 0.06◦, while in 2019, the angular resolution was
increased to 0.04◦. In total, 250 trees with apples were scanned using this protocol in two
weeks. With this acquisition protocol, different resolutions of scan were produced. 3 types
of resolution can be distinguished. Scans of trees closer to the scanning position, were named
of type 1 and show comparable resolution with the HiRes protocol. Scan of trees planted next
to a tree with scan of resolution of type 1 were considered of type 2 and show a decreased
resolution. Finally, scans of trees positioned in the middle of two scanner positions are con-
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Figure 45 – HiRes (top) and LowRes (bottom) acquisition protocols. A comparison of the
local point densities for the two protocols. The color of each point indicates the local point
density, ranging from blue to red for low to high density, respectively. The local density of
each point is measured as the number of points in its neighborhood (at a distance of 0.1m).
In the HiRes protocol, the difference in density between the periphery and the central part of
the tree can be observed. In the LowRes protocol, the density also depends on the distance
to the scanning positions (near the first and last trees). Central trees in this case have a
homogeneous low resolution.

sidered of type 3 and show the lowest resolution.

Scans of all trees were registered in a common coordinate system using Riegl software
(RiSCAN PRO v2.0.1). The produced scans contain the X, Y, and Z positions of points sam-
pled on the apple tree’s surface. The RIEGL VZ400 also returned additional radiometric
information such as the reflectance, the amplitude, and the deviation of the returned signal.
The amplitude of a target echo, which is defined as the ratio of the actual detected optical
amplitude of the echo pulse versus a detection threshold. As amplitude highly depend on
distance, the laser scanner provides also a so-called reflectivity value for each target echo.
This value gives the ratio of the actual optical amplitude versus the optical amplitude of
a diffuse white target at the same range (assuming that the white target is larger than the
laser footprint, 100% reflecting, flat, and its surface normal points toward the laser scan-
ner). This reflectivity value allows for easy estimation of the target reflectivity. Reflectivity
values above 0 indicate that the target gives an optical echo amplitude larger than those of
a a diffuse white target, i.e., the target is partially retro-reflecting. Finally, for a given laser
beam, multiple return echos can be measured by the scanner. To account for this, a standard
deviation measure of the distance measured with the different echos is also provided.
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This 3 radiometric feature provides complementary information on the measurements
made during the scan. As a first test, we build the correlation matrix between these infor-
mation (see Figure 46). As one can see, the amplitude and reflectance are highly correlated.
This can be explained by the limited range of reflectivity of the organs of the apple trees.

Figure 46 – Correlation matrix between the features of the LiDAR scan

In these scans, some difference between the radiometric characteristics of the apple fruit
and the other organs can be observed, as illustrated in figure 47c. Distribution of the re-
flectances of points of scans of apples and others organs only partially overlap. Such differ-
ence was already reported by (165; 169) in their research. Still the domains of the 2 distri-
butions are the same. Additionally, the geometries of the apples have specific deformations
with point density varying along their geometry, as illustrated in figures 47a and 47b. Ad-
ditionally, outliers, considered as noise, are estimated from mixture of different hits of the
geometry of the tree by the same LiDAR ray, creating unrealistic points between several
geometries. One can note that their shape is not spherical but planar due to measurement
errors, adding difficulties in their detection.

For validation purposes, the mean and total weight of the apples from each tree were
measured, enabling the estimation of the number of apples produced per each tree.

4.2.2 Ground truth data

To train machine and deep learning models, annotated data are required. A dataset of an-
notated scans of 10 apple trees was constituted, with 9 of these point clouds made with the
LowRes protocol, and 1 is from the HighRes protocol. For the LowRes protocol, 3 scans per
type (1, 2, and 3) were built.

The annotations were made by an expert using the Cloud Compare software (261). For
each scan, groups of points representing every apple were individually selected using the
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(a) Front view of a scan
of apples

(b) Side view of a scan
of apples

(c) Comparison of reflectance distribution of scan
of apples and the rest of the tree.

Figure 47 – An example of the apple geometry deformations and comparison of distribution
of apple and non-apple point reflectance in the scans.

selection tools and saved in individual files. Reflectance information was used to color the
point clouds and help the identification of the apple. Individual apples from apple clusters
on the tree were sometimes difficult to distinguish and were left grouped in the same point
set. Unique IDs were then generated for each apple (or group of apples). The rest of the
point set was also saved into a separate file. Using these files, annotated scans were created,
by adding new information corresponding to the ID of the shape each point represents. IDs
corresponding to each apple were used and the ID 0 for points that do not correspond to
apple.

4.2.3 Synthetic data

Point clouds have several characteristics that make them difficult to annotate, such as the
geometric deformation of outliers. Annotating point clouds is, therefore, a time-consuming
task, and in many cases, it is not possible to annotate with 100% accuracy. As an alternative
to expert annotation, virtual scans of synthetic 3D mockups allow the generation of realistic
point clouds with automatic annotation. They also allow different levels of noise to be added
to test the sensitivity of a reconstruction method.

We developed thus a pipeline to generate synthetic point clouds. For this, 3D represen-
tations of apple trees were generated using the MAppleT FSP model (57). This model sim-
ulates the vegetative development, the flowering, and fruiting of apple trees. Architecture
of the tree is defined at the metamer scale. Branching patterns are modeled using Hiden
Semi-Markov Chain from observed data. Geometry of the branches are determined using
a bio-mechanical approach. The tree growth simulation was stopped when the trees were
2-years-old. At this stage, the simulated trees have fruit in their structures. Some examples
of the trees generated are shown in figure 48.

The Z-buffer algorithm implemented in the PlantGL framework (292) was used to sim-
ulate the LiDAR scans and parameterize to approximate the behavior of the real LiDAR
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Figure 48 – Synthetic apple trees generated by the MAppleT model. Example of the type
of apple trees found in the synthetic dataset generated. To know the position of each tree
in the simulated rows, different values were assigned in the blue and green channels of the
simulation, the red channel was used to annotate the different organs of the tree.

sensor used to obtain the field measurements. The aim was to approximate the resolution
used by the real LiDAR sensor which is given by the angle between 2 rays (0.04◦ in scans
from 2019). To achieve this, the camera field of view (FOV) and the image size (Isize) of the
z-buffer algorithm were set so that the FOV of each pixel, defined as the ratio between the
image FOV and the image size, corresponds to the given scan resolution. To simulate the
noise present in LiDAR point clouds due to their intrinsic parameters (section 2.4.5), differ-
ent sources of noise can be parameterized in the PlantGL Z-buffer based virtual scan tools.
White noise can be introduced in LiDAR sensor point clouds and parameterized using the
jitter parameter. This noise is inherent in all measurements made by the sensor and results
from mechanical and electronic delays within the sensor’s internal system. To also simulate
the effect of the width of the ray beam of the LiDAR that makes it possible to hit several
objects in the scene, a second parameter, called raywidth, can be used. In such a case, the
depth measured by a given pixel is estimated as a weighted average depth of all pixels in-
cluded within the ray width. This makes it possible to simulate outliers, occurring at the
intersection of several objects with different depths in the scene.

The lowRes and highRes scanning protocols (section 4.1) were implemented in the vir-
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tual environment. This was accomplished by first taking the simulated trees and dividing
the dataset into groups of five trees. Then, the position of each of the five trees was estimated,
based on the descriptions provided in the field experiment (section 4.1). Once the positions
of the trees were determined, the relative positions of the simulated sensor were estimated
for each protocol. For the lowRes protocol, the sensor position was estimated while consid-
ering the sensor’s field of view (FOV), ensuring that the FOV could capture all trees within
a bounding box. In the case of high resolution, the sensor was simply positioned perpen-
dicular to each tree. In order to annotate the apples, leaves, and trunk of the synthetic trees,
the base geometry type (PlantGL) of each of these organs was checked, and then an integer
value was assigned to each of them using the ID attribute of each of the PlantGL shapes.

250 simulations were generated to produce training synthetic data. However, to have a
comparable point set with scans from field experiments, only the 188 point sets with ade-
quate number of points were considered.

The trees were combined in a group of 5 trees and used to generate the LowRes and
HighRes protocols. Each group of trees was scanned with different simulated configurations
of jitter and ray width. In total, each group was scanned 11 times. Eight different values of
jitter were used (0.0m to 0.1m), along with three different values of raywidth (0.04◦to0.14◦).

4.2.4 Training data set

To train the models, 80% of the point clouds were used for training, and the remaining
20% were used for testing. The real and synthetic scans were considered separately in the
experiment.

The resulting distribution of points within classes is highly unbalanced with only 2.2%
of points representing apples for real scans and 16.4% for synthetic scans (see Figure 49).

(a) Real scans (b) Synthetic scans

Figure 49 – Examples of the imbalance between the labels representing apples (red) and
those representing other organs (blue) on the real and synthetic data. Overall, only 2.20% of
the dataset represents apple points for scans from field experiments and 16.38% for synthetic
scans.
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4.3 Methods

4.3.1 Segmentationmethods

To detect the different instances of apples within the scans, we designed a software pipeline,
called FruitHunter (291). This pipeline, based on supervised learning, has two versions. The
first one is based on standard machine learning methods, the second one on a state-of-the-art
deep learning method. Our intention here is to compare these two types of approaches.

The general pipeline, depicted in Figure 50, consists of three steps. In the first step, some
features are estimated for each point to locally characterize the geometry of the scanned
object. Based on these features, the second step consists in building a classification model
that labels each point depending on the fact that they correspond to the surface of an apple
or something else (i.e., non-apple). In the third step, points corresponding to apples are
clustered to identify individual apples.

Figure 50 – Fruithunter: a software pipeline for apple segmentation in scans of non-
industrial apple orchards. The general schematic description of the pipeline, showing the
three main steps to classify points and identify apple instances, is given in the first row. The
second and third rows give the different algorithms used for the two versions of the pipeline.

In a first version of the pipeline, the Fast Point Feature Histograms (FPFH) (293) is used
to locally characterize each point. This algorithm encodes the geometric features of a point in
space based on local neighborhood of varying size. Using these features and the radiomet-
ric information from the LiDAR, either a random forest model or a fully connected neural
network is trained to predict the class of each point.

In the second version of the pipeline, the first two steps are combined in the RandLA-Net
network (294). RandLA-Net is specifically designed to segment high-density point clouds
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(containing millions of points) with high efficiency. It incorporates three types of specially
designed layers. The first layer is called Local Spatial Encoding, and enables the extraction
of features from group of points. The second layer is called Attentive-Pooling, allowing the
model to determine which points should be sampled and which should be skipped based on
their significance in describing the desired geometry. The last layer is the Dilated Residual
Block, which combines the two previous layers and facilitates the extraction of both local
and global features from the point cloud. In the original work presenting this network, a
comparative test shows the efficiency of random sampling to select key points.

In the third step, similar for the two versions of the pipeline, points are clustered us-
ing the DBSCAN algorithm. This clustering algorithm uses the density of points to create
groups of points corresponding to the different geometries. It uses a propagation algorithm
to extend the initial groups with their neighborhood. The DBSCAN algorithm relies on two
main parameters: the first one defines the minimum number of points k required to initi-
ate a cluster within a specified radius. The second one is the distance ε to add a point to a
cluster. More precisely, if a point p is at a distance below ε to a point of a given cluster c,
p will be added to c. In this application, the Euclidean distance metric was used. After an
optimization on a test set, we use a value of 0.01 for ε and 30 for k.

4.3.2 Evaluation

The evaluation of the pipeline was carried out in two steps. Firstly, the classifiers were as-
sessed using the various classification metrics presented in Table 4.1, namely Precision, Re-
call, F1-score, Intersection Over Union (IoU), Balanced Accuracy and Matthews Correlation
Coefficient (MCC). Each of these metrics provides insights into the performance of the mod-
els for the apple segmentation task.

Metric Equation
Precision TP

TP+TN
Recall TP

TP+FN
F1-Score 2* Precision×Recall

Precision+Recall
IoU TP

TP+FP+FN

Bal. Accuracy
TP

TP+FN + TN
TN+FP

2
MCC TP×TN−FP×FN√

(TP+FP)(TP+FN)(TN+FP)(TN+FN)

Table 4.1 – Evaluation metrics for the point segmentation. In the above equations TP=True
Positive, TN=True Negative, FP=False Positive and FN=False Negative.

Precision represents the fraction of correctly predicted apple points (TP) among the pre-
dicted ones (TP+TN), while Recall (also called sensitivity) represents the fraction of correctly
predicted apple points among the actual ones. These two indices can be combined into an
harmonic mean, called F1-Score. The IoU index, also called Jaccard index, gives a measure
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of the similarity of the predicted and ground truth values and is defined as the size of the
intersection divided by the size of the union of the two sets.

Another classical index is the Accuracy which is defined as the ratio between correctly
predicted values (TP+TN) over the total number of points. However, due the largely un-
balanced data set that we consider in this work, we choose to use the Balanced Accuracy.
Additionally, the Matthews Correlation Coefficient, which also do not gives emphasis on
the Positive labels, was also employed. All the indices range between 0 and 1 except for the
last index range from -1 to 1 to represent negative correlation between predicted and ground
truth data.

These metrics collectively provide a comprehensive evaluation of how well the classifiers
are performing in accurately segmenting apples from the point clouds. We use the imple-
mentation proposed in (216).

Secondly, the clustering process performed by DBSCAN was evaluated using Homo-
geneity, Completeness, V-Measure and Adjusted Rand Score (ARI) presented in Table 4.2.
The three first one are derived from the Shannon’s entropy (H). Assuming two label assign-
ments (of the same N points), C = {ci|i = 1, ..., n} and K = {k j|j = 1, ..., m} (C representing
classes of the ground truth labeling and K the clustering of the model), a contingency table A
can produced such as A = aij where aij is the number of points that are members of class ci

and elements of cluster k j. Their entropy (295), i.e. the amount of uncertainty for a partition

set, can be defined as H(C) = −∑|C|c=1
∑
|K|
k=1 ack

n log(∑
|K|
k=1 ack

n ). The conditional entropy can be
defined as H(C|K) = −∑|K|k=1 ∑|C|c=1

ack
N log( ack

∑
|C|
c=1 ack

).

The metrics used for evaluation are as follows:

1. Homogeneity: To satisfy homogeneity criteria, the clustering should assign only points
of a single class into a single cluster. To evaluate this, the conditional entropy H(C|K)
is used and normalized using the entropy H(C).

2. Completeness: This metric is symmetrical to homogeneity. It evaluates if a clustering
assigns all points of a single class into a single cluster. To evaluate this, the conditional
entropy H(K|C) is used and normalized using the entropy H(K).

3. V-Measure: The V-Measure is an harmonic mean of homogeneity and completeness.

Finally, the clustering are evaluated more globally using the actual number of apples
of the trees. A regression is made to estimate the correlation with the ground truth data.
The coefficient of determination R2 of the regression is used to measure the accuracy of
the clustering while the slope coefficient is used to estimate a bias coefficient between the
ground truth and the estimated number of clusters.

These steps will ensure that the classifiers and clustering work correctly from the differ-
ent perspectives given by each metric.
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Metric Equation
Homogeneity 1− (H(C|K)

H(C) )

Completeness 1− (H(K|C)
H(K) )

V-Measure 2 ∗ hc
h+c

Table 4.2 – Evaluation metrics for clustering.

4.4 Results

4.4.1 Classifier comparison

As a first experiment, we performed trainings on the different annotated scans from field ex-
periments and synthetically created. The different versions of the pipeline were trained and
compared with the different metrics and results are given in Table 4.3. For scans from field
experiments, training was made with or without radiometric information (R: Reflectance,
A:Amplitude, D:Deviation) given by the LiDAR scanners. For synthetic scans, different lev-
els of noise and resolutions were tested. For random forest and neural networks used in
the first version of the pipeline, input of the models were features computed using the Fast
Point Feature Histogram (FPFH) while XYZ coordinates of the points are directly given for
the RandLA-Net model.

Model Data Feature F1-score Balanced Accuracy IoU MCC

Random Forest Field FPFH 0.39 0.58 0.61 0.41
FPFH+RAD 0.40 0.70 0.58 0.43

Synthetic FPFH 0.75 0.81 0.76 0.73

Neural Network Field FPFH 0.09 0.74 0.43 0.14
FPFH+RAD 0.15 0.85 0.48 0.24

Synthetic FPFH 0.45 0.69 0.46 0.31

RandLA-NET Field XYZ 0.24 0.57 0.56 0.34
XYZ+RAD 0.90 0.95 0.91 0.90

Synthetic XYZ 0.87 0.95 0.86 0.85

Table 4.3 – Comparison of the different classification models.

Considering the Balanced Accuracy, the best performance are achieved with the RandLA-
Net model, with an accuracy up to 95%. This is confirmed by the IoU and MCC indices, still
showing better results for scans from field experiments. This seems consistent with results
of RandLA-Net on standard databases (94.8) (294). For field experiment, best results are
achieved using the radiometric features. Such features seems to play an important role in
the discrimination as achieved accuracy is only 57% without them. Neural Network and
Random Forest gives lower accuracy (above 80%) with better result on field data for Neural
Network and on synthetic data for Random Forest. Again the importance of the radiometric
feature, even if less important, is confirmed with these versions of the pipeline (58% vs 70%
without or with radiometric features for Random Forest and 74% vs 85% for Neural Net-
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works). Using the F1-score, we can test the specific ability of the different methods to label
correctly the points corresponding to apples. For this aspect, only RandLA-Net gives ade-
quate results (90% for field experiments and 87% for synthetic data) while results of Neural
Networks and Random Forest are poor.

4.4.2 Sensitivity to noise

(a) Random forest over different Jitter
values

(b) Random forest over different ray-
width values

(c) Randla-NET over different Jitter val-
ues

(d) Randla-NET over different raywidth
values

Figure 51 – Evaluation of the sensitivity of Random Forest and RandLA-NET on white noise
and geometric deformation for synthetic apple segmentation. The dotted lines represent the
performance of each of the models trained and test over real data. The point in the continu-
ous lines represents the evaluated noise set (jitter or ray width). The evaluated metrics were
the Balanced Accuracy and F1-score.

To evaluate the sensitivity of RandLA-Net to noise and deformation, we tested it with syn-
thetic scans created with different level of noise. Range of white noise (Jitter) and ray width
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where tested independently. With the first set of tests, sensitivity to the imprecision of the
measure is tested (Figure 51c) while sensitivity to deformation and outliers is tested with the
second set of tests 51d. For the white noise, scans with a range of magnitudes of noise from
0 to 10 cm were generated, while angles ranging from 0.04◦ to 0.14◦ were used for the ray
angular resolution.

For RandLA-Net, the decreases of accuracy is linearly correlated with the white noise
amplitude, with balanced accuracy going from 95% to 70%. The F1-score in this case, de-
creases rapidly and tend to a plateau of 40% showing a bigger sensitivity of the detection of
apple to the noise (Figure 51c). Sensitivity to ray angular resolution exhibit similar behaviour
(Figure 51d). Decrease of F1-score seems more linear but stand on the same range of values.
Similar results were achieved for Random forest (Figures 51a, 51b). A rapid decreases of per-
formance can be observed for white noise (Figure 51a). For magnitudes of noise bigger than
6 cm, result indicates a balanced accuracy close to 50% and F1-score less than 5%, indicating
a particularly poor identification of apple points.

In general, RandLA-Net seems more sensitive to noise and geometric deformation than
Random Forest. Comparing with results obtained with data from field experiment, results
obtained with Random Forest seems to correspond to low level of noise (approximately 1
cm) and deformation (approximately 0.06◦, which is consistent with scanner measurement
precision (0.3 cm). Experiments of sensitivity of RandLA-Net seems to outperform results
from field experiments, indicating specific difficulties for RandLA-Net to process XYZ infor-
mation only on this type of data.

4.4.3 Use of radiometric information

To understand the impact of the different radiometric information provided by the LiDAR,
RandLA-Net was trained and tested with different mixtures of radiometric features (Re-
flectance, Amplitude, Deviation). These tests shows the influence of each individual and
combination of information have on the accuracy of the trained model (Table 4.4).

Interestingly, radiometric information alone (RAD) seems to have by default similar re-
sults than 3D coordinates alone (XYZ) with a balanced accuracy around 60% and an F1-score
of approximately 30%. Still they provide the poorest result. A combination of XYZ coordi-
nates with Reflectance or Amplitude improves greatly the accuracy of the model, with a bal-
anced accuracy of 85%. On the opposite, the combination of XYZ with Deviation does not
improve the accuracy, in comparison with the test with XYZ only. Combining 2 radiomet-
ric features with the XYZ coordinates increase the performance of the model in general, the
mixtures of the XYZ-Deviation-Amplitude or Reflectance gives a better performance than
the one with the mixture XYZ-Amplitude-Reflectance. Finally, the combination of the XYZ
coordinates with the 3 radiometric features gives the best results with a balanced accuracy
of 95%.

These seems to indicated the importance of Reflectance and Amplitude in the accuracy
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of the classification. These two feature provide still similar information, as was observed in
the correlation table given in Figure 46.

Model Field Data F1-score Balanced Accuracy IoU MCC

RandLA-Net

XYZ 0.24 0.57 0.56 0.34
XYZ+R 0.82 0.91 0.84 0.82
XYZ+A 0.83 0.90 0.85 0.83
XYZ+D 0.40 0.67 0.64 0.46

XYZ+RA 0.78 0.88 0.82 0.79
XYZ+RD 0.76 0.86 0.80 0.77
XYZ+AD 0.88 0.94 0.89 0.88

XYZ+RAD 0.90 0.95 0.91 0.90
RAD 0.32 0.67 0.58 0.31

Table 4.4 – Evaluation of RandLA-Net with different radiometric features combination
(XYZ)

4.4.4 Transfer learning from synthetic data

Robustness of deep learning models comes with an important amount of annotated data. In
the case of 3D point cloud segmentation, annotation is fastidious and limit thus the amount
of data that can be produced. To address this type of issue, the concept of transfer learning
has been proposed, which consists in reusing knowledge learn for one task onto another
task. Boosting of performance has been observed on diverse tasks (227; 296) For this, we
propose to reuse model parameterization on synthetic data to initiate learning on field ex-
periment data. Figure 52 gives an accuracy of the resulting models. In a first step, the model
is first trained on synthetic data giving a balanced accuracy of 95%. When testing such model
directly on field data, an accuracy of 50% was achieved. In a second step, the training of the
model is fine-tuned on field data, leading to a balanced accuracy of 78%. This outperforms
a direct training on field data with a balanced accuracy of 57%.

4.4.5 Clustering

Finally, the DBSCAN algorithm is used to cluster labeled points into groups representing
apples and estimate thus the number of apples per tree. To validate the clustering, the num-
ber of clusters was then compared to the manually counted apples as shown in Figures 53
and 54.

As a first series of tests using synthetic data (Figure 53), perfectly labeled scans were first
used as input of the DBSCAN algorithm. The resulting regression shows a r2 of 0.92 and a
coefficient of correlation of 0.91, showing a good ability of this approach to detect apples,
still with a small underestimation. Labeling from RandLA-Net on synthetic scans was then
used as input of the clustering process. In this case, the correlation coefficient is 0.82 with a



4.4. Results 77

Figure 52 – RandLA-NET performance over synthetic and real pointclouds

r2 of 0.65. We can note that the discrepancy between the two enumeration of apples seems
to come from trees with large numbers of apples which are largely underestimated.

In a second series of tests (Figure 54), synthetic scans were tested and estimated clusters
are compared to manually estimated production. In general, the resulting regression shows
a r2 of 0.35, showing limited results. The correlation coefficient is 0.62, exhibiting an under-
estimation of the number of apples. In this case, case of underestimation of the number of
apples can be found for trees with low to high number of apples. More in details, number of
apples seems to be better estimated on scans of type 1 (correlation coefficient 0.74) than on
scans of type 2 and 3 (coefficient 0.56), with less error of estimation on trees with low num-
ber of apples. This shows the importance of the resolution and can be potentially explained
by a bigger level of occlusion.

Experiment/Metric Homogeneity Completness V-Measure
Real 0.166 0.661 0.263

Synthetic 0.038 0.115 0.048

Table 4.5 – Clustering evaluation

Testing the achieved clustering with homogeneity and completeness measures gives ad-
ditional information on the accuracy of the process. On our experiment, homogeneity gives
better values than completeness. For real scans, homogeneity value of 0.166 are achieved
in average while a value of 0.661 are obtained for completeness (Table 4.5). This can be ex-
plained by a lower number of cluster is obtained than in the ground truth. In such case,
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(a) Perfectly labeled point sets. (b) Point sets labeled using RandLA-
Net.

Figure 53 – Comparison between number of fruits and estimated clusters from synthetic
data.

homogeneity is low as points of a cluster can be map to several classes representing apples.
In opposite, a majority of points of a single cluster are mapped to the same class showing a
better value of completeness. Similar tendency can be observed for synthetic dataset, with
even lower values.

4.5 Discussion and conclusion

In this work, we designed and compared two versions of a pipeline based on state-of-the-
art machine and deep learning approaches to classify points to identify apple geometry
within orchard LiDAR scans. The considered orchard is a core-collection with large genetic
variability. The process of identifying apples was decomposed into a point classification step
and an instance identification step. Both of them were carefully evaluated. To test more in
detail the sensitivity of the methods to noise in the scans, we used virtual scans of digital
mockups.

Our results suggest that a trade-off between scan resolution and organ detection accu-
racy needs to be considered in future protocols. This trade-off may depend on tree age and
training systems, as large trees seem with high production to be more sensitive to errors of
estimation.

Since ground truth data are difficult to build on specific 3D data such as LiDAR scans, our
experience confirm the interest of pre-training from synthetic data. Still, results can certainly
be improved with more realistic geometric models and scan noise. One possibility for this is
to build deep learning methods to generate realistic scans of apple trees, using for instance
Generative Adversarial Neural Networks (GAN). In particular, the deformation of existing
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(a) All scans.
(b) Scans of type 1. (c) Scans of type 2 and 3.

Figure 54 – Comparison between number of fruits and estimated clusters from field experi-
ments.

synthetic scans with realistic noise can be considered. This approach, based on LiDAR data,
shows interesting but more limited results compared to approaches based on RGB images
(297; 298) in particular on commercial orchards. A combination of both sensor types could
help a better estimation and volumetric reconstruction of the organs.
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CHAPTER5

A proposal for the generation of realistic fruit tree point clouds

Several deep learning models can be used to detect or segment the organs of a fruit tree in
a point cloud obtained from LiDAR, such as Point-NET(238), Point-NET++(239), RandLA-
NET (294), and VOTE-NET (299), among others (300; 301). These models have shown promis-
ing results in both our research and in research conducted by other authors (302).

However, point cloud annotation is a highly time-consuming task, and depends on the
complexity of the scanned object and scene. With 3D points which are difficult to navigate
within, the task can be hard to achieve with accuracy. Specifically, when it comes to process-
ing point clouds of fruit trees, it is challenging to annotate the data to identify fruit, leaf, and
trunk (for instance or semantic segmentation). The annotation of the above-mentioned or-
gans is difficult, first of all because of their great number, secondly because of the difficulty
in detecting the points corresponding to each specific geometry, due to the different levels
of deformation present in the point cloud. Finally, the visualization of these organs and the
handling of this type of point clouds is complex.

GAN (Generative Adversarial Networks) models are in theory able to generate synthetic
data with a high degree of realism, as these models learn the statistical distributions of a
given dataset to later generate elements with similar distributions. GAN-based point cloud
models have been used to generate point clouds of cities for feeding models in autonomous
vehicle navigation, creating virtual reality maps, and more. A better description of GAN
models can be found in Sections 2.7.1.

Therefore, we propose to develop a deep learning GAN model that can generate realistic
tree point clouds from the previously generated synthetic data using MAppleT and PlantGL.
The proposed methods to improve the synthesized point clouds include the approximation
of the reference geometries, the adjustment of the point density, and the mitigation of the
possible noise caused by the environment and the sensor itself. More specifically, the de-
velopment of this model aims to answer two fundamental questions, firstly is it possible to

81
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generate the natural variability of the geometry of fruit trees? and secondly is it possible to reproduce
the characteristics of LiDAR-derived point clouds?.

In the following sections, I will discuss why the tree topology leads to complex point
clouds that are difficult to replicate, and the differences between real apple tree LiDAR scans
and synthetic scans generated using MAppleT and PlantGL (Section 5.1). I will also explore
how the shape transformation between point clouds can be approached using deep learn-
ing, and I will present a proposal for a GAN model to approximate apple tree LiDAR point
clouds (Section 5.2). Finally, I will present the current state of point cloud processing, and
the current approaches using GAN, and discuss how these new methods can be applied to
improve and finalize the proposed model (Section 5.3). A detailed description of the hypoth-
esis, the experiments conducted, as well as the results and conclusions, will be presented in
the corresponding sections.

5.1 Di�erences between synthesized tree point clouds and those
taken by LiDAR

Fruit trees display complex topologies and varying canopy densities influenced by factors
like tree age, season, and species. As an apple tree grows, it undergoes changes in its branch
count and leaf density, leading to an overall increase in its topology complexity over time.
Moreover, the tree’s growth patterns are influenced by seasonal temperature variations, re-
sulting in the emergence and loss of leaves, the appearance of new buds, and the growth
of additional branches, flowers, and fruits. Tracking the tree’s development and growth be-
comes challenging due to the complex nature of representing such data and the intricate
geometry of the tree itself. It is important to consider that each fruit tree species exhibits
unique architectural characteristics, and different genotypes within each species possess
distinct topological and physiological traits, further complicating the task of developing an
analytical model for their study.

When using LiDAR for field measurements to capture a 3D representation of fruit trees,
it’s important to recognize that these measurements possess distinct characteristics resulting
from the trees’ unique attributes and the influence of environmental variables such as wind
and sunlight. These characteristics primarily pertain to the interrelationships among the
points that describe a specific geometry. They will be described in the following section.

During the generation of a synthesized point cloud, it is essential to acknowledge that
the resulting tree topology may deviate significantly from that of a real tree. Additionally,
the point density and noise present in the synthesized point cloud are likely to differ from
reality, as it can be challenging to replicate the environmental variables that impact them.
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5.1.1 Capturing LiDAR Point Clouds of Fruit Trees: Challenges and Considera-
tions

Outdoor LiDAR point cloud acquisition poses various challenges. Firstly, the environment
undergoes continuous changes, and the targets experience displacement, leading to outliers,
geometric deformation, and ghosting in the point clouds. Figure 55 illustrates the different
types of noise identified. The severity of these issues can vary based on the sensor’s sam-
pling rate and the extent of geometry displacement with each measurement. A point cloud
with outliers is characterized by an uneven point density and a significant number of scat-
tered points not associated with any recognizable geometry.

Figure 55 – The center of the figure is a representation of an apple tree scanned with a Li-
DAR sensor in an external and dynamic environment, exhibiting different types of noise. In
the lower left side, highlighted in the purple box, the outliers are shown, which are com-
monly found in scans obtained with the LiDAR sensor. On the upper left side, ghosting is
presented; this noise typically occurs when two point clouds are aligned, but the scanned
object is displaced, causing misalignment. On the right side, an example of a deformed ge-
ometry is shown alongside one without deformation. Deformations usually occur when the
geometry moves during the scanning process and the sensor frequency is low.

An outlier point is identified as such if it exceeds a certain distance from its nearest neigh-
bors, indicating a significant deviation from the expected density distribution (303). The ge-
ometric deformations observed in the point cloud can be attributed to two main factors.
Firstly, the object being scanned may experience slight displacements during the sampling
process, leading to variations in its shape and position. Secondly, if the sampling rate of the
sensor is low, it may accurately capture these small displacements, resulting in the object’s
position being mixed within the point cloud at different time intervals.

Ghosting refers to the phenomenon where geometry is duplicated or repeated in a scene,
with each instance separated by some distance offset (304). This behavior typically occurs
when attempting to align two or more point clouds and there is a displacement of the object
of interest in each of the acquired measurements. As was explained in section 2.4.5 the pro-
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cess of alignment made reference to the action of merging different views of the same object
with the purpose of ensuring the correct 3D representation of the target. In addition, merg-
ing different point clouds can increase the number of artifacts and alter the original point
distribution, which can complicate data annotation and machine learning tasks. An exam-
ple of a point cloud created by combining multiple views of the same geometry, as well as
a point cloud of a single geometry, is shown in Figure 56. This figure shows the variation in
point density in each part of the tree.

Figure 56 – Differences between the point distribution in a single scan and a group of merged
scans. At the top of the figure are the point clouds related to the histograms at the bottom.
The colors present in the point clouds relate to their density, where red means high density
and blue means low density. It is clarified that the two point clouds are framed on the same
color scale in order to show the differences in density and how it affects the integration of
different views to represent a single geometry.

Secondly, when scanning a target, it is common to encounter varying levels of occlusion
within the geometry. The first level of occlusion occurs because only a part of the geometry
or scene is seen from a specific position, given the limited field of view of the sensor. There-
fore, it is necessary to scan the same geometry or scene from different viewpoints and align
or merge them into a single element to obtain a complete description. The second level of
occlusion arises when multiple objects within the scene or target obstruct each other, making
it challenging to capture a fully detailed view of the geometry. In the case of trees, the foliage
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elements and a portion of the trunk can be well described, but there may be varying degrees
of occlusion in the inner part of the captured tree. It’s important to note that the density of
the foliage can affect the extent to which the inner part of the tree is captured. In situations
where the foliage density is high, there is a possibility that the inner part of the tree may not
be adequately scanned or captured. Please refer to Figure 57 for visual reference.

Figure 57 – Density difference from the inner part of the tree to the external part. This image
is part of a point cloud capturing a 4-year-old apple tree. It reveals a low leaf density, and the
crown appears sparsely covered with leaves. Within this image, a cube has been extracted
from the inner region, and the density has been estimated for each point. The points with
the highest density are depicted in red at the ends, while towards the center of the tree,
variations in density and the quality of the tree’s geometrical representation can be observed.

Finally, the target geometries within a point cloud may exhibit varying density values
across different regions. When multiple scans are merged together, the resulting point cloud
may exhibit an even greater gradient of point density between each scan. This means that the
density of points in the merged point cloud can vary significantly across different regions,
leading to irregular point distributions throughout the entire dataset. An example of the
variation in density and geometry of the same organ is shown in Figure 58.

5.1.2 Analyzing the Discrepancies Between Synthetic and Real Scans: A Com-
parative Study

As explained in Chapter Two, the MAppleT model was used to generate several 3D repre-
sentations of apple trees. The point clouds of these trees were obtained using the ZBuffer
algorithm implemented in PlantGL.

The 3D models generated by MAppleT exhibit specific characteristics. Firstly, the leaves
and fruits are represented by a single geometry for each at a specific time (t). Secondly, the
model does not consider plant reflectance characteristics, resulting in RGB colors assigned to
each geometry at specific time intervals. Lastly, the appearance and developmental patterns
over time are determined based on field measurements for the desired genotype.

These characteristics produce 3D trees with topologies resembling real trees but with
limited variability in the geometries representing certain organs. In real trees, variations in
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Figure 58 – The shapes shown correspond to the apples of one of the scans made in the
field with the LiDAR sensor. The difference between the apples lies in the quality of the
geometric description and their point density. Apple 1 has a high point density and part of
its geometry is well reconstructed. This apple was at a closer distance than the other two
example apples. Apple 2 has a lower point density and its geometry is not well described
due to its greater distance from the sensor. Apple 3 not only has a lower point density than
the other two example apples but also shows deformations. The histogram at the bottom of
the figure shows the point density distribution of each of the apples.

size, shape, and reflectance of the leaves, fruits, trunk, and branches can be observed. Figure
59 illustrates these differences.

When analyzing both virtual and real LiDAR sensors, differences can be observed in
their intrinsic parameters and the environment where the measurements are taken. Regard-
ing the intrinsic characteristics of LiDAR, it is observed that due to its mechanical and digital
systems, intrinsic white noise is always present in their point clouds. The definition of white
noise can be seen in Equation 5.1. In this equation, X represents the point cloud generated
from the ZBuffer algorithm, X̂ represents the point cloud with the added noise, and Z rep-
resents the noise Z ∼ N(µ, σ), which is defined as a Gaussian distribution with mean (µ) of
0 and a standard deviation (σ) that defines the range of the noise.

X̂i = Xi + Zi (5.1)

In the case of simulated LiDAR, the intrinsic noise is not explicitly defined and must be
approximated using the jitter variable, as in our case. Figure 60a illustrates how the geom-
etry deforms as the jitter values increase. As explained in section 4.2.3, jitter is a parameter
of the ZBuffer algorithm that introduces white noise to the position of each point in a point
cloud.

Another factor to consider when comparing the virtual and real sensors is the percep-
tion or definition of outliers. As discussed in the section 2.4.5, the LiDAR laser beam has
specific characteristics, which are determined by the diode type used for triggering. These
characteristics, combined with the method used to estimate the position of the impact point,
result in the estimation of an average position when the laser beam hits multiple objects
at different distances. This leads to the creation of outlier points that do not correspond to
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Figure 59 – The figure on the left shows the point cloud of a real apple tree. The top-left
corner shows an illustration of the fruit and its corresponding point cloud visualization. The
bottom-left corner shows an illustration of the leaves of the apple tree and their correspond-
ing point cloud representation. In both cases, the variation of the geometries is evident. The
image on the right shows a synthetic apple tree. The top-right corner shows an illustration of
its fruit and the type of point cloud obtained by scanning it. The bottom-right corner shows
an illustration of the synthetic leaves and an example of the type of point cloud obtained
by scanning this type of geometry. The colors in the point clouds represent the gradient of
point density, with red representing high density and blue representing low density.

real geometries. As explained in section 4.2.3, for the virtual sensor this behavior is deter-
mined by the raywidth argument of the ZBuffer algorithm. This parameter synthetically
defines the radius of the laser beam by considering the set of pixels in the depth image that
fall within that radius. It then estimates the average distance covered by each pixel within
the radius. This approach allows for the generation of an intermediate point when multiple
pixels point to different targets at varying distances. Conversely, if a group of pixels points
to the same target, the resulting point will accurately represent the distance to that target.
Figure 61 depicts an example of a scene that leads to the generation of an outlier.

5.2 GAN-driven Approach for Simulating LiDAR Point Clouds of
Trees: A Proposal

As presented in section 2.7.1, GAN models are models that learn the statistical distribution
of a given dataset and then generate new data based on this learned distribution (306). This
means that these models do not evaluate the data itself. Instead, they try to find a general-
ization of the defining characteristics of the data. To accomplish this, these models primarily
consist of two neural networks that compete between each other. The first model, known
as the generator, aims to generate data that closely resembles real data to confuse the sec-
ond model. The second model, known as the discriminator, is responsible for discriminating
between real and fake input data. By the end of the training process, the discriminator is
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(a) Point position displacement as jitter
increases

(b) Change in point position as raywidth
increases

Figure 60 – Illustration of the deformation of the geometries varying the jitter and raywidth
values on the low-resolution protocol

Figure 61 – Illustration of the creation of outliers during scanning. Red points represent
partial hits made the same laser beam. The black point is the resulting outlier. Figure from
(305)

expected to exhibit confusion by achieving a precision of 0.5, indicating that it is unable to
differentiate between real and synthetic data. This suggests that the generator has success-
fully learned to replicate real data. Consequently, GAN models are typically classified as
implicit density models (307).

In order to simulate the generation of synthetic fruit trees, a study was conducted on the
geometric transformation of point clouds using deep learning and GAN models. Based on
this research, we propose to use P2P-NET as the generator and Point-NET++ as the discrim-
inator. This choice is based on the fact that, at the time of this research, P2P-NET was the
only model specifically designed for shape transformation, while Point-NET++ served as
a reference for point cloud classification and segmentation tasks. Several experiments and
tests were conducted, and the process is described in the following sections.

5.2.1 Datasets description

To validate the shape transformation proposed by (308), the shape transformation between
different objects, and to validate that P2P-NET can approximate both the synthesized point
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clouds of apple trees and the real point clouds of apple trees. 3 datasets were used. The
first dataset is the one presented in (308) to validate the performance of P2PNET. Figure 62,
shows an example of the geometries or classes considered in this dataset. This dataset has
point clouds of 4 main geometries (beds, sofa, chair, plane), each geometry is described in
turn by two types of points, the first being a surface and the second being an abstraction
representing the main axes of the geometry (skeletons or crosses). Each point cloud has 2048
points, and each dataset contains 330 elements.

Figure 62 – Example of the geometries given in the dataset created by (308). Figure modified
from (308)

The second dataset consists of synthetic trees. The point clouds of these trees are anno-
tated. They have three defined classes (trunk, leaves, apples), were created with a resolution
of 0.15◦, and the original point range varies from thousands to millions of points. The pro-
tocol used is the LowRes protocol (see section 4.1). For initial testing, the annotations of this
dataset were removed and the point clouds were sampled down to 2048 points using the
farthest point sampling technique (see section 2.5.2). An example of the point clouds can be
seen in figure 63

Figure 63 – Example of a row of five synthetic apple trees scanned with the simulated LiDAR
sensor. Leaves and trunk are shown in blue. Individual apple clusters are represented by
colors ranging from green to red, with green representing cluster 1 and red representing the
Nth cluster.

The third dataset consists of the terrestrial scans described in section 3.1.3.
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The above data sets will allow to evaluate the level of abstraction as well as the con-
straints of P2P-NET. On the other hand, they will give the guidelines for the modeling and
propose the model that will allow the creation of realistic synthetic trees.

5.2.2 Approximating the fruit trees point clouds using shape transformer

PP2P-NET tackles tasks such as transforming a car shape into an airplane shape, or estimat-
ing the skeleton of a given geometry and vice versa. P2P-NET is known for its bi-directional
analysis of input and predicted geometries. It not only estimates the loss function of the
predicted geometry, but also has the ability to convert the predicted geometry back to its
original form. To prevent overfitting, the model incorporates a regularisation function that
evaluates the relationship between predictions and limits the number of point projections.
The overall architecture of this neural network is shown in Figure 64.

Figure 64 – P2P-NET architecture. Figure taken from (308)

Figure 64 illustrates two modules, A and P, from the original implementations of Point-
Net++. Module A represents the Abstraction layer, which consists of a group of neurons re-
sponsible for extracting characteristics from the point clouds. Module P, on the other hand,
corresponds to the propagation operation that applies a hierarchical operation to the ex-
tracted features in order to restore the original size of the point cloud.

The Abstraction layer A is composed of three operations distributed across different lay-
ers. The first operation is point sampling, which utilizes the farthest point sampling (FPS) al-
gorithm (see Algorithm 1). In this algorithm, a point is selected (sampleIndex) from the point
cloud, then, distances between the selected point and the remaining points are estimated,
and the point with the maximum distance is chosen to be the next reference. This process is
repeated until the desired number of points (npoint) to be sampled is reached. The FPS al-
gorithm enables the extraction of the most representative points of the geometry, regardless
of potential noise and sparsity in the point cloud. This capability is particularly beneficial
when describing and generalizing a geometry.

The grouping procedure is accomplished using the ball query algorithm, which focuses
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Algorithm 1 Farthest Point Sampling. From (309)

P← PointCloudNxM F Point cloud of length N and with M feature dimensions
npoint← 5000 F Number of points to get sampled
D[N]← [1e10] F Point distance initialization
sampleIndex ← randomInteger(0, N − 1)
S[0]← [sampleIndex] F Index vector initialization
dist← 0 F Temporal variable do keep the calculate point distance
for i← 1 to npoint− 1 do F Get the number of desires subsample points

for point2compareindex ← N − 1 do F Get the distances
dist← calculateDistance(Pj, PsampleIndex, D)
if dist ≤ D[j] then

D[j]← dist
end if

end for
sampleIndex ← argmax(D)
S[i] = sampleIndex

end for

on space partitioning and enables the identification of all the points within a specified ra-
dius. It is employed because it allows the definition of a consistent neighborhood scale, facil-
itating a more effective abstraction of the given geometry and creating a receptive field that
depends on the defined geometries (239; 310). As explained by (239), this layer receives as
input the representative points from the sampling layer, which is of size N × (d + C) where
N is the length of the point cloud, d represents the n dimensions of the centroids, and C
represents the features of the related centroids. The output of this layer will be K times the
size of the input, due to the point grouping being done along each of the estimated selected
points.

Point-Net (238) layers are then applied to obtain the feature map representing the ge-
ometry. In this process, Point-NET utilizes a multilayer perceptron model to obtain a set of
activation functions that characterize the target geometry. Subsequently, a max-pooling op-
eration is performed to extract the most significant features. The described procedure can be
represented by Equation 5.2. In this equation, h and γ represent the application of the multi-
layer perceptron to each point in the point cloud, MAX denotes the max-pooling operation
applied to the original feature map and X represents the point cloud of size N ×M.

f (X) = γ(MAX(h(X))) (5.2)

It is important to note that each group K of points is transformed to the plane of each
centroid and then re-expressed as a value in the feature map. Therefore the output will
be N × (d + C) in size. A general representation of the described process for the feature
extraction can be seen in Figure 65.

The feature propagation layer P aims to restore the size of the input point cloud after
the feature extraction and abstraction process. To accomplish this, (239) proposed a model
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Figure 65 – Point-NET++ feature extractror. Figure was modified from (239)

based on hierarchical feature map interpolation as shown in Figure 66.

Figure 66 – Propagation layer of Point-NET++. Figure modified from (239)

This approach makes it possible to improve the descriptors of a given point of interest by
exploiting its relationship to other elements of the surrounding geometry or scene. Equation
5.3 describes how the interpolation is done along the feature space.

f (j)(x) =
∑k

i=1 wi(x) ∗ f (j)
i

∑k
i=1 wi(x)

(5.3)

The equation 5.3 shows how the k neighbors of a point (x) are re-expressed in the j layer.
Note that wi(x) is a re-expression of the distance between the xi point neighbors and the
reference point x. See equation 5.4.

wi =
1

d(x, xi)p
(5.4)

Once the geometries have been represented as a feature vector, a white noise matrix
B of size M × 3 is generated and added to the feature vector. This is done to reduce the
overfitting of the model and to ensure variability in the estimation of point transformations.
The resulting vector is then fed into a fully connected neural network (ξ). The task of this
neural network is to learn the relationship between the set of features and how they relate
to the vector of transformations that will be applied to the input point cloud to approximate
the new geometry. This operation can be represented in equation 5.5.
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P̂ = ξ( f (X) + B) (5.5)

Once the new geometry is obtained, the process is repeated, but in this case, from the gen-
erated geometry back to the original base geometry. During this iterative process, the loss
function (Gloss) is computed, and a regularization term (r(x)) is applied to ensure smooth-
ness and coherence in the reconstructed geometry. The loss function (Gloss) is calculated by
adding two separate loss functions. First, the shape loss function (LShape), see equation 5.6.
This loss function is utilized to measure the shape dissimilarity between two point clouds.

Lshape(Ŷ, Y) = ∑
pεY

∑
qεŶ

min d(p, q) + ∑
qεŶ

∑
pεY

min d(q, p) (5.6)

Equation 5.6 compares all the points p of the transformed geometry (Ŷ) with all the q
points of the target geometry (Y) and vice-verse, by identifying the points with the smallest
Euclidean distance (d) between the two point clouds.

Secondly, the density loss function (Ldensity) enables a closer approximation of the target
point cloud by ensuring that the density of the points is properly represented. This loss
function is defined by equation 5.7.

Ldensity(Ŷ, Y) =
1
k ∑

pεY

k

∑
i=1
|d(p, Ni(Y, p)− d(p, Ni(Ŷ, p))| (5.7)

In the equation 5.7, the density is defined as the error in the distance between the closest
points that exist between the target (Y) and the approximation (Ŷ) divided by the k points of
most interest. To find such points, defined as Ni(A, p), a k− Dtree was used which allows
searching for the closest point of both Y and Ŷ to a point p.

Finally, the loss function is given by equation 5.8. It represents the difference in both
shape and density of two point clouds from a given dataset (D).

LX→Y(D) = ∑
(X,Y)εD

(Lshape(X̂, X) + λLdensity(Ŷ, Y) (5.8)

5.2.2.1 From a given shape, can we approximate a di�erent shape?

To validate that P2P-NET can approximate point clouds that have no geometric relationship
and do not belong to the same class, and to verify that it is possible to approximate the shape
of trees from other shapes. Several experiments were carried out.

The first experiment consists on replicated the experiments carried out by the authors
who developed P2P-NET. In this test, the aim is to approximate the shape of an object from a
different representation of it, such as approximating the surface of a chair from its geometric
skeleton. For this experiment, the default hyperparameter values of P2P-NET were used.
And the point clouds used correspond to those proposed by the researchers who developed
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(a) Experiment 1: Approximation of the Sofa cross skeleton to its surface.

(b) Experiment 1: Approximation of the airplane skeleton to its surface.

Figure 67 – Example of approximating the surface of two different shapes from two different
skeletons.

P2P-NET. As an example, we tried to approximate the skeleton of a sofa to the surface of
the sofa (see figure 67a). In this experiment, it was observed how P2P-NET learns the target
geometry. First deforming the initial geometry in a certain range and from this deformation,
the geometries start to approximate each other little by little. From the tests carried out, it
was observed that P2P-NET is able to learn the transformation of geometries. In our case, we
were not able to accurately approximate all the results presented by the P2P-NET authors.
As shown in figure 67a, the geometries show deformations or surfaces with holes in them.
However, in the case of Figure 67b, a better representation of the target geometry is observed.

The second experiment is to validate P2P-NET’s ability to learn the transformations nec-
essary to approximate two shapes that have no geometric relationship and belong to differ-
ent classes. In this test, the standard P2P-NET parameters are used and the data set devel-
oped by the creators of P2P-NET is used. For example, in this test, we tried to approximate
the geometry of a sofa to the geometry of a chair (See Figure 68). This test confirmed that
P2P-NET is able to learn the necessary transformations to approximate different geometries.
However, it was observed that it is necessary to modify the hyperparameters of the model
in order to obtain a desirable solution.

Figure 68 – Experiment 2: Approximation between two different geometries, they are cen-
tered in the same coordinates and in the same scale. The transformation from bed to chair.
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In the third experiment, we aimed to verify that P2P-NET is able to approximate the
shape of synthetic apple trees starting from a different shape. This experiment is required
to validate the P2P-NET’s ability to approximate topologies and geometries of great com-
plexity, such as those of apple trees. For this experiment, a dataset of 132 shapes was used,
consisting of 66 points clouds in the shape of different types of airplanes and 66 points clouds
of different apple trees. In this experiment, both the point clouds of the planes and the point
clouds of the apple trees have geometries described by 2048 points. The point clouds of the
apple trees were not aligned with the point clouds of the airplanes, meaning that there is an
offset between the center of the geometries. In the original dataset, each of the geometries
is centered in the same coordinates. In this experiment, the model was not able to approxi-
mate the target geometry, the predictions made by the model have an offset with respect to
the target geometry. It was also observed that the displacement of the points with respect
to the predicted geometry is encapsulated in a specific volume that depends on the hyper-
parameter max range. From this experiment, we concluded that it is necessary to align all
the geometries in the same coordinate, that the max range has to be adjusted depending on
the relationship between the geometries, and that it is necessary to use objects with similar
scales. An example of the results can be seen in Figure 69

Figure 69 – Experiment 3: Approximating the geometry of a tree from the geometry of an
aircraft. The trees have not been centered, nor scaled with the aircraft dataset.

The fourth experiment, like Experiment 3, tests whether it is possible to approximate
the shape of the apple tree from another shape. For example, the shape of an airplane. The
difference with experiment 3 is that in this case the center of the apple tree point clouds is
aligned with the center of the airplane point clouds. The hyperparameters of P2P-NET are
the default, each point cloud consists of 2048 points. It was observed that the model does
not approximate the geometry of the trees. The predictions were centered on the same axis
as the input geometries. The model gradually adjusts the volume of the predicted clouds in
each iteration until a point cloud is obtained with a volume similar to that of the geometries
to be approximated. An example of the predicted geometries can be seen in Figure 70.
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Figure 70 – Experiment 4: Approximating the geometry of a tree from the geometry of an
aircraft. The trees have been centered and scaled with the aircraft dataset. Default parame-
ters of P2P-NET

In the fifth experiment, the aim is to understand the role of the hyperparameters in the
performance and ability of the model to approximate the desired geometries. In this case,
the same data set is used as in Experiment 4. The tuning procedure involved systematically
varying each parameter individually and observing the behavior of the model during the
training process and its predictions after every few epochs. During this process, I observed
the impact of each parameter on the efficiency and stability of the model when learning and
predicting a specific geometry. The effect of each of the hyperparameters according to the
experiment can be described as follows.

1. Max range: This parameter sets the maximum distance at which points can be moved.
The effect of this parameter can be observed mainly at the beginning of model training
when the input geometries are deformed. And its effect is also observed in the ability
of the model to find the transformations to cover a target of larger dimensions than
those of the input point cloud. See figure 71.

(a) Max range set to 3 (b) Max range set to 10

Figure 71 – Example of how the Max Range hyperparameter deforms the input geometries.

2. Decay epoch: This parameter defines how many epochs the learning rate should be
reduced. This parameter is important to ensure some stability of the model. Depending
on the value set, the model may start to have several instability peaks in advanced
phases of training. Or it may be that the value is too small and the model stops learning
after a certain number of epochs because the learning factor is too close to zero at an
early stage of training. An example of the described pattern can be seen in figure 72.
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Figure 72 – Effects of different decay epochs on the process of training.

3. Density weight: This parameter is a regularisation factor that determines how much
weight is given to the density loss function. It is important because the point density
can be approximated but the geometry is not taken into account.

4. regularization weight: This parameter was implemented to prevent model over-fitting
and to maintain control between the models being trained.

5. NNK (K-nearest neighbors): This parameter defines the number of points to be taken into
account when extracting the characteristics of the different parts of the point cloud.

6. Radius scale: This parameter sets the radius in feature space that pointNET++ should
take into account when abstracting features. This parameter can be thought of as an
element that controls how accurate the feature map representing a given geometry
will be.

7. Noise length: Is the size of the white noise vector added to the features extracted by
Point.

We concluded that P2P-NET is able to approximate the point clouds of 2 different ob-
jects. P2P-NET tends to approximate the general characteristics of the target dataset. The
hyperparameters of P2P-NET have been modified taking into account the geometric char-
acteristics of the input and target datasets and this tuning helps to approximate the shape
of the apple tree point clouds. However, when the geometries are approximated, unrealistic
geometrical deformations are observed in the predictions, which deviate the point clouds
from their realism.

Based on the results obtained and the lessons learned from the different experiments
in which the model was applied. I can conclude that P2P-NET is a model that can serve
as a generator in the GAN (Generative Adversarial Network) model to be developed. The
model is able to partially approximate apple trees, and it is hypothesized that the model will
improve its performance with the help of the discriminator.
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5.2.3 Approximating classification between synthesized and real point clouds
using a deep learningmodel

As explained in Section (2.7.1), a GAN model typically consists of two models (a generator
and a discriminator) that compete with each other. This competition allows the models to
improve their performance in their respective tasks (generating realistic data and discrimi-
nating between synthetically generated and real data). In Section (5.2.2), P2P-NET was pre-
sented as the model that will perform the generator task. In this section, we will present the
model selected to perform the discriminator task. The discriminator is the model responsible
for determining whether the input data is real or generated. Considering the differences de-
scribed in Section 5.1.2 regarding synthetic and real point clouds of apple trees, along with
the need for a classification model for the discriminator of the GAN, and the assumption
that a deep learning model can accurately distinguish between real and synthetic trees, we
selected the Point-NET++ classifier for this task. This model was chosen because it can pro-
cess raw point clouds and was still considered a reference in classification and segmentation
tasks at the time of this research. Additionally, as Point-NET++ is the basis for P2P-NET,
making their integration is relatively straightforward.

To build a classification model based on the Point-NET++ feature extractor, we need
to apply a fully connected neural network (FNN) at the end of the Point-NET++ feature
extractor, as described by (239) (Figure 73). It is important to note that the output layer of
this neural network must have a size of C + 1, where C is the number of known classes and
the additional class allows the neural network to classify unknown geometries.

Figure 73 – Classifier applied in the Point-NET++ model. The figure was modified from
(239). the red square with yellow dots represents the final feature map after the feature ex-
traction process, made by each of the point-NET++ layers. And the fully connected neural
network represents the classifier.

In order to evaluate the ability of the classifier based on Point-NET++ to discriminate
between real and synthetic data, we carried out 4 experiments. The First experiment consists
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in replicating the experiments carried out by (239). The experiment consists in training the
model to discriminate well between 40 different classes given by the modelnet40 dataset.
The modelnet40 dataset consists of 40 classes, the total size of the dataset is 12311 and it
is divided into 80% for training and 20% for testing. Figure 74 shows the results obtained
in this experiment. This figure shows that the model is able to classify the 40 classes of the
dataset without any problems. However, the results obtained are not equal to those obtained
by the authors of the models in all classes. The accuracy value for all classes is greater than
0.60.

Figure 74 – First experiment: Barplot of the classification accuracy of Point-NET++ applied
to the modelnet40 dataset. The red bars represent the classes for which the model has a
precision of less than or equal to 0.7 and the blue bars represent the classes for which the
model has a precision greater than 0.7.

In the second experiment, we aimed to validate if PointNet++ is capable of discriminat-
ing point clouds of apple trees. For this test, we replaced the flower pot class of the Model-
Net40 dataset with the real apple tree point clouds dataset. The dataset of apple trees con-
sists of 330 point clouds. PointNet++ was trained to discriminate between the 39 standard
classes of ModelNet40 and the new apple tree class. The model successfully discriminated
between the 39 default classes with an accuracy greater than 0.6, and it achieved an accu-
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racy greater than 0.90 for the new apple tree class. Refer to Figure 75 for a visual comparison
of predictions. Based on the results obtained, it is concluded that PointNet++ is capable of
discriminating LiDAR sensor point clouds of apple trees. This result was expected since the
point clouds of apple trees exhibit specific geometric characteristics.

Figure 75 – Second experiment: Each of the bars represents the accuracy of the model in
classifying different shapes. The red bars show the shapes with an accuracy of less than
0.70, the blue bars show the shapes with accuracy values greater than 0.70. The purple bar
shows the accuracy of the model for real tree shapes.

In the third Experiment we want to validate whether Point-NET++ is able to discrimi-
nate the point clouds of synthetic apple trees from the other modelNET40 classes. The syn-
thetic tree dataset is composed of 330 tree point clouds. To perform this test, one of the
standard classes (flower pot) of the dataset was replaced by the synthetic tree dataset. We
then proceeded to train and make the corresponding predictions. In this test, it was observed
that the model discriminated all classes of the modelnet40 with an accuracy greater than 0.6.
and for the new class tree, with an accuracy greater than 0.93. See figure 76. It is concluded
that the model is able to discriminate synthetic apple trees. On the other hand, it was ob-
served that the accuracy value of the other classes of the model net40 varied compared to
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the previous experiments.

Figure 76 – Third experiment: Each of the bars represents the accuracy of the model in
classifying different shapes. The red bars show the shapes with an accuracy of less than
0.70, the blue bars show the shapes with accuracy values greater than 0.70. The green bar
shows the accuracy of the model for synthetic tree shapes.

Finally, in the fourth experiment, we propose to validate whether PointNet++ is capable
of discriminating between synthetic and real tree point clouds, we used a dataset consisting
of 330 real trees and 330 synthetic trees. The dataset was split, with 80% of the trees used for
training the model and the remaining 20% used for testing. As shown in figure 77 the model
demonstrated an accuracy superior to the 90% in classifying the two types of geometries.
Therefore, we conclude that the model is indeed capable of discriminating between synthetic
and real tree point clouds.
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Figure 77 – Fourth experiment: bar chart of the accuracy of the model when trained and
tested only to classify synthetic and real trees.

From the results obtained above, we concluded that the Point-NET++ model is able to
correctly discriminate both synthetic and real point clouds. Furthermore, we validated that
this model will serve as a discriminator for the GAN model to be developed.

5.2.4 EnhancingSyntheticTrees throughGenerativeAdversarialNetworks (GAN)

In order to develop a model capable of replicating the architecture of apple trees and simul-
taneously reproducing the distribution of LiDAR sensor points, it was proposed to create a
GAN model. This GAN model aims to take the synthesized point clouds of apple trees and
transform them into more realistic point clouds. The model consists of two neural networks:
the generator and the discriminator. For this case, the generator’s focus should be on shape
transformation, as it is expected to reproject the synthesized point clouds into new, more
realistic point clouds. On the other hand, the discriminator must be capable of detecting dif-
ferences between real and synthetic point clouds based on their distinct point distributions.
Figure 78 shows the general schema of the proposed model.

Figure 78 – The Base Architecture of a GAN Neural Network. A synthetic tree point cloud
refers to the synthetic tree point cloud obtained using the MAppleT model and virtual Li-
DAR scan (Section 5.1.2). A real tree point cloud refers to the point cloud captured by the
LiDAR sensor in an outdoor environment (Section 5.1.1). The realistic synthetic tree point
cloud refers to the generated point cloud by the generator
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More specifically, the proposed model aims to produce realistic fruit tree point clouds
from the point clouds generated by MAppleT and PlantGL. This new point cloud is intended
to approximate both the architecture and topology of the apple trees that were scanned us-
ing the LiDAR sensor. It’s important to emphasize that this task is extremely challenging due
to the distinct attributes found in synthetic and real point clouds. These attributes include
the geometric variations of each organ, the diversity in the tree’s topology, changes in den-
sity, and the various representations of geometries in the point cloud. These representations
are influenced by factors such as tree genotype, environmental noise, measurement proto-
col, and the sensor used (as discussed in section 5.1.2). Furthermore, the limited number of
individuals for each genotype in the dataset to be approximated, along with the geometric
differences among these genotypes, further contribute to the complexity of this task.

In order to address the problem described in a controlled manner, several experiments
were carried out to guide the development of the proposed model. These experiments are
presented in the following sections.

5.2.5 Exploring Synthesized Point Clouds for Improved GAN Response

To validate the effectiveness of the proposed model, we aimed to approximate the geometry
of a tree in summer based on the geometry of the same tree in winter. The goal of this experi-
ment is to first test the ability of the model to generate organs for a given structure, and then
to move on to more complex tasks such as annotation or generation of new topologies. For
this purpose, we used a dataset containing 330 trees captured in both summer and winter.
The dataset was split into 80% for training and 20% for testing.

The model’s objective was to learn the underlying topology of the trees directly and then
use this representation to generate new organs, such as fruits and leaves. An example of the
result obtained from this process is shown in Figure 79.

Figure 79 – Visual representation of the input and predictions made with the first proposed
architecture and using low-resolution point clouds. The input corresponds to the winter tree
and the ground truth is the same tree in summer.

Figure 79 shows the input (a winter tree without leaves and fruit), the ground truth (an



104 Chapter 5. A proposal for the generation of realistic fruit tree point clouds

apple tree in summer with leaves, trunk, and fruit), it is important to note that the summer
tree point cloud has been sampled to have the same number of points as the input point
cloud, which affects its resolution, and there are also shown two examples of the predicted
geometry in different epochs of training. In epoch 0, the input geometry is expected to be
completely deformed. In epoch 200 it can be seen that the model has already learned how to
project the points to ensure the shape of the tree and the density. However, there are some
errors, misplaced points are observed, the distribution of points in the trunk of the central
part of the geometry is denser and the branches of the upper part are not well defined. From
the above, we can conclude that the model is able to learn the topology of apple trees and is
able to locate points close to the position where organs such as leaves and fruits should be,
but does not approximate the details of these geometries.

In order to validate the effect of the different loss functions and how the new classifi-
cation loss function affects the prediction of the geometries, it was proposed to train and
optimize the model taking into account the sum of the different loss functions. To this end,
the model was trained using the following operations Density loss function + Classification
loss function, Shape loss function + Classification loss function , The description of the loss func-
tions can be found in section 5.2.2. A dataset containing 330 synthetic trees from both the
summer and winter sessions was used for training. From this set, 80% was used for testing
and 20% for validation. Overall, it was observed that the model is able to approximate the
geometry of a point cloud using the shape loss function plus the discriminator loss func-
tion. When the generator is optimized using the Density loss + the Classifier loss deformed
geometries are generated. Figure 80 shows the described behaviours.

(a) Model weights updated using density loss plus classification loss

(b) Model weights updated using shape loss plus classification loss

Figure 80 – Effects of adding different loss functions when generating geometries
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Based on the above results, I conclude that defining both the density loss function and
the shape loss function is necessary to ensure that the approximated point cloud retains its
geometric properties and point distribution. It’s worth noting that while it is possible to ap-
proximate a geometry using only the shape loss function, the resulting shape may exhibit
irregular point distribution patterns. Conversely, attempting to approximate a shape using
only the density loss function is not viable. In addition, the learning rate emerges as a critical
hyperparameter to consider when approximating a geometry. Depending on its value, the
model may either fail to converge or approximate geometries with significant noise varia-
tions.

5.2.6 AGAN-BasedApproach forGeneratingAnnotatedSynthesizedPointClouds

Having been able to approximate the point clouds of the apple tree in summer from the
point clouds of the apple tree in winter, the next question was whether it would be possible
to predict the class of each point in the summer apple tree’s point cloud. The aim was to
ensure that each approximate point cloud would have a label representing each of the tree’s
organs (e.g. leaves, trunk, apples). To achieve this, it was proposed to modify the P2P-NET
input and output layers. This modification initially consisted in defining as input and output
a tensor of size NxMx4, where N represents the number of point clouds of each batch, M
indicates the number of points that each point cloud represents, and the definition of 4 is
given because it is expected that 3 features related to the X, Y, Z coordinates of each point
will be introduced, and 1 extra column that will represent the label of each point.

To validate the above hypothesis, I proposed an experiment consisting of approximating
a fully annotated synthetic summer apple tree point cloud from the same tree in winter.
The point cloud of the summer tree contains 3 annotations (1 for trunk, 2 for leaves and 3
for apples) and the winter point cloud contains only 1 annotation 1 for trunk. The dataset
for this experiment consisted of 660 elements, 330 for winter trees, 330 for summer trees, of
which 70% was used to train the model, 10% for the validation process during training and
updating the loss function, and 20% for testing. When training and testing the model with
this approximation, I observed that the model did not correctly learn to generalize the task
of approximating the point clouds of summer apple trees, and when the prediction process
was carried out, point clouds were obtained with no shape in an interval of coordinates.

Based on the described results of the previous experiment, a new question was posed:
is it possible to get better results using a different label encoding?. For the above, it is proposed
to re-express the labels using hot-encoding, with this encoding the labels are re-expressed as
a vector of three positions where [0, 0, 1] is the trunk, [0, 1, 0] are the leaves and apples are
given by [1, 0, 0].

Therefore, the P2P-NET input and output parameters were modified again, the model
now has an input size of NxMx6, where N is the batch size, M is the size of the point
cloud and 6 represents the input features, which are the X, Y, Z coordinates and the labels
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represented using hot encoding.

During the learning phase, we observe that the discriminator learns to distinguish the
differences between the real point clusters and those created by the generator without any
problem.

However, it was observed that the generator was not able to approximate the geometries
at any time and was also changing the scale of the point clouds in each epoch. At this point,
we asked if it was possible that one of the loss functions was causing this scaling effect?.
To verify this, it was suggested that the loss functions be evaluated independently and the
evolution of each part of the model observed. It was noticed that the model tended to reduce
the scale of the input point cloud without taking into account the used loss function and that
it tended to cluster the points of the different classes. See figure 81

Figure 81 – Evaluation of loss function over annotated data

Observing the above behavior, we hypothesized that the dataset should be in unit space
to facilitate the task of approximating the geometries and to avoid the constant change of
scale at each epoch. To achieve this, the dataset used in the previous experiment was taken
and each point cloud was divided by the maximum height of each geometry, which allowed
the scale of the point clouds to be reduced. This was then used to train the model. In this
particular case, it was observed that the model did not attempt to scale the point cloud,
but failed to approximate the geometries. When this was observed, it was suggested that
the hyperparameters be changed, but the only one that was observed to change was the
learning rate. we observed that the higher the learning rate, the faster the model has to create
the desired geometry, but if the learning rate is too low, the model will never converge. The
results are shown in figure 82.
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Figure 82 – Aproximation of geometries when the hot-encoded labels

Observing the previous behavior and knowing that the model was able to generate the
desired geometries when it did not have the annotations as an input parameter, it is pro-
posed to set all the annotations of the classes to 0 in order to validate if this behavior is
given by the annotations. To achieve this, we took the dataset from the previous experiment
and set all values in columns 3 to 5 to 0. It was observed that the model is able to generate
the geometries and that very small values of the learning rate can cause the model not to
converge. See figure 83

Figure 83 – Approximation of geometries when the hot-encoded labels on 0

After observing the model’s behavior in the previous experiments, it is proposed to inte-
grate and regularize the loss functions of the model while keeping the labels in hot-encoding
format. This aims to verify that the model updates correctly and enforces the generation of
a target geometry. The new loss function is defined by Equation 5.9.

LX→Y = ∑
(X,Y)inD

(θLShape + βLDensity + αLClassi f ication) (5.9)

For this experiment, the same dataset from the two previous experiments was used. The
updated loss function assigns more weight to the geometry classification loss, while reduc-
ing the loss weights for density and shape. This adjustment is made to partially maintain
the learning of the GAN models.

When training and prediction are performed with this updated loss function and the
proposed architecture, the model is observed to approximate topologies reasonably well.
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However, it struggles to approximate precise details of the apple trees, such as leaves and
fruits. An example of such results can be seen in Figure 84.

(a) Input (b) Ground truth (c) Prediction

Figure 84 – Approximation of geometries with a high-density point cloud

As a general conclusion, the developed model serves as a good basis for approximating
the general geometry of apple trees but faces challenges in accurately capturing specific
details. Further work is required to approximate the desired results.

5.3 Conclusions and Discussion

A state-of-the-art review was conducted to provide a comprehensive understanding of cur-
rent developments in Generative Adversarial Networks (GANs) for point clouds and how
deep learning can be applied to the task of transforming point cloud shapes. In the state of
the art, it was observed that GAN architectures typically retain the generator and discrimi-
nator structure. In some cases, there are models considered GANs, but they focus on simple
structures resembling auto-encoders.

Moreover, based on my knowledge at the time of the state-of-the-art review, it was noted
that these models can generate point clouds (311; 312; 313; 314). However, these point clouds
lack annotations, and represent entire scenes, but exhibit limited geometric detail (312).
None of these models were specifically designed for generating trees or improving upon
previously available geometries.

Furthermore, the review revealed that shape transformations represent a novel approach.
They primarily concentrate on reinterpreting geometry in alternative models or attempting
to correct errors in the input geometry, as seen in tasks such as auto-completion and skele-
tonization.

Given the state of the art, it was considered to approximate a GAN model starting from
a model focused on shape transformation. In this case, P2P-NET (308) was selected for the
generator task, and Point-NET++ (239) was chosen for the development of the discriminator
task. P2P-NET was chosen because it is a model completely dedicated to point cloud shape
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transformation, while Point-NET++ was chosen because it was a reference in point cloud
classification. Moreover, the integration of the two models could be done in a direct way,
since P2P-NET is based on the feature extractor of Point-NET++.

In order to validate that the P2P-NET model is able to approximate the geometry of syn-
thetic trees, different experiments with this model were proposed, ranging from replicating
the experiments proposed by the authors of P2P-NET to approximating apple trees from
shapes belonging to other objects. From these experiments, the importance of the model’s
hyperparameters was understood. It was observed that if the input geometry is too small
compared to the geometry to be approximated, and the maxrange hyperparameter does not
allow the points to be distributed at the desired distances, the model will return strange
geometries far from the center of the desired geometry. It was observed that the learning
rate hyperparameter allows the model to come out of a possible local minimum. Further-
more, the higher the parameter nnk, the better the approximation of the desired geometry.
It was confirmed that the noise vector reduction helps to reduce the overfitting of the model.
And that different radios affect the approximation of the model. On the other hand, it was
observed that the model is able to approximate the shape of an object class from another ob-
ject, but that this representation has different types of outliers and certain deformations. It
was observed that it is possible to approximate tree geometries. The model has less difficulty
in approximating low-resolution geometries.

After the validation of P2P-NET, we proceeded to the validation of Point-NET++. To
validate this model, different experiments were proposed to understand and validate its be-
havior. Starting by trying to replicate the model sharing using the reference dataset, we were
able to partially replicate the authors’ results. The same accuracy values were not obtained
for all classes. Furthermore, it was found that the model is able to discriminate between
the point clouds of synthetic and real trees, and between these and other types of classes
present in the original dataset. In general, the point clouds of synthetic trees and real trees
were discriminated with an accuracy above 80%.

A GAN architecture based on P2P-NET and Point-NET++ has been proposed, several ex-
periments have been developed and it has been shown that it is possible to generate the ge-
ometry of the apple trees. The point clouds generated are of low quality and contain various
types of noise. It was observed that it is possible to add different loss functions to optimize
the model. A modification of P2P-NET was proposed to try to predict the classes of each
point in the point cloud, but the desired results were not achieved. Different representations
of the labels of each class were tried. When the labels were represented as integers, the model
did not converge. When trying to represent the labels as hot-encoded, it was observed that
the model tended to change the scale of the point clouds.

A possible hypothesis is proposed to solve the problems observed when trying to gener-
ate annotated point clouds. Is it possible that the number of points defining the geometry is
not sufficient to generate a representative feature map for the desired task?

In order to solve the above question, it is proposed to change the way the model is fed
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with point clouds. The change is to feed the point cloud with voxels from each point cloud,
which will allow the quality of the geometries to be maintained. See figure 85.

Figure 85 – Voxelisation of the point cloud of a fruit tree defined by 2048 points

A second proposal would be to feed the model with a number N of points from each part
of the geometry to ensure the correct relationship between points and classes. Examples of
the two previous proposals are shown in the figure below. See figure 86

Figure 86 – Example of the selection of geometries to train the P2P-NET model based on the
number of points.



CHAPTER6

Conclusions and perspectives

During this thesis, I developed two pipelines for the processing and analysis of LiDAR point
clouds of apple trees based on machine learning and deep learning techniques. As a third
contribution, I also proposed the development of a GAN model to approximate the distribu-
tion of points of real LiDAR scans of apple tree from synthetic data with the aim of creating
annotated dataset for the development of deep learning models for tree architecture devel-
opment analysis. This model gives only for now promising results.

The first pipeline analyse and compare both ground-based LiDAR and airborne LiDAR
point clouds of a non-industrial apple orchard for the task of architectural traits estimation.
This processing includes filtering the two types of point clouds, removing unwanted ele-
ments, separating each tree independently, and extracting 6 volumetric architectural indices
from the 3D representations of these trees.

From the indices extracted with this pipeline, a comparison was made between three
aerial protocols and the indices extracted from the point clouds acquired with the terrestrial
LiDAR were used as a reference. From this analysis, the aerial protocols with the lowest den-
sities of point clouds provide the more accurate volumetric indices compared to terrestrial
LiDAR measurements. This behavior is partly determined by the level of noise which seems
less important than scans with lowest speed.

Compared to other research works such as those of (315; 316; 317) this pipeline focused
on the analysis of aerial and ground-based LiDAR point clouds of apple orchards, and
presents a semi-automatic scheme for the extraction of volumetric architectural indices. This
differs from other works (e.g. (315)) by comparing two types of point clouds from two Li-
DAR sensors.

The second pipeline focuses on the segmentation and fruit counting of a non-industrialized
apple orchard. This pipeline offers two methods for segmentation. The first one, is based on
machine learning, with steps of feature extraction are made using FFPH and classification
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uses Random Forest. The second one is based on deep learning, where RandLA-NET is
applied and a training methodology is presented to improve its accuracy based on the opti-
mization of learning from synthesized data. At the end of the pipeline, a clustering method is
applied to count the segmented fruits. Starting from this pipeline, a series of tests have been
performed to understand the sensitivity of the models to different levels of noise related to
possible deformations of the geometries. And the sensitivity of RandLA-NET to different
radiometric characteristics is tested. These tests showed that RandLA-NET is less sensitive
than Random Forest to the noise present in the point clouds. This can be explained by the
fact that RandLA-NET optimizes its feature extraction, while Random Forest uses precom-
puted features. RandLA-NET has also a higher accuracy than Random Forest in segmenting
both synthesized and real data.

To perform the clustering process, the DBSCAN algorithm has been used, this model has
to be tuned depending on the characteristics (geometry size, expected point density) of the
geometry to be processed. An optimization of the hyperparameters of the DBSCAN algo-
rithm is necessary in order to approximate the number of fruits in both real and synthetic
LiDAR point clouds. The main difference is in the epsilon hyperparameter related to the dis-
tance to be evaluated. This indicates that there are still differences between the distribution
of the generated synthetic data and the real data.

As in the work done by (165), we observed that the reflectance of apple tree fruit is dif-
ferent from the reflectance of other organs of the tree and this information can be used to
classify efficiently the point clouds. Compared to the work of (165), our pipeline uses both
machine learning and deep learning models that allow us to further extend the robustness
of the pipeline in the segmentation of apples. Furthermore, it is important to highlight that
our pipeline processes point clouds from a non-industrialized orchard with a large variety
of genotypes.

Finally, a GAN model was proposed for the generation of realistic LiDAR point clouds
of apple trees from synthetic data. To the best of my knowledge at the time of proposing this
model, GANs for generating point clouds existed, but none of these models were specialized
for fruit trees and none for the creation of annotated point clouds.

For the development of this model, Point-NET++ and P2P-NET were chosen as base
models for the discriminator and generator respectively. Several tests were made to approx-
imate the desired result, but along these tests, different difficulties were encountered related
to how the information should be represented. It was observed that in the case of P2P-NET,
the model reacts in different ways depending on the scale of each of the characteristics of
the input point clouds. It was also observed that with the proposed model it is possible to
approximate the geometry of point clouds with low density, but the model starts to have
difficulties with increasing density in the representation of the geometry.

Finally, a model that approximates the topology of the tree was created. The model does
not preserve the details that define the leaves or fruits of the tree. In addition, the model
does not makes it possible to generate annotations due to the deformations that occur in the
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different organs during the generation.
In order to improve such results, I proposed to train the model with different segments

of the tree to approximate the generation of simpler geometries. To go beyond these results,
attention mechanisms (318; 319) can offer new interesting possibilities, as they could help
to increase the performance of the model, since they can be included in different layers to
improve the feature selection and, in general, the learning weights. From this perspective,
it will be possible to create a new layer architecture optimised for 3D point cloud process-
ing. Also in line with this idea, the implementation of transformers (320) could bring to the
model a better feature abstraction and then more details in the generated geometries (e.g.:
(321; 322)). It is seen that the integration of the spectral domain (312; 323) and the transform-
ers (320) is a process that could take GANs and other types of 3D point cloud processing
networks to a new level of performance, as this representation can allow learning about
deeper characteristics of the dataset being processed or used as a reference for generating
new data. Another interesting approach may be the implementation of diffusion (324) tech-
niques for generating and annotating point clouds (e.g. (325)), as these techniques help to
preserve structure that can be used for these tasks.
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