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Abstract 

The electrical power system (EPS) is one of the most critical systems, if not the most critical, of a 

spacecraft considering that a spacecraft is nothing but an electrical system and the purpose of the EPS 

is to generate, condition, store and distribute electrical power to the entire system. In other words, it is 

the first link in the food chain and if it stops working, the whole system is lost. The resulting need for 

robustness and reliability, as well as the particularly isolated and hostile environment in which it must 

operate, have guided the design choices of the EPS and led to a system with very high efficiency, 

electrically speaking, but at the cost of a lack of flexibility. Nevertheless, the current context and recent 

developments give the opportunity to deeply rethink the design of the EPS and this is what CNES and 

Airbus have been doing for several years. The modular and distributed electrical architecture that has 

emerged from these developments offers many possibilities in terms of control, but also challenges in 

terms of stability and optimization. The objective of this thesis is to demonstrate that control laws 

integrated in the conditioning modules allow a regulation of the battery charge and a stability of the 

onboard network whatever the topology of the power bus and the consumption profiles. 

To do this, a parametric modeling of the system was carried out by being inspired by the modeling 

methods used in the problems of terrestrial microgrids. The models of the various elements of the system 

were thus integrated under Matlab and Matlab Simulink in order to simulate a typical system inspired 

by satellites developed by the CNES. A thorough bibliographical study was carried out to identify 

control laws used in similar problems and which would be of interest to be adapted to space applications. 

These control laws have been tested in simulation, with particular attention to the stability constraints, 

which allowed to select the most suitable ones in order to validate them experimentally on a 

demonstrator set up on the same model. Based on these results, a global strategy is proposed. 
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 This PhD thesis is integrated in a strong and mutating industrial context. To understand the 

stakes of the current period of technological ruptures and the motivations which pushed to undertake 

these works, it is necessary at first to go back a little bit and to study the legacy which the history of the 

space industry bequeaths to us.  

Since it beginnings in the late 50s, the space industry has evolved in successive cycles, each lasting 

approximately 15 years, as presented in [1] and [2] and shown in Figure 1.1. This highly strategic sector 

requires to master advanced technologies, needing a significant long-term investment which, for a very 

long time, has only been made possible by public space programs through national agencies such as the 

CNES (Centre National d’Etudes Spatiales) in France. The demonstration of technological mastery was 

thus the first factor of development of the space industry at the beginning of the cold war. This “space 

race” was the golden age of the space exploration – both with humans and robots – and like all races, 

the goal was to be the first: it began with Spoutnik 1, the first artificial Earth satellite sent by the USSR 

in 1957, followed by the first man in space, the first picture of the Earth, the first step of a human on the 

Moon, etc. Even the first crash on another planet has been registered. It ended with the first flyby of all 

inner solar system’s planets and Jupiter. More than the mere demonstration of a savoir-faire, these 

premières have also deeply marked the collective imagination and our vision of our planet. In term of 

number of launches, this period corresponds to a constant increase of the number of objects put in orbit. 

The second cycle corresponds to a stagnation of the number of objects sent and to the appearance of 

bigger and more durable projects. It is the time of the first generation of space stations (Salyut, Skylab) 

and of the consolidation of the strategical military applications such as the Global Positioning System 

(GPS), telecommunications and Earth observation which have then been progressively opened to civil 

uses. 

 

Figure 1.1 – Evolution of the launch traffic near Low Earth Orbit (LEO) per mission funding and the 

main development phases of the space industry. 

Cycle 1

1958 – 1972

Cycle 2

1973 – 1986

Cycle 3

1987 – 2002

Cycle 4

2003 – 2018

Cycle 5

2019 – 2030
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With the end of the tensions between Americans and Soviets at the beginning of the 90s, which mainly 

led to the decrease of the number of military programs, could begin a phase of international cooperation 

and technology transfers leading to the creation of the second generation of space stations – MIR and 

the ISS – built in a multilateral way. The first large-scale commercial applications have also emerged 

thanks to the technological advances made so far for military purposes and the creation of large industrial 

groups such as Airbus – EADS at that time – in Europe. While on Earth digital tools began to spread at 

this period and gradually replaced the analogous equipment, the constraints of the space environment, 

and mainly to the radiative environment that reigns there, did not allow to integrate them as widely in 

space systems. In addition, access to space was still limited to a few multinational companies at the time, 

and the cost of launch used to represent a very large part of the budget of satellite projects. For these 

two reasons, commercial satellite manufacturers developed high-power satellites (several tens of 

kilowatts) to be placed in geostationary orbit (at about 36 000 km) in order to limit the number of 

launches required – since each satellite can cover a wide geographical from this orbit – and thus limit 

the implementation and operating costs. This allowed the development of satellite television and 

appeared to be a complement to terrestrial infrastructures for mobile applications. 

In the 2000s, it is all the same the democratization of the digital technologies in the ground segments, 

which allowed the trivialization of the use of the space systems in the daily uses by bringing the 

necessary flexibility to the overall system. In parallel, the advances on microelectronics – not only digital 

components – material sciences, but also computers, allowed to develop small-satellites, micro-satellites 

and nano-satellites embedding more and more intelligence. Thanks to the reduction of the size and 

weight of the satellites, it has been made possible to send several satellites per launch and thus reduce 

the cost per satellite. This decrease has allowed the emergence of smaller national space programs and 

accelerated the globalization of space activity, developing a global value chain. It is also at this time that 

appeared large private groups with their own space program, not acting as a simple spacecraft 

manufacturer anymore like the industrial groups used to do until then. These actors are well known to 

the general public and have instilled the upheavals that the sector knows today: SpaceX, Blue Origin, 

etc. 

Although their methods are radically different, going into space is not an easy thing and it took these 

companies almost 15 years – like almost everything in the sector – to succeed, and they are only now 

starting to see the fruits of their investment. However, the changes are no less spectacular as shown by 

the tremendous increase in the number of satellites put into orbit in the last 5 years shown in Figure 1.1. 

The facilitation of access to space leads to a disruption of the infrastructure in terms of 

telecommunications. Indeed, the ability to launch more satellites, allows to place them on lower orbits 

to reduce the latency of communications, with an equivalent geographical coverage, making it possible 

to provide a fast internet connection – bidirectional link – almost everywhere on Earth, where the 

distance only allowed broadcasting in GEO systems. 

To make this possible, in addition to achieving the digital revolution of the space segment, it has also 

been necessary to provoke the industrial revolution of an entire sector, while most of satellites are still 

integrated by hand. This is what is called the New Space trend. 

But the New Space trend is not only limited to commercial applications. It has a deep influence on the 

entire space sector, even on the historical space agencies. These lasts can concentrate their efforts back 

to exploration missions, whose interest in terms of influence and prestige is revived with the accentuation 

of international tensions and allow the developments of large scale projects: return to the Moon and set 

up a permanent base there, create a lunar orbital station as a "gateway" to the rest of the Solar System and 

of course, go to Mars.  
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1. 1  Introduction to space systems 

Whatever its mission, a space system is always composed of two distinct elements which will be detailed 

in the following. 

1. 1. 1  The ground segment 

A spacecraft cannot fully accomplish its mission alone. In the same way that talking on a phone only 

makes sense if there is someone on both ends of the line, the telemetry has to be sent back to Earth where 

the data is used, meaning that a ground station has to complete the whole system to receive the data. Ad 

hoc telecommands can also be sent to support the spacecraft, to update the parameters of the different 

sub-systems or even update the whole on-board software (OBS). 

The ground segment – and thus the humans controlling it – has also the ultimate responsibility to send 

the passivation command to the spacecraft at the end of its mission, which corresponds to the removal 

of all the remaining energy contained in the vehicle. In practice, it induces the release of a pyrotechnic 

charge which bursts the propellant tank as well as the disconnection of the batteries from the rest of the 

power system after having emptied them. These measures, which are put in place to limit the 

proliferation of space debris that could result from the explosion of an overloaded battery or a deficient 

tank, also include the re-entry of the satellite in the atmosphere, when possible. If they are part of the 

design recommendations of most space agencies, France was the first country to vote a law in 2008 to 

make them an obligation for every spacecraft operated by French companies [3].  

But with the exception of those few functionalities still handled by the ground section due to their 

criticality, more and more control functions are progressively embedded in the space segment, which is 

in line with the need to control a larger number of satellites. 

1. 1. 2  The space segment 

The space segment, which merely refers to the spacecraft in opposition to the ground segment, is a 

complex interweaving of a multitude of subsystems. However, a multi-level classification of all these 

subsystems is generally applied. At satellite’s scale two main parts can be dissociated. 

1. 1. 2. 1  The payload 

The payload corresponds to the set of sub-systems and instruments which effectively accomplish the 

mission of the satellite. The confusion is often done between the payload and the whole spacecraft. 

Through misuse of language, it is indeed common for a satellite to be named after its payload, as is the 

case for example with the Hubble Space Telescope or most space capsules – the payload of a crewed 

spacecraft. Nevertheless, the payload in itself is only an instrument of the satellite and only represent a 

small part of the systems composing it. 

1. 1. 2. 2  The platform 

The platform corresponds to the infrastructure gathering all subsystems enabling to operate properly in 

orbit. Among these system, one can typically find the satellite’s attitude and orbit control system 

(AOCS), the thermal control system (TCS) but also the electrical power system (EPS) on which the 

present work focuses. All of them are supervised and controlled by the Data Handling System (DHS) 

which corresponds to all on-board software and hardware resources. 
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a) The Data Handling System 

In conventional space systems, the DHS main component is the On-Board Computer (OBC) which 

behaves as a central supervisor for all other subsystems. It is responsible to collect data from the on-

board systems and payloads, process that data with various type of functions and distribute the 

commands to the right equipment, in a fully automatic way [4]. In parallel, the centralisation of all the 

data allows it to send telemetry to the ground. To this respect, the DHS gives the observability and the 

controllability to all subsystems and makes the link between them, including the ground segment. It is 

subsequently one of the most critical system of the spacecraft. 

Based on this, the basic concept and structure of a space system is not different from a conventional 

automatic system and the same control theory methods can be applied. It is indeed composed of the 

same parts as shown in Figure 1.2 to wit: an operator – human or computer – which determines the set 

points of the system, a command part that computes the control signals, and a controlled system itself 

which provides feedback telemetry to the command part and the operator to allow them to follow the 

evolution of the system.  

 

Figure 1.2 – Generic block diagram of an automatic control system applied to a space system. 

The control structure can then be assimilated to a fractal tree, repeating this command-actuator 

bimorphism at each scale of the system, from a systemic point of view to the lowest level of sub-system, 

in the manner of the DHS-EPS couple which is the subject of the present study. 

All these inherent characteristics explain the important contribution of the space industry on control 

engineering, especially in its early phases of evolution during which the domain had necessarily to be 

innovative on this subject. 

In the current context, the enormous growth in the number of objects in orbit and therefore in the amount 

of available data, pushes the ground segments to focus on the aspects of data management and its 

accessibility by a large number of users – bulk-downloading, big data approaches, open data policies, 

etc. – and to turn away more and more from the control aspects, in favour of a greater autonomy of the 

space segment.  

In order to do so, more “intelligence” has to be embedded but without overloading the OBC and 

drastically increase its criticality. A solution could be to distribute parts of its functions directly locally 

in the subsystems such as the EPS. However, this requires to develop a deep understanding of how they 

are working and of the stakes which drive the way space systems are designed. Thus, before the most 

widespread EPS systems are presented, and to fully understand the reasons that led to their definition, it 

is important to define all the constraints that must be taken into account, otherwise, certain choices may 

seem incomprehensible.  
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1. 2  Major space systems constraints 

Technologically speaking, and quite surprisingly for neophytes, most space systems do not correspond 

to the most advanced systems, using leading-edge components. This is particularly remarkable when 

compared to other technological sectors to which we are accustomed, such as automobiles or 

smartphones, for which the time-to-market of an innovation is very short. The main reason is that the 

room for maneuver is small and there is no place for doubt in such an environment. It is generally said 

that on earth stresses add up while in space they multiply among themselves. From this observation, the 

most notorious performance of space systems is to succeed in overcoming all these constraints to fulfill 

their function. Thus, in such a context, notions like heritage – feedbacks on flight proven solutions – 

take a particular importance and each design change must be justified by a significant added value to 

counterbalance the “risk” induced. To be able to understand the reasons which led to the current EPS 

architectures both in terms of functional and physical distributions, the definition of performance criteria 

to be met is essential. 

1. 2. 1  Reliability 

As maintenance is not possible in space and that the space environment is challenging for the systems, 

reliability is a major concern of their design to be able to guarantee the proper operation on a given 

duration, typically defined in the specifications between 5 and 15 years. From this requirement and 

based on the criticality of every system and subsystem a Reliability, Availability and Maintenance Study 

(RAMS) is performed. Its aim is to identify actions and precautions to take at design phase on systems 

architecture as well as components choice in order first to limit the risk of failure and then to be tolerant 

to faults if they occur anyway. 

1. 2. 1. 1  Resistance to environmental stresses 

In conventional systems, the limitation of the risk of failure is mainly achieved by the choice of 

components able to withstand the severe operating conditions that the space environment offers such as 

the UV radiations, repeated large temperature variations in short laps of time and the operation in the 

vacuum. Concerning purely electronic systems which can be protected inside of the satellite, the main 

concern corresponds to the radiative environment. Space typical radiation spectrum is composed of three 

main types as explained in [5]: electromagnetic particles trapped in the Earth’s magnetic field – Van 

Allen radiation belt –, particles emitted during solar particle events such as solar flares and galactic 

cosmic rays which are high-energy protons and heavy ions travelling through the universe. Standard 

integrated circuits and more especially micro processing components are particularly sensitive to these 

events. 

 

Figure 1.3 – Latch-up caused by an heavy ion [6]. 
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Indeed, [6] details that radiations can induce software upsets, memory bit flips, transistor gate ruptures 

and runaway short circuit called “latch-up”, as illustrated in Figure 1.3. These phenomena are called 

Single Event Effects (SEE) since they happen only punctually. To this regard, the miniaturization of 

electronic components makes them more vulnerable to disruption by incoming charged particles. 

In addition to this, a sustained particle bombardment also creates defects within oxides and 

displacements of atoms in the semiconductor crystal lattice which cause gradual degradation of the 

components performances. 

The particularity of radiations also relies in the fact that the solutions to protect systems from them – 

such as shielding – have limited efficiency. In order to tackle this challenge, the choice of technologies 

more robust have been made, such as the FPGA instead of microcontrollers and radiation hardened 

references have been developed. Screening and the choice of high quality class components complete 

the solutions which are conventionally used in space systems. However, these methods have a significant 

impact in terms of cost but also in term of diversity of components available. 

Finally, in the case of power electronic subsystems, another challenge is to guarantee their proper 

functioning throughout the life of the satellite with regard to their electrical environment. Indeed, a 

sustained operation at high power is source of stress for the materials due to the dissipation – and thus 

the temperature variations – it induces. The notion of stress, for any component, can be defined in a 

purely qualitative way as the proximity between its values of use and its maximal values as rated in its 

specification. Generally speaking, the more a component is stressed, i.e. the more the component is used 

around its limit values, the faster it will tend to deteriorate, even while remaining within the authorized 

nominal operating range. Thus, “derating” rules are applied when sizing components to prevent 

premature aging. This typically corresponds to apply a margin of 20 percent on every characteristic 

values like the maximum voltage, maximum current, or temperatures.  

1. 2. 1. 2  Fault tolerance 

In spite of these restrictions the choice of the components, some failure can still occur like in any system 

which have been working for years without maintenance. To be able to react appropriately to this 

eventuality, the most likely failure cases for each component and sub-system are studied and in function 

of the type of component and the criticality of the function it implements, some solutions can be put in 

place to respect the required level of fault tolerance. The aim is then to reduce the number of single point 

of failure of the system, defined as the elements on which one fault or malfunction could cause the entire 

system to stop operating, by introducing adaptation on systems architectures – such as redundancy, 

cross-strapping or majority voting – to be tolerant to one or more faults simultaneously. 

From a hardware point of view, to address the need for rapid response and active reconfiguration 

between the nominal and redundant modules when an issue is detected, a dedicated function is integrated 

to the OBS and is composed of three phases: The Fault Detection, its Isolation and the system Recovery 

(FDIR). An eloquent example of this process happened on June 13, 2021, when the payload computer 

of the Hubble space telescope experienced a problem which automatically placed the instruments in a 

safe configuration and suspended science operations. On July 15, the NASA operation team – from the 

ground – switched the spacecraft to backup hardware which returned it to operational status.  

Regarding the software point of view, Time and Space Partitioning (TSP) is employed to segregate 

concerns between functionally independent software components to contain and isolate execution faults 

[7], [8]. Indeed, integrating several software functions in the same computing core or without allocating 

a time limitation to each function’s execution leads to a combinatorial explosion of the number of tests 
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cases and increases the complexity of the software integration, verification and validation process. To 

avoid these issues, uncorrelated functions have to be implemented in isolated computing cores (space 

partitioning) or if not possible, time windows and memory areas have to be allocated to every function 

executed in a single computing resource in order to avoid a general paralysis caused by a computational 

lag or bug of one function (time partitioning). 

These considerations, specific to digital components, associated with the fact that a centralization of 

data is often necessary, show the interest of adopting a systemic approach to consider and design the 

DHS subsystem and justify the fact of considering it as a subsystem in its own right whereas it could, at 

first sight, be perceived only as the control part of the other subsystems. 

This approach of implementing reliability in conventional space systems is deeply challenged by the 

new space actors. Since some design solutions as simple as components redundancy can be applied and 

bring sufficient guaranties, and since these solutions are most of the time anyway applied to be compliant 

with the fault tolerance requirements, the use of COTS appears more cost effective and, in the same 

time, opens access to a much wider number of references. The flexibility it brings can then be used to 

tackle the other –numerous – challenges that space systems face. 

1. 2. 2  Embeddability 

In a spacecraft, the systems have to be able to be integrated in a limited environment, where all physical 

features are strictly restricted. This ability, called embeddability, corresponds to a combination of 

characteristics which have to be respected. 

1. 2. 2. 1  Volume and weight 

The global cost of a satellite – including design, launch and operation – is quasi-proportional to its 

weight and the maximum volume and mass is limited by the launcher’s characteristics.  

In these respects, the EPS corresponds to one of the most challenging subsystems since its components 

are the biggest, at least at the scale of the platform, as it can be observed in Figure 1.4, showing a 

Myriade platform with its lateral faces open.  

 

Figure 1.4 – The Myriade platform 

Battery 

Power electronics 

equipment 



19 

 

1. 2. 2. 2  Thermal dissipation capacity 

A second aspect to the evolution in a limited environment is that the effects – or requirements – of the 

systems operation must be manageable. This is the case of the thermal regulation which is an important 

concern in satellites and within the equipment. Indeed, a particular attention is paid to the distribution 

and the homogeneity of thermal load. Convection is a principle which only works in a fluid environment 

which is not the case in space. Consequently, all the heat produced by power devices has to be channelled 

by conduction inside satellites to specific heat sinks which dissipate this lost power through infrared 

radiations in the space environment. 

1. 2. 2. 3  Routing complexity 

Last, considering the rising number of systems embedded in satellites, the routing of all data and power 

distribution lines becomes always more complex and very restrictive precautions must be put in place 

during the integration to minimize the probability of misrouting as shown in Figure 1.5. The proximity 

of such a number of wires, converging at the same place also induces some challenges in term physical 

layout as several hundred connectors can be concentrated in very small volumes.  

 

Figure 1.5 – 3D view of the harness bundles in a large telecom satellite. 

This three cases are usually the subject of specific studies to clearly define equipment’s mechanical, 

thermal and electrical interfaces. This is generally made at the scale of each sub-systems defining the 

different modules composing it, which gives a certain modularity and scalability to the system. 

1. 2. 3  Modularity 

In an industrial context, modularity can be defined as the property of being composed of standardized 

units making them easy to assemble and flexible to be reused.  
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1. 2. 3. 1  Modular system 

In complex system such as space systems, a modular definition of the systems is generally used since 

the complexity of the overall requires to split the work into different packages owned by different 

persons and even different entities. To this respect it can be stated that conventional space system has 

been developed as modular system, by necessity.  

The most common approach is to define modules thanks to functional definitions and to identify the 

way each module is linked to all others and this, at each abstraction level of the system [9]. To this 

respect, in opposition to the integral system approach, the modular approach is based on two 

fundamental elements: modules and interfaces. As detailed in [10], fully modular systems shows three 

main advantages: 

 The final integration and test phases is greatly simplified 

 The stabilization of the interfaces allows to swap one module with another easily  

 The flexibility it offers in terms of development process by the succession of asynchronous 

phases – from one module development to another – cadenced with synchronization milestones. 

However, this advantages are only fully exploitable if the modular approach is also put in place at the 

design phase of the systems. Indeed, this classification, which can be defined a posteriori of the system’s 

development, has to be dissociated from a modular approach applied to the system’s design.  

1. 2. 3. 2  Modular design 

The adaptation of the principle of modularity at the design phase corresponds to the taking into 

consideration of the modular approach at all development phase, and more particularly at early phases 

of a project development. Two major principles can then be defined as guidelines. 

The first one states that, at a given abstraction level of the system, the definition of the different modules 

should be done in order to reduce their interdependence and tend to be as close as possible to the 

functional definition of the system. This induces two effects. The first one is the fact that it allows the 

functional partitioning mentioned earlier which is required for both hardware and software functions to 

reach the required reliability level.  

This also is the prerequisite for the second principle of modular design which states that the interfaces 

between the modules have to be simplified at maximum. This is generally achieved by the 

implementation of standards for mechanical, thermal and electrical interfaces in domains such as 

computing engineering. In the context of space systems, some technological limitations such as the lack 

of small digital components to be distributed in the different units until recently, did not allow to 

significantly simplify the interfaces especially concerning the electrical interfaces as no digital data bus 

was available for a large deployment as it was the case in the car industry for example thanks to the 

introduction of the CAN bus in the 90s. 

In addition to this, in the conventional way of doing in the space industry, “reuse” is generally used 

instead of standardization, which induces side effects. Indeed, in a context where “heritage” takes a 

central role in the design of elements, “small” adaptations of existing systems are most of the time 

preferred to the modification of the overall architecture. But the modification of a so-called modular 

system, as small as it may be, can result in a system that does not have the advantages mentioned above 

anymore and thus even if its modular structure may not seem altered and first glance. To assess this in 

the frame of EPS, the most conventional current architectures are presented in the next section.  
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1. 3  Conventional EPS 

The aim of the EPS is to generate, condition, store and distribute the electrical power to the whole 

system. In other words, it is the first link in the food chain and if it stops working, the whole system is 

lost. The resulting need for robustness and reliability in addition to the particularly isolated and hostile 

environment in which it has to operate have driven the EPS design choices and lead to a very high 

efficiency system, electrically speaking.  

The purpose of a power system is to provide a continuous electrical supply to a set of loads. These 

include not only the satellite payload, but also all the platform components requiring electrical power. 

Thus, apart the loads, in a system level approach, three main components can be defined, corresponding 

to the three main functions given above. 

 

Figure 1.6 – Generic electrical power system representation. 

1. 3. 1  Components 

1. 3. 1. 1  Primary source 

The first component is the primary power source which is the module which produce the electrical power 

required by the system to operate. However, nothing is created, nothing is lost, everything is 

transformed. Hence, the primary is most of the time a multi-physical transformer which converts an 

input resource, such as thermal or mechanical energy for instance, into electricity. 

Thus, the choice of the technology of the power production unit is an important concern and is mainly 

driven by the ease of access to environmental resources. Primary batteries – single-use – made of 

electrochemical cells as well as Radioisotope Thermoelectric Generators (RTG), which convert heat 

from radioactive material into electricity, can be used when the access to external resources is too 

limited. 

However, for inner solar system missions, primary sources are conventionally photovoltaic (PV) panels 

since the relative low distance to the Sun enable to receive an appropriate amount of power from it with 

an acceptable surface of PV.  
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Figure 1.7 – Rosetta probe’s solar arrays during deployment test [11]. 

In the case where the available primary source is not continuous, a secondary source is required: this is 

a source capable of delivering so-called secondary energy, i.e. directly in the form in which it is used – 

electricity in the present case. This corresponds to storage components, which are recharged during 

periods of access to resource by the primary source in order to supply the energy needed to operate the 

system during periods when such access is no longer available. 

1. 3. 1. 2  Secondary source 

The aim of the secondary source is to store energy to be able to balance the energy consumed during the 

period of unavailability of the primary source that is to say during eclipses when PV panels are used.  

Most of the time, rechargeable accumulators are chosen. Nickel-Cadmium and Nickel-Hydrogen 

batteries, used to equip all satellites until 2001. Since, Lithium-ion batteries have gradually replaced 

them thanks to its good performances and versatility, with the best compromise between power and 

energy density in particular as shown in Figure 1.8. In some cases, it can also be interesting to combine 

several types of technologies to meet specific load requirements. Super capacitors, for instance, are 

particularly well designed for load profiles with very high power peaks. 

 
Figure 1.8 – Ragone plot of energy storage technologies [12].  
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Figure 1.9 – Galileo satellite’s battery [13]. 

1. 3. 1. 3  Power electronics 

Finally, in order to interface the primary and secondary sources as well as the loads, power electronics 

is required. Two main sub-functions can then be defined: the power conditioning and the power 

distribution functions. 

In conventional architectures, these functions are centralized in the Power Conditioning and Distribution 

Unit (PCDU). As one can observe in Figure 1.10, the PCDU is composed of stacked electronic cards 

that form 3 sub-units: 

 The Power Conditioning Unit (PCU) which gathers all the actuators of the EPS which manage the 

electricity fluxes and required conversions from one level of the systems to another. 

 The Power Distribution Unit (PDU), which is typically composed of Latch Current Limiters (LCL) 

whose aim is to protect the system from possible short circuits and other faults which could induce 

over currents on outlets. 

 The TM/TC and control units which can be described as the local DHS units, making the link 

between the On Board Computer (OBC) and the PCU and PDU. In addition, it is also responsible 

of acquiring all measurements from the battery and the solar arrays as these lasts do not embed any 

processing capacities. 

 
Figure 1.10 – Sentinel-3 satellite’s PCDU [14]. 

It has to be noted that this can slightly differ from one mission type to another. For GEO missions for 

example, the PCU and PDU units are two separated units. And even if at this level of abstraction the 

main components are the same, this corresponds in fact to two different approaches in term of electrical 

architecture of the system. 
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1. 3. 2  Electrical architectures 

Speaking about EPS architectures necessitates to introduce two notions: the distribution network 

topology on one hand and the power conditioning and distribution functions location in this network, on 

the other hand. Depending on the chosen distribution network topology, different options are available 

to integrate the EPS regulation and protection functions. Taking the example of a radial distribution 

scheme, two possible integrations can be identified and modify the physiognomy of the distribution 

architecture. 

A centralized architecture can be adopted giving the EPS a star shape as shown in inset a) of Figure 

1.11. In this functional architecture, all functions are gathered in the same unit and the same place, 

around the primary power node. Even though the primary power node is most of the time integrated 

inside the central unit, it is called primary power bus in the literature. It can be noted that, in this 

architecture, the conditioning and protection devices, which are specific to each distribution lines and 

each power load or power source, are deported from these lasts. 

The concept of distributed architecture is precisely at the opposite, that is to say that it consists in placing 

the power conditioning and protection functions at the neighbouring of their related power terminals. 

This implies the primary power bus to be distributed in the whole satellite to interface the distributed 

modules. As shown in inset b) of Figure 1.11, this results in a distribution scheme which is more likely 

to integrate distributed energy resources (DER) as the key central component is no longer a power 

conversion equipment – whose interfaces usually exactly fits to number of distributions lines to provide 

– but the primary power bus on which any load or source can be connected at all points. 

It can be observed that the choice of the type of functional architecture is not independent of the choice 

of the distribution topology. It is for example impossible to implement a centralized functional 

architecture to a loop distribution topology and conversely, it is possible to implement any distribution 

topology with a distributed architecture. In contrast, a modular functional architecture allows to 

implement both centralized and distributed functional architecture.  

It is important here to dissociate the electrical architecture and thus the requirements it induces to 

electrical power lines introduced above, from the DHS architecture which would rather induce 

requirements on the data interfaces. It is all the more important to ensure their compatibility, a sine qua 

non for the proper functioning of the overall system. 

 

Figure 1.11 - Centralized (a) and distributed (b) radial power conditioning and distribution architectures. 

In conventional space EPS, two main alternatives can be found to realize the conditioning and 

distribution functions [15], [16], [17], [18], [19]. 
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1. 3. 2. 1  Non-regulated primary bus architecture 

The non-regulated bus (NRB) architecture, presented in Figure 1.12, is the most common in small and 

medium-sized satellites. In this architecture, the primary bus is directly connected to the battery which 

therefore imposes its voltage. Thus, the bus voltage changes depending on the battery State Of Charge 

(SOC). The PV panels are connected to the primary bus – and consequently to the battery – thanks to a 

PCU which manages the power production from the PV, to regulate the battery charge as well as the 

loads power supply. This unit is most of the time composed of Direct Energy Transfer (DET) circuits – 

sequential shunt composed of a shunt switch and a serial anti-return diode – since there is no need of 

dynamic response to regulate the bus as the battery imposes its voltage [16]. Near full charge, the PV 

sections are shunted progressively to avoid overcharge of the battery. 

Finally, protected distribution power lines are generated by the PDUs thanks to LCL and allow to 

connect the different secondary distribution lines to the loads – including the PCDU itself that is self-

powered. 

The simplicity of design and the low number of equipment required allows this architecture to reach 

very high reliability both in terms of equipment failure risk and electrical operating stability and for very 

low costs. In addition, for LEO missions for which the battery cycling is constant and regular all along 

the satellite’s life, there is no interest to dissociate the battery from the primary power bus. These 

characteristics have made of this architecture the most widely used on low-power satellites for decades. 

 
Figure 1.12 - Non-Regulated Bus (NRB) architecture functional diagram. 
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However, this architecture shows a significant lack of flexibility in use, particularly in terms of battery 

management and sizing. Indeed, as the battery and the solar panels are directly connected to each other 

in this architecture, their design and especially their layout needs to be especially determined to be 

compatible from one to the other, for all possible environmental and electrical conditions. This makes 

this architecture particularly unadaptable and drives to add margins on every parameters of the system, 

leading to an overall oversizing in regards to the actual need. 

In order to bring a solution to this, while keeping the benefit of the NRB architecture, some derived 

architecture have implement a power converter in place of the DET. Although the converter induces 

losses, quasi non-existent with a DET, it generally improves the energy transfers by allowing to control 

the PV operating point. 

With this kind of converter and by the simple addition of a power diode between the battery and the 

primary power bus, a Semi-Regulated Bus (SRB) architecture can be implemented, regulating the bus 

voltage directly from the PV serial converter during the illumination phases, and letting the battery 

impose its voltage during eclipses. However, this architecture requires a specific system for the battery 

charge. Nevertheless, it has often been implemented in series of satellites whose mission profile included 

only rare eclipses, or eclipses that were much shorter than the periods of sun illumination such as the 

first generations of GEO satellites.  

1. 3. 2. 2  Fully-regulated bus architecture 

For GEO applications in particular, the batteries reach much higher Depth of Discharge which induces 

wide voltage variations on its terminals. Indeed, in these orbits, eclipses only occur during relatively 

short periods of the year around the equinoxes which allow to reduce the margins applied to their sizing. 

In this context it becomes interesting to be able to regulate the power bus to a constant value to reduce 

all the loads requirements in terms of input voltage operating range. This is what the fully-regulated bus 

(FRB) architecture implements, as presented in Figure 1.13.  

Compared to the NRB architecture, a Battery Charge/Discharge Unit composed of a bidirectional 

converter could be introduced and integrated to the PCU, decoupling the battery and the bus and 

allowing to set a constant voltage independently of the battery nominal voltage and of the operating 

phase – day or night. This improves the use of every terminal since all operating points are decorrelated 

from each other and can be specifically set to match each terminal’s optimum operating point. The sizing 

of each can thus be realized as close to the need as possible. 

In both cases, the modularity in terms of the system scalability is handled at the PCDU level, by adapting 

the number of sub-modules stacked in it depending on the need of maximum power of the mission. On 

the battery side, the same approach is used with the definition of cell modules (CM) which allow to 

adapt the size of the whole battery. 

In terms of interfaces, even if the electrical power distribution network is quite simple due to its radial 

configuration, the data links is much more complex since for every analog link shown in the graphs, 

several tens – and even hundreds – of electrical signals are actually implemented, requiring recurrent 

compatibility analysis and increasing the risk of errors at integration. This is mainly induced by the high 

degree of interdependence between the different modules and that in fact the PCDU not only deal the 

power conditioning functions but also the acquisitions for the battery and solar panels which is contrary 

to the principle of function partitioning required in modular systems. 
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Figure 1.13 - Fully-Regulated Bus (FRB) architecture functional diagram. 

In addition, considering new needs, such as In Orbit Assembly (IOA), on line EPS evolution or 

technology hybridization, this approach suffer from a significant lack of flexibility and modularity 

inherently due to the centralized feature of their electrical architectures. One of the main objectives of 

the project in which this work is integrated is to propose a solution to these drawbacks by defining a 

truly modular architecture. 

1. 4  Synergies 

When it comes to modularity and flexibility, the design logic is reversed compared to what is presented 

in the previous section: the spacecraft electrical requirements are not precisely determined and have to 

be anticipated. The only constant input parameter which is relevant to consider is the fact an electrical 

network will be needed to interconnect power sources to loads, whose type and number are a priori 

unknown. It is therefore a completely opposite approach to the conventional one. In this paradigm, the 

distribution network and in particular the primary power bus, has to be managed separately from the 

power conditioning and distribution functions which are intrinsically linked to the power terminals they 

are related to, whether on the source or the load side. 

This is typically what happens in the systems which are presented in this section, which are constantly 

evolving. Whether technologies are for Earth applications or in the space industry, it can be interesting 

to study them, due to their similarity with satellite’s EPS. Two of them are particularly interesting in 

term of electrical architecture since they already implement modular solutions. 
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1. 4. 1  The ISS 

The ISS EPS gathers all the characteristics of a modular space system but at a very large scale. The total 

power supplied by the Photovoltaic modules can reach up to 248kW [20] and makes the ISS the world’s 

largest DC power system in space [21]. Due to its size, and because it was impossible to launch such a 

massive spacecraft at once, IOA technics had to be used. This constraint makes modularity an inherent 

characteristic of the ISS. The American, Russian, Japanese and European modules have indeed been 

progressively added to the rest of the station and the EPS had to keep evolving to allow those changes. 

 

Figure 1.14 - The International Space Station (ISS). 

The ISS EPS is composed of 4 PV modules as it can be seen in Figure 1.14. Each PV module contains 

two Solar Array Wings (SAW) mounted on the Integrated Truss Structure (ITS), the backbone of the 

ISS. The power system is thus separated in 8 power channels – one per SAW – all composed of the same 

set of units as illustrated in Figure 1.15 [22]. Most of primary conditioning and distribution power units 

are fixed outside of the ISS, directly on the ITS, at the neighbouring of the power generators. These 

modules allow the distribution of the thermal load and are equipped with their own heatsink which can 

be seen in grey in Figure 1.14, under each pair of SAW. Other elements are located on the S0 Truss 

Segment, the central structural section of the EPS, which allows the connection with the rest of the ISS 

modules and more particularly the inhabited parts of the station. 

Sequential Shunt Units (SSU) handle the SAW primary power regulation by shunting and un-shunting 

solar array sections based on the same technique as DET presented previously. The operating set point, 

provided to the SSU by the OBC, is defined to maximize the power delivered by the solar array during 

illumination phases. When the SSU power output exceeds the power demand, the bus voltage tends to 

rise above the set point and that triggers SSU to shunt sections which reduces the power output, and vice 

versa [23]. 

Battery Charge/Discharge Units (BCDU) manage the battery charges and discharges. When the solar 

array can produce sufficient power, BCDUs charge the batteries, by injecting the appropriate amount of 

current to the batteries. When the solar array is not able to supply all the power anymore, the primary 

bus voltage drops under the SSU set point, even with all sections connected, and once it reaches the 

BCDU set point which is slightly lower, BCDUs begin to regulate the power bus by discharging the 

batteries. This is achieved by bidirectional DC/DC converters in the case of the ISS, making it a FRB 

architecture [4]. 
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Figure 1.15 - The ISS's EPS architecture. 

Main Bus Switching Units (MBSU) and DC Switching Units (DCSU) are the electrical distribution units 

of the EPS and so are critical parts of the power system. The DCSUs have the aim to route power 

between each element of a primary power channel and provides fault protection thanks to remote 

controlled relays. Each of the four MBSUs distributes primary power from two power channels to their 

associated set of loads thanks to the same type of relays. Every MBSU is however connected to the 8 

sets of loads so that each power channel can supply every set of load. This choice is driven by the need 

of a structural redundancy for the Electrical Power generation. In the case of a failure in a power channel, 

thanks to MBSUs, loads initially supplied by a channel can be fed by another channel. 

Finally, DC/DC Converter Units (DDCU) make the interface between the primary power system and 

the secondary power system. Thanks to its integrated DC converter, a DDCU can provide a tightly 

regulated voltage to the loads downstream, simplifying the design of their internal converters – the 

voltage variations are limited to ±1.5V. Remote Power Controller Modules (RPCM) are the interface 

between the EPS and all non-EPS equipment on-board the ISS and can either be located inside the 

pressurized modules or outside of the station to supply the other platform sub-systems. They are 

multichannel high power circuit breakers and assure the control of the secondary power flow as 

well as the protection of the upstream EPS devices from downstream faults. 

Primary power lines BCDU Battery Charge/Discharge Unit

Secondary power lines MBSU Main Bus Switching Unit

SSU Sequential Shunt Unit DDCU DC to DC Converter Unit

DCSU DC Switching Unit RPCM Remote Power Controller Module

Photo 

Voltaic 

Array

Battery

...

LOADS

123 – 126 Vdc

Primary 

Power 

System

LOADS

 
...

BCDU

Battery

BCDU

Secondary 

Power 

System

133 – 177 Vdc

1
1

6
 –

 1
2

6
 V

d
c

From 

Second 

Channel

RPCMDDCUDCSU

SSU

MBSU

8

1

 
...

 
...

LOADS



30 

 

Since the first station elements went into orbit, the ISS has changed a lot and so has the EPS. Be that as 

it may, most of the changes have been realised thanks to human interventions. Approximately 112 Extra 

Vehicular Activity (EVA) have been needed to obtain the EPS as it is nowadays. This makes a 

significant difference between the ISS and the system which is studied in the present document. Re-

configurability in the ISS is made possible by the possibility to operate directly on the systems by 

sending astronauts which is most of the time not possible. 

The study of the electrical system of the ISS is rich in lessons for the responses that have been made to 

the constraints, often common, mentioned in the previous section. Feedbacks of years of ISS’s EPS 

operations are precious for actual developments and makes the system a well-proven technology. It 

demonstrates that a more distributed power architecture has already been implemented in space and can 

serve as a precedent. 

However, the actual architecture is very similar to conventional ones at the scale of a power channel. 

The modularity is then brought by the adding of parallel redundant channel and the possibility to 

reconfigure the loads distribution which requires a specific online reconfiguration to assure the power 

availability at load level. To this regard, some systems which naturally guarantee the continuity of 

service – without the need to reconfigure the system – can be studied and used as inspiration. This is the 

case of the electrical grid on Earth for example. 

1. 4. 2  DC Microgrids 

Some obvious differences can be identified between ground based and space electrical systems such as 

the access to resources or the equipment’s weight constraints.  

The drastic needs in reliability also push to strip as much as possible the space systems of the superfluous 

and induce choices of design taking advantage of the simplest possible technologies such as the use of 

DETs instead of a converter to control PV power production modules or the choice of a NRB 

architecture. Yet again, in a generic ground based electrical system the approach is significantly 

different, generation and storage units being at the great majority connected to the DC bus through DC-

DC converters such as Boost or bidirectional Buck-Boost converters. [24], [25], [26]. 

In spite of this, some similarities can be found with certain ground based systems such as the Microgrids 

(MG) or Nanogrids (NG) which are defined as small-scale and local power systems connected – or not 

– to the utility grid and mostly powered by Distributed Energy Resources (DER) such as PVs, fuel cells 

or wind turbines [27]. The lower level of constraint applied to these systems associated with the 

increasing geopolitical pressure making the development of alternative energy systems a strategic issue, 

makes this research sector an important source of inspiration, as was the space sector during the cold 

war. 

DC distribution is experiencing a resurgence of interest due to its simplicity in regards to AC 

distribution. This renewed interest is even more pronounced by the fact that most loads and DER are 

DC terminals which allow a reduction of the number of converter used and thus, a better efficiency for 

the entire system and a lower cost [28]. DERs give the opportunity to have the power production 

available in the vicinity of loads, reducing power transmission losses and more generally enable to 

electrify isolated areas in preserving their independence. This last aspect reinforces the similitude 

between DC MGs and satellites’ EPS. allows the experimentation of very varied solutions. More and 

more applications are studied in order to make certain systems such as buildings, data centers or electric 

vehicle charging stations totally autonomous [24], [29], [30], [31]. 
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Figure 1.16 – Typical residential PV based DCMG [32]. 

In their electrical composition, DCMGs based on solar generators coupled with batteries are very similar 

to a satellite on-board network in its FRB version as the example shown in Figure 1.16. In addition, this 

type of system is constantly evolving and therefore intrinsically integrates modular functionalities. The 

building of a house in a residential DCMG like in [33]or the connection and disconnection of one or 

more electric vehicles to a charging station in [34], [35] are examples that could be used to develop in-

flight reconfiguration capabilities in spacecraft. 

An important observation which is common to all these systems is that the central element of the system 

is no longer the power conditioning modules but the distribution network. This characteristic, mainly 

due to the nature of these systems which spread over large areas obliged to develop the different 

terminals as peripherals, inherently implemented in a modular approach. A second remark which can be 

done is that each of these peripherals is composed of three elements: 

 The power terminal to be connected to the rest of the system – which can be either a power 

source, an energy storage system or a load; 

 The power electronic which is related to it; 

 A capacity to embed control functions and communicate with the rest of the system. 

To this regard, it is significantly different to what is implemented in conventional space systems. This 

difference in the approach of the modules allows to highly simplify the interfaces – both power and data 

interfaces- at system level. 

The study of these two proven systems helps to understand the challenges to be tackle and gives the 

hindsight needed to design a more generic modular power architecture system. The system implemented 

on the ISS takes into account the space constraints and is mainly composed of the same hardware as the 

conventional architectures presented before while bringing solutions to make the system adaptable, 

notably by separating conversion and conditioning functions from power flow distribution and control 

functions with the introduction of dedicated modules such as DCSUs. On the other hand, in term of 

terrestrial applications can be an important source of inspiration in terms of the global design approach 

and offers interesting solutions to enhance both its modularity and standardization. 
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1. 5  Proposed Electrical Architecture 

Based on this assessment and as a leading player in space on a European and global scale, the CNES –

the French space agency – started to work on the future generation of EPS. Figure 1.17 presents the 

proposed architecture which has been obtained from these preliminary developments.  

The proposed EPS architecture, introduced in [16], combines the advantages of NRB and FRB 

architectures by introducing distributed modules to implement all conditioning and distribution 

functions at the neighboring of their dedicated terminals, in the same manner as what has been observed 

on terrestrial systems. This gives flexibility and scalability to the system compared to conventional 

architecture based on the PCDU.  

Functionally speaking, the distributed PCU module, which is dedicated to the PV power conditioning, 

consists in DETs to connect the PV sections to the bus. The Battery Charge and Discharge Unit is 

dedicated to the battery and includes a bidirectional converter. Finally, the distributed PDU are equipped 

with conventional LCL circuits to secure the power distribution. 

 

 

Figure 1.17 – Proposed distributed FRB power architecture overview 
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From an energetic point of view, this architecture has the advantage of having a very high efficiency 

during the illumination phase since the part of the power produced by the solar panels which is directly 

delivered to the loads does not pass through any conversion stage, which therefore induces almost no 

loss, while assuring a good primary power bus voltage quality thanks to the BCDU which act as parallel 

regulators. 

In addition to this, all types of module are equipped with embedded avionics that enable them to process 

data autonomously and communicate to each other through a digital data bus. The resulting system is 

thus strongly modular as each distributed unit strictly corresponds to one function and the interfaces 

between them is resumed to only two links: a regulated power bus interface and a serial data bus 

interface. 

To develop this solution, the CNES initiated a collaboration with Airbus Defence and Space and the 

LAPLACE Laboratory in Toulouse in 2018 which started with the development of the distributed 

modules. In the same time, in order to validate that the proposed system allows a proper regulation of 

the different battery charge in the same time that the primary power bus is regulated, a detailed study is 

required. 

1. 6  Motivation and scope 

This thesis is the fruit of this consortium and aims to study the control component which could be applied 

to such distributed electrical power systems. The study thus addresses the modelling of the system, the 

identification of control strategies required to assure its proper operation at short, medium and long term, 

and finally the analysis of its stability. To cover all these aspects, the present manuscript is articulated 

as follows. 

First in chapter 2, a literature review of the state of the art methods to model, control and analyse the 

stability of DC electrical systems is presented. In particular, it identifies the main challenges to be 

tackled in order to assess the stability of multi converter systems and the gaps which may be found in 

the literature. It also introduces the notion of hierarchical control strategy on which the rest of the 

document’s structure is based. The primary, secondary and tertiary control levels are thus defined.  

In the third chapter, after defining the main design choices, hypothesis and conventions used, a focus is 

done on particular tools as well as on preliminary developments necessary for the understanding and 

coherence of the elements presented in the following. To do so, a case study is defined on the basis of a 

typical space mission. 

The fourth chapter presents the stability analysis of the system and the impact on it of the implemented 

primary control. To do this, two methods are used and compared. The first approach corresponds to a 

conventional small signal study on models obtained by linearization of the average models of the 

different elements of each module. The second approach proposes an extended modelling of the system 

to generalize the stability study to all multi converter systems. 

Based on these results, which determine the operating ranges of the system, the fifth chapter presents 

the experimental demonstrator which has been developed to verify the results obtained in term of 

stability and primary control strategies. It allows to verify the practical feasibility of the proposed 

primary control prior to the implementation of the secondary and tertiary control strategies. 

Finally, these lasts are presented in the last chapter. The secondary and tertiary controls, which 

respectively correspond to the power and energy management and optimization of the system are thus 
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tested and validated in simulation. Battery SOC management and PV power injection techniques are 

first implemented in a unitary way and then integrated and combined in order to complete the global 

supervision strategy. 
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 In this chapter, the state of the art of the modelling, the control and the study of the stability of 

modular EPS is performed. First, all the functional components of a power system are presented and 

their most common models are detailed. In comparison to the elements presented in the first chapter, 

which mainly focused on the conventional equipment composing it, the various possible topologies of 

power distribution are here introduced in detail. The most common control methods are then studied. 

The field of application is extended to terrestrial DCMGs, since they provide an important source of 

information and innovation, especially for source parallelization methods which have only rarely been 

studied for space applications. Thus, a focus is done on these methods and a review of possible technics 

is presented. The different architectures for distributing control functions are then presented. Finally, 

the most common stability analysis methods used in the frame of electrical power systems are presented. 

The aim of this general review is thus to set up the tools and present the main challenges which will 

have to be addressed in the following developments. 

2. 1  EPS modelling 

Although, generally speaking, a large number of different types of electrical power sources and storage 

elements exist, this study is limited to a typical space application based on the use of solar panels as the 

sole primary source and lithium-ion batteries as secondary sources. In addition to these elements, there 

are the basic components of any electrical power system: the conditioning units, the loads and the 

distribution network. The latter, although often negligible - and neglected - in terms of its impact on 

system operation, is no less important for its modeling. Particular attention is therefore paid to it in this 

section.  

For each of these elements, equivalent electrical circuit modeling is used to define the mathematical 

model as well as their large signals I-V characteristics.  

As the aim of this thesis is to study system control laws from a global perspective, the very fast dynamics 

of certain elements - such as the dynamic model of solar panels - and very low-level control circuits - 

such as PWM signal generation - are neglected. For elements with dynamic characteristics, the average 

model is used to obtain characteristic transfer functions in the Laplace domain. 

2. 1. 1  Loads 

2. 1. 1. 1  Resistive Loads 

Resistive loads are the most common type of loads in electrical systems whether they are desired like in 

the case of the heaters, or induced due to the natural impedance of the electrical components. However, 

the distinction is done between a simple resistor whose aim is to participate to an electrical function and 

a Resistive Load (RL), which can either correspond to an actual resistor or an equivalent resistor of a 

whole circuit, and whose aim is to dissipate power. Nevertheless, this type of loads is equivalent to a 

mere resistor characterized by the Ohm’s law: 

 𝐼𝑅 =
𝑉𝑅
𝑅

 2.1 

with 𝐼𝑅, the resistive load in receiver convention, 𝑉𝑅, the voltage at the resistive load terminals 

and 𝑅, the nominal resistance of the load. 

Its power consumption 𝑃𝑅 can be expressed as: 
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 𝑃𝑅 = 
𝑉𝑅

2

𝑅
  2.2 

Thus, the power consumption corresponds to the typical power consumption the heaters at their rated 

voltage. The characteristic I-V and P-V curves of a RL are given below. 

 
Figure 2.1 – I-V and P-V curves of a typical 5 Ohms resistive load. 

2. 1. 1. 2  Constant Power Loads 

When considering a RL supplied through a power converter which regulates its output voltage, which 

can thus be considered as constant, from the converter input point of view, namely the primary bus point 

of view, the {converter + RL} system has a Constant Power Load (CPL) behavior in the input voltage 

operating range of the converter. 

CPL are characterized by a constant electrical power consumption as expressed by the following 

equation: 

 𝐼𝑙𝑜𝑎𝑑 =
𝑃𝐶𝑃𝐿
𝑉𝑙𝑜𝑎𝑑

 2.3 

with 𝐼𝑙𝑜𝑎𝑑, the load current in receiver convention, 𝑉𝑙𝑜𝑎𝑑, the voltage level of the primary power 

bus at the CPL terminals and 𝑃𝐶𝑃𝐿, the power consumption of the load. 

This equation corresponds to the large-signal behavior of a CPL and can be implemented as follows: 

 
Figure 2.2 – CPL Large-signal model. 

From Figure 2.3, it can be noted that the validity magnitude of the small signal model depends on the 

voltage set point and on the load’s power consumption: except in the neighboring of the inflection point 

of the large signal model, the curve is almost linear. In these regions, the range on which the small signal 

model is representative of the actual CPL is wider. 
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It can also be observed from equation 2.3 that the current consumption of an ideal CPL tends to infinity 

when the voltage tends to 0. However, actual systems are physically limited by the load converter 

minimum input voltage.  Below this limit, the converter operates in open loop, saturating on its maximal 

duty cycle, applying a static gain between its input and output. From the primary side point of view, the 

load thus exhibits the same characteristic as the secondary side elements which corresponds to a resistive 

behavior in most cases whose characteristic resistance is: 

 𝑅𝐶𝑃𝐿′ =
𝑉𝑚𝑖𝑛

2

𝑃𝑙𝑜𝑎𝑑
 2.4 

Their characteristic curves can be observed on below, validating the aforementioned considerations. 

 

Figure 2.3 – I-V and P-V characteristic curves of  CPL with 𝑃𝑙𝑜𝑎𝑑 = 100𝑊 and 𝑉𝑚𝑖𝑛 = 10𝑉. 

As it can be observed in Figure 2.3, the large-signal characteristic of a CPL is non-linear and in order to 

study it using conventional methods, it can be linearized around an equilibrium point – 30V here. The 

linearization is usually performed on the 𝐼 = 𝑓(𝑉) characteristic as shown above. In term of power, it 

results in a parabolic curve in function of the voltage. 

2. 1. 2  Solar Generators 

In the vacuum of space, solar irradiation can be considered as constant and does not suffer any alteration 

as it does in the Earth's atmosphere. The solar irradiance passes from 1000W/m² at sea level to 

1370W/m² at LEO [36]. The relative simplicity of integration – in term of electrical features – and 

durability compared to other solutions is also a significant advantage. On the other side of the coin, this 

has to be qualified by the poor performances in term of efficiency.  

Considering the important impact on the cost of a mission of the volume and weight of the different 

subsystems, big efforts have been made to improve the efficiency and thus the power density of solar 

arrays. The use of advanced – and often rare – materials as semiconductor and substrate such as Gallium 

arsenide (GaAs), associated in multilayers structures to make the most of the entire light spectrum as 

illustrated in Figure 2.4, enables to reach up to 33% of efficiency against 18 to 20% for conventional 

monocrystalline silicon cells used on Earth. 

The solar arrays being external elements their operating temperature varies in a wide range during the 

orbit. As the temperature impact the cells characteristics in term of available power, it has to be taken 

into account in the developed models. 
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Figure 2.4 – Four layers solar cell structure [37]. 

Several methods exist to model PVs. Manufacturers often prefer to provide only a few parameters such 

as 𝑉𝑂𝐶, 𝐼𝑆𝐶 or 𝑀𝑃𝑃 coordinates. From these parameters, a polynomial approximation of the I-V curve 

can be realized. This method is widely used in the control of PV emulators.  

The electrical equivalent circuit approach is also widely used and allows a better control on the PV 

parameters as well as the consideration of additional parameters such as line impedances or the 

equivalent parallel resistance. The solar cell equivalent circuit is given in the following figure. 

 

Figure 2.5 – Equivalent circuit of a photovoltaic cell. 

Thanks to the output voltage applied to the Solar Wing (SW) the current injection of every section can 

be calculated. 

 𝐼𝑜𝑢𝑡 = 𝐼𝑙 − 𝐼𝐷 − 𝐼𝑅𝑠ℎ
 2.5 

The representativeness of the model depends on the identification of these three currents and on their 

adaptation to the PV environment.  

In [38], [39], [40], a method to model these parameters based on the three main points of the I-V curve 

(open circuit, maximum power and short circuit) is presented. The current injection 𝐼𝑙 at the current 

source corresponds to the light current and is expressed as below: 

 𝐼𝑙 = 
𝑆

𝑆𝑟𝑒𝑓
(𝐼𝑆𝐶0 − 𝛼𝐼𝑠𝑐 ∙ (𝑇𝑐𝑒𝑙𝑙 − 𝑇𝑟𝑒𝑓)) 2.6 

with 𝑆, the solar irradiance in 𝑊.𝑚−2, 𝑆𝑟𝑒𝑓 and 𝑇𝑟𝑒𝑓, respectively the reference solar irradiance 

and temperature in Kelvin at which 𝐼𝑆𝐶0, the rated short circuit current of the cell, was 
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characterised,  𝛼𝐼𝑠𝑐 , the current temperature coefficient of the cell in 𝐴.𝐾−1 and 𝑇𝑐𝑒𝑙𝑙, the 

temperature of the cell in Kelvin. 

It can be observed that the light current expression takes into account the temperature variations. 

Nevertheless, as 𝛼𝐼𝑠𝑐  is most of the time very low, the impact of the temperature on the current generation 

is minor. Indeed, the temperature variations mostly impact the voltage range of the cells which is 

characterized by the open circuit voltage. The two characteristic points can thus be expressed in function 

of the operating temperature. 

 𝐼𝑆𝐶𝑇 = 𝐼𝑆𝐶0 − 𝛼𝐼𝑠𝑐 ∙ (𝑇𝑐𝑒𝑙𝑙 − 𝑇𝑟𝑒𝑓) 2.7 

 𝑉𝑂𝐶𝑇 = 𝑉𝑂𝐶0 − 𝛼𝑣𝑂𝐶
∙ (𝑇𝑐𝑒𝑙𝑙 − 𝑇𝑟𝑒𝑓) 2.8 

with 𝑉𝑂𝐶0, the Open Circuit voltage reference of the cell in Volts at 𝑇𝑟𝑒𝑓, and 𝛼𝑣𝑂𝐶
, the voltage 

temperature coefficient in 𝑉.𝐾−1. 

The diode current is calculated by the Shockley diode exponential expression [40]: 

 𝐼𝐷 = 𝐼𝐷0 ∙ (exp (
𝑞 ∙ 𝑉𝑐𝑒𝑙𝑙

𝛾 ∙ 𝐾 ∙ 𝑇𝑐𝑒𝑙𝑙
) − 1) 2.9 

 
𝐼𝐷0 =

𝐼𝑆𝐶𝑇  

exp (
𝑞 ∙ 𝑉𝑂𝐶𝑇

𝛾 ∙ 𝐾 ∙ 𝑇𝑐𝑒𝑙𝑙
) − 1

 
2.10 

with 𝐼𝐷0, the diode saturation current in Amps,  𝑞, the elementary charge, 𝑉𝑐𝑒𝑙𝑙, the voltage level 

across the section, 𝛾, the diode ideality factor and K, the Boltzmann constant. 

In the expressions above, the serial resistor 𝑅𝑆 is neglected allowing to consider that the voltage applied 

to the shunt resistor, the diode and the light current source is equal to 𝑉𝑐𝑒𝑙𝑙. Indeed, the serial resistor 

characterizes the connection and transmission lines resistance from the cells pins to the point where the 

measurements are achieved. Thus at the scale of a single cell, its value is very low. It can also be noted 

that in multilayers solar cells, as several PN junctions compose the cell, several diodes should be 

integrated to the equivalent circuit. In order keep an acceptable level of complexity of the models, the 

single diode model is often used. 

Determining the shunt resistor’s current by a mere application of Ohm’s law, the total characteristic 

equation of a cell can be obtained. 

 𝐼𝑠ℎ =
𝑉𝑐𝑒𝑙𝑙
𝑅𝑠ℎ

 2.11 

The resulting equation states that the output current of a cell is a function of the voltage at its terminals, 

its surface temperature and the solar irradiance defined by the mission profile. The angle of incidence is 

neglected as the solar cells are supposed to be Sun oriented. 

Even if all these parameters cannot always be found in solar cell manufacturers datasheets, they can be 

deduced from the I-V characteristic curve of the solar cell which is easy to obtain either directly in the 

documentation or by performing characterization tests [41]. 

For the present study, typical space cell parameters are used giving the following typical I-V and P-V 

curves. 
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Figure 2.6 – I-V and P-V curves of a single PV cell. 

The dynamic behavior of a PV cell is driven by parasitic phenomena which can be added to the 

equivalent circuit. Two main elements can generally be identified: the wires and connector characteristic 

inductance and the shunt equivalent capacity between the positive and negative terminals of the cell 

[42], [43]. The resulting equivalent LC circuit drives the dynamic of the voltage variations at the output 

of the PV section. However, the value of these parameters are very small – of the order of hundreds of 

nano-farads for the equivalent capacitor for instance – which implies that the dynamic of the 

phenomenon, which is inversely proportional, in very important – several kilohertz [44]. This range of 

frequency being out of the scope of the present study and even if they are mandatory to understand the 

solar cell behavior in open circuit, the aforementioned elements are not integrated to the models and the 

solar cells are presumed to have an instantaneous response time.  

The behavior of a whole PV section can be deduced in considering that all cells are identical and 

arranged in 𝑁𝑆 cells in series per string and 𝑁𝑃 strings in parallel per section. 

 𝑉𝑐𝑒𝑙𝑙 ∙ 𝑁𝑆 = 𝑉𝑠𝑒𝑐𝑡𝑖𝑜𝑛 2.12 

 𝐼𝑐𝑒𝑙𝑙 ∙ 𝑁𝑃 = 𝐼𝑠𝑡𝑟𝑖𝑛𝑔 ∙ 𝑁𝑃 = 𝐼𝑠𝑒𝑐𝑡𝑖𝑜𝑛 2.13 

Moreover, in a full PV section, the serial impedance 𝑅𝑆 becomes non negligible and has to be taken into 

account. 

 𝑉𝑠𝑒𝑐𝑡𝑖𝑜𝑛 = 𝑉𝑃𝑉 − 𝑅𝑆 ∙ 𝐼𝑠𝑒𝑐𝑡𝑖𝑜𝑛 2.14 

with 𝑉𝑝𝑎𝑛𝑒𝑙, the voltage at the whole solar panel terminals – a solar panel being composed of 

several PV sections. 

On the characteristic I-V curve given below for a nominal sun irradiance and temperature in orbit, it can 

be noticed that the current and power are limited to positive – or at least null – values, which corresponds 

to the action of serial blocking diodes. These elements added on actual systems, aim to avoid the panels 

to operate at reverse current during the mission. 
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Figure 2.7 – 14S2P PV section I-V and P-V characteristic curves at rated sun irradiance (1370W/m²) 

and temperature (28°C). 

It is also possible to represent the variations of these curves caused by the variation of environmental 

conditions. Thus, Figure 2.8 illustrates that the temperature mainly impacts the voltage characteristics 

of the PV sections with a very small effect on the current. The exact opposite remarking is done on 

Figure 2.9 for the sun irradiance variations which is almost proportional to the available output power.  

 

Figure 2.8 – I-V and P-V curves evolution in function of the temperature. 

 

Figure 2.9 – I-V and P-V curves evolution in function of the sun irradiance. 
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The reverse relation can be obtained by assuming that the shunt resistor 𝑅𝑆𝐻 is high enough to neglect 

the current flowing through it.  

𝑉𝑠𝑒𝑐𝑡𝑖𝑜𝑛 =
𝛾 ∙ 𝐾 ∙ 𝑇𝑐𝑒𝑙𝑙 ∙ 𝑁𝑆

𝑞
∙ ln (

𝑁𝑃 ∙ 𝐼𝑙 − 𝐼𝑠𝑒𝑐𝑡𝑖𝑜𝑛
𝑁𝑃 ∙ 𝐼𝐷0

+ 1) −
𝐼𝑠𝑒𝑐𝑡𝑖𝑜𝑛
𝑁𝑃

∙ 𝑅𝑆   , ∀ 𝐼𝑠𝑒𝑡𝑐𝑖𝑜𝑛 < 𝐼𝑙 + 𝐼𝐷0 2.15 

If the assumption that 𝑅𝑆𝐻 is considered infinite cannot be made, or if a detailed model is needed, the 

reverse voltage expression can be obtained by the Lambert W function [45]. However, such a detailed 

model is not required in the present study. 

2. 1. 3  Lithium Ion Batteries 

In order to be able to easily switch from one battery configuration to another, battery pack models are 

generally based, like in real batteries, on serial and parallel arrangement of individual cells. In order to 

obtain a steady-state battery cell model, and as the detailed chemical behavior is very specific, an 

equivalent circuit based approach is most of the time used. 

Electrically speaking, battery cells behave like voltage sources. Their Open Circuit Voltage (OCV) 

varies from a characteristic low level to a characteristic high voltage, depending on the State-Of-Charge 

(SOC) of the battery. Only considering the steady state behavior, battery cells can thus be modelled as 

a resistor – modelling the internal lines and connections impedances [46] – in series with a SOC 

dependent voltage source as depicted below. 

 

Figure 2.10 – Battery cell equivalent circuits. 

However, this equivalent circuit approach requires to be able to estimate the cells SOC. The Coulomb 

Counting (CC) method, consisting in integrating the current flowing in and out of the battery in regard 

with the capacity of the battery, is one of the most used methods due to its simplicity of integration and 

its accuracy for short term calculations [47].  

Nevertheless, errors in the initial SOC or in the estimated capacity of the battery, which evolves all along 

the mission duration, induce a cumulative error which makes the estimation diverge in medium term. In 

most applications, the SOC estimation is thus periodically reset based on the battery OCV which has the 

advantage to be independent from the rated capacity and the initial conditions. However, this OCV 

measure must be achieved at rest, when the battery current is null, in order to avoid to be impacted by 

the voltage drop due to the internal impedance of the battery, which also varies throughout the aging of 

the battery. 

𝑅𝑆 

𝑉𝐵𝐴𝑇  

𝐼𝐵𝐴𝑇  

 𝐶𝑉 = 𝑓 𝑆 𝐶
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A lot of other methods to estimate the battery SOC as depicted in [48]. In particular, the estimations 

based on the Kalman filter method is known for its good accuracy and good immunity to measurement 

noises and parametric uncertainties as explained in [49]. 

However, the SOC estimation is used here to a simulation purpose, in order to emulate the battery 

behavior and not to estimate the SOC of an actual battery evolving in parallel as it is the case for online 

SOC estimations. The drawbacks mentioned previously concerning the CC method are thus not valid in 

this case and its simplicity of use makes of it the widest spread method for battery modelling. This is 

what is implemented in the following:  

 𝑆 𝐶𝑐𝑒𝑙𝑙 = 
1

𝐶𝑐𝑒𝑙𝑙
. ∫(−𝐼𝑐𝑒𝑙𝑙). 𝑑𝑡  2.16 

with 𝐶𝑐𝑒𝑙𝑙, the capacity of the battery here expressed in A.s and 𝐼𝑐𝑒𝑙𝑙, the current flowing through 

the cell, in A. 

 

By initializing the SOC at the wanted value, it is then possible to determine the battery ElectroMotive 

Force (EMF). To do so, different methods are proposed in the literature like in [46], based on available 

internal parameters. Another method is to realize a complete charge and discharge cycle of a real battery 

to obtain its characteristic I-V curve and then approximate the curve equation thanks to a polynomial 

equation. 

 𝐸𝑐𝑒𝑙𝑙 = 𝐸𝑐𝑒𝑙𝑙0 + 𝐸𝑐𝑒𝑙𝑙1 ∙ 𝑆 𝐶 + 𝐸𝑐𝑒𝑙𝑙2 ∙ 𝑆 𝐶2 + 𝐸𝑐𝑒𝑙𝑙3 ∙ 𝑆 𝐶3 + 𝐸𝑐𝑒𝑙𝑙4 ∙ 𝑆 𝐶4 2.17 

with 𝐸𝑐𝑒𝑙𝑙0, 𝐸𝑐𝑒𝑙𝑙1, 𝐸𝑐𝑒𝑙𝑙2, 𝐸𝑐𝑒𝑙𝑙3 and 𝐸𝑐𝑒𝑙𝑙4 quadratic approximation coefficients provided by the 

CNES and determined on actual cells data. 

The EMF gives a good representation of the OCV of the battery, and completed with the voltage drop 

in the serial equivalent resistor, the battery output voltage can be calculated for a given current. 

 

Figure 2.11 – Typical 3.07A.h / 3.6V Lithium ion terminal voltage evolution 
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On Figure 2.11, the curves obtained thanks to the implemented models are visible. The EMF evolution 

depending on the cell’s SOC is illustrated in green whereas the blue curves show the impact of the serial 

resistance during charge and discharge for a constant current in both sense. 

To simulate a whole battery pack, two options are available. The first one consist in emulating every 

cells to allow to study the effect of a fault on a single cell of a string for example.  

In the present case, this level of complexity is not required and the second option is chosen: to simulate 

the global behavior of a battery pack composed of cells in series and parallel strings, a global equivalent 

circuit can be calculated, based on the same model of a single cell by adapting the internal parameters 

of the model. Thus, equivalent capacity and serial resistance are calculated as following. 

 

{
 
 

 
 
𝐶𝑏𝑎𝑡 = 𝑁𝑃 ∙ 𝐶𝑐𝑒𝑙𝑙

𝑅𝑏𝑎𝑡 = 𝑅𝑐𝑒𝑙𝑙 ∙
𝑁𝑠

𝑁𝑃

𝐸𝑏𝑎𝑡 = 𝑁𝑆 ∙ 𝐸𝑐𝑒𝑙𝑙

 2.18 

Applied to a 12S10P battery, the characteristic curve shown in Figure 2.12 is obtained. 

It is also possible to observe the battery voltage variation during the battery discharge at different C-

rates. Figure 2.13 illustrates the link between the C-rate and full discharge time. It can be seen that at a 

3C rate, the battery is discharged in 20 minutes.  

Finally, it can be mentioned that the presented model does not take into account the thermal behavior of 

the battery cells. Indeed, the temperature of the cells is considered as constant thanks to the thermal 

regulation of the internal elements of the satellite. 

 

 

Figure 2.12 – 12S10P battery output voltage in function of the SOC. 



46 

 

 

Figure 2.13 – 12S2P battery time of discharge at three different rates. 

The battery configuration and the SOC are not the only parameters that influence the battery behavior. 

As the accumulators are electrochemical devices, their composition and characteristics can evolve with 

the time. Ageing phenomena thus also has to be taken into account to assure the good working of the 

system in the worst configuration, that is to say at the End Of Life (EOL) of the satellite.  

In general, in the case of a LEO mission, a typical operational life of 5 years approximatively equals to 

30 000 cycles which have to be tackled by the batteries which is not the case for example in a GEO 

mission where eclipses occur only at the autumn and spring equinoxes.  

The ageing of a battery can be characterized by a lot of estimators. The capacity fade, defined as the 

evolution of the available capacity in function of the number of charge/discharge cycle, is the most 

common. Combining these different estimators, the State Of Health (SOH) can be determined as a global 

indicator of the battery ageing. The determination of these estimators highly depends on the cells 

technology but also on the conditions in which they are used, both in term of chemical and electrical 

aspects. Thanks to [50], within the specified operating ranges of a given cell, the total number of cycles 

achievable by a cell at 80% capacity can vary of up to thousands of cycles.  

As it has already been implied in the previous sections, the temperature for example plays an important 

role in the ageing of the cells and on both short and long term evolution of their capacity [51]. However, 

in the present work, this constraint is neglected since it is considered that an accurate temperature 

regulation is handled by the thermal control sub-systems present in satellites. In more conventional 

applications such as in electric vehicles, in order to manage the thermal aspects of the battery, an 

estimator called State Of Temperature (SOT) is determined, taking into account several thermal aspects 

such as the maximum temperature or the thermal gradient across the battery [52]. 

All aforementioned elements show the need to have an accurate and exhaustive monitoring of the battery 

temperatures and voltages both at cells and battery voltage in order to be able to evaluate its global state. 

In conventional terrestrial applications, specific systems allow to perform this monitoring, called Battery 

Management Systems (BMS) [53]. According to [54], the BMS plays a major role to ensure a safe and 

trustworthy battery operation, especially when using Li-ion cells. It also allows to verify that all cells 

are equally charged and if not, it can perform an autonomous balancing thanks to dedicated systems 

which could be purely dissipative – by connecting resistors in parallel of the cells to discharge all cells 
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and get aligned with the lowest charged one – or based on a redistribution of the charge – achieved 

through an intermediate capacitor which avoids to discharge the whole battery pack at the price of a 

more complex management. 

As for all other systems in space applications, the electronics to perform these measurements are most 

of the time reduced to the strictest minimum and deported inside the PCDU. In order to limit the number 

of analogic signals to rout from the battery to the PCDU, only a few temperature acquisitions are 

performed for the whole battery pack and cell voltage measurements are performed at a low rate to 

decrease the requirements on the electronics. Finally, the balancing of the different cell strings is 

performed by the simple dissipative method. 

With the proposed modular architecture, a better monitoring of the battery can be possible thanks to the 

distributed acquisition features provided by the integration of microcontrollers inside the battery 

modules. In terms of control, the main impact of the introduction of such systems in the battery modules 

is that it gives a much better observability of the system. In the following, it allows to consider that the 

actual SOC and SOH of the battery is known and that high accuracy and frequency acquisitions of all 

battery variables are available. This will significantly facilitate the management of the battery to respect 

its operating limits such as the maximum battery currents during charge and discharge or the battery 

voltage to avoid its overcharge at the power conditioning level. 

2. 1. 4  Power Conditioning Units 

Power conditioning components can be defined as the elements regulating the way the power produced 

by the solar panels is delivered to the different users of the system among which the battery has a special 

status. These power electronics which are conventionally concentrated in specific equipment such as the 

PCDU presented in Chapter 1, can be classified into two categories which are presented in the following. 

2. 1. 4. 1  Direct Energy Transfer (DET) 

The DETs are based on the circuit presented in Figure 2.14 and take their name from the fact that, when 

turned ON, they are almost equivalent to a direct electrical connection between their input and their 

output. They are suitable to interface modules which can be polarized by the same voltage level and 

allow a unidirectional power transfer.  

Although several other topologies exist, the one depicted in Figure 2.14 is especially well adapted for 

PV section management and is therefore the most common in space system. 

During the ON state, the shunt MOSFET of a DET is turned OFF which makes it equivalent to an open 

circuit. Thus the diode enters its pass band as the voltage at its terminals becomes positive, making it 

equivalent to a closed circuit – with a typical voltage drop of about 0.6V. The PV section is then 

polarized at the same voltage level than the primary bus, minus the diode voltage drop, and the current 

flowing outside of the DET equals to the PV section current.  

During the OFF state, the reverse configuration is obtained. The PV section is then put at its short-circuit 

operating point, the MOSFET conducting resistance being very low and the DET output current is null. 

From a modelling point of view, an average model is then sufficient for the study of the system stability. 

Since, there is neither an input nor an output filter, the dynamic of a DET is a function of its diode and 

MOSFET dynamical characteristics.  
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Indeed, during the transitions between the two operating states, for short laps of time both the diode and 

the MOSFET are conducting – or in open circuit – in the same time. For the OFF state to ON state 

transition for example, the PV section initial operating point corresponds to its short circuit point 

(~0𝑉; 𝐼𝑆𝐶𝐴). At the opening of the MOSFET, as the diode is still in reverse polarization, namely in 

blocking state, the output voltage of the PV section is a priori floating.  

 

 Figure 2.14 – DET electrical circuit. 

In the same approach to the PV model, the dynamic behavior of the DET is then related to parasitic 

elements, and more precisely to the drain to source capacitance in this case which is even smaller than 

the characteristic capacitance of the cells – of the order of hundreds of pico-farads.  

In addition, the aim of the present models is to characterize the modules from a bus side point of view, 

which allows to neglect the PV section behavior when disconnected from the bus. Thus, the DET 

components can be considered as ideal and only their steady state parameters are integrated to the 

models. 

The following figures illustrate the behavior of a DET coupled to PV sections with varying inputs. In 

order to be able to observe the characteristic of the PV panels as well as the controllability that the DET 

offers, the primary bus input voltage is defined as a sinusoid oscillating around the sections’ MPP and 

the command signal is determined to connect an increasing number of sections.  

The measures sent by the TM function of the module are presented in Figure 2.15. As a consequence, 

the different sections are shunted or connected to the bus and polarized at the oscillating voltage, making 

them operate all along the equivalent I-V and P-V characteristic curves corresponding to the number of 

connected sections as shown in Figure 2.16.  

It can thus be observed that, at the dynamics considered, i.e. at a control sample period of about 1 second, 

the system outputs depend only on the bus voltage and the configuration of the solar panel section - 

layout and environmental conditions.  

Generally speaking, if the bus voltage can be considered constant – as regulated from somewhere else 

in the system – and considering that each sections is coupled with a DET, controlling the number of 

sections connected therefore amounts to discrete control of the injection of current - power - on the bus.  

Thus, it can be noticed that this gives discontinuous properties to the EPS. From this point of view, the 

overall system could be analyzed as a switched dynamical system as defined in [55]. 

ON/OFF gate 

signal
VBUSVPV

IPV IDET

VD

Ish
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Figure 2.15 – Example of  input parameters variations on a 7 DET system. 

 

Figure 2.16 – Example resulting output current and power variations in the I-V and P-V plane for a 7 

DET system. 

If the DET control take an injected power set point as reference signal and that this does not correspond 

exactly to an integer number of sections – which is most of the time the case – an oscillation between 

two numbers of sections will then be visible, so that on average, the set point is reached. 

On the same principle, on this oscillating section, by sufficiently increasing the refresh rate of the control 

signal and using it as a PWM signal, it is possible to modulate the voltage on either side of the DET, 

which then becomes a switching cell. 

Although the electrical diagram is exactly the same in this last case, the system is referred to as a 

Sequential Switching Shunt Regulator (S3R). The advantage of this operating mode is that most of the 

power is injected by DET, as the first connected sections remain in a fixed position and only one 

switches, thus inducing very low losses.  

However, considering the system made up of a solar panel section and a PWM-controlled DET as a 

whole, it no longer fully corresponds to a DET since additional losses are induced by the oscillations 

and can rather be considered as a pseudo DC/DC converter. 
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2. 1. 4. 2  DC/DC converters 

The DC/DC converters are designed to adapt voltage and current levels from their input to their output 

which are often respectively referred as the source and the load since their basic forms are unidirectional. 

In the following, only bidirectional implementations of the most basic topologies are presented since it 

allows to cover all possible uses, and more particularly it addresses the battery charge and discharge 

applications which cannot be handled by the DET presented above. Be that as it may, the notions of 

input source and output load can be conserved since it allows to define the sense in which it is control: 

the load always corresponds to the side for which the current or the voltage – or both – is regulated. 

The Buck converter is the most common and basic DC/DC converter. Its principle is detailed in Figure 

2.17.  

 

Figure 2.17 – Synchronous buck converter (a) and its equivalent circuit in S1 ON (b) and OFF states (c). 

Let’s consider that the load can be represented by a mere resistor, noted 𝑅. Using the inductor’s current 

and capacitor’s voltage, respectively noted 𝑖𝐿 and 𝑣𝐶, as state variables and the PWM signal’s duty 

cycle, 𝛼𝑏𝑢𝑐𝑘, as the command variable, the state equation can be defined as follows:  

 (

𝑖�̇�

𝑣�̇�

) =

(
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𝐿

1

𝐶
−

1
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𝑣𝐶
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𝑉𝐼𝑁
𝐿

0 )

 
 
𝛼𝑏𝑢𝑐𝑘          2.19 

Thus, since on average 𝑖�̇� = 0 and 𝑣�̇� = 0: 

 �̅�𝑂𝑈𝑇   = �̅�𝑏𝑢𝑐𝑘𝑉𝐼𝑁 2.20 

with  �̅�𝑂𝑈𝑇 = �̅�𝐶 and �̅�𝑏𝑢𝑐𝑘 ∈ [0; 1]. 

This makes of the Buck converter adapted to situations where the desired load voltage is lower than the 

nominal input voltage.  

One other main characteristic which makes of it the most present converter in the literature is that its 

state representation is fully linear on condition that the load as well as the input voltage can be considered 

as constant. 

The other way round, when the desired load voltage is higher than the actual input voltage, the Boost 

converter, shown in Figure 2.18, can be used.  
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Figure 2.18 – Synchronous boost converter. 

Using the same state vector as above, the state representation shows non-linear characteristics since the 

PWM signal’s duty cycle 𝛼𝑏𝑜𝑜𝑠𝑡 is part of the state matrix: 
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This is due to the “indirect” nature of Boost-derived converters in contrary to the Buck-derived 

topologies which are qualified of “direct” converters. Indeed, in comparison with the Buck converter, 

two charge – discharge cycles can be identified in the boost operation, respectively corresponding to the 

inductor’s charge during the ON state, which discharges into the capacitor to charge it during the OFF 

state, enabling it to discharge itself to supply the load during the next ON state.  

This characteristic makes of its study more complex and explains why its use is avoided in a lot of 

studies on the topic. However, as its average transfer function below confirms, in contrary to the Buck 

converter, it allows to step up the voltage which is a useful feature for some applications. 

 �̅�𝑂𝑈𝑇 =
1

1 − �̅�𝑏𝑜𝑜𝑠𝑡
𝑉𝐼𝑁 2.22 

with  �̅�𝑂𝑈𝑇 = �̅�𝐶 and �̅�𝑏𝑜𝑜𝑠𝑡 ∈ [0; 1[. 

The same observation can be made on the last basic topology presented here: The Buck-Boost converter. 

It allows to step up and down the output voltage compared to the input which makes of it may be the 

most versatile and useful topology. Indeed, most of the time, these converters are used to interface the 

primary power bus and a battery whose voltage varies in function of its SOC as introduced earlier. 

Considering that the DC/DC converters reach their optimum operation point near a transformation ratio 

of about 1, batteries are generally designed to have a nominal voltage close to the nominal bus voltage. 

This induces that depending on their SOC, they can either show higher or lower voltage levels than the 

bus, which shows the relevance of the use of a Buck-Boost topology. 

Several possibilities exist to implement it but a special focus on the Four Switch Buck Boost Converter 

(FSBBC) is proposed since in addition to allow bidirectional operation, it is also conservative in term 

of polarity compared to conventional Buck-Boost. In term of structure, the FSBBC is basically 

composed of a Buck converter cascaded with a Boost converter, both sharing the same inductor. 

Although the number of switches is higher than in the other topologies, its operation remains quite 

simple.  
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Figure 2.19 – Four-switch synchronous non-inverting Buck-boost converter (a) and its equivalent circuit 

in 𝑆1 and 𝑆3 ON (b) and OFF states (c). 

In a general approach, let’s assume that S1 and S3, which are the main switches, are controlled by the 

same duty cycle 𝛼. S2 and S4 which are their respective synchronous rectifiers – equivalent to the diodes 

in the two switches noninverting topology – are controlled by the complement of 𝛼 [56], [57], [58]. Its 

state representation can thus be written as 
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Hence, on average 

 �̅�𝑂𝑈𝑇 =
�̅�

1 − �̅�
 𝑉𝐼𝑁 2.24 

From the above developments, it can be observed that all the operating characteristics of a classical 

buck-boost converter can be identified in this topology, both in terms of its ripple characteristics and its 

average transfer function, with the exception of its inverting character, which makes the FSBBC easier 

to sense and control. 

Another way to operate the converter can be implemented in which S1 and S3, the main switches, are 

respectively controlled by the duty cycles 𝛼𝑏𝑢𝑐𝑘 and 𝛼𝑏𝑜𝑜𝑠𝑡 allowing the converter to operate either as 

a buck or as a boost exactly as depicted above [56], [57], [58]. S2 and S4 which are their respective 

synchronous rectifiers, are respectively controlled by the complements of 𝛼𝑏𝑢𝑐𝑘 and 𝛼𝑏𝑜𝑜𝑠𝑡. 

This highlights the huge number of possible variations, both in terms of control and topology. In fact, 

there are a huge number of variants, such as flyback, half-bridge and full-bridge converters. The 

justifications for choosing one or other of these variants over those presented above are usually based 

on practical considerations – the need for galvanic isolation, adaptation to the power range, etc. – rather 

than on the nature of the converter itself. What's more, most of the time it's possible, under certain 

assumptions, to relate to the three topologies presented, which means that the results obtained on these 

topologies in the rest of this study will remain mainly applicable to any kind of converter. 

2. 1. 5  Distribution Network 

Finally, although this aspect has not been mentioned in introduction and is often neglected in the 

modelling and study of power systems, whether in the space domain or on terrestrial microgrids, a last 
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component of the EPS is the power harness composed of all distribution lines. Indeed, these lines are 

generally dimensioned to limit the maximum voltage drop they can induce for a given maximum power, 

and their impact on overall system operation is thus relatively low. However, just as they are essential 

to the operation of the actual system, it will be shown later that their modelling is just as essential to the 

study of systems, so that all possible configurations can be taken into account. 

First, the distribution network topology in itself is an influential concern in the design of power harness 

in space. A trade-off has to be done considering their benefits and drawbacks as it impacts the weight 

of the overall system, or the integration complexity for example. It is also noticeable that the distribution 

topology has to be taken into account in the control design to make it the more general possible and thus 

to be operational in any case which is not trivial. Three types of distribution architecture can be identified 

as shown in Figure 2.20 and presented in [59]. 

 

Figure 2.20 – Typical distribution topologies: radial distribution (a), loop or ring distribution (b) and 

hybrid distribution (c). 

The radial distribution is the most widely used topology across the word – e.g. 90% of North American 

electrical network – regardless of the type of the electrical system. It is recognizable by its tree shape as 

shown in inset a) of Figure 2.20 below and whose base node corresponds to the primary power bus. In 

the case of a diversity of sources, it should be noted that the flows being mainly unidirectional, a reversed 

tree structure – as a root network – will have to be developed upstream of the primary node. Radial 

distribution is also the most common topology in spacecraft thanks to its ease of implementation and 

operation and the possibility of sizing the wire gauge specifically to the downstream loads. Indeed, each 

line is associated to a given equipment and only have to take into account the constraints relative to it. 

This topology also has some serious disadvantages. As all interconnections are made at the level of the 

primary node, if a new element has to be added, it is only possible to do so at this position which 

concentrates a large number of wire for complex systems, as it is often the case in a spacecraft.  

Moreover, in the case of a failure at some point of the distribution line (defective connector or loose 

solder), equipment of one side would be totally isolated to equipment of the other side. Nevertheless, 

this drawback can be minimized by splitting the different lines into several parallel lines which can thus 

be of smaller gauge as the current flow is shared between the parallel conductors. As a result, the 

distribution lines are somehow redundant and their equivalent impedance can be significantly reduced, 

allowing to minimize the distribution power losses.  

The second distribution topology is the looped distribution as shown in inset b) Figure 2.20. In this case, 

the primary power bus is distributed in the whole system in chaining all equipment together which brings 

an intrinsic redundancy. In spite of this, although the current only flows in one direction at a time, it 

becomes difficult to predict all operating configuration, especially when several power sources are 

present in the loop. It follows from the previous assessment that sizing approach is completely different 

from how it is done with a radial topology: the gauge of the distribution lines is likely to be oversized 
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to anticipate all possible configurations. This has to be balanced by the gain of reliability and modularity 

as it simplifies the integration of extra load or even Distributed Energy Resources (DER). 

The last distribution mode is a combination of the two firsts and is presented in inset c) of Figure 2.20. 

This kind of topology emerges as the size of the power system increases and the needs of different loads 

become more diverse. It can also appear spontaneously in systems that are constantly evolving as the 

network is adapted to new terminals. In multi-source networks, by connecting the different sources – 

primary or secondary sources – in a loop and the loads in radial distribution, a variation of electrical 

production or a loss of a transmission line can be overcome and a production unit can replace another. 

In this case, the isolation of deficient units and transmission lines is needed to be possible and 

controllable. 

If these two last kind of distribution topologies seem to be well suited for Lunar or Martian bases, or 

more globally in a cooperation framework, it is important to note that they have to be avoided in LEO 

orbital systems. Indeed, in these systems, all topologies that are likely to generate current loops are 

prohibited. The main reason is that a current loop generates electromagnetic fields which could disturb 

other subsystems by coupling phenomena and even disorient the whole satellite by its interaction with 

the earth magnetic field which is used to ensure the attitude and orbital control of the spacecraft. 

In a general way, a wire – or any other kind of electrical link such as flat cables – can be characterized 

by a C-RL-C circuit as shown in the figure below, called -section model in reference to its shape. 

 

Figure 2.21 – Electrical wire π-section model. 

In this model, 𝑅 and 𝐿 are characteristic of the wire material whereas 𝐶 and 𝐺 characterize its insulation 

toward the electrical reference – the structure or the 0𝑉 line. For given material and wire type, the value 

of the different parameters mostly varies as a function of the wire length and temperature.  

This representation which is widely used in power line modelling is directly derived from Heaviside’s 

transmission line’s model [60]. It allows for any section of cable to determine its characteristic 

impedance, 𝑧0,  as follows: 

 𝑧0 = √
𝑅 + 𝑗𝜔𝐿

𝐺 + 𝑗𝜔𝐶
 2.25 

with 𝑗, the imaginary unit and 𝜔, the pulsation of the electrical signal. 

In order to model a whole network, the nodal admittance matrix representation can be adopted. 

Generally used in massive AC networks in which the above parameters can have an important impact 

on grid synchronization and frequency management, it can also be applied to DC networks as shown in 

[61]. 
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In this context, man call buses the different nodes which can be identified in the network. A minimum, 

a network is thus composed of at least the same number of buses – nodes – than the number of modules 

composing it. 

In order to illustrate the method, an example of a 4-buses network is presented below. 

 

Figure 2.22 – Example of a 4-bus network. 

The objective of the admittance matrix is to link the currents injected to the different nodes, marked in 

red in the figure above, and the voltages at these same nodes.  

The determination of the nodal admittance matrix is based on the well-known Kirchhoff’s law, applied 

to all buses of the distribution network.  

In the example above, for bus 1, it gives: 

 𝐼1 = 𝐼21 + 𝐼41 = 
(𝑉1 − 𝑉2)

𝑍12
+ 

(𝑉1 − 𝑉4)

𝑍14
 2.26 

However, in order to be fully complete and to be the most general possible, it is also possible to express 

also the link between bus 1 and 3 and between bus 1 and the voltage reference, even if the respective 

characteristic impedances, 𝑍13 and 𝑍11, are infinite in this example. 

 𝐼1 =
𝑉1
𝑍11

+ 
(𝑉1 − 𝑉2)

𝑍12
+ 

(𝑉1 − 𝑉3)

𝑍13
+ 

(𝑉1 − 𝑉4)

𝑍14
 2.27 

By considering the characteristic admittances instead of the impedance – 𝑦𝑖𝑗 = 1/𝑍𝑖𝑗 – and by 

factorizing the expression above by the different bus voltages, the following expression is obtained. 

 𝐼1 = 𝑉1(𝑦1 + 𝑦12 + 𝑦13 + 𝑦14) + 𝑉2(−𝑦12) + 𝑉3(−𝑦13) + 𝑉4(−𝑦14) 2.28 

Applied to each bus and concatenated in matrix form, it comes 

[

𝐼1
𝐼2
𝐼3
𝐼4

] = [

𝑦1 + 𝑦12 + 𝑦13 + 𝑦14 −𝑦12 −𝑦13 −𝑦14
−𝑦21 𝑦2 + 𝑦21 + 𝑦23 + 𝑦24 −𝑦23 −𝑦24

−𝑦31 −𝑦32 𝑦3 + 𝑦31 + 𝑦32 + 𝑦34 −𝑦34

−𝑦41 −𝑦42 −𝑦43 𝑦4 + 𝑦41 + 𝑦42 + 𝑦43

] [

𝑉1
𝑉2
𝑉3
𝑉4

] 

 

2.29 

Knowing the voltages at each node of the system, it is thus possible to calculate the current injected at 

each of them thanks to the 4𝑡ℎ-order matrix thus defined. This is this matrix which is called the nodal 
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admittance matrix of the system, noted 𝑌𝐵𝑈𝑆, and it allows to model a distribution network including its 

resistive, inductive and capacitive characteristics.  

However, in the present study a simplified model will be used. From [62] it can be defined that since in 

DC systems, serial inductances and shunt capacitances are negligible compared to the converters’ output 

filters elements, this modelling can be reduced to only taking into account the line series resistances 𝑅 

from the equivalent circuit above. For small-signal stability studies, this type of cable and filter 

modelling is appropriate, since the impact of the DC transmission lines still is represented correctly. In 

this context the admittance matrix becomes a conductance matrix and instead of being noted 𝑌𝐵𝑈𝑆, the 

notation Q is adopted. This simplification does not impact the capacity of the conductance matrix to 

represent how all the modules are connected to each other which completes the modelling of the EPS 

components.  

2. 2  Control 

In the first part of the chapter, only the system's actuators were presented, which represents only half of 

an automatic system. In this part, an overview of existing control methods is then proposed, no longer 

concentrating solely on the control strategies conventionally used in space equipment, but extending the 

study to all types of control methods and in particular DCMGs.  

Of course, the control functions implemented depend on the type of system to be controlled. In the case 

of an unregulated bus configuration, for example, control of the bus voltage is equivalent to control of 

the battery charge - the voltage being the image of the SOC in the case of a Li-ion battery. In this case, 

no high-frequency bus voltage regulation is required to ensure system stability, since the battery imposes 

its voltage. On the other hand, in the case of a regulated bus architecture, battery charge control is 

independent of bus voltage, and is therefore linked to control of the power produced by the solar 

generators. In this case, specific high-frequency regulation is required to ensure stable system operation 

at all times and in all possible configurations. 

At the same time, it is important in the long term to ensure that the system is capable of balancing itself, 

i.e. that the energy stored in the battery is sufficient to power the system during future eclipses, without 

exceeding the maximum load. This involves controlling the power injected by the solar generators. 

Finally, in the case of a modular system where several storage modules are connected in parallel to the 

system, in order to control balancing between modules - as with balancing between cells within a single 

battery - it is necessary to control the sharing of currents between them. This control must also ensure 

that the current capacities of each module are respected, which requires a relatively high level of 

dynamics. 

From the elements presented above, it is possible to classify the dynamics of the various control 

functions by order of magnitude. This gives rise to a hierarchy of control laws, very widespread in the 

field of terrestrial applications, as illustrated in [63], [64], [65], but also in the space domain such as in 

the ISS as detailed in [4], or in [66].  

Figure 2.23 illustrates this hierarchical structure which is generally composed of three levels of control. 

As it can be seen, their definition can defer from one application to another since the constraints but also 

the degrees of freedom of the systems intrinsically depends on their nature – electrical architecture, 

operating context and environment, etc.  
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Figure 2.23 – Hierarchical control categories as presented in [63] and their equivalence with the ISS 

control “tiers” as defined in [4]. 

The definition of these levels are thus adapted to the present application and each of them is defined in 

the following subsections. For each level, a study of the existing and most significant control methods 

is performed thus listing the objectives which will have to be handled by control strategy proposed in 

the following. 

2. 2. 1  Primary control 

The primary control is the lowest level of control and corresponds to basic and high speed regulation 

loops such as individual voltage and current regulations or current sharing management introduced 

earlier. Most of the time, these functions are achieved locally as the characteristic response time is 

required to be as low as possible in order to get good dynamic performances [67]. 

2. 2. 1. 1  Bus voltage regulation 

In the case of a regulated bus architecture, a proper bus voltage regulation has to be achieved. In 

conventional space systems, it is still customary to perform this control in an analog way while in most 

terrestrial systems digital controls are the majority and allow a greater variety of types of correctors.  

Regardless of how it is implemented, voltage regulation represents the first challenge in ensuring system 

operation and is a critical function of the power system. In [30] and [31], units regulating bus voltage 

are described as "generous", as in keeping the main power within its operating range, they allow the 

other modules to concentrate on other aspects of the system. In opposition, these units are said to show 

a “selfish” behavior. Like in social relations, an EPS always needs at least one “generous” module to 

assure the common voltage regulation which is the guarantor of the proper operation of the whole rest 

of the system. 

In the light of this assessment, two widely used methods are presented and compared below. 
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a) Main Error Amplifier 

The analog bus voltage control implemented on most space systems is known as the Main Error 

Amplifier (MEA). It is in fact a simple analog Proportional Integral corrector, as illustrated in the figure 

below, based on the star point bus voltage measurement – usually inside the PCDU. 

 

Figure 2.24 – Typical fully regulated control components [69]. 

As detailed in [70], the MEA manages the power regulation either from the Solar Array Generators 

thanks to the S3R regulator, from the battery thanks to the BCDR regulator – DC/DC converter – or 

from both in the same time, depending on the available power in comparison to the consumption and in 

order that the unit injecting the power always perform the regulation. 

This way of doing is inherited from former systems, where BCDRs were not yet bidirectional, and in 

fact consisted of two top to tail DC/DCs in parallel, one for the discharge phase and the second for the 

charge phase. As in the latter case the converter is controlled in a selfish way to regulate the battery side 

variables, another system is required to perform voltage regulation, i.e. operate in generous mode. In 

most cases, the S3R is used to performs it. 

This requires the MEA – analogous – signal to be reliably distributed to all power regulators in order to 

keep high dynamic performances for the bus voltage regulation loop. Thus in order to avoid to make the 

satellite’s harness more complex, this has logically lead to the centralization of all units in the PCDU. 

This strategy shows that only one power module is operating in “generous” mode at the time. Even if 

the transitions between the three operating modes presented in Figure 2.25 are automatic and lead to 

negligible transients to the main bus voltage as explained in [70], other solutions of control exist in order 

to limit the number of transition to deal with. Indeed, mode transition brings discontinuities to the system 

and are often critical phases of the operation. 

From the strategy detailed above, it can be deduced that the S3R and the BCDR have to embed 

processing capacities in order to determine the appropriate response to give to a given level of the MEA 

signal and thus generate the corresponding control signal – switch gates PWM signals for example – to 

get along with the developed strategy.  
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Figure 2.25 – Typical fully regulated three-domain control diagram: Battery Discharge Regulation 

(BDR), Battery Charge Regulation (BCR) and S3R modes [69]. 

Although the processing capacities in question is generally limited to simple analog OpAmp-based and 

signal modulation circuits, this shows that more local control, at the individual unit level, is possible. 

This is usually the case for terrestrial systems, which are often far apart. Indeed, in this case, it is not 

adequate to distribute analog signals to all units. 

b) Current & voltage cascaded inner loops 

In the vast majority of terrestrial applications, control is performed digitally. The ease of implementation 

that this brings, together with the choice of using local measurements – avoiding the need to share signals 

between modules – makes it possible to achieve great flexibility and therefore to implement the most 

comprehensive control laws possible. 

Thus, in order to take into account the operating limits at the level of each module, either depending on 

the performance of the conditioning units, or that of their attached terminals – such as batteries or solar 

panels – two cascaded control loops are generally implemented, as illustrated in the figure below. 

 

Figure 2.26 – Inner current and voltage regulation loops [71]. 
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The bus voltage loop is then combined with a current control loop, which generally operates a decade 

faster, so that they can be implemented in cascade, as illustrated by inset c above. In this case, the 

reference signal generated by the voltage loop is homogeneous with the current used as feedback and 

the variable to be controlled by the current loop [72]. By simply adding saturation to this reference 

current, a current limitation can be implemented in the controlled system – a converter in the above case, 

taking a duty cycle 𝐷 as the control signal. 

Other methods such as robust control approaches based on Linear Parameter Varying (LPV) systems 

modeling can also be used to implement the DC voltage regulation, like in [73]. In [74], this method is 

used to implement a fully decentralized voltage control ensuring the robust stability and optimal 

performance of an islanded DC microgrid under different sources of uncertainties. One other advantage 

of this method is its ability to optimally control nonlinear systems such as DC electrical power systems 

by allowing the definition of equivalent polytopic-LPV models on which robust control can be applied. 

The design and analysis of these so-called "inner" loops are fundamental, and are the subject of a large 

number of studies on DCMGs [32], [71], [75]. However, basing these regulations on local 

measurements, particularly for voltage, means having to manage the sharing of currents between 

modules. This challenge must be dissociated from internal current regulation – which only takes into 

account the module's own current – since it must not override the bus voltage regulation capability of 

modules operating in this mode. 

2. 2. 1. 2  Current sharing management 

The challenge of current sharing arises precisely when several modules regulating the same voltage are 

connected in parallel. The phenomenon can be summed up as a problem of current sharing between 

equivalent Thévenin sources, as shown in the example below. 

 

Figure 2.27 – Current sharing introductive example with two parallel Thévenin sources feeding a load. 

Let’s consider two bus voltage-regulating converters, modelled as ideal voltage sources 𝑉1 and 𝑉2 in the 

figure above, feeding a load through a distribution network characterized by two resistances 𝑅1 and 𝑅2. 

If the same reference voltage is applied to the two converters, that is to say that 𝑉1 = 𝑉2 = 𝑉𝑅𝐸𝐹 the 

current sharing between the two converter is defined by the two line impedances as expressed below: 

 𝐼1 =
𝑅2

𝑅1
 𝐼2 2.30 

In a purely centralized architecture, as is the case in space applications within the PCU or PCDU, this 

constraint is often considered negligible and therefore goes unaddressed. Indeed, based on the fact that 
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industrially manufactured boards are used – with very good repeatability between boards and very close 

performance from one to another – and that all secondary sides – outputs – are connected as close as 

possible most of the time, the sharing of currents between converter cells is considered to be naturally 

balanced since 𝑅1 ≈  𝑅2. In the field of power supply manufacturer, this way of – not – dealing the CS 

problem is known as « brute-force » CS [76]. Moreover, in centralized architectures, all the primary 

sides – inputs – are interconnected too, which means that any current imbalance between two modules 

cannot translate into an imbalance in different battery modules and therefore in their respective SOCs. 

On the other hand, in a distributed architecture, where each element is not connected to exactly the same 

point on the network, and therefore where 𝑅1 ≠ 𝑅2, a current imbalance appears. Moreover, in this case, 

the various modules are generally connected to different batteries, which leads to a progressive 

divergence of SOCs and generally makes it impossible to control these current shares which can cause 

some sever issues [77]. 

In addition to the line impedances, other phenomenon can induce an unbalance in the CS, such as 

inaccurate voltage reference values or measurements uncertainties [78]. 

In a first approach, individual converters should share the load current equally and stably [79] and none 

of the modules should sink current from the others [80]. It can also be desirable to control the current 

contribution of every module to implement optimized control at a system level – aim of secondary and 

tertiary controls. Indeed, the different power supplies may not have the same capacities and 

considerations have to be made to ensure a proportional current sharing. 

A variety of methods exists with different complexity and performances and can be classified in two 

categories: active current sharing and passive current sharing methods [77], [79]. 

a) Active current sharing methods 

Active CS methods are based on the presence of a specific loop in addition to the conventional inner 

voltage and current loops which uses an active circuitry to measure and compare the different modules 

output current [77]. A feedback signal is then distributed to all parallel units in order, most of the time, 

to adjust the output voltage of the different units in order to balance the CS. Indeed, based on the example 

studied in introduction, if 𝑉1 and 𝑉2 are different to each other, it can be deduced that the CS is given by 

the following expression: 

 𝐼1 =
1

𝑅1

(𝑉1 − 𝑉2) +
𝑅2

𝑅1
 𝐼2 2.31 

Thus, the difference between all active CS methods mainly corresponds to the choice of the feedback 

variable shared to all modules and used in each of them to compute the appropriate 𝑉1 and 𝑉2 values 

[79]. 

One common solution is the average current-programming. It consists in determining the average load 

current by gathering all converters individual current and in using it as the current reference. A weight 

function is used to moderate the proportion of the current rating of each converter [79], [81]. It allows 

accurate current sharing and load regulation. Depending on the communication link used to share the 

average current information, a fast dynamic response and a good flexibility can be reached with the 

possibility to add new units without reconfiguration required – “plug and play” feature. 
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A second well known active CS is the Master-slave method [79]. It corresponds to a configuration where 

there is one Master module, responsible of the bus voltage regulation, and the other modules are its 

slaves, operating in current regulation mode. The principle is that the current reference in output of the 

voltage control loop of the master module is shared to the slaves which use it as their own current 

reference. In general, as the master is the only module to operate in voltage mode, it is the first to detect 

load variations. This principle can be implemented in various way but in the most common one, the 

module which has the highest current automatically becomes the master by a system of diodes on a 

sharing bus. Thus, instead of determining the average current of all modules, the maximum current 

serves as reference which is simpler to implement. Other implementations are possible where the master 

module is determined and fixed and where the current reference is shared by a variety of communication 

technics such as radio-frequency transmission or CAN bus [82]. 

The common drawbacks of these active methods is the need of high speed communication lines to share 

the current reference to all converters. Indeed, in active CS methods, a too low-bandwidth 

communication link may cause instability issues due to its lags which moderates their good dynamic 

performances [82], [83]. Thus, the use of analogue communications is still widely common nowadays.  

In view of the elements discussed in the previous section, this makes them particularly suitable for 

centralized architectures. On the other hand, in the case of distributed architectures, the choice of relying 

solely on local measurements for bus voltage regulation has been made so as not to depend on 

communication lines. Thus, the same consideration is generally applied to CS methods, making active 

methods less widespread. 

b) Passive current sharing  

Passive current sharing methods, also called droop control methods, are based on the principle of relying 

solely on local measurements [80]. They generally consist in adding a virtual resistor in series with the 

module to intentionally give it a Thévenin source behavior and use the phenomenon presented in Figure 

2.27 to control the CS by acting exactly in the same manner than the line impedances. 

In practical, it can be implemented by merely adding a gain in an extra outer loop to modulate the voltage 

reference as shown below. 

 

 

 

Figure 2.28 – Droop control with virtual impedance [63]. 
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In a first approach, considering the inner loops as ideal and the programmable output impedance as a 

constant value noted 𝑅𝐷, the large-signal characteristic curve presented in Figure 2.29 are obtained based 

on the following expression: 

 
𝑉𝑂𝑈𝑇𝑖

= 𝑉𝑅𝐸𝐹𝑖 − 𝑅𝐷𝑖 ∙ 𝐼𝑂𝑈𝑇𝑖
 

 
2.32 

In the frame of DC systems, the output impedance is in the great majority of the time implemented as a 

mere gain which explains that it can also be called virtual resistance as in [27] or droop resistor / droop 

coefficient such as in [84]. 

Considering three units with the same parameters, and provided that the line resistances are negligible 

compared to the droop resistances, current sharing naturally balances out. In practice, if one of the 

modules supplies more current, the voltage at its output decreases, which is detected by the other 

modules which, through the action of their voltage loop, automatically inject more current until a balance 

is found [85] [86]. 

 

Figure 2.29 – Droop control large-signal characteristic curve. 

It also comes that by varying the different values of 𝑉𝑅𝐸𝐹 and 𝑅𝐷, the current sharing is changed in 

consequence as it is shown in Figure 2.30. 

First considering an identical voltage reference for every module and different values of droop 

resistances, the one with the highest 𝑅𝐷 value will supply less current than the others as shown in inset 

a. The induced CS difference can then be expressed as a proportional relation and constant ratios 

between the currents as expressed below: 

 𝐼𝑂𝑈𝑇1
: 𝐼𝑂𝑈𝑇2

: 𝐼𝑂𝑈𝑇3
=

1

𝑅𝐷1

:
1

𝑅𝐷2

:
1

𝑅𝐷3

 2.33 

Base on this behavior, an adaptation of the different 𝑅𝐷 of the system is thus proposed in [87] in order 

to balance the different battery contributions consistently with their respective capacities. 

It can also be deduced from the equation above that the CS stays unchanged if all droop resistors are 

shifted up or down by the same value. The only impact is on the voltage drop induced for a given load 

and the validity of the hypothesis previously done on the neglectability of the actual line impedances 

𝑉

𝑉𝐵𝑈𝑆

𝐼𝑂𝑈𝑇𝑖

𝑉𝑅𝐸𝐹𝑖
𝑉𝑂𝑈𝑇 𝑖

= 𝑉𝑅𝐸𝐹 𝑖
− 𝑅𝐷𝑖

 𝐼𝑂𝑈𝑇 𝑖
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with regard to the droop resistance. Thus, the selection of droop resistors corresponds to a tradeoff 

between the maximum acceptable voltage and the required CS accuracy. 

Considering now an equal serial resistor for every module and different voltage references, the one with 

the highest voltage reference will supply more current as shown in inset b below. However, in this case, 

the induced CS difference is constant in function of the load and can be expressed as in the following 

equations: 

 𝐼𝑂𝑈𝑇1
−

𝑉𝑅𝐸𝐹1
𝑅𝐷

= 𝐼𝑂𝑈𝑇2
−

𝑉𝑅𝐸𝐹2

𝑅𝐷
= 𝐼𝑂𝑈𝑇3

−
𝑉𝑅𝐸𝐹3

𝑅𝐷
 2.34 

In the same way than for the droop resistors, it can be observed that the CS stays unchanged if all 

reference values are shifted up or down by the same value. This property can be useful in order to 

compensate the voltage drop induced by the droop control without changing the droop resistors in order 

to keep the appropriate current sharing during transients at load steps, as proposed in [88], [89], [90], 

[91]. 

 

Figure 2.30 – Droop control characteristics with different droop resistors (a) and different voltage 

references (b). 

In addition to its strong establishment in DC microgrid applications thanks to its ability to operate 

without any communication lines, droop control is also used in small scale systems, like in multicellular 

converters, to avoid central controller and increase their scalability [92].  

However, these benefits have to be balanced by the reduced accuracy and dynamic response in 

comparison to active methods and bus voltage deviation – voltage drop caused by high load’s current 

[88]. Two main phenomena can impact the accuracy which are the serial line impedances of the different 

converters – which have to be added to the droop virtual resistors value to precisely calculate the actual 

current sharing balance – and disturbances and inequalities on feedback measurements or voltage 

reference signal generation. 

Even though, enhanced droop controls have been proposed to reduce these drawbacks. For example, a 

dynamic droop control is proposed in [65] in order to enhance the conventional droop control dynamic 

response. However, most of these proposed methods to improve the overall performances of 

conventional droop control are based on adaptations of the presented primary level parameters by 

secondary controllers. Some of them are thus detailed in the following subsection. 

𝑉

𝐼

𝑅𝐷2

𝐼𝑂𝑈𝑇1

𝑉𝑅𝐸𝐹

𝑅𝐷3

𝐼𝑂𝑈𝑇3 𝐼𝑂𝑈𝑇2

𝑅𝐷1

(a) (b)

𝑉

𝐼

𝑉𝑅𝐸𝐹 
𝑉𝐵𝑈𝑆

𝑉𝑅𝐸𝐹 

𝑉𝑅𝐸𝐹 

𝑉𝐵𝑈𝑆

𝐼𝑂𝑈𝑇1𝐼𝑂𝑈𝑇3 𝐼𝑂𝑈𝑇2



65 

 

2. 2. 2  Secondary control 

Secondary control handles the synchronization and the homogenization of the responses computed by 

the primary control to the whole system. It also ensures that the electrical levels into the system are 

within the required values [63]. In other words, in guaranty the good power quality and balance in the 

system.  

In order to manage the power balance of the system, the different parameters of the primary control – 

reference signals as well as control parameters such as the droop coefficient – are used as output signals. 

To do so, even though a wide number of methods exists, adaptive control and cascaded control loops 

are most of the time implemented [26], [93], [94], [95]. This explains that in terms of dynamic, the 

characteristic time of the secondary control is generally one order of magnitude slower than for primary 

control. As a result, the use of communication lines is less critical since the delay it could induce would 

at worst only impact the general performance of the system but could not call into question its stability. 

In the present study context, three main functions can be identified as secondary control components. In 

the following, each of them is presented and a quick review is performed on the available control 

strategies presented in the literature. 

2. 2. 2. 1  Power sharing accuracy 

First, in the case of the use of droop control as primary current sharing method – equivalent to power 

sharing between the different modules when considering a constant voltage – it is possible to use the 

droop control properties in order to enhance its accuracy in steady state.  

Concerning inaccuracies induced by serial line impedances, two possible approaches can be adopted. 

The first one consists in adapting each droop coefficients to take into account these intrinsic – and static 

– disturbances. Thus, in [87], [93], adaptive droop controls are successfully implemented on the droop 

coefficients in order to enhance its accuracy. The second approach to limit the impacts of the line 

impedances is the increase of the droop coefficients in order to makes the line impedances negligible. 

However, in this case, the voltage deviation induced by the droop control is increased. As an element of 

solution to this issue, non-linear droop control is proposed in [96] to limit the voltage drop in light load 

condition and optimize the CS accuracy for heavy load conditions.  

Nevertheless, in any case, a particular attention has to be given to the impact of these methods with 

regard to power quality in the system. 

2. 2. 2. 2  Power quality 

In the frame of DCMGs, power quality generally refers to the voltage regulation quality. Although this 

includes a large number of elements such as the management of current harmonics, inrushes and 

grounding constraints, as detailed in [97], [98], only the aspects of load regulation and, more generally, 

the accuracy of the bus voltage level are studied in the present study. Indeed, most of the above-

mentioned elements are the subject of numerous measures specific to the space domain, which could 

not all be detailed here. On the other hand, it has been observed that most of the methods used to realize 

the CS induce variations in the regulated voltage level. 

In the case where the power bus serves as an intermediate bus to supply multiple distributed Point-Of-

Load (POL) converters, the voltage deviation is less of an issue [99]. However, considering the ECSS 
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specifications for regulated power buses given in [100], the voltage should not be vary of more than 

±0.5% at the main regulation point. 

In the frame of droop controlled microgrid a very common method to tackle the power quality issue is 

the voltage restoration method as presented in [71], [101]. The most conventional method to implement 

the voltage restoration is the adding of a second external voltage loop, at lower dynamic than the inner 

loop such as in [88]. This enables to reach very good voltage regulation accuracy and by taking into 

consideration the voltage level directly at load’s input, the voltage drops induced by distribution lines 

can even be compensated. In order to also limit the transient voltage drop and rise at load variations, 

voltage restoration is implemented in [90] in combination of the non-linear droop control presented 

previously. Based on the same principle, an adaptive control is presented in [102] to compensate the 

voltage deviation in increasing the voltage reference in high loads conditions. In the context of space 

system, voltage restoration is proposed in [91] as a solution for manned lunar base microgrid.  

As part of the power architecture chosen for this study, it should also be noted that the bus voltage also 

applies to the solar panel sections. Thus, a variation in bus voltage has an impact on the operating point 

of the panels. This is the principle used by the popular Maximum Power Point Tracker (MPPT) method 

[103]. However, in this case, fine control of the bus voltage no longer follows power quality constraints, 

but rather corresponds to power generation management. 

2. 2. 2. 3  Power Production management 

The last aspect to guarantee the global power balance is the management of the power production, that 

is to say, in the frame of a satellite’s EPS, the control of the power injection and production from the 

solar generators.  

The EPS of a satellite is equivalent to an islanded microgrid, so its objectives are slightly different from 

what can be done in grid connected microgrids. In these lasts, PV panels are generally operated at their 

Maximum Power Point (MPP) to supply as much power as they can, to make the most with renewable 

power sources, the general power balance and grid regulation being performed by other controllable 

terminals as detailed in [104]. The MPPT is indeed a well-known solution used in the operation of solar 

arrays to reach the operating point where the power production is maximized [105], [106], [107], [108].  

Even though the objective is most of the time not to reach the MPP in space systems, the same principle 

can be used to modulate the power production of the solar generators by adapting their polarizing 

voltage. [68] and [69] present a method, directly derived from the conventional MPPT, called Limited 

Power Point Tracker (LPPT). Its aim is to regulate the output power of solar generators to a defined 

value by the same approach than for MPPT. In order to be able to perform this while limiting the voltage 

variations it induces, an operation on the voltage source zone of the PV characteristic is preferred. 

If the system’s specifications on the primary bus performances allow such variations, it is possible to 

perform it by adaptations on the voltage set point and thus use DETs as conditioning units. However, 

the access to the appropriate operating point is highly dependent on the PV sections configuration and 

environmental conditions which may vary a lot during operation. Thus, in the large majority of the 

applications, MPPT or LPPT are achieved by the use of DC/DC converters such as in [32] and [58]. 

For solar generators conditioned with DET units, the most common control consists in operating at a 

constant voltage at the left of the MPP – where PV behaves as constant current sources – in order to 

manage the power injected to the system by connecting and disconnecting the different sections, as 
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introduced earlier and detailed in [108]. A typical regulation loop can thus be implemented using the 

number of PV sections to connect as control signal and the required power as reference signal.  

In any of these power production management strategies, the choice of the process variable – and thus 

the definition of the reference signal – is an important concern and depends on the primary objective of 

the function. An intuitive choice is to perform this regulation based on the loads total power demand. 

However, this requires to precisely know the actual power demand which can vary in large ranges 

depending on the application and requires to have the observability on all these data. In addition, this 

requires to integrate to this power needs inventory the power required to charge the batteries, which are 

then considered as loads from a PV panel point of view.  

However, in an islanded system, the main objective of solar generators could be redefined as simply 

recharge the energy storage systems. Choosing the total battery charging power as feedback value thus 

allows to reduce the number of communication to share the required data between the different modules. 

Furthermore, doing so allows to consider the other loads power consumption as disturbances if a proper 

regulation, including an integral component, is implemented.  

Finally, in this last solution, the choice of the power setpoint is much more convenient to determine 

since it based on the charging requirements of the different batteries composing the systems. As this 

corresponds to energy considerations, the definition of this value thus falls to the tertiary control 

2. 2. 3  Tertiary control 

The tertiary control level corresponds to the last control level considered in the present study and aims 

to manage slow evolutions to optimize the global efficiency of the system and long term energy balance. 

This is why it is also sometimes referred as supervisory control in some works such as in [111]. Like for 

the secondary level, it is achieved by adapting lower level control loop parameters such as control loop 

references, saturation limits, or even controller coefficients such as the virtual resistor of the droop 

control for example. 

2. 2. 3. 1  Battery management 

In the frame of the present study, the energy management is the ultimate control function required to 

allow a sustainable operation of the system in the time and in order to pass the eclipse cycles 

autonomously. Based on this and considering li-ion batteries as unique energy storage systems type, the 

state-of-the-art charging method is defined as a Constant Current, Constant Voltage (CCCV) sequence 

performed by an outer battery voltage loop implementing a saturation on the battery current [50], [112]. 

The constant current phase allows to charge the battery at its fastest rate up to approximately 95% of 

SOC. The actual value in fact corresponds to the value for which the electromotive force of the battery 

plus the voltage across its equivalent internal resistor equals the maximum allowed voltage, also called 

End Of Charge voltage and noted 𝑉𝐸𝑂𝐶.  

 𝐸𝑏𝑎𝑡 + 𝐼𝑐ℎ𝑎𝑟𝑔𝑒 ∙ 𝑅𝑏𝑎𝑡 = 𝑉𝐸𝑂𝐶 2.35 

The constant voltage phase – also called taper-current phase – is performed at 𝑉𝐸𝑂𝐶 and allows to 

complete the charge of the battery by letting the current naturally tend towards 0 as full load approaches 

and thus avoiding any risk of overcharging the battery. The choice of the 𝐼𝑐ℎ𝑎𝑟𝑔𝑒 and 𝑉𝐸𝑂𝐶 is mainly 

driven by their impact on the battery lifespan as explained in [113].  
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A battery C-rate is defined as the average current at which it is charged or discharge, expressed as a 

fraction or a multiple of its nominal capacity, noted C. Applying high C-rates induces capacity losses, 

especially during the charging phase [114]. Most of the time these losses are temporary and the capacity 

can be recovered if the rate is lowered but systematically applying high C-rates can induce long term 

effects and reduce the efficiency of the cells as presented in Figure 2.31. 

Based on this, the manufacturers determine typical charge and discharge C-rates to optimize the balance 

between the electrical performances of the batteries and the evolution of their capacity in the time. 

𝐼𝑐ℎ𝑎𝑟𝑔𝑒 = 𝐶 2⁄  is generally applied for the charging phase. 

On the other hand, as detailed in [115], the more the battery is used at a high average SOC, the faster 

the capacity of the battery decreases. However, limiting the usage of a battery to the a SOC of 50% for 

example amounts to store half as much energy and thus induces to oversize the battery for the same 

usage. A tradeoff between these two constraints has to be performed and in practical, it is avoided to 

cycle the battery above 90% of SOC – and sometimes even 80% depending of the cells performances.  

 

Figure 2.31 – Typical discharge curves at different C-rates [116]. 

Based on this and depending on the cells characteristics, the corresponding 𝑉𝐸𝑂𝐶 is determined. 

2. 2. 3. 2  Operating mode management 

Finally, in the case of a system composed of PVs, batteries and a set of loads, and based on the 

aforementioned secondary and primary controls, the main modes can be defined as following: 

 Mode 1 - Normal operating mode: PVs generate enough, or almost enough, power to cover the 

total power consumption of the system and depending on the power balance, batteries are 

charged or discharged to absorb or supply the power difference between the production and the 

consumption. 

 Mode 2 - Battery charging mode: The SOC of a battery (or more) drops below a defined low 

threshold and, provided that power production allows it, the battery in question begins a 

regulated charge cycle. 

 Mode 3 - Full SOC mode: All batteries are fully charged and the total power production is 

modulated to inject on the power bus the same amount of power consumed by the set of loads. 
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These system-level operating modes can slightly vary in the different papers, the principle staying the 

same. A “Load shedding” can indeed be introduced in the case of an absence of power primary and 

secondary production. The idea is, in this particular case, to shut down the less important loads to 

decrease as far as possible the power consumption. The most used method to represent this mode 

switching is the use of State-machines [117]. By using such a method, clear relationship between the 

operation modes and the power balanced conditions is established. 

The implementation can be achieved by several ways. The first of them is the use of a mode-adaptive 

droop control to control subsystems [117]. It is based on the concept that if the droop control enables 

the different modules of the same type to achieve current sharing between each other, by defining voltage 

mode interval corresponding to operation modes, it is possible for the modules to determine in which 

mode it has to operate [68]. 

 
Figure 2.32 – Mode-adaptive droop control curves for PVs (a) and batteries (b) 

The mode switching supervision can also be handled by a central controller which gathers feedbacks 

from all modules and choose the best configuration to operate [104].  

The total power equation which is easily calculated, is the control law of the power flow management 

and, thanks to a predefined priority order between distributed generators type, the algorithm assigns 

power references, droop VR and operating modes to every module [118]. A centralized supervisor even 

allows to segregate the sections of every solar wings and to be able to identify every one of them 

specifically, knowing for example its location relatively to other units. Optimization problem 

formulation is then simplified since the global knowledge of the configuration allows to define a cost 

function to minimize the energy cost of the system [119] [120]. 

In this case, fuzzy logic supervisor is well adapted and can be used. The difficulty to predict some 

external or internal events such as load variations or PV power decrease due to a maneuver, makes the 

use of fuzzy logic interesting for smooth mode switching [121]. 

In the same way than in this example, an important number of researches uses the tertiary control to 

optimize the global operation of power systems with regards to fluctuating contexts. In [122] an 

electrical vehicle charging station powered by PV sources is thus studied and an energy cost 

optimization problem is formulated, using a mixed-integer linear programming. This allows to take into 

account the intermittent arrival and departure of vehicles, real-time adaptation of the power management 

based on meteorological predictions as well as the physical limitations of the system. The same approach 



70 

 

is used in [123], [124], [125], [126] to optimize load shedding, reduce the dependence on the grid – for 

grid connected systems – or enhance the DC power supply on islanded systems. 

Even if these methods would not be fully replicable for space applications since both solar power 

production and loads power consumption are much more deterministic and constant and since the energy 

cost fluctuation is for example not a constraint for islanded systems, the method could be used to 

anticipate and better manage events such as attitude control loss or components failures. 

2. 2. 4  Control architectures 

The study of the different hierarchical control levels logically introduced considerations on the way 

these controls are implemented and their dependence with regard to communication lines is often taken 

into consideration. Thus in order to conclude this part, a quick review on the existing control 

architectures is performed. Indeed, in the same manner as for power distribution architecture, various 

control architectures exist and of the physical integration of the DHS units, directly depends the choice 

of data sharing protocols and communication technologies, which are highly critical for automotive 

control since they are the links which allow to close the control loops. The access to data is thus essential 

for the units which execute the control algorithms and the way it is achieved determine the type of 

command architecture. 

2. 2. 4. 1  Centralized control 

The more widespread control architecture which also is the simplest to implement – in term of control 

methods – is the centralized control. This architecture is based on a single “omnipotent” controller – 

typically the OBC – which gathers all the measurements and transmits commands to every subsystem 

via a data bus or dedicated analogous communication lines [67].   

 

Figure 2.33 – Centralized control architecture. 

The central controller has an accurate estimation of the state of every module and, by this open access 

to every variables of the overall system and a global view on the actual configuration of it. It makes it 

easy to compute the different commands to send to the modules and this is why it is often the chosen 
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solution for simple applications. There are two main drawbacks of this solution. The first one is the fact 

that the reactivity of the system is dependent on the communication speed. The bandwidth needs to be 

wide enough to collect measurements and send commands for high speed regulation loops. This 

constitutes a significant limitation in the design of control loops. The second aspect is the vulnerability 

of the central controller and the induced lack of robustness.  

Although solutions are available like those presented in the introduction of the chapter, they are only 

palliative solutions to a lack of robustness which is inherent to the implemented system. In order to limit 

the need to implement these solutions as much as possible, which are generally costly in terms of weight, 

it is essential to take these constraints into account in the design choices of the systems. Indeed, in this 

case, if a failure happens, not only in the central controller but also in the different communication 

interfaces, the whole system is impacted and potentially becomes out of order. 

2. 2. 4. 2  Distributed control 

Distributed control is based on a series of control nodes operating independently but able to share data 

[67]. It means that every module can access to every data of from every module as shown in Figure 2.34. 

This allows each module to compute a partition of the global control strategy and share the results with 

other in a sort of “democratic” control system. In this sense, the execution time and the global reliability 

is thus enhanced as the C&C functions are distributed in several control units. Yet, the same weakness 

as in centralized control is observed due to the fact that the good functioning is very dependent on the 

communication lines. 

 

Figure 2.34 – Distributed control architecture. 

2. 2. 4. 3  Decentralized control 

Decentralized control is similar to distributed control in the sense that it does not have any central 

controller as presented on Figure 2.35 (b), but it differs by the fact that there are no communication lines 

between the modules to achieve their control algorithms which are thus specifically based on local 

measurements and an incomplete knowledge of the system [27]. Initially, this control architecture was 

developed to tackle the control of systems which were too large and/or too complex for being simply 

achieved by fast computers with large memories [127].  
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Figure 2.35 – Decentralised control architecture. 

The principle is then to divide the analysis, synthesis and control of the overall system into independent 

– or almost independent – sub-problems. This enables an important gain of modularity because the 

control does not rely on communications and makes the interface constraints easier to satisfy. It also 

induces limitations in global optimization because the only view on the rest of the system is what can 

be measured at the module’s terminals. In this case, every modules of the same type generally execute 

the same program. 

 The different control architectures are combined in a lot of complex systems to handle the 

different control functionalities and especially match their need of a global or local knowledge of the 

system which is the overriding criterion in the choice of the type of architecture. Indeed, these systems 

are often made as a mere assembly of several independent subsystems based on the fact that all these 

subsystems are independent. Nevertheless, it is likely to be more an assumption than a fact, and from 

this point of view, the overall systems can be seen – at least partially – as decentralized controlled 

systems, although they were not designed as such.  

It is also interesting to observe that these notions of control architectures are as valid at the satellite scale 

as at the level of a subsystem such as the EPS. This highlights its fractal structure which can also be 

found in automation when several cascaded loops are employed. For this vision to be valid, it is 

necessary to make the same assumption as before is made, i.e. that the different successive fractals can 

be considered as independent of each other, but this time not by segregating different type of 

functionality but rather by identifying different time scale which allow to consider the input parameters 

of the lower scale fractal as constants.  

The choice of input parameters is therefore crucial in the design of a system and is not unique and 

depends on the logic with which the problem is approached. Paradoxically, the more precise and detailed 

the parameters are, the easier the system is to design. This is the reason why it is easier at first to develop 

a very specific system and only then to make it evolve to a more universal version. From this point of 

view, ensuring a continuous power supply in an environment as isolated as the space environment is not 

an easy task. 

Proceeding like this, the border between primary and secondary control is identified as whether the 

algorithm is processed in local controller or in the central one [128]. Two types of control architecture 

thus coexist in the system and improves system’s reliability thanks the intrinsic controller redundancy 

it induces. However, the impact in terms of stability of all these interleaved and cascaded control loops 

has to be properly addressed. 
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2. 3  Stability analysis 

According to [68], the stability and operating capacity of a power system depends on the capacity that 

the different conditioning modules have to regulate the power flow in the system. As a consequence, in 

the case of a DC system, this power balance stability can be assessed by studying the overall system’s 

bus voltage stability. Indeed, an excess of power injected to the primary power bus induces the charge 

of the equivalent bus capacitor – composed of the parallel association of all converters bus side filtering 

capacitors – and thus the rise of the power bus voltage. Reversely, a deficit of power injection will 

induce a drop of the primary power bus voltage. 

However, the notion of stability also induces to take into consideration the dynamic of the different 

phenomena impacting this balance. In this respect, fastest phenomena are often considered as the most 

impacting in terms of stability. This is why only the closed loop system composed of the primary control 

loops are most of the time taken into considerations in studying the stability [87], [129]. In order to 

assure that the system is still stable while secondary and tertiary control are implemented, variations on 

reference signals and parameters can then be considered at primary level such as in [130]. To do so, a 

large number of stability analyzing methods and criteria can be used. 

All of these methods and criteria are based on the general stability criteria of a linear time-invariant 

(LTI) dynamical systems which states that a closed loop system is asymptotically stable if its transfer 

function does not have any positive real part poles. In the case of state space representation, the same 

condition applies to the eigenvalues of the state matrix 𝐴. However, even if the system would be stable 

if this condition is fulfilled, its performances would not be identical depending on the real and imaginary 

parts values of the roots of the system. 

The classical Gain Margin and Phase Margin (GMPM) criterion is the most rigorous and complete 

approach to assess a system’s stability, not only in the frame of EPS. It allows to identify precisely the 

range of validity of the stability criterion as well as study the related time-domain performances of the 

system [96]. This method has been used for long in the frame of academic studies on DCDC converters 

such as in [19] and [87]. In the frame of space systems, it is used in [132] in order to design a S3R for 

high-power applications. However, the GMPM’s results validity are highly dependent on the system 

model accuracy and this last is most of the time obtained through successive simplifications. In order to 

reach a wider validity range and to guarantee the desired performances, the whole system should be 

considered, which makes the analysis more complex. 

Based on this assessment, it is usual that the system’s controllers are designed considering a nominal or 

worst case operating point, with the desired performances and that only then, the stability is assessed on 

the whole range of operation. To do so, some simpler criteria can be identified by derivation of the 

general stability criterion. 

In the frame of EPS, the Middlebrook criterion is one of the most common. It states that in a system 

composed of a single source and a load, the stability is guaranteed if the source’s output impedance |Zo| 

is always – much – lower than the load’s impedance |Zi | as presented in [133]: 

 |Zo|  ≪  |Zi | 2.36 

The criterion is also known as the impedance criteria [134]. As explained in [128], this criterion is 

derived from the Nyquist stability criterion with the aim to provide a simple and conservative criterion 
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to apply for power converter systems design. In addition to terrestrial applications, it has been widely 

used for space systems, including for the ISS stability analysis as detailed in [21]. 

However, the Middlebrook criterion only apply to very simple systems and does not allow to study the 

stability across a whole complex system [135]. In addition, considering complex impedances, the 

condition may be too conservative and can be released in some frequency ranges [128]. 

In this sense, the Routh-Hurwitz criterion allows a more precise assessment. It defines that a necessary 

condition for a system to be stable is that the coefficients of the characteristic polynomial should be 

positive. It also stated that a sufficient condition is that all the elements of the first column of the Routh 

array should have the same sign. It is applied in [135] to a DC network connected to the AC grid. In 

[136], the Routh-Hurwitz criterion is applied to aircrafts EPS in the frame of the development of the 

More Electrical Aircraft (MEA) project. 

All the methods presented above correspond to analytical methods based on small-signal 

approximations, which require the manipulation of the transfer functions or state representation matrix, 

and a deep understanding of the models. In the case of time evolving or non-linear system the same 

analytical approach should be repeated for each configuration which is not feasible by hand. 

In the study of nonlinear systems, the Lyapunov stability theory can be applied [134]. In [86], it is used 

to analyze the stability of a droop controlled DCMG implementing bidirectional Boost converters. A 

Lyapunov stability analysis is also performed in [137] on an AC system implementing a 𝐻∞ controller. 

However, due to its relatively complex implementation – in comparison to other methods – it is rarely 

applied in industrial projects. Indeed, for large scale applications, the ease of use and implementation 

are the main parameters which drive the choice of the stability analysis method.  

In such cases, which in fact corresponds to almost every practical system, numerical methods based on 

computing can be used. This mainly consists in defining a parametric model of the system, a range of 

variation for each parameter and numerically compute the poles and the zeros. The computing capacities 

thus allows to take into account very detailed system models and a wide range of parameter variations. 

To visualize the results two main graphical representations are used which allows to easily determine 

the system’s stability. 

The first one is the Nyquist plane. Also called W-plane, it enables to represent, in the complex plane, 

the harmonic response of the corresponding open-loop of a system for a pulsation 𝜔 varying from 0 to 

infinity, called the Nyquist plot. In this representation, the graphic interpretation of the general stability 

criteria is that the number of unstable closed-loop poles is equal to the number of unstable open-loop 

poles plus the number of encirclements of the point (−1, 0) [128]. It is used in [96] to study the stability 

of a DCMG composed of an hybrid resistive and constant power load controlled with a nonlinear droop 

characteristic. In [21], it is combined to the Middlebrook criterion in order to analyze the stability of the 

ISS JEM module EPS. Complex, high-order multi-converter systems can also be studied with this 

method such as in [138] where it is combined to the admittance matrix modelling of the system to study 

the impact of the physical location of the different converters on the system’s stability margins. 

The second common graphical representation is the Laplacian plane, called S-plane in reference of the 

Laplacian variable 𝑠. The S-plane is a complex plane with an imaginary and real axis which allows to 

simply plot the roots – poles and zeros – of a system thanks to their respective imaginary and real parts. 

When mapping poles and zeros onto the plane, poles are conventionally denoted by an "x" and zeros by 

an "o". The position on the complex plane also gives information on the system performances thanks to 

the argument to the origin and the angle from the positive, real axis around the plane of the dominant 
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roots. In this plane, the graphic interpretation of the general stability criteria is trivial: when plotting the 

poles of the system, for it to be stable, all of them have to be in the left half plane, corresponding to the 

negative real parts. 

A practical property on this plane is the possibility to observe the changes of the root locations with 

regard to a given parameter variation. For a given system, the lines on which the roots move for a given 

parameter variation are called the root locus. It is widely used in order to study the stability sensitivity 

to some changes, either at modelling level, due to non-linearity for example, or at parameter level. This 

is particularly useful when adaptive controls are used such as in [87], [96] or at design phase in the 

determination of components values such as in [139]. 

However, even if these graphic methods allow to address merely more complex systems, it can be 

difficult to interpret their outcomes practically. In order to do so, their combination with large signal 

analysis can be performed. Indeed, thanks to the computing capacities of numerical solvers, it is easy to 

determine the reaction of a system in any configuration in which it might be. Thus, in [140], [141], 

[142], the stability of a typical spacecraft’s EPS is assessed thanks to phase plane trajectories 

representation, as defined in [143]. In addition to sometimes allowing to understand the origin of 

stability boundaries determined analytically, it also allows to determine if the different equilibrium 

points of the system are reachable in function of the defined initial state. 

The combination of several methods is an interesting principle for a systemic approach in terms of 

stability analysis. It allows to evaluate it with regards to different phenomenon and dynamics. However, 

the increasing complexity of the systems studied often leads to simplifying the models, which generally 

results in a drop in representativeness if the justification is not precisely studied or if it is not valid over 

the entire operating range taken. into account. 

The most common example of this is the global trend to always simplify all systems to unitary systems, 

composed of a single equivalent converter and a single equivalent load in order to be able to apply basic 

stability criteria, and systematically consider linear systems such as the Buck topology in terms of 

converters. 

This simplification of the system is most of the time justified by the fact that the consideration of CPL 

mode operation of the different converters corresponds to a worst case in term of stability. However, 

this assumption is not always true as demonstrated in [144]. 

Thus an important challenge is to adopt a more generalized approach to study these systems in their 

most complete form. This is what is done in [65], [129] using the matrix formalism based on the 

admittance matrix representation of the distribution network. It allows to develop in [111] a detailed 

analytical stability analysis of DC systems and opens new perspectives in the way these systems are 

studied.  

2. 4  Conclusion 

In this chapter, the state of the art of the different aspects studied in the following were presented which 

enable to identify gaps in the literature.  

First, the study of the electrical power components used in classical satellite’s EPS allowed to realize 

that with the exception of resistive loads, all of them are nonlinear which makes their formal modelling 

more complex. In most of the cases, the small signal approach is then used by linearizing the system 

around operational points to be able to study it. However, this also have the effect of focusing the global 
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attention on the simplest systems as the large number of publications on the Buck topology shows. 

Indeed, this last’s linearization is trivial which makes it more regularly studied than others. Finally, at 

this step of the development, as the components are treated as individual units, only low attention is paid 

to distribution lines which are most of the time neglected.  

In a second part the hierarchical control structure was introduced and allowed to detail the different 

components composing the full system’s control. This showed the relation which could be made 

between the different way of implementing control features: secondary and tertiary controls are usually 

implemented in a centralized way since they require a more systemic point of view, based on data 

coming from all over the system, while the primary control is preferred decentralized in local units based 

on local measurements to guarantee good dynamic performances with no dependence on communication 

lines. This structuration of the control features allows to treat each unit composing the system 

independently and thus enhance the overall modularity at least at primary level. However, and as the 

short term stability of the system indeed mainly relies on the primary control functions, this observation 

is often used to justify the simplification of the system in order to study its stability. 

Indeed, in the review of the existing stability analysis methods and criteria performed in the last part, it 

was demonstrated that in most of the cases, the stability analysis performed on EPS relies in the 

application of a criteria designed for unitary systems. This observation explains the need of 

simplification of the system which pushes to consider all converters separately. Nevertheless, this 

“need” is more dictated by the lack of an appropriate formalism to simply model multi converter systems 

than a real requirement imposed by such system’s physical properties. 

Questioning the neglect of line impedances in this context goes a long way towards feeling this gap. 

One of the aims of the next chapter is thus to demonstrate how taking the line impedances into account 

enables us to simply set up a formal representation of a system that also allows us to study its stability 

and performance in a more complete and rigorous way. As such, it will show how these hitherto 

neglected elements due to their low impact on systems performances, become of prime importance in 

terms of systems modeling. In addition to this, the main hypothesis, conventions as well as design 

choices will also be detailed. 
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 The purpose of this chapter is to set up the tools and main hypothesis necessary for the 

developments presented throughout the rest of the thesis.  

In the first section, a reference system used to test the theoretical developments by their application to a 

realistic case is presented. Based on assumptions of LEO mission profiles, key parameters and main 

components operating ranges are defined following a similar approach to what is actually done for 

satellite’s design. The system is then simulated in a unitary way, with only one module of each type like 

in conventional applications, in order to define a benchmark on which the results obtained with the 

proposed control can be compared. 

In the second section, the global strategy proposed for designing the system’s control is presented. Based 

on the elements presented in the state of the art, a particular emphasis is done on the chosen current 

sharing method and the control functions allocation strategy with regard to their hierarchical level and 

degree of dependence to communication links. This allows to present the general guiding principles 

which have been followed all along the project. 

The two last parts introduce some key methods and preliminary developments used to tackle the two 

main challenges of studying distributed power systems. Thus, the hypothesis used in the present work 

to handle nonlinearities is first presented and justified. A specific focus is done on the nonlinear 

components which are directly connected to the primary power bus: the electrical power converters and 

the loads. Finally, a method to generalize and formalize the representation of the overall system is 

introduced. Its aim is to present a solution to accurately and simply represent the system in its entirety, 

including all control functions, in order to avoid excessive simplifications to study its stability and 

performances. 

3. 1  Reference system 

The reference system introduced in this first section aims to provide a realistic case to apply the 

theoretical results obtained and quantitatively evaluate the performances in comparison to conventional 

system. The definition of a reference model basically amounts to the same exercise than the EPS 

preliminary sizing achieved in the phase A or B of a mission lifetime cycle – early development phases. 

It consists in choosing and sizing the different power terminals, namely the production and energy 

storage devices, needed to achieve the mission.  

It has to be noted that the sizing of the EPS has an important impact on its performances as presented in 

[145] for terrestrial applications. However, up to now, the reliability requirements applied for space 

applications have been met by taking into account the worst cases in terms of systems operating 

conditions and applying important margins at the sizing phase of the EPS. This has led to a general 

oversizing of the different elements which is even more important considering the NRB architecture for 

which the mismatch of components actual operating point with regards to their optimal operating point 

is significant. The proposed architecture could thus allow to redefine the sizing process of the EPS to 

implement optimal sizing by enhancing the interdependence of the different terminals. Several works 

have been undertaken in this sense such as in [146], in which a statistical approach is implemented to 

design the EPS. Nevertheless, these sizing aspects are not covered by the present thesis since it focuses 

on the control aspects of the EPS. 

Thus, a conventional scenario of a LEO orbit mission is chosen for the case study. At an average altitude 

of 400 kilometers which corresponds to the operating orbit of the ISS, it corresponds to the most 

common orbit for current and future missions. The orbit type has an important impact on the sizing of 
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the EPS since it defines the available Solar flux as well as the illumination and eclipse duration and 

frequency. 

The precise sizing procedure which was performed to determine the study case and justifications are 

presented in Annex A. Its main characteristics are presented in the table below. 

Table 3.1 - Use-case parameters. 

Description Symbol Values Units 

Mission profile 

Orbit duration 
 of which day 

 of which eclipse 

𝐷 
𝐷𝑑𝑎𝑦  

𝐷𝑛𝑖𝑔ℎ𝑡 

93 
62 
31 

𝑚𝑖𝑛 

Solar flux average  𝑆 1370 W.m−2 

External temperature range 𝑇 [−170 ;  125] °𝐶 

Power consumption 

Average power consumption 𝑃𝑎𝑣𝑔 110 𝑊 

Maximum power consumption 𝑃𝑚𝑎𝑥 230 𝑊 

Primary power bus  

Primary power bus voltage setpoint 𝑉𝑟𝑒𝑓 28 𝑉 

Energy storage 

Cycled energy 𝐸𝑐𝑦𝑐𝑙𝑒𝑑 60 𝑊.ℎ 

Maximum depth of discharge 𝐷 𝐷𝑚𝑎𝑥 20 % 

Battery required energy capacity 𝐸𝑟𝑒𝑞  328 𝑊.ℎ 

Power production 

Solar panels required power 𝑃𝑟𝑒𝑞 205 𝑊 

Number of PV sections 𝑁𝑠𝑒𝑐  10 - 

Sections short circuit current @28°𝐶 𝐼𝑆𝐶 0.9  𝐴 

Sections open circuit voltage @28°𝐶 𝑉𝑂𝐶 35 𝑉 

 

In accordance to the chosen mission orbit, a scenario of an Earth observation microsatellite based on a 

Myriade platform [147]. Typical power consumption profiles are often composed of a constant 

component and a variable one. The constant component corresponds to the basic power consumption 

needed by the overall system to operate properly, payload and platform combined, and also corresponds 

to the safe mode power consumption. The variable component of the power consumption is induced by 

the sub-systems whose mission requires them to respond to specific events, mostly related to the location 

of the spacecraft in its orbit. 

Based on these power consumption parameters, the operating voltage of the primary power system is 

chosen in accordance with the rules determined by the European Cooperation for Space Standardization 

and listed in [100]. 

These standards have been defined to reach the best tradeoff between the electrical performances – 

especially in terms of distribution losses – and the constraints applied on the power systems – which rise 

with the increase of the operating voltage in the space environment. This standard determines the voltage 
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levels to be respected and associates to it a determined power range in order to respect a balance between 

voltage withstand – which is particularly constraining in the space environment – and conduction losses 

as can be found on all power distribution systems. Thus, for a regulated bus voltage of 28V, the 

maximum specified power is 1500W, which is sufficient for the determined power budget.  

Taking into account the maximum eclipse duration as well as the determined power consumption during 

this phase, the cycled energy can then be determined. This energy corresponds to the minimal energy 

capacity required for the system to operate. However, in practical, margins are applied to it to size the 

storage elements in order to be able to overcome situations after faults in which the system would lose 

its Sun pointing functionality. 

Indeed, the sizing of the solar panels are highly related to the battery. The required power production is 

directly deduced from the power required to recharge the battery during illumination phases. In 

combination with the power consumption and the available solar flux, the solar panel configuration can 

thus be determined.  

Implemented in a unitary, fully centralized and conventional way, with only one PCU composed of the 

10 DETs connected to the 10 PV sections, one equivalent load and more particularly one battery with a 

single battery charge discharge regulator, as shown in Figure 3.1 below. 

 

Figure 3.1 – Conventional centralized implementation the reference use case. 

The results presented in Figure 3.2 are obtained for a 6 orbits-long simulation. 

Inset a) shows the power consumption profile obtained by the parameters characteristic given above. It 

is constructed with a random duration offset compared to the actual orbit duration in order to vary the 

consumption profiles in eclipse from one orbit to another. This explains that the DOD observed in inset 

f) is not constant all along the simulation. In this inset, it can also be observed that the battery is 

initialized at 70% of SOC. It allows to check that the solar panels are able to recharge it properly even 

if the discharge is more important than expected. Insets b) and d) show the battery voltage and current. 

On these curves, the classical constant current, constant voltage charge cycle can be observed. This is 

obtained by the DET control which connect or shunt the appropriate number of PV sections depending 

on its power production as shown in insets c) and e). 
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a)        b) 

 

c)        d) 

 

e)        f) 

Figure 3.2 – Reference system centralized implementation simulation results: loads power consumption 

(a), battery voltage (b), PV total power production (c), battery current (d), PV sections control signal (e) 

and battery SOC (f). 
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This simulation will be used in the following as a point of comparison and more generally allows to 

better understand the operation of such systems. Its main objective is indeed to give an example of 

possible application and the results obtained in the present work does not limit to it. The following 

sections in particular aim to propose the most suitable methods and justifications to homogenize and 

formalize the modeling of the proposed electrical architecture, regardless of its configuration – number 

of modules, distribution network topology, etc – as shown in the figure below. 

 

Figure 3.3 – Modular implementation of the reference use case based on a set of L loads – resistive and 

constant power loads – M sets of PV sections and respective DET modules and N battery modules 

interconnected by a distribution network implementing any possible distribution configuration – mesh 

topology chosen for a general approach. 

3. 2  Proposed control design strategy 

In order to define some general guiding principle for the development of the global control strategy for 

the proposed electrical power system architecture an important trade-off is necessary. These design 

choices have to take into consideration an important number of parameters starting with the capabilities 

the proposed electrical power architecture aims to provide. 

The study of the state of the art concerning electrical power systems control architecture introduced the 

concept of hierarchical control and shew how it is already de facto implemented in space systems. This 

way of structuring the control functions is indeed particularly well adapted to systems which have to 

combine the constraints of modularity and the need of data centralization. Indeed, in the case in space 

segments since the data must be downloaded to the ground segment to allow the spacecraft remote 

monitoring and control, a central controller is required. However, the distributed processing resources 

the proposed electrical architecture embeds to enhance its modularity, both in term of functional 

segregation and interfaces simplification, offers opportunities to reallocate a certain number of functions 

as well as introduce new ones as detailed in [148]. 
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Based on this, the principle of subsidiarity is introduced as the major rule to design and allocate the 

control functions in the different modules. Subsidiarity, most of the time applied to political systems, 

can be defined as the principle of devolving decisions and responsibilities for performing some actions 

to the lowest practical level able to do it. A corollary deduction of the strict application of the subsidiarity 

principle is that for each level of operation, the strategy inducing the lower level of modules 

interdependence and need of communication has to be defined to be compliant with the requirements of 

a modular space system in the same time. 

At primary level particularly, this assessment justifies that each converter should implement its own 

inner current and voltage regulation loops. Furthermore, it makes of the droop control the most suitable 

current sharing method since its main advantage is to rely on local resources to operate. Indeed, this 

goes along with the want to avoid any discrete analog signal distribution between modules for control 

purpose. Moreover, the implementation and working principle of the droop control is relatively simple. 

Precisely, in addition to making it more likely to be actually implemented in an industrial context, the 

definition of a system as simple as possible also limits the necessary increase of the risk of failure 

induced by a more complex system. To this regard, the high autonomy and independence of the different 

modules processing the function gives it an intrinsic redundancy and functional partitioning which 

makes the fault isolation much more simple to handle since no module is a priori essential for the rest 

to operate. Lastly, the apparent good compatibility to actual conventional systems, as it can be 

implemented as an “add-on” to inner control loops that already exist, minimizes the changes to perform 

at these level which is an important concern in the space industry in which heritage plays a predominant 

role. 

At secondary and tertiary levels which respectively handle the power and energy management and thus 

require a more global knowledge of the system, outer cascaded – and thus slower – control loops as well 

as adaptive control are favored. At this level of dynamic, which makes of the related control functions 

less critical for the system’s short term stability, and considering the targeted objective of each control 

component, communication line can be used and several practical allocations can be defined. However, 

here again, the subsidiarity principle applies. 

Finally, in the design of the all control functions, it has to be guaranteed that the system stays in its 

nominal operating range and limits of operation thus have to be precisely identified at each level. This 

is usually done by the introduction of saturations on output control signals. For most primary controls, 

the operating limitations correspond to the physical or practical limits of the components such as the 

maximum voltages or currents for power switches or the duty cycle of converters which is bounded by 

definition between 0 and 1 for examples. At secondary and tertiary levels which provide as output 

control signals the input setpoint of the primary levels, these limitations are dictated by two main aspects.  

The first one is the stability boundaries of the inner loops which have to be guaranteed and for which 

specific conditions on setpoint operating range could be defined. This aspect which comes up from 

primary control performances is studied in depth in the next chapter. However, to do so, and to limit the 

frame of the study to consistent cases, the conditions of existence of equilibrium points, which constitute 

the second limiting aspect, have to be defined, coming down from the secondary and tertiary 

perspectives. Indeed, these limits can be defined by the study of the large-signal characteristics of the 

systems as they would be from a high level point of view if all lower level control would be 

implemented. Nevertheless, these characteristics are most of the time nonlinear which makes them more 

difficult to study. 
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3. 3  Nonlinearity management 

In addition to characterize the large-signal characteristic of certain subsystems, nonlinearities are also 

present in the model of some others, despite the fact that their large-signal characteristics are linear. 

Thus, more than just changing the conditions of existence of equilibrium points, in these cases it also 

makes it impossible to apply the conventional control theory methods which only apply to linear systems 

for most of them. From this, the linearization of the systems appears as the keystone of their study. 

In the conventional way of doing, the linearization is often done once the whole system is represented. 

However, for system combining a large number of nonlinear subsystems, the mere initial nonlinear 

model determination can become complex as some modelling formalisms only rely on linear operations. 

Thus, in the present work, in order to facilitate the modelling and thus enable the study of the entire 

system, it is proposed to perform its linearization at subsystem level. The resulting bi-level system model 

especially allow to specifically define an individualized linearization strategy for each type of module. 

3. 3. 1  Power converters model homogenization 

In the frame of power converters, in order to overcome nonlinearities, the Buck converter – whose 

average model is linear when considering a constant input voltage – is often used as a standard 

application. Although it may lead to a lack of representativeness and accuracy, this is driven by the 

difficulty to have an homogenous representation, easily applicable to any kind of converter, which is an 

important need in order to apply classical analysis methods. 

Starting from this postulate, and in order to propose an adequate solution while keeping a similar 

approach toward towards comprehensive coverage of different converter topologies, the state feedback 

linearization’s implementation like in [149], [150], in the control of all converters composing the system, 

is suggested as a simplifying prerequisite to its study.  

This hypothesis, which may seem coercive, is nonetheless essential in order to justify the use of a 

homogenized model and made always more easy to implement with the generalization of high-

performance digital controls. 

In a general way, nonlinear systems can be expressed as 

 {
�̇� = 𝑓(𝑋) + 𝑔(𝑋, 𝑢)

𝑌 = ℎ(𝑋)
 3.1 

Taking the example of the Boost – as introduced in Chapter 2 – to illustrate the method, when 

considering the load as a perturbation and focusing on the state equations, it comes: 

 �̇� =

(

 
 

0 −
1 − 𝛼

𝐿

1 − 𝛼

𝐶
0

)

 
 

∙ 𝑋 +

(

 
 

1

𝐿
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∙ 𝑣𝐼𝑁 3.2 

 with  𝑋 = (
𝑖𝐿
𝑣𝐶

) 
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3. 3. 1. 1  Current loop linearization and control 

Focusing first on the inner current loop, a sub-system of degree 𝑛 = 1 can be expressed in the following 

form, considering 𝛼 as the input variable and 𝑖𝐿as output: 

 {
𝑖�̇� =

1

𝐿
(𝑣𝐼𝑁 − 𝑣𝑐) +

1

𝐿
∙ 𝑣𝑐 ∙ 𝛼

𝑦 = 𝑖𝐿                                           
 3.3 

Which is equivalent to  

 {
𝑖�̇� = 𝑓(𝑋) + 𝑔(𝑋) ∙ 𝛼

𝑦 = ℎ(𝑋)                     
 3.4 

 with 𝑓(𝑋) = (𝑣𝐼𝑁 − 𝑣𝑐) 𝐿⁄ , 𝑔(𝑋) = 𝑣𝐶 𝐿⁄  and ℎ(𝑋) = 𝑖𝐿 

The relative degree 𝒓 of the current sub-system can easily be determined thanks to Lie derivatives: 

 

𝐿𝑔ℎ(𝑋) =
𝜕ℎ(𝑋)

𝜕𝑋
∙ 𝑔(𝑋) =

𝑣𝑐
𝐿

≠ 0

𝐿𝑓ℎ(𝑋) =
𝜕ℎ(𝑋)

𝜕𝑋
∙ 𝑓(𝑋) =

𝑣𝐼𝑁 − 𝑣𝑐
𝐿

≠ 0 ∀𝑣𝐼𝑁 ≠ 𝑣𝐶

              
 
⇒  𝒓 = 1 3.5 

It is then possible to exactly linearize the inner current sub-system, the state vector staying unchanged: 

 𝛼 =
𝛿 − 𝐿𝑓

𝑟ℎ(𝑋)

𝐿𝑔𝐿𝑓
𝑟−1ℎ(𝑋)

 3.6 

 
 
⇔  𝛼 =

𝐿𝛿 + 𝑣𝑐 − 𝑣𝐼𝑁
𝑣𝐶

 3.7 

In the present case, the new control signal 𝛿 is then homogeneous to the derivative of the inductor’s 

current. It is also possible to concentrate the linearization only on the nonlinear part of the system, that 

is to say, in the case of the current sub-system, to the duty cycle to inductor’s voltage transfer function. 

In this case, it corresponds to a linearization by inversion of the average model. The result is the same, 

except for the 𝐿 parameter: 

 𝛼 =
𝛿 + 𝑣𝑐 − 𝑣𝐼𝑁

𝑣𝐶
 3.8 

Thanks to this linearization, it is possible to implement any linear control method to regulate the current. 

Taking the example of a PI controller, the current sub-system becomes as below. 

 

Figure 3.4 – Boost converter linearized inductor’s current regulation loop. 
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An interesting property of the resulting control variable 𝛿 is that it is now homogeneous to the inductor’s 

voltage. This ability to give a physical interpretation to a control signal is useful to the global 

understanding of the system but also gives the possibility to control to a certain extent this variable. This 

possibility is particularly interesting when studying the voltage subsystem. 

3. 3. 1. 2  Voltage loop linearization and control 

Let’s assume that the aforementioned inductor’s current control strategy is applied, and that the closed 

loop performances of the regulation allows to simplify the current loop by a unitary gain, the voltage 

subsystem can then be expressed as follows: 

 

{
 
 

 
 𝑣�̇� =

1

𝐶
∙
𝑣𝐼𝑁
𝑣𝐶

∙ 𝑖𝐿

𝑦 = 𝑣𝐶                 

 3.9 

 

 {
𝑖�̇� = 𝑓′(𝑋) +

1

𝐶
∙ 𝑔′(𝑋) ∙ 𝛼

𝑦 = ℎ′(𝑋)                     

 3.10 

 

with 𝑓′(𝑋) = 0, 𝑔′(𝑋) = 𝑣𝐼𝑁 (𝑣𝐶)⁄  since 𝑖𝐿   ≈ 𝑖𝐿 is the new control variable, and ℎ′(𝑋) = 𝑣𝐶 

Since the relative degree of the subsystem is 1, it is possible to determine the linearizing control variable 

𝛾: 

 𝑖𝐿   =
𝛾 − 𝐿𝑓′

𝑟 ℎ′(𝑋)

𝐿𝑔′𝐿𝑓′
𝑟−1ℎ′(𝑋)

 3.11 

 
 
⇔ 𝑖𝐿   =

𝑣𝐼𝑁
𝑣𝐶

∙ 𝛾 3.12 

Integrating this expression to the state equation: 

 𝐶𝑣�̇� = 𝛾 3.13 

Reintegrating to this equation the load’s current 𝑖𝑂𝑈𝑇, the expression becomes: 

 𝑖𝐶 + 𝑖𝐿𝑂𝐴𝐷 = 𝛾 3.14 

However, at steady state, since the capacitor’s voltage average is constant: 

 𝛾 = 𝑖𝐿𝑂𝐴𝐷 3.15 

 

Figure 3.5 – Boost converter linearized output capacitor’s voltage regulation loop. 
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Thus, 𝛾 is homogeneous to the average output current of the converter which allows to introduce a 

limitation of this variable by merely add a saturation on it, at the output of the voltage controller, 

upstream of the feedback linearization as shown in the figure above. 

This feature is mandatory for a battery charger for example in order to achieve a constant current / 

constant voltage charge cycle and considering that the method is totally adapted to bidirectional 

converters. 

The same method can be applied for any type of converter leading to the same closed loop system: 

 

Figure 3.6 – Block diagram of the homogenized DC/DC converter and local primary controls – current 

and voltage regulations. 

The main advantages of considering this equivalent system are its linearity, its independence to input or 

output voltages, its relative simplicity while keeping both current and voltage dynamics as well as a 

physical interpretation for each of its component. 

Thus, in the rest of the study, this homogenized converter representation will be considered under the 

assumption that a linearizing control by state feedback is implemented. It is important to remember that 

the objective of this thesis is not to determine the optimal control for converters in microgrids but to 

study the mechanisms and behaviors from a systemic point of view and that the application of this 

method allows to simplify the approach. It should be noted, however, that the majority of the controls 

can be implemented, making the application of the proposed approach more complex but no less 

possible. 

3. 3. 2  Loads characterization 

The loads and more especially the CPL, are one of the nonlinear subsystems of the EPS. In addition to 

this, their combination with resistive loads results in an even more nonlinear system in spite of the fact 

that the lasts are linear when considered alone.  

In the frame of the proposed electrical power architecture, since the conditioning units of the PV sections 

are controlled by DET, designed to be managed at low frequency, they are not able to regulate the 

primary power bus. From this observation, they can thus be considered as a load of the system from a 

primary control level point of view and their parameters as constants. Indeed, the notion of load is 

studied in a control theory sense in the following which has to be distinguished from its electrical 

meaning which rather refers to power sinks. 

Based on this, the EPS in open loop, that is to say without any regulating module, can be modelled as 

presented in Figure 3.7 under proper sun irradiation, as studied in [15]. This simplified model proposed 

in [17], [140], [151], was often used to describe spacecraft EPS in the past. In the present study, it is 

proposed as a representation of the systems load as seen by the regulating modules. 

1

𝐶  

+
-

�̅�𝑂𝑈𝑇

𝑖̅𝐶

𝑖̅𝐿𝑂𝐴𝐷

𝑖̅𝑂𝑈𝑇+

-

 ̅𝑣 �̅�
�̅�𝑂𝑈𝑇   

Saturat ion
0

max

𝑖̅𝑂𝑈𝑇   

𝐶𝑉  
+

-

 ̅𝑖
𝐶𝑖  

1

𝐿  

�̅�𝐿
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The particularity of this equivalent load in comparison to what is usually studied is thus that it includes 

power sources in combination of classical electrical loads where usually the power sources are 

considered as controllable. It comes from this remark that the system does not necessarily stay at rest 

when no proper regulation is performed. 

 

Figure 3.7 – Simplified equivalent circuit of the EPS loads under Sun illumination. 

The LC circuit which interfaces the PV and the CPL modules, represents the actual equivalent input 

filter of the different CPL POL switching regulators and the equivalent line impedance of the distribution 

network [140]. They determine the dynamic of the system and thus enable to analyse its stability. The 

assumption to neglect the line resistances in this representation makes of it a “worst case” in terms of 

stability since it would damp the system. 

3. 3. 2. 1  Open loop stability 

The equivalent load can be modelled using a second order system based on the characteristic differential 

equations of the bus equivalent inductor and capacitor 

 {
𝐶 ∙

𝑑𝑉𝐶𝑃𝐿
𝑑𝑡

= 𝐼𝑃𝑉 − 𝐼𝐶𝑃𝐿 = 𝐼𝑃𝑉 − 𝑔(𝑉𝐶𝑃𝐿)

𝐿 ∙
𝑑𝐼𝑃𝑉
𝑑𝑡

= 𝑉𝑃𝑉 − 𝑉𝐶𝑃𝐿 = 𝑓(𝐼𝑃𝑉) − 𝑉𝐶𝑃𝐿

 3.16 

where 𝑓(𝐼𝑃𝑉) and 𝑔(𝑉𝐶𝑃𝐿) are respectively the characteristic nonlinear functions of the solar 

array and the CPL.  

These functions also depend on two system input variables: 𝐼𝑆𝐶, the PV short circuit current and 𝑃𝐶𝑃𝐿, 

the CPL operating power consumption. Hence 

 {
𝐶 ∙

𝑑𝑉𝐶𝑃𝐿
𝑑𝑡

= 𝐹(𝑉𝐶𝑃𝐿, 𝐼𝑃𝑉 , 𝑃𝐶𝑃𝐿 , 𝐼𝑆𝐶)

𝐿 ∙
𝑑𝐼𝑃𝑉
𝑑𝑡

= 𝐺(𝑉𝐶𝑃𝐿 , 𝐼𝑃𝑉, 𝑃𝐶𝑃𝐿 , 𝐼𝑆𝐶)

 3.17 

𝐹 and 𝐺 can be approximated to first order linear functions using small signal formalism on the state 

and input variables. In open-loop operation, the input variables can be considered as constant and taking 

the first-order approximation of the Taylor series, a linearized system is obtained 

 

{
 
 

 
 𝐶 ∙

𝑑𝑣𝑐𝑝𝑙̃

𝑑𝑡
= 𝐹(𝑋0, 𝑈0) + [

𝜕𝐹

𝜕𝑉𝐶𝑃𝐿
]
𝑋0,𝑈0

. 𝑣𝑐𝑝𝑙̃ + [
𝜕𝐹

𝜕𝐼𝑃𝑉
]
𝑋0,𝑈0

. 𝑖𝑝�̃�

𝐿 ∙
𝑑𝑖𝑝�̃�

𝑑𝑡
= 𝐺(𝑋0, 𝑈0) + [

𝜕𝐺

𝜕𝑉𝐶𝑃𝐿
]
𝑋0,𝑈0

. 𝑣𝑐𝑝𝑙̃ + [
𝜕𝐺

𝜕𝐼𝑃𝑉
]
𝑋0,𝑈0

. 𝑖𝑝�̃�

 3.18 
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Considering these equations, the dynamic response of the system at each point of the state-variables 

plane 𝐼𝑃𝑉-𝑉𝐶𝑃𝐿 can be expressed as a vector given by (𝑑𝑣𝑐 �̃�/𝑑𝑡 ; 𝑑𝑖 �̃�/𝑑𝑡). Extending it to every point of 

the plane, the state-plane trajectories can be represented from the resulting vector field, and give a 

qualitative representation of the system dynamic response as shown in Figure 3.8. The same approach 

can easily be applied for a system only composed of a PV with a resistive load as depicted in Figure 3.9. 

State-plane trajectories are particularly adapted to the study of resonant systems – the LC bus model in 

this case – since it allows to observe the nature of the different equilibrium points of the system and can 

also be used to improve the system’s control laws like in [141]. In addition, the method is also 

particularly useful to identify how the different operating points can be reached – or not – by representing 

the trajectories of its state variables from any initial point of the state plane. 

The definition of an equilibrium point is that at this point 𝐹(𝑋0, 𝑈0) and 𝐺(𝑋0, 𝑈0) equal to zero. The 

coefficients multiplying the state variables correspond to the partial derivatives of f and g which can be 

identified as the tangential slopes – respectively 𝑅𝑃𝑉 and 𝑅𝐶𝑃𝐿 – of their corresponding characteristic 

curve at the neighboring of the equilibrium point. 

Figure 3.8 – State-plane trajectories in two configurations: (a) P2 is a stable node (𝐶 = 380𝜇𝐹. 𝐿 =
10𝜇𝐻). (b) P2 is unstable (𝐶 = 380𝜇𝐹. 𝐿 = 2𝑚𝐻). 

 

Figure 3.9 – State-plane trajectories for two values of resistive load: 3ohms on the left and 11ohms on 

the right. 

a) b) 

P1 

P2 

P1 

P2 

MPP MPP 

MPP MPP 
P 

P 
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If in the case of the solar panel the expression of this value is tough, the linear approximation of a CPL 

around a given voltage set point 𝑉𝑠𝑒𝑡 is straightforward: 

 𝑖�̃�𝑃𝐿 = −
𝑃𝐶𝑃𝐿

𝑉𝑠𝑒𝑡
2 �̃�𝐶𝑃𝐿 + 2

𝑃𝐶𝑃𝐿
𝑉𝑠𝑒𝑡

 3.19 

This equation can be interpreted as an equivalent electrical circuit composed of a negative resistance 

𝑅𝐶𝑃𝐿 in parallel with a constant current source 𝐼𝐶𝑃𝐿 as expressed below. 

 𝑖�̃�𝑃𝐿 =
�̃�𝐶𝑃𝐿
𝑅𝐶𝑃𝐿

+ 𝐼𝐶𝑃𝐿       𝑖𝑡ℎ    

{
 
 

 
 𝑅𝐶𝑃𝐿 = −

𝑉𝑠𝑒𝑡
2

𝑃𝐶𝑃𝐿

𝐼𝐶𝑃𝐿 =  2
𝑃𝐶𝑃𝐿
𝑉𝑠𝑒𝑡

 3.20 

Introducing these notations in the system’s state equations, the following matrix form is obtained 

 �̇̃� = (
−

1

𝐶 ∙ 𝑅𝐶𝑃𝐿

1

𝐶

−
1

𝐿

𝑅𝑃𝑉

𝐿

) ∙ �̃� 3.21 

 

with the state vector �̃� = (𝑣𝑐 �̃�  𝑖 �̃�)𝑇. The eigenvalues of the system are thus expressed as 

following. 

 𝜆1, 𝜆2 =
1

2
[(
𝑅𝑃𝑉

𝐿
−

1

𝐶𝑅𝐶𝑃𝐿
) ∓ √(

1

𝐶𝑅𝐶𝑃𝐿
−

𝑅𝑃𝑉

𝐿
)
2

−
4

𝐿𝐶
(1 −

𝑅𝑃𝑉

𝑅𝐶𝑃𝐿
)] 3.22 

 

In Figure 3.8, two equilibrium points can be identified at the intersection of the characteristic curves of 

the PV panel and the CPL: P1 at the left of the PV MPP and P2 at the right. 

1. At the left of MPP: 𝑅𝐶𝑃𝐿 < 0, 𝑅𝑃𝑉 < 0, |𝑅𝐶𝑃𝐿| < |𝑅𝑃𝑉|  

The system is unstable and P1 is a saddle since the two eigenvalues are real but of opposite 

signs. 

2. At the right: 𝑅𝐶𝑃𝐿 < 0, 𝑅𝑃𝑉 < 0, |𝑅𝐶𝑃𝐿| > |𝑅𝑃𝑉| 

The system stability and the nature of P2 depends on the value of L and C as shown in Figure 

3.8 inset a) and b): 

 if  
𝐿

𝐶
< 𝑅𝐶𝑃𝐿𝑅𝑃𝑉 the system is stable and P2 is a stable node or a focus. 

 if  
𝐿

𝐶
> 𝑅𝐶𝑃𝐿𝑅𝑃𝑉 the system is unstable and P2 is an unstable node. 

These results confirm the fact that the operating point of the open-loop system essentially depends on 

the PV open-circuit voltage – and thus on the temperature. It also shows that even without any voltage 

regulation, the system can still reach a stable operating point and thus operate in a “degraded mode” that 

is to say at a voltage level which is not regulated but which could allow to maintain a power supply to 
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the most critical sub-systems. This behavior is an interesting feature in case of anomalies during 

operation.  

Performing the same development with a resistive load, that is to say with a positive equivalent 

impedance in place of the negative CPL equivalent impedance in the developments presented above, it 

can be determined that the system is always stable at its unique equilibrium point, called P in Figure 3.9. 

From the above analysis, it can be deduced that in terms of loads, the stability of an operating point 

mainly depends on the sign of the ratio between the power sources linearized small-signal impedance 

and the one of the power sinks – which is consistent with the Middlebrook criterion.  

Concerning the worst case which is obtained with a pure CPL, the condition for which the system 

becomes unstable even at the right of the MPP is unlikely to be met in practice, since it would imply 

nonrealistic values of L and C. In addition to this, the characteristic time of the observed behavior which 

is defined by √𝐿𝐶 – less than 1𝜇𝑠 – is much lower than the characteristic reaction time of the lowest 

level control functions which are within the scope of the present study. Based on these observations, the 

inductive component of the line impedances can reasonably be neglected in the following. 

From system point of view and in order to study the system stability, only the small-signal impedances 

of the different loads can thus be considered. Two approaches are then applicable. The first one consists 

in considering all loads individually and to linearize them all. This represents the most rigorous approach 

however it results in an increase of the model complexity. Another approach is then to combine the 

large-signal characteristics of each loads to determine a unique equivalent load. 

3. 3. 2. 2  Loads equivalent large-signal characteristic 

Calculating the equivalent load’s large-signal characteristic enables to quickly evaluate all possible loads 

configurations that a single regulating system could face.  

However, the representations usually used are heterogeneous since they differ according to the type of 

terminal considered, which can lead to confusion. Indeed, most of the time when a solar panel is 

characterized, since it is generally operated as a current source, the I-V plane – current in ordinates and 

voltage in abscissae – is used. Conversely, when studying droop control methods as in the present study, 

as it applies to parallel voltage sources, the use of the V-I plane – ordinate voltage and abscissa current 

– is preferred. 

As an example, seen from the output of a droop controlled unit equipped with a bidirectional converter, 

Figure 3.10 synthesizes all the characteristics of the different components of the system. 

Since the PV are considered as loads in this representation, their current convention is changed to 

receptor convention, which explains that they are represented in the negative currents half-plane. A 

corollary of this modification is that their standalone linearized small-signal impedance is always 

positive in comparison to the study performed previously. 

On the graph, the different physical limits of the droop controlled power converter have also been 

represented: the minimum and maximum bus voltages and currents, which are mainly dictated by the 

voltage holding limitations of all the terminals connected to the bus, and the maximum charge and 

discharge powers which could be induced by the battery side limitations. 
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Figure 3.10 – Loads and droop controlled converter large-signal characteristics on the V-I plane. 

Focusing on the loads however, only individual characteristics are represented and in order to 

characterize the load observed from a power converter point of view, it is possible to determine a single 

equivalent load based on the combination of the PVs, CPLs and resistive loads characteristics. 

Considering typical ranges of values for the different loads parameters as defined by the reference 

system introduced in the first section, the graph presented in Figure 3.11 can thus be constructed.  

 

Figure 3.11 – Equivalent load’s large-signal characteristics with random variations of power 

consumption and production. 
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It can be observed that below the PV’s MPP voltage, the loads characteristic impedance is mainly 

determined by the CPL. Above, between the MPP and the open circuit voltage, the PV characteristic is 

dominant. Even further toward high voltages, not represented in the graph, the resistive loads shape the 

equivalent characteristic waveform. 

The determination of the set of possible equivalent loads characteristics as represented in Figure 3.11 

also allows to identify the large-signal limitation of the droop coefficient in function of the reference 

function. This limitation corresponds to the condition of existence of at least one operating point, that is 

to say the condition to respect to guarantee that the droop control large-signal characteristic crosses all 

possible loads large-signal curves. This configuration is represented by the red line in Figure 3.11 and 

corresponds to the configuration where the load is only composed of CPL and resistive loads and for 

which the power consumption is at its maximum. Solving the equation described above results in the 

following condition: 

 𝑅𝐷𝑀𝐴𝑋 = −
𝑅

2
+ √

𝑅2

4
+

𝑉𝑅𝐸𝐹
2 ∙ 𝑅

4𝑃𝐶𝑃𝐿
 3.23 

To this first limitation, a second one is most of the time added of the droop coefficient in order to avoid 

a too important voltage drop. 

 𝑅𝐷𝑀𝐴𝑋′ =
𝑉𝑅𝐸𝐹 − 𝑉𝑀𝐼𝑁

𝐼𝑀𝐴𝑋
 3.24 

 

 
⇔ 𝑅𝐷𝑀𝐴𝑋′ =

𝑉𝑅𝐸𝐹 − 𝑉𝑀𝐼𝑁

𝑉𝑀𝐼𝑁
𝑅𝑀𝐼𝑁

+
𝑃𝐶𝑃𝐿𝑀𝐴𝑋
𝑉𝑀𝐼𝑁

 
3.25 

It results that from a system point of view, depending on the operating voltage, a wide range of 

equivalent linearized small-signal impedances – slopes of the characteristic curves – can be encountered. 

Figure 3.12  represents the resulting equivalent loads small-signal impedances considering a realistic 

voltage range around a nominal value of 28V – one of the standard power bus voltage in conventional 

satellites. 

 
Figure 3.12 – Loads incremental impedance obtained by the linearization of the equivalent load large-

signal characteristic in function of the primary bus voltage. 
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Applying the methodology presented above to characterize the loads of the system thus allows to define 

a range of reachable small-signal impedance which is particularly interesting for the study of power 

converters stability. Thus, based on the values determined for the reference system, it can be deduced 

that for a voltage range of [20𝑉 ; 35𝑉] the equivalent load’s impedance belongs to ]−∞ ; −2.4Ω] ∪

[0Ω ; +∞[ as visible in Figure 3.12. 

A sensitivity analysis with the impedance variations determined by the above method indeed assures to 

cover all possible operating points and configurations – electrically but also thermally speaking 

considering for example the PV characteristics deviation within a temperature range. In term of small-

signal modelling particularly, only resistive loads can thus be considered which greatly facilitates its 

manipulation and further its analysis. 

3. 4  Multi converter systems modelling 

Based on the developments presented in the previous section which introduced an homogenized power 

converter model and detailed that all loads of the system – electrical power sinks as well as PV sections 

– could be modelled by a mere resistor for small-signal stability analysis the nonlinearities are no longer 

an obstacle to the consideration of all individual elements while studying the system’s stability. 

The state-space matrix representation is the most appropriate formalism to deal with systems with 

varying dimensions as it is the case for modular EPS.  

3. 4. 1  Matrix dimensions’ analysis 

Let’s consider a system composed of 𝑁 voltage regulating converters, with 𝑁 ∈  ℕ. Based on the 

homogenized power converter model and focusing on the voltage loop, the following expression can be 

determined: 

 �̇�𝑂𝑈𝑇 = 𝐶−1[𝐼𝑂𝑈𝑇 − 𝐼𝐿𝑂𝐴𝐷] 3.26 

 with �̇�𝑂𝑈𝑇 the converters bus side voltages derivatives vector, 𝐶 a diagonal matrix composed by 

the converters output capacitors, 𝐼𝑂𝑈𝑇 the converters output currents vector and 𝐼𝐿𝑂𝐴𝐷 the vector of the 

converters individual contribution to the loads regulation. 

Yet, if 𝐼𝑂𝑈𝑇 can easily be expressed by each converter internal parameters and state variables, it is not 

the cases of 𝐼𝐿𝑂𝐴𝐷. Thus in order to construct the full state-space representation, it has to be expressed 

in function of either 𝑉𝑂𝑈𝑇 or 𝐼𝑂𝑈𝑇.  

A solution to do so is to use the nodal conductance matrix 𝑄𝐵𝑈𝑆 which is also able integrate the loads 

characteristic impedances as it allows to link the input voltages and currents at each of its nodes as 

follows: 

 𝐼𝐿𝑂𝐴𝐷 = 𝑄𝐵𝑈𝑆 ∙ 𝑉𝑂𝑈𝑇 3.27 

However, considering a random electrical network as illustrated in Figure 3.13 the nodal admittance 

matrix does not necessarily comply with the requirements in term of matrix dimensions.  

Indeed, from the above equation, it appears that 𝑄𝐵𝑈𝑆 must be a 𝑁 × 𝑁 matrix in order to be integrated 

to the state-space matrix. 
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A key method to solve this issue is the Kron reduction of the general conduction matrix. 

 
Figure 3.13 – Example of electrical network interconnecting 4 active components. In this representation 

the red nodes represent the boundary nodes on which the actives components are connected and the blue 

nodes represent internal nodes at the interconnection of several distribution lines. 

3. 4. 2  Reduced conductance matrix 

The Kron reduction of an electrical network consists in segregating in the conductance matrix the 

boundary nodes of the network – in which a current is effectively injected – from the interior nodes – in 

which reversely no current is injected – and to perform a matrix transformation in order to reduce it to 

a 𝑛-order system – 𝑛 being the number of boundary nodes – without losing any accuracy in term of 

modelling at the boundary nodes. 

This method, introduced by Gabriel Kron in 1939 [152], is very powerful because it allows to start from 

a very accurate modelling of the distribution harness, able to integrate practical subtleties such as wire 

splices, and to keep a reasonable size to the problem to solve. 

 

Figure 3.14 – Electrical network identified with 4 boundary nodes – in red – 8 interior nodes – in blue 

– and unit-valued branch and shunt conductance. Kron reduction of the interior nodes results in a reduced 

network among the boundary nodes [153]. 

Taking the example of the network presented in Figure 3.14, the conductance matrix 𝑄 can be expressed 

as following : 

 

(

 
 
 
 
 
 
 
 
 

𝑖1
𝑖2
𝑖3
𝑖4
𝑖5
𝑖6
𝑖7
𝑖8
𝑖9
𝑖10
𝑖11
𝑖12)

 
 
 
 
 
 
 
 
 

=

(

 
 
 
 
 
 
 
 
 

1 −1 0 0 0 0 0 0 0 0 0 0
−1 4 0 0 −1 −1 −1 0 0 0 0 0
0 0 3 −1 0 0 −1 0 0 0 0 0
0 0 −1 3 0 0 −1 0 0 0 0 0
0 −1 0 0 3 0 0 0 −1 0 0 0
0 −1 0 0 0 3 0 0 0 −1 0 0
0 −1 −1 −1 0 0 7 −1 0 −1 −1 0
0 0 0 0 0 0 −1 3 0 0 0 −1
0 0 0 0 −1 0 0 0 2 −1 0 0
0 0 0 0 0 −1 −1 0 −1 3 0 0
0 0 0 0 0 0 −1 0 0 0 2 −1
0 0 0 0 0 0 0 −1 0 0 −1 3 )

 
 
 
 
 
 
 
 
 

∙

(

 
 
 
 
 
 
 
 
 

𝑣1
𝑣2
𝑣3
𝑣4
𝑣5
𝑣6
𝑣7
𝑣8
𝑣9
𝑣10
𝑣11
𝑣12)

 
 
 
 
 
 
 
 
 

 3.28 

1               2                3              4 

5              6                 7               8 

9              10              11             12 

1                                 4 

9                                 12 
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Considering that a current can only be injected or absorbed at the four boundary nodes – corresponding 

to nodes number 1, 4, 9 and 12 – the previous equation can be reorganized in order to dissociate these 

nodes from the others. 

 

 

(

 
 
 
 
 
 
 
 
 

𝑖1
𝑖4
𝑖9
𝑖12
𝑖2
𝑖3
𝑖5
𝑖6
𝑖7
𝑖8
𝑖10
𝑖11)

 
 
 
 
 
 
 
 
 

=

(

 
 
 
 
 
 
 
 
 

1 0 0 0 −1 0 0 0 0 0 0 0
0 3 0 0 0 −1 0 0 −1 0 0 0
0 0 2 0 0 0 −1 0 0 0 −1 0
0 0 0 3 0 0 0 0 0 −1 0 −1
−1 0 0 0 4 0 −1 −1 −1 0 0 0
0 −1 0 0 0 3 0 0 −1 0 0 0
0 0 −1 0 −1 0 3 0 0 0 0 0
0 0 0 0 −1 0 0 3 0 0 −1 0
0 −1 0 0 −1 −1 0 0 7 −1 −1 −1
0 0 0 −1 0 0 0 0 −1 3 0 0
0 0 −1 0 0 0 0 −1 −1 0 4 0
0 0 0 −1 0 0 0 0 −1 0 0 2 )

 
 
 
 
 
 
 
 
 

∙

(

 
 
 
 
 
 
 
 
 

𝑣1
𝑣4
𝑣9
𝑣12
𝑣2
𝑣3
𝑣5
𝑣6
𝑣7
𝑣8
𝑣10
𝑣11)

 
 
 
 
 
 
 
 
 

 3.29 

 

 
 
⇔ (

𝐼𝑏𝑜𝑛𝑑
𝐼𝑖𝑛𝑡

) = (
𝐴 𝐵
𝐶 𝐷

) ∙ (
𝑉𝑏𝑜𝑛𝑑
𝑉𝑖𝑛𝑡

) 3.30 

 with 

𝐼𝑏𝑜𝑛𝑑 = (

𝑖1
𝑖4
𝑖9
𝑖12

) 

𝐼𝑖𝑛𝑡 =

(

 
 
 
 
 

𝑖2
𝑖3
𝑖5
𝑖6
𝑖7
𝑖8
𝑖10
𝑖11)

 
 
 
 
 

=

(

 
 
 
 
 

0
0
0
0
0
0
0
0)

 
 
 
 
 

=  8×1 

 

𝐴 = (

1 0 0 0
0 3 0 0
0 0 2 0
0 0 0 3

) 

 and 

 

𝐷 =

(

 
 
 
 
 

4 0 −1 −1 −1 0 0 0
0 3 0 0 −1 0 0 0
−1 0 3 0 0 0 0 0
−1 0 0 3 0 0 −1 0
−1 −1 0 0 7 −1 −1 −1
0 0 0 0 −1 3 0 0
0 0 0 −1 −1 0 4 0
0 0 0 0 −1 0 0 2 )

 
 
 
 
 

 

𝑉𝑏𝑜𝑛𝑑 = (

𝑣1
𝑣4
𝑣9
𝑣12

) 

𝑉𝑖𝑛𝑡 =

(

 
 
 
 
 

𝑣2
𝑣3
𝑣5
𝑣6
𝑣7
𝑣8
𝑣10
𝑣11)

 
 
 
 
 

 

 

𝐵 = 𝐶′ = (

−1 0 0 0 0 0 0 0
0 −1 0 0 −1 0 0 0
0 0 −1 0 0 0 −1 0
0 0 0 0 0 −1 0 −1

) 

 



 

 

Rewriting Equation. 3.30 in two equations, it comes  

  {

 𝐼𝑏𝑜𝑛𝑑 = 𝐴 ∙ 𝑉𝑏𝑜𝑛𝑑 + 𝐵 ∙ 𝑉𝑖𝑛𝑡

  8×1 = 𝐶 ∙ 𝑉𝑏𝑜𝑛𝑑 + 𝐷 ∙ 𝑉𝑖𝑛𝑡

 3.31 

 

 
 
⇔ {

 𝐼𝑏𝑜𝑛𝑑 = 𝐴 ∙ 𝑉𝑏𝑜𝑛𝑑 + 𝐵 ∙ 𝑉𝑖𝑛𝑡

 𝑉𝑖𝑛𝑡 = −𝐷−1 ∙ 𝐶 ∙ 𝑉𝑏𝑜𝑛𝑑

 3.32 

Thus  

 
 
⇔ 𝐼𝑏𝑜𝑛𝑑 = (𝐴 − 𝐵 ∙ 𝐷−1 ∙ 𝐶) ∙ 𝑉𝑏𝑜𝑛𝑑 3.33 

By defining the reduced conductance matrix as  

 𝑄𝑟𝑒𝑑 = 𝐴 − 𝐵 ∙ 𝐷−1 ∙ 𝐶 3.34 

Since 𝑠𝑖𝑧𝑒(𝐴) = 4 × 4, 𝑠𝑖𝑧𝑒(𝐵) = 4 × 8, 𝑠𝑖𝑧𝑒(𝐷) = 𝑠𝑖𝑧𝑒(𝐷−1) = 8 × 8 and 𝑠𝑖𝑧𝑒(𝐶) = 8 × 4, a 

reduced order model of the network with 𝑠𝑖𝑧𝑒(𝑄𝑟𝑒𝑑) = 4 × 4 is obtained and the full network can be 

expressed as follows, seen from its boundary nodes as shown in Figure 3.14 from [153]: 

 𝑄𝑟𝑒𝑑 = (

0.68 −0.08 −0.15 −0.05
−0.08 2.32 −0.11 −0.21
−0.15 −0.11 1.31 −0.07
−0.05 −0.21 −0.07 2.03

) 3.35 

And finally 

 𝐼𝑏𝑜𝑛𝑑 = 𝑄𝑟𝑒𝑑 ∙ 𝑉𝑏𝑜𝑛𝑑 3.36 

Equation 3.34 which gives the reduced conductance matrix 𝑄𝑟𝑒𝑑, corresponds to the Schur complement 

of the complete conductance matrix 𝑄. This equation is valid for any type of network, subject to having 

previously organized the conductance matrix by placing the boundary nodes at the top.  

This is particularly powerful in the framework of the analysis study of electrical systems since it provides 

the missing piece for modelling multi-converter systems by generating the required 𝑁 × 𝑁 matrix which 

links all converters together. In addition, by integrating the equivalent loads impedances to the full 

network configuration this solution allows to develop a very accurate representation of the system in the 

same time to provide a practical and very efficient formalism to model the entire system without 

requiring to simplify it.  
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3. 5  Conclusion 

This essential propriety is used in the next chapter to study the systems stability by taking into account 

all possible parameters variations and thus integrating the interactions between the parallel converters 

which is most of the time not taken into account in the studies on the topic. 

Together with the notions and tools presented previously in this chapter, it helps to understand to global 

orientation of the following developments and justifies the major hypothesis done in the project. This 

essential work will thus allow in the following chapter to study the impact of the primary control taking 

into account all reachable configurations and thus to define the stability criteria of systems implementing 

such architecture and controls. 
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 The primary control’s aim is to tackle the regulation concerns at the modules level in order to 

assure the best trade-off between the accuracy and time response of the different implemented control 

loops while assuring the stability of the overall system [63]. While the inner current and voltage 

regulation loops are considered as handled at equipment level and are supposed to be properly fitted and 

invariant from a systemic point of view, the droop control – which has been chosen to assure the current 

sharing between modules – may have an impact on the global stability and subsequently, the adaptation 

of its parameter 𝑅𝐷 by upper level controls. 

In this chapter, the stability aspects of the electrical power system primary control are studied taking as 

example the use case defined before. In a more general point of view, the impact of different parameters 

on the stability is assessed like for instance the adding of modules in parallel – which is one of the big 

concerns of the present work – as well as the droop control virtual resistor 𝑅𝐷. Thus, the main objective 

of the present chapter is to establish a method to determine the stability criteria of modular and 

distributed power architectures and thus determine an operating range for each parameter being likely 

to be adapted by the secondary and tertiary controls. The second objective, corollary of the first, is to 

evaluate the possible advantages of implementing this type of architecture regarding stability constraints 

in comparison to conventional systems. 

First, a single-converter system is studied, corresponding to a conventional architecture. The impact of 

the bus impedance on this system is evaluated through the representation of its root locus. This graphical 

method allows to examine in the complex s-plane how the roots of a system change with variation of a 

given parameter. The transition to distributed architectures is initiated by analyzing the impact on the 

same system of implementing droop control. Based on the observations done thanks to root locus 

analysis, an analytic stability criterion is then determined, then used as a basis for more complex 

systems. 

In a second step, the stability study is extended to multi-converter systems, first on an ideal system, then 

by generalization on a more complete model allowing to treat all converters individually, thanks to the 

tools introduced in the previous chapter. The necessary increased complexity of the resulting model no 

longer making it easy to analytically determine a generic stability condition, the root locus method is 

directly used as a stability criterion, by combining it with a pseudo Monte Carlo analysis to cover all 

possible configuration. 

4. 1  Single-converter system 

The first system under consideration is depicted in Figure 4.1. It is composed of a unique battery module 

connected to a unique load.  

EQUIVALENT LOADBATTERY MODULE

L

C R

iOUT iLOAD

vBUS

 

Figure 4.1 – Ideal single-converter electrical power system feeding a resistive load. Based on the loads 

characterization performed in the previous chapter, the resistive load can represent either a purely 

resistive load, a CPL, a PV section or a combination of all these elements. 
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4. 1. 1  Sensitivity to equivalent load impedance 

In order to study this system, the battery module is modelled using the homogenized converter model 

introduced in the previous chapter. Since the aim of the present analysis is to focus on small-signal 

behavior of the system, and thanks to the load characterization also performed in the previous chapter, 

the load is modelled as a mere resistor. The line impedances are neglected. In term of control, only the 

current and voltage loop of the homogenized converter model presented in the previous chapter are 

considered. These assumptions lead to the definition of the following block diagram. 

 

Figure 4.2 – Block diagram of the homogenized converter model feeding a linear – resistive – load. 

Although particularly simple, the developments carried out in the previous chapter have shown that this 

system can represent a large number of configurations in a small-signal approach. In the case of satellites 

EPS, it covers all the configurations combining solar panels, resistive loads and constant-power loads 

that might be encountered, both during night and day phases which makes it particularly powerful. 

The resulting closed loop transfer function of the system can be expressed as follows: 

�̅�𝐵𝑈𝑆

�̅�𝐵𝑈𝑆   

=
       𝑅𝑃𝑉𝑃𝐶 ∙ 𝑠2 + (𝑅𝑃𝑉𝑃𝐶𝐼𝐶 + 𝑅𝑃𝑉𝑃𝐶𝐼𝑉) ∙ 𝑠 + 𝑅𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉         

𝑅𝐿𝐶 ∙ 𝑠4                                                

+(𝐿 + 𝑅𝐶𝑃𝐶) ∙ 𝑠
3                              

+(𝑃𝐶 + 𝑅𝐶𝑃𝐶𝐼𝐶 + 𝑅𝑃𝑉𝑃𝐶) ∙ 𝑠
2       

+(𝑃𝐶𝐼𝐶 + 𝑅𝑃𝑉𝑃𝐶𝐼𝐶 + 𝑅𝑃𝑉𝑃𝐶𝐼𝑉) ∙ 𝑠

+𝑅𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉                                         

                                   

 

4.1 

with 𝑃𝐶, 𝐼𝐶, 𝑃𝑉 and 𝐼𝑉 respectively the proportional and integral coefficient of the current and 

voltage loops  

Using typical values from the use case, the sensitivity of the system to its different parameters can be 

studied. The following sections will particularly focus on the impact of both positive and negative load 

impedance as well as of droop coefficient 𝑅𝐷. 

In order to study the sensitivity of the system to different values of output impedance and study how the 

poles change depending on it, the root locus can be drawn.  

Using Matlab, it can be obtained using the rlocus() function which takes as input 𝐺(𝑠), the open loop 

transfer function of a system and returns the closed-loop pole trajectories as a function of the feedback 

gain, usually noted 𝐾. 

 

1
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𝑖̅𝑂𝑈𝑇+

-

 ̅𝑣 �̅�
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This is achieved by solving the characteristic polynomial of the system for every possible value of 𝐾 : 

1 + 𝐾 ∙ 𝐺(𝑠) = 0                 , ∀ 𝐾 ∈ [0;+∞[  4.2 

Thus, if the parameter to focus on does not act as a feedback gain, the equation has to be rearranged to 

match this formalism in order that 𝐾 corresponds to the wanted parameter. 

Based on the aforementioned assessment, in order to study the impact of load impedance variation on 

the behavior of the system, the denominator of equation 4.1 is put to the appropriate form by factorizing 

it by 𝑅, the equivalent load impedance. 

The input open-loop transfer function for the rlocus() function is then defined as: 

𝐺(𝑠) =
𝐿𝐶 ∙ 𝑠4 + 𝐶𝑃𝐶 ∙ 𝑠3 + (𝐶𝑃𝐶𝐼𝐶 + 𝑃𝑉𝑃𝐶) ∙ 𝑠

2 + 𝑃𝑉𝑃𝐶(𝐼𝐶 + 𝐼𝑉) ∙ 𝑠 + 𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉
𝐿 ∙ 𝑠3 + 𝑃𝐶 ∙ 𝑠2 + 𝑃𝐶𝐼𝐶 ∙ 𝑠

 4.3 

It is important to note that this transfer function behaves differently to the one described in equation 4.1 

when responding to forced inputs due to the fact that the numerator has not been taken into account. But 

both system will behave exactly in the same way stability aspects since the denominator has just been 

rearranged. 

4. 1. 1. 1  Positive impedances 

This allows to draw the root locus for positive equivalent load impedance – see Figure 4.3. 

It can be observed that the system is always stable, for any value of 𝑅 > 0. It can also be observed that 

the lower the load (i.e. the higher the impedance), the less the system is damped, but without becoming 

unstable. 

On the other side, for low values of impedances, the root locus goes toward the origin along the real axis 

which tells that for high level of load – low impedance – the system gets slower but never reach the right 

half plane, synonym of instability.  

In addition, this representation does not take into account the current limit that a real converter might 

have.  

Taking into account the power limit of 1.5𝑘𝑊 defined by the ECSS in [100] for 28V buses – worst case 

compared to the use case – and considering a fully resistive load, a minimum resistance of approximately 

0.52𝛺 is obtained, visible in Figure 4.3 thanks to a green tick on the real axis.  

This means that in practical, the region at the right of this tick is never reached which gives an adequate 

margin both in term of stability and system’s dynamic with a minimum characteristic pulsation of about 

5.81 × 103 𝑟𝑎𝑑. 𝑠−1. 
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Figure 4.3 – Dominant poles root locus for positive equivalent load impedance – resistive load or 

linearized PV panel. The arrows give the sense in which the impedance rises. 

These results can also be interpreted through the prism of the solar panel which can also be characterized 

by their positive linearized impedance when considered as loads of the system in terms of stability 

analysis, at all point of the large signal characteristic since this last is monotonous. From this perspective, 

the operation of a converter with a pure solar panel is always stable but operating in the current source 

zone of its characteristic – which corresponds to a high linearized impedance – is less damped than in 

the voltage source zone – inversely corresponding to a low equivalent linear impedance. 

4. 1. 1. 2  Negative equivalent load impedances 

Considering the impact of a CPL on the system, the same 𝐺(𝑠) transfer function is used, adding a 

negative sign to the function. It can be observed from Figure 4.4 that the obtained curves are the 

complements of the ones observed on Figure 4.3 for positive impedances – also visible in the present 

figure in dot lines. Indeed, the poles and the zeros are the same and only the sign of 𝐾 changes. 

From the curves below, it can be observed that the root locus can pass to the right half plane which 

means that the system may be unstable. This is the case for low absolute values of impedances which 

corresponds to high level of power consumption or lower bus voltages since the CPL small-signal 

impedance is defined by: 

𝑅𝐶𝑃𝐿 = −
𝑉𝐵𝑈𝑆
2

𝑃𝐶𝑃𝐿
  4.4 

In the present case, the system becomes unstable when the load impedance reaches −0.148Ω, which 

corresponds to approximately 5.3𝑘𝑊 for a 28𝑉 bus system. More generally, it appears that the value of 

the load impedance mainly impacts the damping of the system, keeping the characteristic dynamic 

unchanged. 

𝑅 ↗ 

𝑅 = 0.52Ω 
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Figure 4.4 – Dominant poles root locus for negative equivalent output impedance – linearized CPL. 

It can be observed that these values correspond to relatively important power consumptions, all above 

the use case maximum power which is represented by a green tick and for which the system stays stable. 

In spite of this, these first results confirm that the configuration taking into account a pure CPL as load 

corresponds to the worst case in term of stability. The following developments are therefore based on 

this configuration which thus covers all the others. 

4. 1. 2  Sensitivity to droop coefficient 

On the same ideal system, the droop control is implemented in order to evaluate its impact at the scale 

of a unique system. 

 

Figure 4.5 – Block diagram of a droop controlled converter feeding a linear load. 
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Thus, Equation 4.1 becomes 

�̅�𝐵𝑈𝑆

�̅�𝐵𝑈𝑆   

=
𝑅𝑃𝑉𝑃𝐶 ∙ 𝑠2 + (𝑅𝑃𝑉𝑃𝐶𝐼𝐶 + 𝑅𝑃𝑉𝑃𝐶𝐼𝑉) ∙ 𝑠 + 𝑅𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉

𝑅𝐿𝐶 ∙ 𝑠4                                                                                                                                 

+(𝐿 + 𝑅𝐶𝑃𝐶 + 𝑅𝐶𝑅𝐷𝑃𝑉𝑃𝐶) ∙ 𝑠
3                                                                                      

+(𝑃𝐶 + 𝑅𝐷𝑃𝑉𝑃𝐶 + 𝑅𝐶𝑃𝐶𝐼𝐶 + 𝑅𝐶𝑅𝐷𝑃𝑉𝑃𝐶𝐼𝐶 + 𝑅𝐶𝑅𝐷𝑃𝑉𝑃𝐶𝐼𝑉 + 𝑅𝑃𝑉𝑃𝐶) ∙ 𝑠
2         

+(𝑃𝐶𝐼𝐶 + 𝑅𝐷𝑃𝑉𝑃𝐶𝐼𝐶 + 𝑅𝐷𝑃𝐶𝑃𝑉𝐼𝑉 + 𝑅𝐶𝑅𝐷𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉 + 𝑅𝑃𝑉𝑃𝐶𝐼𝐶 + 𝑅𝑃𝑉𝑃𝐶𝐼𝑉) ∙ 𝑠

+(𝑅𝐷𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉 + 𝑅𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉)                                                                                          

 

4.5 

Applying the same method than previously, the transfer function is written in the correct form as shown 

in equation 4.6 by factoring the denominator by 𝑅𝐷 which allows to draw the root locus presented in 

Figure 4.6. 

1 + 𝑅𝐷 ∙

𝐶𝑅𝑃𝑉𝑃𝐶 ∙ 𝑠3                                  

+(𝑃𝑉𝑃𝐶 + 𝑅𝐶𝑃𝑉𝑃𝐶(𝐼𝐶 + 𝐼𝑉)) ∙ 𝑠
2     

+(𝑃𝑉𝑃𝐶(𝐼𝐶 + 𝐼𝑉) + 𝑅𝐶𝑃𝑉𝑃𝐶𝐼𝑉𝐼𝐶) ∙ 𝑠

+𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉                                               

𝑅𝐿𝐶 ∙ 𝑠4                                       

+(𝐿 + 𝑅𝐶𝑃𝐶) ∙ 𝑠
3                                 

+(𝑃𝐶 + 𝑅𝐶𝑃𝐶𝐼𝐶 + 𝑅𝑃𝐶𝑃𝑉) ∙ 𝑠
2          

+(𝑃𝐶𝐼𝐶 + 𝑅𝑃𝑉𝑃𝐶(𝐼𝐶 + 𝐼𝑉)) ∙ 𝑠           

+𝑅𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉                                           

= 0 
4.6 

 

Figure 4.6 – Dominant poles root locus for 𝑅𝐷 considering two negative load impedances. 
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The graph presents the root locus for 𝑅𝐷 variations considering two values of negative impedances, 

−2.4Ω and −0.52Ω, respectively corresponding to the use case maximum value of negative impedance 

and to the maximal allowed power consumption for a 28𝑉 bus as defined by ECSS. Based on this, the 

following observations can be done: 

 A limit above which droop control makes the system unstable exists and equals to the absolute 

value of the load equivalent impedance mentioned above. 

 Below this limit, droop control tends to make the system slower and increase the damping, the 

curve tending to reach the real axes towards low absolute values as 𝑅𝐷 rises. 

Up to now, the previous results focused only the dominant poles of the system, relative to the voltage 

loop. But the poles relative to the faster inner current loop were also present further to the left in the S-

plane, as shown in Figure 4.7, this last being indeed integrated in the model described by equation 4.1 

 

Figure 4.7 – Global view of all root locus for 𝑅𝐷 variations considering two negative load impedances 

Droop control tends to make the current loop more damped, so that its dynamic performance is 

maintained or even improved.  

4. 1. 3  Stability criteria 

The last observation enables to simplify the model by neglecting the current loop. Based on this 

assessment the following closed-loop transfer function is obtained: 

𝑣𝐵𝑈𝑆

𝑣𝑅𝐸𝐹
=

𝑅𝑃𝑉 ∙ 𝑠 + 𝑅𝑃𝑉𝐼𝑉
(𝑅𝐶 + 𝑅𝐶𝑅𝐷𝑃𝑉) ∙ 𝑠

2 + (𝑅𝐶𝑅𝐷𝑃𝑉𝐼𝑉 + 𝑅𝐷𝑃𝑉 + 𝑅𝑃𝑉 + 1) ∙ 𝑠 + (𝑅𝑃𝑉𝐼𝑉 + 𝑅𝐷𝑃𝑉𝐼𝑉)
 4.7 

 

Inner current loop related root locus 

Outer loops related root locus 

= 

Dominant poles 
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Since the resulting system has a degree of 2, it becomes easier to determine a stability criterion 

analytically. Hence, the poles of the system: 

 𝜆1, 𝜆2 =
−𝑏 ± √𝑏2 − 4𝑎𝑐

2𝑎
 4.8 

 with 

{

𝑎 = 𝑅𝐶 + 𝑅𝐶𝑅𝐷𝑃𝑉                               
𝑏 = 𝑅𝐶𝑅𝐷𝑃𝑉𝐼𝑉 + 𝑅𝐷𝑃𝑉 + 𝑅𝑃𝑉 + 1 
𝑐 =  𝑅𝑃𝑉𝐼𝑉 + 𝑅𝐷𝑃𝑉𝐼𝑉                          

 

According to the general stability criterion for linear systems, for the system to be stable, all its poles 

must have a strictly negative real part. In the case of a negative equivalent load impedance 𝑅, considering 

that 2𝑎 < 0 is always true, this condition is reached if and only if the two following conditions are filled. 

 Condition 1: 

 4𝑎𝑐 > 0 4.9 

 
 
⇔4(𝑅𝐶 + 𝑅𝐶𝑅𝐷𝑃𝑉)( 𝑅𝑃𝑉𝐼𝑉 + 𝑅𝐷𝑃𝑉𝐼𝑉) > 0 4.10 

 
 
⇔𝑅𝐷 < |𝑅| 4.11 

 Condition 2: 

 −𝑏 < 0 4.12 

 
 
⇔ 𝑅𝐶𝑅𝐷𝑃𝑉𝐼𝑉 + 𝑅𝑃𝑉 − 𝑅𝐷𝑃𝑉 − 1 < 0 4.13 

 
 
⇔ |𝑅| <

𝑅𝐷𝑃𝑉 + 1

𝐶𝑅𝐷𝑃𝑉𝐼𝑉 + 𝑃𝑉
 4.14 

Which can also be expressed as a condition on 𝑅𝐷 

 𝑅𝐷 <
1 − |𝑅|𝑃𝑉

𝐶|𝑅|𝑃𝑉𝐼𝑉 − 𝑃𝑉
 4.15 

However, for the values of the case study, and in particular for the values of |R| considered, this condition 

is always covered by Condition 1 – see Figure 4.8 below. 
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Figure 4.8 – Stability criteria on 𝑅𝐷 in function of the equivalent load impedance considering the worst 

case configuration in terms of stability – loads set only composed of a CPL. 

Condition 1 is therefore the necessary and sufficient condition for the system to be stable. It is possible 

to interpret this result from the point of view of large-signal non-linear characteristics, as was done in 

the previous chapter for the characterization of loads and the analysis of their open-loop equilibrium 

points. 

To do this, let’s recall that for an operating point to exist, the following condition must be satisfied: 

 𝑅𝐷𝑀𝐴𝑋 = −
𝑅

2
+ √

𝑅2

4
+

𝑉𝑅𝐸𝐹
2 ∙ 𝑅

4𝑃𝐶𝑃𝐿
 4.16 

In the case of a pure CPL, it becomes 

 𝑅𝐷𝑀𝐴𝑋 =
𝑉𝑅𝐸𝐹

2

4𝑃𝐶𝑃𝐿
 4.17 

The large-signal characteristic of a converter using droop control corresponding to this limit, applied to 

the case under study, is shown in Figure 4.9. Clearly, this line is tangent to the CPL characteristic at 

maximum power and, together with the 𝑅𝐷 = 0 characteristic, delimits the zone for which points of 

equilibrium exist. 

In this zone, it is possible to identify 2 distinct parts separated by the line of equation 𝑉 = 𝐼 : 

 For every equilibrium point at the right of this separation, 𝑅𝐷 > |𝑅| which means that the system 

is unstable. 

 On the contrary, at the left, the condition 𝑅𝐷 < |𝑅| is satisfied and the system is stable . 
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Figure 4.9 – Representation of the stable operation region on the I-V large signal characteristic curves 

of a system composed of a droop controlled converter supplying a CPL. 

It can thus be deduced that the necessary condition on 𝑅𝐷 for the existence of an operating point is also 

sufficient to guaranty the stability of the system, under the conditions considered so far: an ideal system 

consisting of a single converter coupled to a set of loads.  

In order to determine how these results could be applied to modular and distributed power architectures, 

multi-converter systems will now be studied, based on these elements. 

4. 2  Multi-converters systems 

The transition to a multi-converter analysis is not straightforward, as it attempts to combine two 

contradictory objectives. 

On the one hand, in a more complex system, a large number of parameters that can generally be 

neglected can take on new importance as a result of interactions between modules. For example, current 

sharing can be significantly altered by line impedances in steady-state equilibrium, so it may be worth 

checking their impact on stability aspects and incorporating them into the model. It is also rare for all 

the modules making up an assembly to be truly identical, and in order to study the impact of variations 

in parameters from one converter to another, it is necessary to individualize them in the modelling. As 

a result, the model to be studied becomes much more complex. 

On the other hand, a major challenge in systems analysis is to control and reduce as much as possible 

the complexity of the models used to simplify their analysis. 

The method presented in this section therefore proposes to overcome this contradiction by using a 

reference model based on the previous models, which will make it possible to determine the main 

dynamics of a multi-converter system, combined with a more complete model. The latter will make it 

possible to take into account a larger number of parameter variations and, by comparison, to study how 

this brings it closer or further away from the performance observed on the reference system. 

RD = 0 

RD𝑀𝐴𝑋
 

𝑉𝑅𝐸𝐹 

RD < |𝑅| 

RD > |𝑅| 
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4. 2. 1  Reference model 

To define the reference model, let’s first assume that all the converters are identical and that the line 

impedances are negligible. The previously used model is extended by the introduction of a parameter, 

noted 𝑁, defining the number of modules in parallel, as depicted below. 

BATTERY MODULE #1

L

C

iOUT

EQUIVALENT LOAD

R

iLOAD

vBUS

BATTERY MODULE #2

L

C

iOUT

BATTERY MODULE #N

L

C

iOUT

 

iBUS

iBUS

iBUS

N identical 

battery 

modules

 

Figure 4.10 – 𝑁 parallel droop controlled converters feeding a resistive load. 

All converters being exactly identical and their output voltage being in common, their respective output 

currents are also considered as equals. Thus, the model can be defined as a unique equivalent converter 

as follows.  

  

Figure 4.11 – Block diagram of a system composed of N ideal battery modules – considered as identical 

– implementing local current and voltage regulations as well as droop control. 

The transfer function then becomes 

�̅�𝐵𝑈𝑆

�̅�𝐵𝑈𝑆   

=
𝑁𝑅𝑃𝑉𝑃𝐶 ∙ 𝑠2 + 𝑁𝑅𝑃𝑉𝑃𝐶(𝐼𝐶 + 𝐼𝑉) ∙ 𝑠 + 𝑁𝑅𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉

𝑁𝑅𝐿𝐶 ∙ 𝑠4                                                                                                                                      
+(𝐿 + 𝑁𝑅𝐶𝑃𝐶 + 𝑁𝑅𝐶𝑅𝐷𝑃𝑉𝑃𝐶) ∙ 𝑠

3                                                                                            

+(𝑃𝐶 + 𝑅𝐷𝑃𝑉𝑃𝐶 + 𝑁𝑅𝐶𝑃𝐶𝐼𝐶 + 𝑁𝑅𝐶𝑅𝐷𝑃𝑉𝑃𝐶𝐼𝐶 +𝑁𝑅𝐶𝑅𝐷𝑃𝑉𝑃𝐶𝐼𝑉 + 𝑁𝑅𝑃𝑉𝑃𝐶) ∙ 𝑠
2         

+(𝑃𝐶𝐼𝐶 + 𝑅𝐷𝑃𝑉𝑃𝐶𝐼𝐶 + 𝑅𝐷𝑃𝐶𝑃𝑉𝐼𝑉 + 𝑁𝑅𝐶𝑅𝐷𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉 + 𝑁𝑅𝑃𝑉𝑃𝐶𝐼𝐶 +𝑁𝑅𝑃𝑉𝑃𝐶𝐼𝑉) ∙ 𝑠   

+(𝑅𝐷𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉 + 𝑁𝑅𝑃𝐶𝑃𝑉𝐼𝐶𝐼𝑉)                                                                                                    

 

4.18 

1

𝑁𝐶  
+

-
�̅�𝐵𝑈𝑆

𝑖̅𝐶

𝑖̅𝐿𝑂𝐴𝐷

𝑖̅𝑂𝑈𝑇+

-

 ̅𝑣 �̅�
�̅�𝐵𝑈𝑆   𝐶𝑉  

+

-

 ̅𝑖
𝐶𝐶  

1

𝐿  

�̅�𝐿+

-

𝑖̅𝑇𝑂𝑇
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And the root locus can be plotted. 

 

Figure 4.12 – Multi-converter ideal model root locus for 𝑁 ∈  [1 ; 50] and 𝑅 = −2.4Ω – corresponding 

to the maximum negative impedance defined by the use case. 

It can be seen that the number of modules in parallel acts exactly inversely to the load’s equivalent 

impedance. As a result, for a fixed value of 𝑅, a larger number of modules in parallel means that higher 

𝑅𝐷 can be implemented at the level of each converter. For instance, at 𝑅𝐷 = 1, the system becomes 

unstable for 𝑁 < 2 and although the value does not satisfy the stability condition determined above. 

This is due to the fact that this condition applies to 𝑅𝐷𝑆𝑌𝑆
 the equivalent droop resistance of the system, 

which is obtained by paralleling all the individual droop resistors, since a droop-controlled converter is 

similar to a Thévenin source. 

Considering the present reference system, as the droop coefficients are considered as equal, 𝑅𝐷𝑆𝑌𝑆
 can 

be determined 

𝑅𝐷𝑆𝑌𝑆
=

𝑅𝐷

𝑁
 4.19 

Hence, the maximum value of each converter’s droop coefficient can be calculated based on equation 

4.17 

𝑅𝐷𝑀𝐴𝑋
=

𝑉𝐵𝑈𝑆
2

4𝑃𝐶𝑃𝐿
∙ 𝑁 4.20 

It can be noted that the reverse logic can be adopted depending on the parameter chosen as input. Indeed, 

it is also equivalent to say that for a given value of 𝑅𝐷, a larger number of modules in parallel means 

that higher power consumption levels can be supplied by the system.  
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In both cases, this allows to take account of practical limitations that may arise when implementing the 

system, such as the current sharing error induced by line resistors, as mentioned above. However, these 

elements may also impact the stability of the system and are not taken into account by this simplified 

model. It is also impossible to consider the impact of setting different coefficients in each converter, 

particularly for droop control. 

4. 2. 2  Detailed model 

The complete model consists of considering all the converters individually to evaluate how it could 

impact the stability as shown in Figure 4.13. 

Very few studies on electrical architectures, particularly those controlled by droop control, actually take 

several modules into account in their model. Equivalences or worst cases are generally identified in 

order to carry out stability analyses, as it has been done so far in the present work, with all the limitations 

it implies and that have just been discussed.  

Even if most of the results following this method are interesting and allow to demonstrate the system’s 

stability at a point, the justifications given for simplifications are often incomplete and these make it 

impossible to study the impact of some parameters. 

As we said earlier, the complexity of analyzing systems with degrees greater than 2 is not easy and 

explains most of the above statement. Added to this is the fact that establishing the model itself is not 

trivial either. Indeed, in order to do so, in the present section, and based on the preliminary developments 

presented in Chapter 3, several methods are used to define a model which can take into consideration 

any number of modules, treated independently, any distribution network configuration and any type of 

load. 

NODAL

ADMITTANCE

MATRIX

BATTERY MODULE #1

L1

C1

iOUT1

EQUIVALENT 

LOAD

R

vBUSN

BATTERY MODULE #2

L2

C2

iOUT2

BATTERY MODULE #N

LN

CN

iOUTN

 

iBUS1

iBUS2

iBUSN

Distribution 

network 

(resistive lines)

N 

individual 

battery 

modules

vBUS2

vBUS1

 

Figure 4.13 – 𝑁 parallel individual droop controlled converters feeding a load through a common 

distribution network. 
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4. 2. 2. 1  Model definition 

In order to limit the complexity of manipulation of the model, matrix modelling is used and each 

converter is individually defined using state variable formalism. 

 

Figure 4.14 – Droop controlled converter’s block diagram for state-variable modelling. 

Let �̇�𝑖 and �̇�𝐵𝑈𝑆𝑖
 be the state variables. Based on Figure 4.14, it can be stated that: 

 �̇�𝑖 = −
𝑅𝐷𝑖𝑃𝑉𝑖

𝐼𝑉𝑖

1 + 𝑅𝐷𝑖𝑃𝑉𝑖

∙ 𝜎𝑖 −
1

1 + 𝑅𝐷𝑖𝑃𝑉𝑖

∙ 𝑣𝐵𝑈𝑆𝑖
+

1

1 + 𝑅𝐷𝑖𝑃𝑉𝑖

∙ 𝑣𝐵𝑈𝑆   𝑖
 4.21 

 

�̇�𝐵𝑈𝑆𝑖
=

1

𝐶𝑖
[

𝑃𝑉𝑖
𝐼𝑉𝑖

1 + 𝑅𝐷𝑖𝑃𝑉𝑖

∙ 𝜎𝑖 −
𝑃𝑉𝑖

1 + 𝑅𝐷𝑖𝑃𝑉𝑖

∙ 𝑣𝐵𝑈𝑆𝑖
+

𝑃𝑉𝑖

1 + 𝑅𝐷𝑖𝑃𝑉𝑖

∙ 𝑣𝐵𝑈𝑆   𝑖
− 𝑖𝐵𝑈𝑆𝑖

] 4.22 

 

Line resistances as well as loads – through their characteristic impedance – are modelled through 𝑄𝑟𝑒𝑑, 

the reduced conductance matrix obtained using the Kron reduction introduced in Chapter 3. This gives 

the following expression: 

 𝐼𝐵𝑈𝑆 = 𝑄𝑟𝑒𝑑 ∙ 𝑉𝐵𝑈𝑆 4.23 

with 𝐼𝐵𝑈𝑆 = [𝑖𝐵𝑈𝑆1
  …  𝑖𝐵𝑈𝑆𝑁]

𝑇
 and 𝑉𝐵𝑈𝑆 = [𝑣𝐵𝑈𝑆1

  …  𝑣𝐵𝑈𝑆𝑁]
𝑇
. 

Even though the equivalent impedance of the load is used since the beginning of the present Chapter, 

this takes on a completely different significance here, since linearizing the components before the model 

is set up means that they can be integrated into the conductance matrix without having to increase the 

size of the system, as the Kron reduction integrates them into the reduced matrix 𝑄𝑟𝑒𝑑.  

Defining 𝑖 as  𝑖 ∈ [1;𝑁], 𝑖 ∈  ℕ, the system can be written in matrix form 

 𝛴 = [𝜎1  …  𝜎𝑁]
𝑇 4.24 

 𝑉𝐵𝑈𝑆𝑅𝐸𝐹
= [𝑣𝐵𝑈𝑆𝑅𝐸𝐹1

 …  𝑣𝐵𝑈𝑆𝑅𝐸𝐹𝑁
]
𝑇
  4.25 

1

𝐶𝑖   

+
-

�̅�𝐵𝑈𝑆 

𝑖̅𝐶 

𝑖̅𝐵𝑈𝑆 

𝑖̅𝑂𝑈𝑇 +

-

𝜎𝑖�̅�𝐵𝑈𝑆    

++

-

1

 

+𝜎�̇�
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 𝐶 = 𝑑𝑖𝑎𝑔(𝐶𝑖)  4.26 

 𝑃𝑉 = 𝑑𝑖𝑎𝑔(𝑃𝑉𝑖)  4.27 

 𝐼𝑉 = 𝑑𝑖𝑎𝑔(𝐼𝑉𝑖)  4.28 

 𝑅𝐷 = 𝑑𝑖𝑎𝑔(𝑅𝐷𝑖)  4.29 

The result is a system of order 2𝑁 

(

�̇�

�̇�𝐵𝑈𝑆

) = (

−𝑅𝐷𝑃𝑉𝐼𝑉(𝐼𝑛 + 𝑅𝐷𝑃𝑉)
−1 −(𝐼𝑛 + 𝑅𝐷𝑃𝑉)

−1

𝐶−1𝑃𝑉𝐼𝑉(𝐼𝑛 + 𝑅𝐷𝑃𝑉)
−1 −𝐶−1𝑃𝑉(𝐼𝑛 + 𝑅𝐷𝑃𝑉)

−1 − 𝐶−1𝑄𝑟𝑒𝑑

) ∙ (

𝛴

𝑉𝐵𝑈𝑆

)

+ (

(𝐼𝑛 + 𝑅𝐷𝑃𝑉)
−1

𝑃𝑉(𝐼𝑛 + 𝑅𝐷𝑃𝑉)
−1

) ∙ 𝑉𝐵𝑈𝑆𝑅𝐸𝐹
 

4.30 

This concludes the modelling of the complete system. 

4. 2. 2. 2  Introductive example 

Although this model alone corresponds to a linearization of the system, it is easy to add the non-linear 

terms in order to carry out simulations in the time domain by dealing the loads – non-linear – 

independently from the line resistances – linear terms. This is particularly useful for verifying the 

consistency of the results. An example is given here, based on a system made up of 4 modules feeding 

a network composed of constant power loads – no PV panels are considered in this example. 

 
Figure 4.15 – Example system composed of 4 battery modules feeding a set of load through a resistive 

distribution network. 

Network
+

Loads
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The voltage loop parameters are all kept identical, in accordance with the homogenized converter model.  

In order to cover more cases and for the phenomenon to be observed in the following to be more visible, 

the power limit for 28 volt buses of 1500 watts of power consumption is considered as load power, 

noted as 𝑃𝐿𝑂𝐴𝐷. 

The line resistances forming the distribution network are generated randomly according to a uniform 

distribution in a determined typical range of 0 to 50 milliohms: 

𝑅𝑙𝑖𝑛𝑒 = (

∞ 0.0082 0.0099 0.0360
0.0082 ∞ 0.0348 0.0326
0.0099 0.0348 ∞ 0.0190
0.0360 0.0326 0.0190 ∞

) 

In the same manner, the droop coefficients are defined randomly according to a uniform distribution 

law: 

𝑅𝐷 = (

0.2169 0 0 0
0 0.4109 0 0
0 0 0.4505 0
0 0 0 0.2875

) 

In order to obtain a stable system – or at least one that is assumed to be stable in the sense of the study 

carried out on the reference system – the satisfaction of the condition set out in equation 4.20 is verified : 

𝑅𝐷𝑆𝑌𝑆
= 1 𝑠𝑢𝑚(𝑑𝑖𝑎𝑔(1. 𝑅𝐷⁄ ))⁄ < 𝑅𝐷𝑆𝑌𝑆𝑀𝐴𝑋

= 𝑉𝐵𝑈𝑆   

2 4𝑃𝐿𝑂𝐴𝐷⁄  

 
⇒ 𝑅𝐷𝑆𝑌𝑆

= 0.0785 <  0.1176 

This allows to calculate the equivalent load impedance thanks to the following expression: 

 
𝑅 = −

(𝑉𝐵𝑈𝑆   
+√𝑉𝐵𝑈𝑆   

2 − 4𝑅𝐷𝑆𝑌𝑆
𝑃𝐿𝑂𝐴𝐷)

2

4𝑃𝐿𝑂𝐴𝐷
 

4.31 

It is then randomly distributed to the 4 nodes of the system which gives the conductance matrix: 

𝑄𝑟𝑒𝑑 = (

249.4830 −121.2423 −101.2308 −27.7757
−121.2423 179.9483 −28.7720 −30.6985
−101.2308 −28.7720 182.3026 −52.5519
−27.7757 −30.6985 −52.5519 110.7013

) 

However, in order to simulate the system in the time domain, the equivalent load impedances are 

removed from 𝑄𝑟𝑒𝑑 and the power consumption is directly calculated at each node with the large signal 

expression of a CPL, conforming the random distribution defined above. This allows to perform steps 

between full and half load. 

Based on this, the graphs given in Figure 4.16 are obtained. 
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a) 

 
b) 

 
c) 

Figure 4.16 – 4 modules example system simulation results: (a) power consumption profile, (b) 

converters individual currents and (c) converters individual bus voltages. 
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It can be noted that the system is indeed stable and operating in accordance with the parameters 

determined above. 

This is for instance the case for current sharing, where we find a ratio of approximately 2 between 

converters 1 and 3, as expected given their respective droop coefficients. 

In term of voltage regulation, since, the 𝑅𝐷𝑆𝑌𝑆
 is relatively high in comparison with its maximum 

possible value, it is not surprising to see that the voltage drop induced by the droop control is significant. 

Based on this observation, it will subsequently be necessary to add an additional limitation in order to 

control this voltage drop, but it is important to note that the present randomly generated system does not 

have any practical meaning in terms of an optimized electrical operation. 

Focusing on stability aspects, an overshoot of 17% and a stabilization time of 1.25ms are observed.  

By way of comparison, the figure below shows the voltage variations for a system where 𝑅𝐷𝑆𝑌𝑆
 equals 

0.0298 – also generated randomly – which allows to verify the validity of the phenomena predicted by 

the sensitivity analysis carried out earlier.  

In this second system, the voltage response presents an overshoot of about 73% for a stabilization time 

of 0.9ms. Thus for a smaller equivalent value of 𝑅𝐷 the system is faster but less damped as expected. 

Thus, although it is difficult to analyze the sensitivity to each parameter as it has been done so far with 

such a complex system, it is still possible to observe their consequences. 

 

Figure 4.17 – Example system simulated voltages on battery modules bus side with 𝑅𝐷𝑆𝑌𝑆
= 0.0298. 

Moreover, the most significant interest of the proposed model, is that it is easy to calculate the poles of 

the system by calculating the eigenvalues of the matrix A, defined as follows thanks to equation 4.30. 

 

 𝐴 =  (

−𝑅𝐷𝑃𝑉𝐼𝑉(𝐼𝑛 + 𝑅𝐷𝑃𝑉)
−1 −(𝐼𝑛 + 𝑅𝐷𝑃𝑉)

−1

𝐶−1𝑃𝑉𝐼𝑉(𝐼𝑛 + 𝑅𝐷𝑃𝑉)
−1 −𝐶−1𝑃𝑉(𝐼𝑛 + 𝑅𝐷𝑃𝑉)

−1 − 𝐶−1𝑄𝑟𝑒𝑑

) 4.32 
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But calculating the poles for each configuration is a tedious task and does not allow to deduce anything 

other than stability at each point. 

However, by performing a Monte Carlo analysis on this model using the ability to generate 

configurations randomly as introduced above, and computing the poles of each particular system, it is 

possible to approximate the root locus of the system. 

As a summary and verification of the applicability of the previous analyses conclusions to multi-

converter systems, Figure 4.18 presents the results obtained by considering the variations in the table 

below. 

Table 4.1 – Parameters variations for Monte Carlo analysis on EPS root locus determination. 

Parameter Min Max Unit 

Power consumption 𝑷𝑳𝑶𝑨𝑫 0 230 𝑊 

Number of module 𝑵 1 20 - 

Droop coefficients 𝑹𝑫𝒊
 0 0.8522 × 𝑁 Ω 

 

Figure 4.18 – Detailed model root locus for three different number of battery modules connected in 

parallel, 𝑁, and considering identical droop coefficients and typical line impedances. 

On this graph, the following boundaries can be identified, based on the root locus observed during the 

reference system study:  

 At the left the poles are bounded by the root locus on 𝑅 with 𝑅𝐷 = 0. 

 At the right the poles are bounded by the root locus on 𝑅 with 𝑅𝐷 = 𝑅𝐷𝑀𝐴𝑋
 as defined in 

equation 4.20. 

𝑁 = 1 

𝑁 = 2 

𝑁 = 20 
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 Towards high absolute values of imaginary part limit (top and bottom), the poles are limited by 

the root locus on 𝑅𝐷 with maximum power consumption and 𝑅 defined as defined in 4.31. 

 Finally, towards low imaginary part limit (near real axis) the identified boundary is the root 

locus on 𝑅𝐷 with minimum power consumption. 

These deductions which exactly correspond to the behavior observed on the reference model, together 

with the previous time domain simulation, allow to validate the proposed detailed model. 

In the last sections of the present chapter, this probabilistic method is used to study the sensitivity of the 

system to the parameters which were neglected so far. 

4. 2. 2. 3  Sensitivity to line impedances 

Although the conclusions may seem trivial, taking account of line resistances is a sine qua non for 

establishing the system’s conductance matrix, which is the cornerstone of the model proposed here. 

This significant dependence on these parameters for the establishment of the model made it necessary 

to study their impact.  

As the impact is relatively low for small variations and the number of variable parameters is relatively 

large, the two following figures are based on the same parametric variation than in the previous section 

but for two extreme values of line resistance. 

Figure 4.19 presents the results obtained for a maximum line resistance of 1 × 10−12 𝑜ℎ𝑚. It can be 

observed that for 𝑁 = 1, the results are similar to what was observed previously. In the contrary, for 

several converters in parallel, the results are highly affected. If it seems that the system stays stable for 

𝑁 = 2, it is not the case for 𝑁 = 20.  

 

Figure 4.19 – Detailed model root locus for three different number of battery modules connected in 

parallel, 𝑁, and considering small line resistances: 1 × 10−12 𝑜ℎ𝑚. 

𝑁 = 1 

𝑁 = 2 

𝑁 = 20 
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Figure 4.20 – Detailed model root locus for three different number of battery modules connected in 

parallel, 𝑁, and considering large line resistances: 10 𝑜ℎ𝑚𝑠. 

This could be caused by the correlation of the different regulation loops which could then disturb each 

other. Indeed, bigger line resistances together with converter output capacitors act as an isolator between 

the different dynamics.  

Fortunately, the phenomenon only appears for very low values of resistances which are not reachable in 

practical, to the contrary of large values. 

Figure 4.20 presents the curves obtained for values of line resistances of up to 10 𝑜ℎ𝑚𝑠 while keeping 

the same parameter variations as above. As suggested in 4. 1. 1. 1 , it can be seen that it behaves like a 

resistive load to the system.  

Thus, even if it is not desirable in term of electrical system performances, it may not induce any issue 

in term of stability. 

4. 2. 2. 4  Sensitivity to droop coefficient differential variations 

The last aspect studied is the impact of setting different values of droop coefficients to each converter.  

Indeed, the only condition determined so far is a condition on the equivalent droop resistance, but there 

are an infinite number of possible combinations that satisfy it. Furthermore, it has been shown that 

variations in droop control coefficients have a very significant impact on the stability and performance 

of the system, and it is therefore essential to analyze this phenomenon, which has received little or no 

study in the literature. 

The root locus taking into account an individualized variation in the droop coefficients, while respecting 

the general condition, are shown in Figure 4.21. The maximum value of coefficient reachable by each 

𝑁 = 1 

𝑁 = 2 

𝑁 = 20 
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converter is nevertheless limited as a function of the number of modules, so that if one module is lost, 

the other modules can ensure the operation of the system and therefore stabilize it. 

It can be seen that for a small number of converters in parallel, no significant change is observed. 

However, this does not exclude to obtain very high ratios of coefficients between modules – up to ratios 

of 1: 1000 for 𝑁 = 2 – and consequently an important controllability in terms of current sharing. 

On the other hand, for a large number of converters, the root locus is evolving in a different way, and is 

moving away from the reference root locus. 

 

Figure 4.21 – Detailed model root locus for three different number of battery modules connected in 

parallel, 𝑁, and considering individualized droop coefficients. The different droop coefficients are 

determined randomly and verify the condition on system equivalent droop coefficient, 𝑅𝐷𝑆𝑌𝑆
. 

The first and most important observation is that this deviation from the reference trajectory remains 

limited and does not induce instability in the system under the conditions described above. 

The blue arrows on the graph indicate the direction of variation of the dominant poles of the system 

when only a few of the 𝑁 modules have low droop coefficients and most have relatively high 

coefficients. This corresponds to the situation where a small number of modules concentrate the majority 

of the current contribution and the others, because of their high coefficients, make only a small 

contribution to current supply, i.e. to bus regulation.  

However, it is possible to limit this deviation, as shown by the curve to the right of the red cluster 

representing the root locus for 𝑁 = 20. By identification, this corresponds to the root locus of the worst-

case situation presented just above, i.e. the root locus which covers all the variations of 𝑅𝐷 for a single 

converter regulating the bus and whose output capacitor would have a value equal to 𝑁 times its nominal 

value. 

𝑁 = 1 

𝑁 = 2 

𝑁 = 20 
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This can be explained by the fact that whatever the value of the droop coefficient and therefore the 

contribution of a converter to bus regulation, its output capacitor is connected to the distribution network 

and influences the operation of all the others. From a system point of view, it is therefore necessary to 

consider the total load as the set {capacitors + loads} – at constant power or purely resistive. It is this 

set that is distributed by the droop control. 

So, rather than just being a method of current sharing, droop control is a method of load sharing in its 

most global sense. 

While from a system stability and robustness point of view, the phenomenon can be seen as an 

advantage, from a system performance point of view, it should be noted that it tends to make the system 

slower and less damped. 

In order to limit this drop of performance, it is proposed to add a limitation on the maximum sharing 

ratio to be allowed between two converters. In practice, although it may be interesting to adopt very 

high ratios, particularly for managing mode changes such as at the end of a battery charge, for example, 

it is still possible to reduce it to a certain extent. 

Furthermore, a fairly loose restriction can significantly limit the phenomenon, as can be seen in Figure 

4.22, where the same root locus as before are given but by limiting the maximum ratio to 1: 20. 

 

Figure 4.22 – Detailed model root locus for three different number of battery modules connected in 

parallel, 𝑁, and considering individualized droop coefficients with maximum differential ratio limitation 

of 1: 20. 

Finally, it should be borne in mind that in order to highlight these characteristics, the highest achievable 

power for a 28V bus was chosen. In most cases, and particularly for the use case, these phenomena are 

naturally limited to acceptable levels as shown in Figure 4.23. 

𝑁 = 1 

𝑁 = 2 

𝑁 = 20 



 

123 

 

4. 3  Conclusion  

As a conclusion to this chapter, which aimed to study the stability of modular electrical systems in as 

general a manner as possible and see how the droop control could impact it, the method developed here 

is applied to the case study.  

 

Figure 4.23 – Use case detailed model root locus: 𝑁 = 3, 𝑃𝐿𝑂𝐴𝐷 = 230𝑊, 𝑅𝐷𝑀𝐴𝑋
= 0.85. 

This validates the initial tuning approach that enabled this case study to be determined, since it shows a 

stable system in any configuration, thanks to the conditions determined during the chapter. 

It has been shown that, provided the condition of existence of equilibrium points in terms of the large 

signal characteristics is met, there is a stable operating point. It has also been shown that the closer one 

gets to this limit value, the more the system's stability margins are reduced, which means that a margin 

should be kept in relation to this condition. It was also established that increasing the number of modules 

in a system enabled higher droop coefficient values to be achieved individually. 

More generally, these results provide a framework on which to base the implementation, 

experimentation and interpretation of the results obtained and presented in the following, as well as for 

the definition of the secondary and tertiary control strategies by defining the possible ranges of variation 

of the various parameters adaptation, in particular the system level equivalent droop virtual resistance 

𝑅𝐷𝑆𝑌𝑆
. This work has also enabled us to gain a better general understanding of the rules governing 

modular systems and to identify the characteristics that differentiate them from single-converter 

systems. 
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 In the previous chapters, after a detailed study of the different types of existing electrical 

systems, in terms of both control and power system aspects, in the space domain but also for similar 

more conventional applications, a new distributed and modular EPS architecture has been proposed and 

its stability studied. This has made it possible to establish theoretical criteria for its proper operation and 

to understand its behavior in comparison with that of more conventional systems. In order to test these 

results and confirm them, a demonstrator was set up. The object of this chapter is thus to present the 

work undertaken to achieve this objective. 

Based on the use-case defined in Chapter 3, the demonstrator takes the form of a “flat sat”, which can 

be generally defined as a high fidelity electrical and functional representation of a spacecraft, reduced 

to only the EPS in the present case as presented below. 

 

Figure 5.1 – Experimental setup. 

The high degree of representativeness required is conditioned by the important constraint of space 

system reliability mentioned in Chapter 2. Thus, in the space domain, in order to verify the results 

obtained on a system as completely as possible, without significantly limiting their field of validity, it is 

the practice to use equipment that is as close as possible to flight equipment, both in terms of the 

functions implemented and the manufacturing processes used. This is why simple experimental 

equipment have not been used for all of the units in the setup presented above, and why it is necessary 

to distinguish between two types of component: 

 The units represented in green correspond to the components necessary to emulates the 

environment in which the System Under Test (SUT) would evolve in an actual satellite, both 

from a power electrical and data handling point of view, as if it were in orbit. They aim to 

representatively generate and process the input and outputs signals of each SUT interface. For 

these elements, laboratory devices were used. 

 The units in blue on the other hand, called MOBI and BOMO-C, correspond to the devices 

composing the actual SUT, that is to say the power electrical part of the proposed EPS. The 

BOMOs have been developed as part of the CNES roadmap for the development of future 

architectures to which this study relates. The MOBI have been the object of a co-design 
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throughout the thesis in order to integrate in a decentralized way the functionalities of the 

primary control as detailed in Chapter 2. 

In this chapter, in order to present the extensive work that went into setting up this experimental set-up, 

a detailed presentation of these devices will first be provided. This will allow in a second time to develop 

their practical integration in the demonstrator. Finally, the results obtained thanks to it in order to 

validate the practical implementation of the proposed primary control will be presented and 

interpretations that can be drawn from them will be discussed. 

5. 1  SUT components 

5. 1. 1  The BOMOs 

The BOMOs (BOîtier MOdulaire, modular box in French) was developed at the instigation of the CNES 

to realize the conditioning and distribution functions previously done by the PCDU as closely as possible 

to the need. The design of the module also tackles the necessity to meet industrial objectives such as 

low recurrent prices by the use of COTS components. Taking these aspects into consideration makes 

the project not only technically relevant, but also economically in an increasingly competitive 

environment.  

In a concern of standardization, the concept which is intended to be adaptable, is built around a “base 

brick” [154]. This standard core is composed of a primary power bus interface, a microcontroller, a 

Controller Area Network (CAN) bus interface, temperature, voltage and current measurements as well 

as an internal power supply generated from the power bus. Data buses such as the CAN, already used 

in massive geostationary telecommunication satellites, allows drastic harness simplifications compared 

to traditional point to point protocol.  

 

Figure 5.2 – BOMO front panel with standard interfaces. 

Considering the number of different functions to address, the choice has been made to develop specific 

BOMOs for every one of them. 
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5. 1. 1. 1  BOMO-C 

The BOMO-C is dedicated to the Conditioning functions initially done by the PCDU and interfaces 

solar arrays with the primary power bus. Thus in addition to the standard common interfaces, it disposes 

of a specific power connection to the PV side. Based on DET performed by MOSFETs, a single BOMO-

C allows to shunt, or connect in parallel to the power bus up to 7 PV sections independently. An extra 

switch, present on the output power line, allows to connect or passivate the whole module. 

 

Figure 5.3 – Stacked BOMO-Cs rear panel with specific interfaces. 

As it can be seen on the picture above, in order to address more PV sections and give scalability to the 

system or to implement redundancy, it is possible to stack the units together. 

5. 1. 1. 2  BOMO-D 

The BOMO-D is dedicated to the Distribution of the electrical power to the equipment of the satellite 

and thus interfaces them to the power bus. The distribution function is realized by 7 LCL. The specific 

part of the module is dedicated to safety and equipment’s protection and not to the control of the supply, 

managed by the OBC with the equipment itself. Nevertheless, measurements processed by the base brick 

can be used for the overall control of the EPS which makes of it a key unit to give the observability of 

the system to the OBC. 

5. 1. 1. 3  BOMO-PSP 

The BOMO-PSP is initially dedicated to the detection of the Pyro actuators and of the Separation strap 

to connect the main battery to the power bus during the launch of the spacecraft. At the end of life of 

the satellite, it also handles the Passivation of the satellite. Electrically, it is mainly composed of a switch 

between the two sides of the module. Thus, it can also be used on the different branches of the power 

harness to (re)configure the global harness architecture during the satellite’s operation life to redirect 

the power flux. 

Other types of BOMO are under development, their possible applications even going beyond the scope 

of the EPS. The BOMO-M or the BOMO-I can be cited, respectively dedicated to Motor drive and I/O 

management applications.  
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The one already developed and presented above allows to implement a modular NRB architecture as 

shown in Figure 5.4 and presented in [155]. In order to fully replace the former PCDU, it has been 

evaluated that16 BOMO are necessary for a satellite of approximatively 300W [156].  

As it can be seen on the architecture overview, reliability of the system is enhanced by integrating a 

partial redundancy which are not concentrated in a unique location anymore. A cold redundancy – one 

entity is operating and the others are powered off – of each BOMO is also implemented at equipment 

level in the same manner of a conventional architecture. Compared to the ISS EPS, no routing module 

such as the DCSU is needed as each BOMO is specifically designed to be propagation failure free on 

this external interface.  

 

Figure 5.4 - NRB modular architecture based on BOMO [156]. 

All the variants are space qualified which makes them good candidates to fly. The Morpheus program, 

a multi-mission platform under development at Thales Alenia Space, based on the aforementioned 

architecture could be the first opportunity to make the BOMOs fly in the next few years. In this 

architecture, the BOMOs are used in order to make it scalable: the architecture would be the same from 

one mission to another but the number of the different BOMOs could evolve easily. However, in this 

case, this scalability only applies to PV and loads. The battery will have to be resized specifically for 

each mission.  

The BOMOs, which are designed to be autonomous and able to be used as a unitary piece of equipment, 

are compatible with any type of power bus configuration, battery driven as presented above or regulated 

as in the architecture proposed in the present work. The possibility to use the BOMO-C in the 

demonstrator was therefore in the same time an opportunity to use space qualified equipment as 

conditioning units and to validate its proper functioning in such a configuration.  
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5. 1. 2  The MOBI: the last step to a fully-regulated modular architecture  

As mentioned earlier, the design of the MOBI – MOdule Batterie Intelligent meaning smart battery 

module in French – which started in 2018, at the very beginning of the present works and which has 

been done jointly with Airbus Defence and Space, consisted of an important collaborative work since it 

aimed to design the main element of the proposed architecture. 

As described in [157], the module is composed of a battery, a bidirectional converter and an adapted 

version of the base brick present in the BOMO to be compatible with it in term of communication and 

power interface. Its overall architecture is presented in Figure 5.5 and detailed below. 

5. 1. 2. 1  Li-ion battery pack 

The battery is the central component of the MOBI. One of the major objectives is to be able to connect 

several batteries to the same primary bus, so as to be able to easily modulate the storage capacity of a 

system while keeping costs relatively low. COTS cells in 18650 format were chosen, and two module 

sizes were proposed: a 12𝑆2𝑃 module – i.e. around 270𝑊ℎ – and a 12𝑆10𝑃 – i.e. around 1.35𝑘𝑊ℎ – 

in order to demonstrate their interoperability. 

The idea behind proposing two module sizes is to be able to meet as close as possible the different needs 

of each mission by varying the combinations. It would also be possible to vary the cells technology used 

from one module to another. It would then be possible to obtain power or energy modules, depending 

on the mission profile. This has however not been tested in the present study. 

In order to facilitate the storage of the module but also to secure its manipulation during investigations 

and tests, the battery can be disconnected to the rest of the module thanks to a power strap. This could 

be a significant benefit during battery integration at the Assembly Integration and Tests (AIT) phases. 

 
Figure 5.5 – MOBI architecture (courtesy of Airbus Defence & Space). 
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5. 1. 2. 2  Battery Management Systems 

The first function and also the most basic one is the Battery Management System (BMS) which is 

implemented thanks to a dedicated Integrated Circuit (IC) which performs cells balancing. It also 

enables to acquire individual cells voltage and temperature which gives a good observability of the 

battery state during operation. The cell balancing method is a conventional passive balancing: on the 

reception of a command signal, the cells are successively discharged to align with the least charged one.  

5. 1. 2. 3  DC/DC Power conversion 

The bidirectional DC/DC power conversion is achieved by two top to tail unidirectional COTS 

converters which can be assimilated to a non-inverting buck-boost converter as presented in Chapter 2.  

The charge and discharge current of each module can be controlled independently on request which 

corresponds to a battery driven mode also called selfish mode. This could allow to perform state-of-the-

art CC/CV charging but also to implement advanced functions such as embedded impedance 

spectroscopy methods. Indeed,  an AC signal can be added to the charge or discharge currents. More 

conventionnally, it makes also possible to perform full charge / discharge cycles in order to update the 

estimations of the module’s capacity and other estimators while the other modules continue to provide 

the required energy reserve and regulate the primary bus – bus driven mode. 

The converters also integrate fast voltage regulation loops which only require reference values as input 

signals to operate. This enables to regulate their respective output voltage corresponding to the bus 

voltage for the discharger and the battery voltage for the charger. In order to operate as a fully 

bidirectional conversion stage, able to regulate the bus voltage also during charge – corresponding to 

the generous mode – an additional voltage regulation loop is implemented and uses the charger current 

reference signal as command signal.  

5. 1. 2. 4  Embedded microcontroller 

The generation of these different control signals as well as the management of all aforementionned 

operating modes are handled by an embedded microcontroller. Called Master BMS (MBMS) it also 

realizes the following functions. 

a) Telemetry acquisition 

Its numerous ADC interfaces allow to acquire an important number of signals: 

 Battery current and voltage 

 Bus current and voltage 

 PCB temperatures 

A serial link allows to get all BMS acquisitions such as cells individual temperature and voltage. This 

provides an enhanced observability of the battery and enables to take the most of it. 

b) Battery monitoring and protection 

The access to the set of data mentioned above allows to generate more precise estimators such as SOC 

and SOH. Based on this, a Fault Detection, Isolation and Recovery (FDIR) policy has been determined 

and integrated to the module. For each monitored variable, three level of alert have been defined, from 

nominal condition to critical alert. For each level of alert, a set of actions is autonomously launched, up 
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to complete isolation of the module. This allows to react as quickly as possible in the event of a 

component failure, and to prevent the faults propagation. However, before reaching this level of 

criticality, supervisory units are alerted via dedicated messages. 

c) Data Handling management 

To do so, a CAN bus interface allows the communication with supervisory controllers such as the OBC. 

This function is the milestone of the interfaces standardization of the battery modules and can be 

presented as the DHS counterpart to the power converter for the EPS. 

Thanks to it, the OBC is always aware of the state of the battery thanks to housekeeping frames 

concentrating the most relevant and useful data such as the battery voltage or current. On demand, it can 

also query detailed data and thus access to the whole set of variable acquired by the module.  

This function alone represents a major step forward, not only in terms of the new functionalities it makes 

possible at the scale of the battery, but also by significantly simplifying all the design in the early stages 

of development at system level. 

d) Start-up management 

Finally, a separation strap interface allows to maintain the battery OFF before and during launch and to 

be automatically set in discharge mode at launcher separation to switch ON the spacecraft according to 

the following logic: 

At the separation strap disconnection, the MOBI is put in master mode. In this state, the battery feeds 

the power bus – discharger ON, charger OFF and main switch closed. After a fixed time, the MOBI 

switches to slave mode. Consequently, the On Board Computer must use this time slot to send the 

commands in order to maintain the MOBI in the desired state. 

If the separation strap stays connected, the MOBI also stays in slave mode. In this state, no power is 

provided by the battery (discharger and charger are OFF, main switch is open). The electronics is 

supplied the main power bus and after the master switch on, it can be commanded via the CAN interface. 

 

 

Figure 5.6 – MOBI prototypes with power and data interfaces visible on the front face. 

The initial hardware design phase was completed at the end of 2020 with the delivery to CNES of the 3 

prototypes shown in the picture above. Software development continued until November 2021 in co-
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engineering thanks to successive iterations in order to implement and improve the regulation and droop 

control functions of the system’s primary control as defined by the proposed control strategy. 

5. 2  Demonstrator setup 

In order to tune and validate these control laws and then to be able to obtain experimental results with 

those obtained by simulation, the test bed presented in introduction of the chapter has been set up. The 

objective of this section is therefore to give an overview of the equipment used in this demonstrator, 

named Octobus and with which the results presented below have been obtained. 

5. 2. 1  Electronic loads 

The different loads of the system are emulated by two electronic loads – or dynamic loads (DL) – which 

are able to operate either in Constant Resistive (CR), Constant Current (CC) and Constant Power (CP) 

modes and whose main features are summarized in the table below. 

Table 5.1 – Electronic Loads main features. 

Brand Kikusui 

Model PLZ334W 

Voltage operating range (V) 1,5 to 150 

Maximum power (W) 330 

Maximum current (A) 66 

Operating modes CR, CC, CP 

Communication standards for remote control GPIB, RS232C, USB 

 

Each load is able to handle the maximum power load defined for the study case of 230W which enable 

to test different configurations with two CP at different location of the system or with a combination of 

CP and CR loads. 

5. 2. 2  Solar Array Simulator 

Solar Array Simulators (SAS) are used to emulate the electrical behavior of actual PV panels. Indeed, 

solar generators are very specific equipment for space systems and it was difficult and restrictive to 

consider using real generators.  

In the maximum configuration of the demonstrator, it can manage 5 SAS of 2 channels each in order to 

emulate the 10 PV sections defined for the use case. Two different references are used and their main 

features are given in the table below. 

Table 5.2 – Solar array simulators main features. 

Brand Keysight Technologies 

Model E4361A E4362A 

Voltage operating range (V) 0 to 65 0 to 130 

Maximum power (W) 510 600 

Maximum current (A) 8.5 5 

Operating modes Fixed, Table, SAS 

Communication standards for remote control USB, GPIB, LAN (Ethernet) 
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Compared to conventional DC power supply, SAS have a very low output capacitance that simulates 

the high speed constant current characteristics. The fixed operating mode corresponds to a rectangular 

I-V characteristic of a standard power supply. The table mode allows to specify the I-V curve through a 

table of up to 4000 points. This enable to set very accurate curves while assuring a fast computation of 

the response since the points are processed offline. Finally, the SAS mode generates the I-V 

characteristic curve thanks to an exponential model of solar array based on the four characteristic 

parameters: the short circuit current (𝐼𝑆𝐶), the open circuit voltage (𝑉𝑂𝐶) and the maximum power point 

(𝑉𝑀𝑃; 𝐼𝑀𝑃).  

Considering that the characteristic curve is subject to online changes during a test session – to emulate 

the variation of solar irradiance and temperature during an orbit for instance – and in order to limit the 

amount of data to be sent – and to generate – the SAS mode is used.  

The electronic loads and the SAS are connected to the central control unit via USB through a USB hub. 

This enable to control these units remotely and in a synchronized way since the power consumption is 

intrinsically related to the orbit phase – day or eclipse – as it dictates the thermal variations and the 

imagery shooting time for example. 

5. 2. 3  Power harness emulator 

In the same approach as for the stability study in the previous chapter, the need to be able to emulate 

any type of distribution network resulted in the development with ADS of the BODI – for BOîtier de 

DIstribution meaning distribution box in French – based on the conductance matrix model.  

            

Figure 5.7 – Distribution box (BODI) and a resistive plug. 

The upper face of the module is a 9 by 9 physical implementation of the nodal admittance matrix. It 

enables to interconnect up to 9 units – 3 BOMO-C, 3 MOBI, 2 DL, 1 spare – by plugging resistive 

elements to characterize the distribution lines. The value of the equivalent resistor of a link 𝑅𝑙 is the 

serial association of the resistances of the connectors, 𝑅𝑐𝑜𝑛, at both end of the link and the equivalent 

resistance of the wire, 𝑅𝑤𝑖𝑟𝑒. 
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The BODI is also particularly practical merely used as a high power breakout box in order to instrument 

the different signals to be monitored. 

5. 2. 4  CAN bus 

In order to interconnect all devices equipped with a CAN interface, a 'bus-shaped' type harness is put in 

place - in contrast to chain links or star distribution. The CAN bus being renowned for its robustness to 

disturbances and the harness length being limited to approximately 2𝑚, a ribbon cable and D-Sub 9 pins 

connectors with clips are used to create the main bus. A connector at each end allows connection of 

120𝛺 terminating resistors put in plugs. Connectors can be easily added to any location on the cable by 

adding a clipped connector. This allows to place the different required interface as close as possible to 

each piece of equipment and connect them via stubs – short adapters between micro D-Sub and D-Sub 

connectors – which must not exceed 0.3m for operation at 1𝑀𝑏𝑖𝑡. 𝑠−1. 

 

Figure 5.8 – USB to CAN adapter. 

Finally, a Korlan USB2CAN adapter is used to connect all SUT equipment to the test conduit computer 

which will also have the role of emulating the on-board computer. 

5. 2. 5  Control & Protections 

Indeed, in order to simplify the control and observation of the state of the demonstrator, the supervision 

and test management functions are performed by a single computer. This makes it easier to drive the 

demonstrator and to integrate error and safety management using all the available elements. It is thus 

possible to define 4 main functions that the supervision unit must support: 

1. HMI management 

2. Emulation of the OBC and management of communications on the CAN bus 

3. Execution of test conduct and management of USB communications 

4. Emergency stop management and data monitoring 

These functionalities were implemented during two internships in ICARES, a python multi-threaded 

supervision software, providing a general overview of the state of each component and allowing to easily 

control the demonstrator by launching pre-defined test scripts. 

Among the many possibilities offered by the software, it is as possible to merely configure power 

profiles to send to DL and SAS in a planned manner as to execute completely automated test sequences 

for which all data are monitored and saved thus allowing full exploitation of the test bench. 
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Figure 5.9 – ICARES supervision software main window. 

An important aspect implemented by ICARES is the taking into account of the alerts that MOBIs can 

send. Indeed, working on systems using batteries involves implementing certain safety measures. So as 

soon as an alarm is triggered on a MOBI – due to excessive temperatures or dangerous voltage levels 

for example – the experimenter is immediately notified by a pop-up window. 

5. 2. 6  Demonstrator overview 

Thus all of the elements presented above have been successively integrated into the test bench in CNES 

electrical laboratory at the Toulouse space center, which resulted in the setup presented in Figure 5.10. 

 
Figure 5.10 – The Octobus demonstrator. 
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It should be noted that the simple implementation of this demonstrator made it possible to verify a certain 

number of the advantages expected for this type of architecture. One of them is the simplification of 

routing which is perfectly visible in the photo below.  

At the power harness level, this is achieved thanks to the distribution of the primary power bus while at 

the DHS harness level, the huge observable difference compared to conventional systems is achieved 

thanks to the integration of the CAN bus replacing all discrete signals usually used. 

5. 3  Experimental results 

The implementation of the demonstrator has enabled this study to meet two objectives, which are 

detailed in this third part of the chapter. 

The first and most important is to validate the operation of the modules in an environment representative 

of a real system, while implementing the proposed primary control. This means checking that the 

stability of the primary bus voltage is guaranteed and that all the distributed components of the primary 

control, in particular current sharing, are functional. 

The second objective, which follows directly from the observations made to achieve the first, is to 

identify the obstacles and other practical constraints to the implementation of the complete system in 

order to be able to define the major points of attention for the development of future systems and in 

particular for the next steps towards the specialization of a MOBI. 

The results presented below propose a step-by-step validation of the various points studied, starting with 

the unitary validation of functions. 

5. 3. 1  Droop control unitary implementation 

The first element to be validated prior to the module parallel connection is that, on each of them, the 

primary functions present nominal performances. 

To do this, the operating ranges of the various modules were scanned in discharge using a DL and in 

load using an SAS. Figure 5.11 and Figure 5.12 respectively show the results of these two tests for the 

MOBI 3 – 12𝑆10𝑃 – for different droop resistance values. In order to obtain these characteristics 

representing the steady-state performance of the modules, the signals are filtered at 100𝐻𝑧. 

For the discharge characteristic, which is obtained by varying the power of a DL in CP mode, the 

maximum droop coefficient value tested is set by considering the maximum power defined by the use 

case – 230 watts for a bus regulated at 28V – with a slight margin to take account of the additional line 

resistors. Although the power rises to this limit value, no instability is observed, since the module's 

current is limited to 9.5 A before reaching it.  

It can also be seen that, as the droop coefficient increases, oscillation around the ideal characteristic 

appears to be increasing, although this does not appear to be a problem at this stage. 

With regard to the load characteristic, as the measurements were carried out by varying a SAS 

characteristic with a positive characteristic impedance, no particular limit was taken into account for the 

tested 𝑅𝐷 values. Thanks to the wide range covered, it is therefore possible to observe two characteristic 

curves at the operating limits.  
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The first, plotted in red, corresponds to the module's battery charge current limitation, which translates 

into a constant power characteristic from a bus point of view: in load limitation, the module behaves 

like a PLC. The behavior described in Chapter 3 when characterizing the load is then observed: for all 

the characteristics shown, when this limitation is reached, the voltage rises to stabilize at the point of 

intersection with the second visible characteristic curve. This one corresponds to the SAS characteristic 

at full power. 

 
Figure 5.11 – Experimental large-signal droop characteristics of one MOBI during discharge. 

 
Figure 5.12 – Experimental large-signal droop characteristics of one MOBI during charge. 

Dead 

 zone 

𝑉𝐵𝑈𝑆   
= 26.5𝑉 

𝑉𝐵𝑈𝑆   
= 28𝑉 
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It is also close to this characteristic that a certain distortion of the droop control characteristics can be 

observed for high coefficient values. More generally, it seems that as soon as it passes to the voltage 

source region of the PV characteristic, the voltage is imposed by the PV. Although this has not been 

validated with certainty, it is assumed that this behavior is exacerbated by the fact that SASs are used. 

Indeed, as has been mentioned, although SASs have outputs with the characteristics of current sources 

like actual PVs, they are still switching power supplies which, in this type of circumstance, can conflict 

with and disrupt the operation of other equipment present. However, as this only happens in fairly 

specific configurations, the phenomenon is not considered to be problematic. Indeed, BOMO-Cs are 

meant to be operated to the current source region of the PV characteristic. 

Another point which can be observed is that throughout the characteristic curve in charge, points are 

visible at regular intervals. These points correspond to the stabilization points with the SAS 

characteristics set successively to sweep the operating range and show that the voltage regulation loop 

during charging is slower than that during discharging, where these steps are not visible. This is because 

the bus voltage regulation in battery charge configuration is not natively present in the converters used, 

unlike that in discharge configuration. To add it, it has been implemented inside the MOBI 

microcontroller and is therefore necessarily slower. 

Although this may seem problematic, given that the load during the battery charge phase is generally 

characterized by a positive impedance, the system is generally quite stable in this configuration. In 

addition, this difference in dynamics made it easier to define a strategy for the transition from charge to 

discharge. 

This transition phase represents a twofold challenge. The first, which is specific to the converter 

configuration implemented in the MOBI, is that close to no load, the charge and discharge converters 

could interfere. To a certain extent, droop control reduces this risk because, by its nature, it manages the 

sharing of currents between parallel units. It is with this aim in mind that an offset noted 𝛥𝑉𝐵𝑈𝑆   
 is 

applied between charge and discharge voltage set points as shown in Figure 5.13.  

However, the second challenge makes this insufficient. Indeed, in order to control the system as well as 

possible and to be able to manage the charging and discharging behaviors independently, the coefficient 

applied in these two modes is not the same. In addition to the offset on the voltage reference, and to 

avoid oscillations that could be problematic in low-load operation, a dead zone is set up, for which no 

coefficient is applied. In this way, combined with the fact that the discharger's bus voltage regulation is 

faster than that of the charger and therefore that the former takes control of the regulation in the dead 

zone, the system is able to switch smoothly from one operation to the other autonomously, as shown in 

Figure 5.13.  

It is important to note that the impact of setting up a dead zone is very small, as only prolonged operation 

at very low currents could induce sufficient imbalance to unbalance the batteries SOC. 

In conclusion, based on the observations made above, and in purely qualitative terms, the large-signal 

characteristics obtained seem to correspond to expectations and make it possible to envisage tests with 

several modules. 
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Figure 5.13 – Experimental large-signal droop characteristics of one MOBI at transition. 

 

5. 3. 2  Modules parallel operation 

For simplicity purpose, and having verified that the principle presented were fully extendable to more 

complex systems, the following only focuses on the CS between two MOBIs – MOBI2, 12S2P, and 

MOBI3 12S10P. 

5. 3. 2. 1  Primary bus voltage regulation 

The first aspect to verify is the stability of the voltage regulation with several modules in parallel. In 

order to do so, the power profile presented in Figure 5.14 is applied to two MOBIs in bus regulation 

droop mode. The resulting voltage variations are shown in Figure 5.15 while considering 𝑅𝐷 values of 

0.1 and 0.5 – equal for both MOBI. 

As a result, it appears that the bus voltage shows good stability performance without taking into account 

the variations induced by the droop control.  

It is possible to observe the impact of the variation in 𝑅𝐷 on the performance of the voltage regulation 

in accordance with the results of the stability study carried out in the previous chapter.  

Indeed, in the zoomed view of the load impact at 22.3𝑠, it can be seen that the system is slower and 

more damped at 𝑅𝐷  =  0.5 than at 𝑅𝐷 = 0.1. 

 

 

Dead zone Charge Discharge 

Δ𝑉𝐵𝑈𝑆𝑅𝐸𝐹
 



 

141 

 

 

Figure 5.14 – Experimental power consumption profile. 

 

 

Figure 5.15 – Experimental bus voltage variations in function of droop coefficient. 

For the reasons exposed later in 5. 3. 3. 1 , the curves presented here correspond to the moving average 

values of the currents observed. 

RD = 0.1 

RD = 0.5 
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Figure 5.16 – Experimental results of 2 parallel MOBIs for different droop coefficients. 

a) 

b) 

c) 
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5. 3. 2. 2  Current sharing 

Figure 5.16 gives the MOBI currents in response of the power profile defined above, considering 

different droop coefficient configurations.  

As it can be seen on inset a), without any droop control – 𝑅𝐷 = 0 – the CS balance is only imposed by 

the line impedances. In order to show this, unequal impedances are intentionally used in the harness: 

MOBI 2 and MOBI 3 are respectively connected to the primary power bus via harnesses of 35𝑚Ω and 

70𝑚Ω of characteristic impedance.  

It can be observed that, when no module is at its current limitation, MOBI 2 supplies twice as much 

current as MOBI 3. Since MOBI 3 is five times bigger, a 1: 5 ratio should be applied reversely instead. 

It can also be noted that when MOBI 2 reaches its current limit – deliberately set at a relatively low 

current – MOBI 3 supplies all the remaining current. In this case, only MOBI 3 regulates the bus voltage 

which decreases the stability margins of the overall system. 

Inset b) shows the results in the same configuration but with equivalent droop coefficients on both 

modules. It can then be observed that below MOBI 2 current limit, the currents of each module can be 

considered as balanced. 

Finally, inset c) shows the results when different values of 𝑅𝐷 are parametrized in MOBI 2 and 3 in 

order to be consistent with their respective size as mentioned above. It can be observed that the 

proportion is indeed reversed in comparison to inset a) which validates the correct operation of the 

method even if the ratio does not exactly coincide with the expected one.  

This can be explained by the neighboring of the 𝑅𝐷 values and the line impedances introduced above 

and illustrates the limitation of the droop control in term of precision. The CS ratio can indeed be 

expressed as follows: 

 
𝐼𝑀𝑂𝐵𝐼3

𝐼𝑀𝑂𝐵𝐼2
=

𝑅𝑀𝑂𝐵𝐼2

𝑅𝑀𝑂𝐵𝐼3
=

𝑅𝐷2 + 0.035

𝑅𝐷3 + 0.07
≈ 3.15 5.1 

Finally, it should be noted that in this last case, compared to the others, the MOBI 2 never reaches 

current saturation. However, it can be remarked that it was in this configuration that the difference in 

performance has been seen on the voltage curves. This illustrates the need to take these limitations into 

account when assigning the different values of droop coefficients. 

5. 3. 2. 3  Current and power limits 

To do this, as was done for the modules individually, let’s observe the equivalent large-signal 

characteristics obtained as a function of the droop coefficients and limitations of each module. 

Figure 5.17 shows the individual large-signal characteristics of each module for load and unload 

configurations, considering different configurations. 

For the first three cases, it can be observed that either the individual characteristics cross when one of 

the two modules reaches its power limit, or the characteristics are coincident until a limit is reached. 

These graphical observations reflect the fact that the module with the lowest current or power limitation 

– for discharge and load respectively – is also the one with the lowest 𝑅𝐷 value. 
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a)                                                                            b) 

 
c)                                                                            d) 

 
e)                                                                            f) 

 
g)                                                                            h) 

Figure 5.17 – Experimental equivalent large-signal droop characteristics of two parallel operating 

MOBIs for different configurations. 

𝐼𝑖𝑛𝑓 = 3.84𝐴 

𝐼𝑖𝑛𝑓 = 6𝐴 

𝐼𝑖𝑛𝑓 = 3.5𝐴 
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This induces an inflection in the equivalent characteristic, corresponding to the transition from one 

equivalent droop coefficient to another.  

This transition occurs when the equivalent load current reaches the following value: 

 𝐼𝑖𝑛𝑓 = 𝐼𝑀𝑂𝐵𝐼2 + 𝐼𝑀𝑂𝐵𝐼3 =
𝑉𝐵𝑈𝑆    

− 𝑉𝐵𝑈𝑆    

𝑅𝐷 

+
𝑅𝐷 

+ 𝑅𝐷 

𝑅𝐷 

𝐼𝑀𝑂𝐵𝐼2𝑀𝐴𝑋
 5.2 

While in the present case, the equivalent characteristic is still easy to define, it becomes much more 

complex when the number of MOBI increases. 

Furthermore, in general, it is not desirable to accumulate the number of modules passing under limitation 

because, as it has been determined earlier, this reduces the margins of stability of the overall system.  

As shown in inset g) and f), it is possible to keep the two modules outside their limit over the entire 

power range of the system. This is ideally achieved when the inverse ratio to the current limits is applied 

to the droop coefficients. 

Assuming, as in the present case, that the respective batteries in each module are of the same type, their 

maximum charge and discharge rates, which therefore define these limitations, are proportional to the 

size of the battery. It is therefore consistent to aim for this configuration to be respected so that all the 

batteries charge and discharge at the same rate from the point of view of their SOC. 

This last observation lays the foundations for the conclusions that can be drawn from the experiments 

carried out on the demonstrator and constitutes an element to be taken into account for the development 

of secondary and tertiary control strategies. These are based directly on the intrinsic characteristics of 

droop control and the limitations imposed by higher-level control constraints – battery power 

management in this case. In the same way, other factors that have a direct impact on primary control 

performance can be identified. 

5. 3. 3  Performance factors 

5. 3. 3. 1  Droop voltage reference accuracy 

The measurements presented in Figure 5.18 were done during one of the first parallel connection of two 

droop controlled MOBIs. In response of the power profile which was sent to the DL given in inset a and 

considering 𝑅𝐷1 = 𝑅𝐷2 = 0.2, 𝑉𝐵𝑈𝑆   
= 28𝑉 and Δ𝑉𝐵𝑈𝑆   

= 1𝑉, inset b and c respectively show the 

bus voltage and modules output currents. 

The first observation is that large oscillations in the MOBI output currents are visible. However, these 

disturbances, with an amplitude of around 3A, do not seem to affect the voltage regulation, since the 

latter is stable and the voltage drops observed correspond to the expected theoretical performance as 

defined below: 

 𝑉𝐵𝑈𝑆𝑀𝐼𝑁
= 𝑉𝐵𝑈𝑆   

− Δ𝑉𝐵𝑈𝑆   
− 𝑅𝐷𝑆𝑌𝑆

∙ 𝐼𝐿𝑂𝐴𝐷𝑀𝐴𝑋
 ≈ 26𝑉 5.3 

On the zoomed-in view of the MOBI currents, it can be seen that the oscillations of the two modules are 

in perfect phase opposition to each other around equilibrium values, which explains why, seen from the 

load, a constant current is observed and therefore the quality of the voltage regulation is preserved.  
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Figure 5.18 – Experimental results of 2 parallel MOBIs with primitive droop control implementation: 

dynamic load’s power profile (a), bus voltage measurement (b), MOBI currents measurements (c). 

a) 

b) 

c) 
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Also, if only the average values of the currents are considered, it can be remarked that droop control 

does indeed balance them.  

It turns out that the observed current oscillation is due to the precision of the voltage control signal 

generated by the MOBI microcontroller. Indeed, as shown in Figure 5.19, given that no current sharing 

method is natively implemented in the converters used, the implementation of droop control consisted 

of adding an external loop executed within the microcontroller. Although this digital implementation is 

very practical in terms of the flexibility it provides, it does require the addition of analogue-to-digital 

conversion stages and signal discretization. 

 

Figure 5.19 – MOBI droop control practical implementation 

These two elements directly influence the quality of the current sharing balance. Indeed, it is important 

to consider that in an open loop, the balance of currents between two modules regulating two voltages 

𝑉𝐵𝑈𝑆    

′  and 𝑉𝐵𝑈𝑆    

′  is governed by the following equation: 

 Δ𝐼 =
1

𝑅𝑠
∙ (𝑉𝐵𝑈𝑆    

′ − 𝑉𝐵𝑈𝑆    

′ ) 5.4 

with 𝑅𝑠 the serial line resistance between the output of the modules and their point of 

interconnection, considered as equal for the two modules. 

Note that the gain of this function is inversely proportional to the value of the line resistors, which 

implies that, as these are generally very low, a small variation in the voltage set point calculated by 

droop control will have a significant impact on current sharing. This is particularly the case if the 

resolution of the digital to analogue conversion employed is too low. 

In this first case, with line resistances characterized at around 50𝑚𝛺 and a DAC resolution of 200𝑚𝑉, 

the maximum observable current variation is estimated at 4𝐴. In practice, as the period of the droop 

control loop is shorter than the settling time of the voltage loop, the amplitude of the variations observed 

is smaller. There are therefore two possible solutions to limit this phenomenon: increase the resolution 

of the conversion and increase the speed of the droop control loop. 

In the case of the MOBI, this made it possible to reduce the oscillations observed by a factor of 7. 

Although this still represents an oscillation of the order of 400𝑚𝐴, which is not acceptable for a real 

application, it validates the explanation of the phenomenon and illustrates the importance of precision 

in the generation of the voltage reference signal by the droop control.  

In order to overcome this hardware limitation, the values averaged over 10 sampling periods of the droop 

control loop have been systematically taken into account in the measurements. Since voltage stability is 
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still guaranteed and the average values seem to validate the overall operation of current sharing, this 

enabled the experimentations to continue. 

5. 3. 3. 2  Parameters calibration 

The last element identified as having a very significant impact on droop control performance is the 

dispersion or corruption of its parameters.  

It has already been mentioned a number of times that the series line resistances of the modules add to 

the droop resistance in establishing the ratio of currents. Nevertheless, this limitation is well known and 

can be tackled by several ways. The first possibility to enhance the droop precision is to choose higher 

coefficients so line impedances become negligible in regard to it. It is also possible to integrate the line 

impedances to the droop coefficients definition thanks to a calibration.  

This solution is also possible to solve the second issue considering the droop parameter dispersion: the 

differences from one module to another regarding their voltage reference signal. Indeed, for a given 

voltage set point, the actual regulated voltage at the output of the module can differ due to practical 

reasons such as hardware modifications inducing different gains on the voltage feedback for example. 

To limit the impact of these phenomena, a calibration procedure can be applied at first switch on of the 

system as proposed in Figure 5.20 and following the steps detailed below. The sequence aims to identify 

the different elements which affect the droop performances by checking the current sharing in several 

configurations. 

1) The First module is switched on in bus regulation mode, the loads being off. The second module 

turns on since the bus voltage rises –which explains the non-zero values of the currents on the 

figure – but stays in standby. 𝑅𝐷2 and 𝑅𝐷 
 are set to 0. 

2) The CPL is turned – 70 watts in the present case. 

3) Keeping the droop resistors at 0, MOBI 3 is passed to bus regulation mode too. The resulting 

current sharing ratio is then the result of the serial resistances due to the distribution lines at the 

error of voltage reference. 

4) Both droop coefficients are set to a relatively high value – 0.5 in this case. This configuration 

limits the impact of line resistances and a voltage reference offset can be determined. In the case 

presented, there seems to be no difference. 

5) Both droop coefficients are set to a relatively law value – 0.1 in this case – in order to determine 

the line resistor amplitude combined with previous results. 

6) and 7) aim to verify that the correct parameters have been identified by performing a rate 

inversion taking into account the identified bias. The calibration is successful if the inversion is 

symmetrical. 

8) The calibration is terminated. MOBI 2 is put back in standby mode waiting for further 

commands from the supervisor. 
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Figure 5.20 – Experimental results of 2 parallel MOBIs droop control parameters after calibration. 

Although this procedure significantly improves the accuracy of current sharing, the validity of this 

calibration is limited insofar as certain parameters are not fixed and may change over time, particularly 

if the distribution network is modified. Generally speaking, these observations show that it is more 

interesting, in terms of current sharing accuracy, to position all the parallel modules as close together as 

possible in order to limit the parasitic phenomena induced by series line resistors in particular by making 

them negligible. 

If it cannot be achieved, in order to be more robust and more flexible to these changes, an online 

adaptation of the droop coefficients to precisely compensate these errors – at low frequency – can 

significantly improve the observed performances. However, this would be a matter of secondary control. 

5. 4  Conclusion  

In this chapter, the work carried out to set up a demonstrator aimed at testing control strategies for 

electrical systems with a distributed and modular architecture has been presented. The experiments that 

it enabled to be carried out in order to validate the interest of the proposed primary control have been 

detailed. In addition to confirming the power bus stability under the conditions determined in the 

previous chapter, these experiments enabled to understand the strengths of droop control – relative 

simplicity of implementation, independence from communication links – and to identify its limitations. 

In order to optimize its performances, solutions have been put in place and the key factors have been 

detailed. 

In order to obtain the best possible performance in terms of the stability of currents between modules, it 

has been shown that a high level of precision in voltage regulation is required. This precision must take 

into account all aspects of implementation, particularly the resolution of the digital to analogue 

conversions applied to the control signals. To achieve this, and although it has been shown here that it 

is possible to add droop control as a plug-in to the voltage and current control loops, it seems preferable 

that these are integrated at the same time during the upstream design of the system. 

It has also been shown that taking into account the impact of line resistances when determining droop 

coefficients is essential in order to be able to control current ratios between modules accurately. 

Measures can therefore be taken to limit this impact, in particular by arranging all the modules as close 

1) 

2) 

3) 
4) 5) 

6) 7) 8) 
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together as possible, thus forming a sort of module bank, or by arranging the layout in such a way as to 

take advantage of these line resistances in line with the respective size of the modules which is generally 

where the system naturally tends to go. 

Finally, although the stability of the power bus has been confirmed, the variations in bus voltage induced 

by droop control mean that the system cannot currently be considered as a regulated bus architecture as 

defined by the ECSS, and the solutions available at primary control level are limited. 

However, it is possible to remedy these problems by implementing secondary and tertiary controls, 

which aim to optimize the operation of the entire system over the medium and longer term. To this end, 

a supervision strategy has been validated in simulation and is proposed in the last chapter. 
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 In Chapters 1 and 2, the main components and topologies of modular and distributed 

architectures have been studied, enabling to propose a system adapted to the challenges of the space 

industry. In Chapters 3 and 4, an in-depth study was carried out to model the system as faithfully as 

possible, and to define the criteria governing its stability. These results were finally verified by 

experimentation in Chapter 5. 

Based on these elements, in this final chapter, a global strategy for secondary and tertiary controls is 

established, with the aim of balancing the system's operation over the medium and long term. 

Although the implementation of the demonstrator presented in the previous chapter should ultimately 

validate this overall strategy, this was not possible during the course of the present work. The results 

presented in this Chapter are therefore based on the following MATLAB Simulink simulation models. 

 

Figure 6.1 – MATLAB Simulink simulation model of the proposed modular electrical architecture 

applied to the use case system for secondary and tertiary control verification. 

However, the experimental work carried out has highlighted the importance of certain phenomena, such 

as the impact of line resistances on the steady state of current sharing. These observations have enriched 

the simulation models used in this section, or at least guided the choices made in their simplification.  

Indeed, in order to simulate scenarios over longer durations within an acceptable timeframe, the internal 

current and voltage regulation loops implemented at the primary control level have been approximated 

by first-order systems, with the exception of the simulations presented in paragraph 6. 2 , whose 

dynamics are intrinsically linked to those of these internal loops.  

Thus, after defining the objectives and main parameters of secondary and tertiary controls in paragraph 

6. 1 , paragraph  6. 2 focuses on two possible implementations to restore the bus voltage to nominal 

value, as mentioned in the conclusion of the previous chapter. Finally, in order to conclude the 

presentation of the work undertaken in the present thesis, paragraphs 6.3 to 6.5 detail the incremental 

implementation of the three proposed components to maintain the satellite's power supply capacity 

throughout the mission. It allows to obtain an overall simulation of the system, integrating all control 

components, from primary to tertiary control and conclude the study. 
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6. 1  Global strategy definition 

In order to determine the overall strategy for secondary and tertiary controls, a summary of all system 

parameters is first proposed. Broadly speaking, they can be classified into 3 categories. 

6. 1. 1  System’s inputs 

System inputs are those parameters which cannot be influenced by the control in any way, and which 

define the system's electrical environment or physical limits. They include the following parameters: 

1. Installed PV sections number; 

2. The configuration of the distribution network and the characteristic resistance of each line; 

3. The number of MOBI connected to the network; 

4. The configuration of each battery and the resulting capacity; 

5. End-of-charge voltage of each battery; 

6. Optimal and maximum charging current for each battery; 

7. Nominal bus reference voltage; 

8. The maximum value of the equivalent droop coefficient. 

Although the nominal bus voltage can also be regarded as a system control variable or measurement, it 

is considered here in the sense of the reference value, i.e. the assumption made when defining the system 

and, more specifically, when sizing the solar generators. Indeed, in the proposed electrical architecture, 

the polarization voltage of the generators is imposed by the bus voltage, so this reference signal becomes 

a system input once the section configuration is fixed.  

It should be noted, however, that it is possible – and necessary – to distinguish this parameter from the 

reference variable actually sent to the various modules. The latter corresponds to a system control signal. 

6. 1. 2  Control signals 

Considering the primary controls implemented, particularly the droop control, the following control 

signals can be identified: 

1. Reference voltages for local control; 

2. Droop control coefficients for each battery module; 

3. The number of sections to be connected to each solar panel. 

This last parameter serves as a reminder that, although stability analyses have overlooked the role of 

solar panels and BOMO-Cs in the system by considering only the equivalent linearized impedance range 

that could characterize them in steady state, this aspect is an integral part of the system control to be 

implemented. Indeed, at system level, the DET management integrated into the BOMO-C corresponds 

strictly speaking to very basic primary control which requires to be supervised at secondary and tertiary 

levels. 

Although the BOMO-Cs, as well as the BOMO-Ds, has not been integrated into the demonstrator, their 

role to interface with the MOBIs and perform the power production conditioning and distribution 

functions is essential since they also provide the observability needed to control the system properly. 
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6. 1. 3  Feedback variables 

This observability is achieved by sharing the required measurements on the common CAN network, 

either periodically or on request. The main available measurements are listed below. 

1. Batteries voltage; 

2. Batteries current; 

3. Batteries SOC estimation; 

4. Bus-side current of each module – MOBI and BOMOs; 

5. Bus voltage of each module. 

In these variables, it's important to note the difference for all converter-equipped modules – the MOBIs 

in this case – between the module’s current seen from the bus and that seen from the battery side. Indeed, 

while the bus voltage is more or less the same for all modules, the same is not necessarily true for the 

battery voltage when considering different SOCs or battery configurations. This highlights the 

importance, at this level of control, of unifying the quantities used by using the "Per unit system" or by 

dealing only with power and energy instead of current and capacity. This second, more intuitive 

approach will be used later. 

A second point of attention concerns the notion of bus voltage. Considering the model developed in 

Chapters 3 and 4, based on the conductance matrix, as many bus voltages as there are control modules 

can be defined. In a realistic system, this number increases even further if it is considered that the various 

BOMOs – whatever their type – can provide a measurement of the bus voltage at their terminals. Thus, 

in the following, the method for constructing the generic bus voltage measurement, noted 𝑉𝐵𝑈𝑆𝑀𝐸𝐴𝑆
 will 

therefore be made explicit for each application case. Indeed, although all these voltages are relatively 

close to each other, consideration of one or the other allows some nuance to be brought to this 

measurement, allowing a degree of flexibility depending on the objective sought. 

6. 1. 4  Secondary and tertiary control components 

The objectives of the secondary and tertiary controls can be divided into three categories.  

The first corresponds to the objectives intrinsically imposed by the primary raison d'être of the on-board 

electrical system and all that this implies. 

This is particularly the case for objectives linked to controlling the production and injection of electrical 

power, and controlling battery recharging. These two major components of power system control are 

intimately linked to each other, since the output generated by the latter is the input required by the 

former, as shown in Figure 6.2, with the two components cascading from one to the other. This cascading 

is explained and made possible by the fact that their dynamics are very different.  

Thus, the aim of battery charge control is to determine the power required at any given moment to 

recharge all the batteries, noted 𝑃𝐵𝐴𝑇   
, in a taper voltage, taper current – constant current, constant 

voltage – cycle, based on the individual voltage of each battery – an image of its SOC. This charge 

control corresponds to management of the energy stored in the system, and its characteristic time is of 

the order of an hour, which justifies considering it as a tertiary system control function. 

Solar generators power injection control is designed to ensure that, in the medium term, the right amount 

of power is injected by the solar generators to recharge the batteries, whatever the consumption of the 
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rest of the system. This control is carried out at 1𝐻𝑧, so the injected power can be rapidly adapted to 

load variations, and therefore corresponds to a secondary control. 

The second category of objectives corresponds to those directly dictated by the standards that apply to 

the system. As mentioned in the conclusion to the previous chapter, this is the case of bus voltage 

restoration, which is necessary if the system is to be considered a regulated bus system as defined by the 

ECSS in [100]. As this is a control component linked to the quality of power distribution, it is integrated 

into secondary control in the same way as the power generation control, although in terms of dynamics, 

it is positioned between the latter and the internal regulations of primary control, with a period of the 

order of a millisecond. 

The last component of the control strategy shown in Figure 6.2 falls into the last category of objectives, 

corresponding to the optimization of system operation. It has been demonstrated in Chapter 3 that when 

a very high ratio of droop coefficients is adopted, the system became less stable and its performance is 

affected. The same observation has been made in the previous chapter when considering a case where a 

module reaches its physical operating limits – the current limitation of a MOBI. Both of these 

configurations can be reached if, during charging, one module reaches full load before the others.  

To avoid this situation, a SOC balancing method is implemented. This balancing, which is carried out 

continuously during the charging and discharging phases, also takes into account aspects that could 

disturb current sharing, as well as the specific characteristics of each module, such as battery size. By 

defining the value of the droop control coefficient for all the modules, it implements a kind of macro-

BMS and allows only a single equivalent battery to be considered from the point of view of the 

components presented above, which greatly simplifies their implementation. 

In the following sections, the implementation of each of these secondary and tertiary control components 

is detailed, proposing, where relevant, several possible implementations and discussing their respective 

benefits. 

 

Figure 6.2 – Proposed Secondary and Tertiary control strategy diagram. 
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6. 2  Bus voltage restoration 

In order to restore the bus voltage and to eliminate droop control-induced variations, a slower external 

voltage loop is added to the bus voltage. This bus voltage can be defined in different ways, depending 

on where it is measured on the system. This choice is mainly conditioned by the point of the network 

for which the need for precision is then strictest. In the proposed architecture, two points are of particular 

importance. 

The first is the connection point of the solar panels. As their characteristics, and therefore the power 

they deliver, are fundamentally linked to the voltage at their terminal, it is desirable to control this with 

a high degree of accuracy. It is even possible, if a slight variation in voltage is accepted, to modulate it 

to reach a desired operating point - the MPP or any other point corresponding to the power required by 

the system. 

But in a more standard context, the aim is generally to obtain good power quality for downstream loads, 

which in part means a fixed voltage at their terminal. Thus, by considering the bus voltage as the voltage 

across the loads, we ensure that they are supplied under the best possible conditions.  

In the literature, this function is also often performed on the average voltage of all the modules [2]. 

However, this implies a greater number of communications, which is not justified by the gain it brings. 

This choice is generally made in view of the limited number of observables, which is not problematic 

in our case thanks to the multiple measurements available on the system. What's more, it doesn't take 

into account and compensate for losses in the harness, as is the case when regulating the voltage directly 

at the load input. 

The second choice to be made when implementing this function relates to its location, i.e. whether it 

should be implemented locally or centrally. The key factor in making this compromise is the desired 

bandwidth. Indeed, depending on the choice of location, bandwidth limitations are not the same. 

Generally speaking, 3 limitations need to be taken into account: 

1. The first is the time required to communicate the various signals required. 

For this aspect, reducing the number of signals required helps to limit the impact, which 

reinforces the importance of selecting a single control point. 

 

2. The second is the maximum achievable refresh rate.  

a. In the case of a centralized implementation, this depends in part on the performance of 

the OBC. It processes a very large number of functions, and to limit the complexity of 

its programming, a single refresh rate is defined. This frequency can go up to a hundred 

hertz for specific units, but is generally 1Hz for EPS-related functions, which means 

that interesting dynamic performance cannot be envisaged for bus voltage restoration. 

b. In the case of a distributed implementation – in MOBIs, for example – the processing 

frequency is more flexible and often faster, so the limitation is again imposed by the 

performance of the communication network. 

3. The last and probably most important limitation is the one induced by the communication 

channel's throughput, and is to be dissociated from the first. This limit is due to the bandwidth 

that can be allocated to a function, so as not to overload the bus. 
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Considering that the control bus is used – a single communication bus for all the platform's 

equipment – and that one frame is sufficient to communicate all the necessary information, 

frequencies of 8 to 32Hz are frequently used for RTU or AOCS equipment. This limitation, 

corresponding to a CAN bus utilization factor of around 0.5%, is deliberately set relatively low 

in view of the number of potential subscribers. 

To reach higher values, a specific EPS CAN bus may be envisaged – thus requiring additional 

equipment to interface it with the command and control bus. 

In the latter case, and considering that the system requires to be robust to communication errors, it is 

possible to calculate the maximum achievable utilization factor, as defined in [158]: 

 𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 =
𝐷𝑎𝑡𝑎 𝑓𝑟𝑎𝑚𝑒 𝑠𝑖𝑧𝑒

(2 × 𝐷𝑎𝑡𝑎 𝑓𝑟𝑎𝑚𝑒 𝑠𝑖𝑧𝑒) + 𝐸𝑟𝑟𝑜𝑟 𝑓𝑟𝑎𝑚𝑒 𝑠𝑖𝑧𝑒
 6.1 

Using the CAN bus extended frame format as defined in [159], this corresponds to a maximum 

utilization factor of around 46%. Taking into account an additional margin to allow the exchange of all 

telemetry, it seems that a 1𝑘𝐻𝑧 regulation is achievable - corresponding to a utilization factor of 12%. 

In MATLAB Simulink, this is implemented by a “rate transition” block which allows to define a Zero-

Order Hold (ZOH). The voltage restoration then merely corresponds to an additional external voltage 

loop – here implementing a digital PI controller – acting on the voltage reference sent to the different 

battery modules and used to perform the primary controls – droop control and local voltage regulations 

– as shown in the figure below. 

 

Figure 6.3 – Bus voltage restoration based on an external regulation loop updating the voltage reference 

provided to the droop controlled battery modules. 

The same configuration and power profile than in the experimental case presented in the previous 

chapter are used. This allows to get the results presented in Figure 6.4. 

The quantities measured on the actual system are also shown for ease of comparison. 
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 a) 

 
 b) 

Figure 6.4 – Bus voltage (a) and currents (b) simulation results in comparison to experimental results 

with bus voltage restoration implemented. 

Figure 6.4 a) shows the voltage restored by implementing a PI corrector. Transient variations are of the 

same order of magnitude as those obtained in experiment, albeit slightly reduced. This is due to the fact 

that the voltage variation dynamic is more or less the same as the implemented control dynamic.  
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On the other hand, at steady state, reached in around 20𝑚𝑠, the bus voltage is well restored to 28𝑉. This 

does not affect current sharing, which remains identical to what was observed in practice, as can be seen 

in Figure 6.4 b). 

However, a variation is noticeable at high currents, particularly when the MOBI 2 reaches saturation. 

The currents then reached by MOBI 3 are lower than those observed in experimentation. This is directly 

due to the increased voltage, which, at constant power, induces a lower current at modules level, thus 

moving away from the operating limits. 

Despite this, it can still be observed that the transient with the highest amplitude occurs when one of the 

modules is in current saturation, demonstrating the need for consistent control of sharing. 

6. 3  Battery SOC Balancing 

In order to meet the objective of balancing the SOC of the various batteries composing the system, droop 

control coefficients are adapted. Indeed, balancing is directly linked to current sharing, with the SOC of 

each battery corresponding to the integral of its current.  

Figure 6.5 a) and b) illustrate the divergence between SOCs in the case of three different batteries and 

considering unequal line resistances, respectively during charging and discharging at constant power, 

starting from identical SOCs.  

It can be observed that over the laps of time considered, corresponding in terms of order of magnitude 

to charging or discharging phases at full power – as defined by the case study – the imbalance can reach 

25%.  

In the case of charging, this means that while the overall system charge level is around 90%, MOBI 1 

exceeds its maximum SOC, which in a real-life situation could lead at the very least to severe 

degradation of battery performance, and at worst to thermal runaway, resulting in the destruction of the 

battery and all surrounding equipment. 

The same applies to discharging: although a high discharge rate is unlikely to induce thermal runaway, 

emptying a li-ion battery completely generally leads to its loss.  

Obviously, by carrying out successive charging and discharging cycles, even though some of the logic 

is reversed, part of the error is accumulated and accentuates the imbalance. 

Balancing means compensating for all the disturbances impacting the current sharing precision 

identified in the previous chapters. However, another cause of SOC divergence for an equal current is 

the disparity between the capacities of each battery, expressed in energy.  

However, by definition, the SOC imbalance between modules corresponds to the integral of the current-

sharing error, so it is possible to directly determine the adaptation to be made to the SOC calculation, 

without having to implement regulation in the conventional sense of the term. Indeed, for an open-loop 

system to have a static error of zero, it is sufficient for the loop to have a pure integral component 

upstream of any disturbance injection, which is what the SOC estimation does for each battery by nature. 
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a)        b) 

 
c)        d) 

Figure 6.5 – SOC evolutions without any 𝑅𝐷 adaptation – a) and b) – and with the method proposed in 

[87] – c) and d) – respectively during battery charge and discharge with identical initial SOC. 

 

Based on this property, a large number of methods are proposed in the literature for adapting droop 

coefficients as a function of SOC, such as the one detailed in [87] and reproduced in Figure 6.5 c) and 

d). 

This method is based on the principle which states that during charge a battery with a high SOC – closed 

to full charge – should absorb less current than a battery with a lower SOC, and thus, that a higher droop 

coefficient should be given to the first compared to the second, and reversely during discharge. 

It can be seen that this does indeed limit the gap between SOC. This significant improvement is due to 

the fact that, in addition to the adaptation presented above, the differences in capacity between the 

different batteries making up the system are taken into account in the law for determining the droop 

parameters, as scaling factors.  

However, in the application considered in [87], line resistances are neglected, which is not the case in 

this thesis.  

As a result, the SOC difference between modules does not fall below 5% in either load or unload. 

In order to improve accuracy and make adaptation more generic – notably without the need to consider 

parameters specific to each module – a new adaptation law is proposed. 
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Unlike the previous method, which takes as a reference value a SOC of 100% during charge and 0% 

during discharge, the average SOC is used as a reference value which enables to calculate a balancing 

error for each module. It is then possible to define an expression based on the same logic as above, 

which naturally tends towards zero error: 

 

{
 
 

 
 𝑅𝐷𝑐ℎ𝑎𝑟𝑔𝑒𝑖

= 𝑅𝐷𝑆𝑌𝑆𝑀𝐴𝑋
+ 𝛼

𝑆 𝐶𝑖 − 𝑆 𝐶𝐴𝑉𝐺
|𝑆 𝐶𝑖 − 𝑆 𝐶𝐴𝑉𝐺| + 𝛽

𝑅𝐷𝑑𝑖𝑐ℎ𝑎𝑟𝑔𝑒𝑖
= 𝑅𝐷𝑆𝑌𝑆𝑀𝐴𝑋

− 𝛼
𝑆 𝐶𝑖 − 𝑆 𝐶𝐴𝑉𝐺

|𝑆 𝐶𝑖 − 𝑆 𝐶𝐴𝑉𝐺| + 𝛽

 6.2 

with 𝛼 and  𝛽 being tunable factors controlling the amplitude and steepness of transition of the 

adaptation law as shown in Figure 6.6 and 𝑅𝐷𝑆𝑌𝑆𝑀𝐴𝑋
 determined accordingly to the criteria 

defined in Chapter 4. 

 

The advantage of the above formula is twofold: 

1. control the adaptation limit values by choosing the α coefficient, to ensure compliance 

with operating conditions; 

2. achieve good balancing accuracy, by adopting the adaptation factor β such that its ratio 

with α is relatively large to obtain a high gain around zero error, and without introducing 

discontinuities as shown in the figure below. 

 

Figure 6.6 – 𝑅𝐷 adaptation characteristics for charge and discharge in function of SOC balancing error. 
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Controlling the dispersion of droop coefficients also enables to establish a maximum ratio between the 

different units of a system. Indeed, although balancing is critical, there is no particular constraint on the 

speed of convergence, so there is no need to adopt extreme values.  

All the more so as, during the convergence period, which corresponds to a phase in which the current 

sharing is not consistent with the respective capacities of each battery, if no limitation is taken, 

dangerous currents could be reached – for a module overcharged relatively to the others during the 

discharge phase and conversely for a module in relative undercharge during the recharge phase, for 

example. 

The results obtained on the same system as above, with 𝛼 = 𝑅𝐷𝑆𝑌𝑆𝑀𝐴𝑋
= 0.75 and 𝛽 = 1 are presented 

in Figure 6.7. 

It can thus be observed that the proposed adaptation law both maintains very good SOC balancing 

accuracy – less than 1% dispersion, which is lower than the accuracy of SOC estimators in general – 

and performs a relatively fast balance recovery in the event of initial imbalance – convergence in around 

40 minutes for an initial SOC deviation of 30%. 

As mentioned in section 6. 1. 4 , balancing the states of charge, and thus equalizing the charge and 

discharge profiles of each module, is not only of interest for maintaining system performance, but also 

for homogenizing the ageing of each battery, which has the effect of increasing the lifetime of the overall 

pack, and is therefore an additional advantage of this method. 

 
a)        b) 

 

c)        d) 

Figure 6.7 – SOC evolutions with the proposed 𝑅𝐷 adaptation considering balanced initial SOCs – a) 

and b) – and unbalanced initial SOCs – c) and d) – respectively during charge and discharge. 
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From a control strategy point of view, this also has the advantage of greatly simplifying the 

implementation of charge management, since only one equivalent battery can be considered. In 

particular, this avoids multiplying the number of charge control loops with the number of modules 

present. However, to achieve constant current, constant voltage charging, it is necessary to control these 

two variables, either by summing them or by average. The following sections shows how this could be 

implemented. 

6. 4  Power Production Management 

First and foremost, the battery current needs to be regulated so that the charging phase can be carried 

out at constant current – taper voltage - around the C-rate required by each battery. In conventional 

unregulated bus architectures, the battery current is commonly regulated by controlling the power 

injected by the solar generators. 

In the case of several modules with different conversion stages and therefore different reference voltage 

levels for each battery, the currents cannot be trivially added together to generate a single reference. 

In order to be valid at all levels of the system, the power is used. Modulo the losses induced by the 

converter stages, which can be compensated by regulation, this has the advantage to be conservative 

even through power conversion stages. 

The power injection of the PV is directly proportional to the number of PV section connected to the 

power bus thanks to the BOMO-C, when considering a constant voltage applied to them. 

 𝑃𝑆𝐸𝐶𝑇𝐼𝑂𝑁 = 𝐼𝑆𝐸𝐶𝑇𝐼𝑂𝑁 × 𝑉𝐵𝑈𝑆 6.3 

 
 
⇔𝑃𝐵𝑂𝑀𝑂 = 𝑃𝑆𝐸𝐶𝑇𝐼𝑂𝑁 × 𝑁𝑃𝑉       , 𝑁𝑃𝑉 ∈  ℕ 6.4 

with 𝐼𝑆𝐸𝐶𝑇𝐼𝑂𝑁, the current production of a single section for a given voltage and 𝑁𝑃𝑉, the number 

of connected section. 

This relation shows that the number of section to connect can simply be determined from the total current 

to inject from the PV to supply the loads and recharge the batteries. Because the section current varies 

over time in function of sun irradiance, temperature and aging, in addition with the disturbances 

mentioned above, it is proposed to calculate the number of section to connect via a PI regulator as shown 

in Figure 6.8.  

 

Figure 6.8 – Power production management block diagram. 
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It can be seen how important it is here to implement primary control as well as consistent current sharing. 

Indeed, although the latter is considered a tertiary control since its primary objective is to balance the 

energy storage levels in the system's various batteries, from a power management point of view, it also 

has the essential role of balancing the contributions of each module within its operating range.  

These elements make it possible to consider all MOBIs as a single macro-module. While this makes it 

easier to control the power balance, it necessitates to choose a variable on which the regulation will be 

slaved, in the same way as the choice of reference voltage discussed earlier in this chapter. 

Considering that this regulation is performed at a relatively slow frequency – 1𝐻𝑧 – the data bus 

utilization factor and processor load are no longer limiting factors. In order to regulate the power used 

to charge the battery of each MOBI as precisely as possible, the individual powers on the battery side 

are calculated and added together. 

 𝑃𝑀𝐸𝐴𝑆 = ∑𝐼𝐵𝐴𝑇 
𝑉𝐵𝐴𝑇 

𝑁

𝑖=1

 6.5 

This choice enables all losses associated with power conversion and distribution to be compensated 

through regulation. 

In this way, the appropriate power is injected from the solar panels, so that the power received by each 

battery is as close as possible to the power required, within the limits of the power available, as shown 

in Figure 6.9. 

Indeed, as the power consumed by the system's loads takes priority over battery recharging in order to 

fulfill the satellite's mission, it is possible that the latter may reach levels that do not allow the recharging 

power set-point to be reached. This is notably the case between 0 and 300𝑠, then between 1200 and 

1500𝑠 in the curves below. 

In this case, the control variable of the number of PV section to be connected reaches saturation and the 

batteries, being in bus voltage regulation mode, absorb only the residual power. 

This observation highlights the interlocking nature of the proposed control strategy:  

1. MOBIs first regulate the bus voltage, enabling loads and solar generators to operate nominally. 

2. The solar generators and associated BOMO-Cs modulate the injected power to optimally charge 

the batteries. 

Although this interdependence may at first sight appear to be a constraint, since the elements seem 

unable to function without each other, it is in fact the fruit of the combined approach of a hierarchical 

architecture and the application of the subsidiarity principle presented in Chapter 2: the most critical 

functions are carried out in a distributed manner, which increases their speed and reduces their sensitivity 

to failures, while the functions subject to weaker constraints – particularly from a dynamic point of view 

– are deported. 

The result is an overall more robust system. 

 



 

165 

 

 

 

 
 

Figure 6.9 – Power production management simulation results. 

a) 

b) 

c) 
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Back to Figure 6.9, it can be remarked that in phases where the power demand – load power and battery 

charging power – is lower than the maximum power available, the system oscillates at a frequency of a 

few hertz. This is due to the nature of DET control, which corresponds to a discrete power control whose 

step is defined by the power of each section as defined above. 

When the power required corresponds to a value between two section numbers, it is therefore normal to 

see the system oscillate between these two values. This oscillation, which can be seen in inset a) above, 

achieves the required power when considering the average values and, at these frequencies, poses no 

problem from a battery point of view.  

Indeed, the C-rates indicated by manufacturers for the charging and discharging phases of battery cells 

correspond to the average values applied to them for controlled ageing, and are generally accompanied 

by absolute values not to be exceeded to protect cell integrity. These are also the values that are set as 

MOBI limitations, and thus enable the modules to absorb the peaks induced by DET control and which 

might be above the nominal value. 

On the other hand, while these oscillations have no significant impact on the batteries, they do have one 

on the primary power bus, where droop control induces voltage variations, as can be seen in Figure 6.11. 

To limit this impact, the oscillation number should be reduced as far as possible. 

In this goal, a hysteresis coupled to control quantization is implemented, in accordance with the graph 

shown in Figure 6.8 and visible on the block diagram presented above. 

Implementing this function is a simple way of reducing the speed of oscillation: for a given period, the 

number of oscillations is divided by 4 - see the zoomed-in insert in Figure 6.11. 

The reduction in oscillations thus achieved preserve the fact that the average value of the battery powers 

is equal to the set point without, even temporarily, higher values than without hysteresis being reached 

– no instability induced. 

Thus, by adapting the power set point according to the nominal charging current 𝐼𝐶𝐻𝐴𝑅𝐺𝐸 and the voltage 

of each battery as defined by the equation below, at each sampling period of the regulation loop, it is 

possible to control their individual current as represented in Figure 6.12. 

 𝑃𝑅𝐸𝐹𝑖 = 𝐼𝐶𝐻𝐴𝑅𝐺𝐸 
𝑉𝐵𝐴𝑇 

 6.6 

Hence 

 𝑃𝑅𝐸𝐹 = ∑𝐼𝐶𝐻𝐴𝑅𝐺𝐸 
𝑉𝐵𝐴𝑇 

𝑁

𝑖=1

 6.7 

It is worth noting that this regulation can be carried out on the current of a single module, the currents 

of the other modules can also be considered as disturbances, in the same way as the consumption of the 

loads – a battery in charge is in itself a load seen by others. In addition to showing the robustness of the 

control strategy, this property highlights the fact of being able to reduce the number of communications 

necessary to achieve regulation. This is all the more interesting at the level of higher regulation since it 

can in particular make it possible to carry out only one regulation loop instead of one per battery, which 

is particularly interesting when the number of modules becomes large in order to limit the calculation 

load on the processing modules.  
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Figure 6.10 – Number of section allocation function considering a limitation to 6 sections. 

 

Figure 6.11 – Simulated bus voltage variations with and without the hysteresis on PV sections control 

signal. 

 

Figure 6.12 – Simulated batteries current real and average values during charge. 
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Indeed, this regulation alone does not make it possible to manage the complete charge of the battery, it 

only takes into account one of two typical phases. For end-of-charge management in particular, the 

control strategy requires a final component. 

6. 5  Battery Charge Management 

Supposing that the other components of the proposed control strategy are implemented, the battery 

charge management is the last control component to be implemented to complete the overall strategy. It 

generally has two objectives: 

1) Determine the set point of the power production control loop 

2) Define charging targets for each battery 

In order to take into account all possible configurations at the battery level, the most complete solution 

is to set up a regulation loop per battery. 

Like the management of power production, the time constraint of this regulation – which is even lower 

to the former – does not significantly limit the quantity of usable resource, both in terms of processing 

the calculations to be carried out, and in terms of bandwidth usage of the communication bus. This low 

resource requirement makes it possible to make this function implementable both centrally in the OBC 

and distributed in the MOBI. This second option has the advantage of accentuating the modularity of 

the control strategy. 

Thus in each of the MOBI, the following control can be implemented: 

 

Figure 6.13 – Individual battery charge regulation loop on battery voltage. 

The sum of the references thus generated makes it possible to determine the reference power at the 

system level to be supplied to the solar panel regulation seen in the previous section. Implemented on a 

system with three different batteries, the results presented in Figure 6.14 are thus obtained. For this 

example and to show the flexibility of the proposed control, the MOBI configurations are respectively 

defined in simulation as 8S1P, 4S2P and 12S1P. 

During charging, the constant current phases followed by the constant voltage phases can clearly be 

observed, as soon as the SOCs are balanced, and this, while the characteristic charging currents of each 

battery and their end of charge voltage, respectively noted 𝐼𝐶𝐻𝐴𝑅𝐺𝐸 and 𝑉𝐸𝑂𝐶, are not equal from one 

Secondary control

𝑉𝐵𝐴𝑇 

𝑃𝑅𝐸𝐹𝑖
+

-
𝑉𝐸𝑂𝐶 𝑖 𝐶𝑉 𝐴𝑇

 
𝑢𝑖 𝑖

Saturat ion
0

max

𝐼𝐶𝐻𝐴𝑅𝐺𝐸𝑖

𝐼𝐵𝐴𝑇    

Tertiary control



 

169 

 

module to another. It can also be observed in these figures that despite the differences between the values 

at the level of each battery, the transition between the constant current phase and the constant voltage 

phase is synchronized from one battery to another. 

 

a)        b) 

 

c)        d) 

 

e)        f) 

Figure 6.14 – Simulated batteries individual voltages and currents evolution over three Earth orbits. 
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a)        b) 

Figure 6.15 – Simulated batteries SOC evolution over three Earth orbits with individual battery 

voltage regulation loops (a) and a single regulation loop (b). 

b) This makes it possible to show that a single regulation loop, on a single 

battery, could be sufficient to control the charging of all the batteries, as was 

suggested at the conclusion of the previous section on the injected power 

regulation loop by the PV, provided that this last is also adapted to only take 

into account the power of this battery as feedback signal.  

     b) 

Figure 6.15 allows to compare the performances for these two implementations and it shows that the 

results obtained are almost identical. 

The only difference appears at during the initial balancing phase. The behavior during this period 

depends on the relative SOCs of each battery compared to the one which is regulated.  

In the case presented in inset b), the unique regulation loop implemented is carried out on the battery of 

MOBI 1 which is also the most charged battery. By action of the integral component of the power 

regulation loop, the power control injected at the system level therefore increases as long as the MOBI 

1 battery current does not reach its nominal value. 

However, at the same time, the SOC balancing function determines that MOBI 1 must charge less than 

the other modules which have lower SOCs, by adapting the droop coefficients. 

c) Thus, overall, this explains why a greater power is injected by the BOMO-

Cs than in the case of 𝑁 independent regulation loops where the power 

would be limited by the sum of all the nominal load powers. Consequently 

SOCs converge quicker in the case presented in inset b) of   

     b) 

Figure 6.15 than in the case presented in inset a). 

Although this tends to induce excessively high currents at the level of the other batteries making up the 

system, considering that each module has its own absolute current limitation, that the balancing phase 

is only momentary and that it is little realistic that such an imbalance occurs during the life of the 
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satellite, the risk of this inducing complications can be considered negligible compared to the benefit 

provided. 

This property makes it possible to consider reconfiguring the regulation control in multiple ways – in 

the event of loss of communication for example – but also in the case of a system evolving over time. 

The updating or operating mode change phases are critical steps when carried out in operation and it is 

always preferable to avoid them and this is precisely what this property allows us to avoid.  

Indeed, it would be possible in a completely transparent manner, starting from a system comprising only 

one module, to add elements without the control needing to be structurally updated. 

This last observation thus makes it possible to demonstrate that the overall control strategy, obtained in 

this section thanks to the implementation of its last component, has the same modularity as that sought 

at the level of the hardware architecture of the system, constraints at the heart of the present study. 

6. 6  Conclusion 

In this last chapter, after having defined a secondary and tertiary control strategy, the implementation 

and simulation results of its different components were presented.  

This thus made it possible to give an example of what is possible to achieve based on the primary control 

detailed in the previous chapters and which was at the heart of the developments of this work.  

Through this example, the adaptable nature that a global strategy could achieve and the possibility of 

controlling ever more complex systems from the point of view of the number of equipment, with simple 

laws were also demonstrated. 

The perspectives that this first approach allows us to outline are numerous, which will constitute the 

subject of future developments to be carried out. 
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 To conclude the present thesis, a brief summary of the achieved work is assembled in this 

ultimate chapter. Subsequently, potential limitations of the presented analysis and proposed solutions 

are discussed. For each of them, the main assumptions and pieces of resolution are detailed. Last, an 

overview of the further developments required to complete the work carried out during this PhD thesis 

is then drawn and the perspectives for their realization are provided. 

7. 1  Summary 

After having introduced the global context of the study and especially the specificities of the space 

electrical power systems, a detailed study of the state-of-the-art of those was performed focusing on 

systems modelling, control and stability analysis. This allowed to understand the main issues and 

challenges related to the development of distributed and modular power architectures. Especially it 

showed the importance of the implementation of an appropriate current sharing control when 

parallelizing voltage sources. In this field, a spotlight has been put on the interest of the droop control 

for the considered application. In addition, it demonstrated the complexity to adopt an appropriate 

formalism to study these systems, in particular in terms of stability. Two main obstacles were identified 

to tackle this challenge: the difficulty encountered to have a comprehensive coverage of the diversity of 

the systems under study and their nonlinear characteristics in most cases in the first hand, and the lack 

of methods to model and study the stability of multi-converter systems. 

The third chapter has aimed to present the prerequisite for the developments detailed in the rest. Thus, 

the global guidelines followed to design the control strategy has been presented as well as the study 

case. In addition to this, individualized solutions to overcome the identified challenges have been 

proposed per type of systems. Thus, it has been proposed to consider a homogenized power converter 

model based on the hypothesis that state feedback linearization could be applied on the different 

converters composing the system. The loads have also been characterized and based on their large-signal 

characteristics, an analysis has been done to assess how their linearization could allow to simplify the 

modelling of the overall system for stability analysis purpose without reducing its representativeness. 

To this end, the key role of the distribution network modelling associated with the Kron reduction was 

demonstrated. The combination of these methods is one of the main contribution of the present thesis. 

These preliminary developments have allowed to study the impact on the stability of the different 

parameters individually in chapter 4 and more particularly to the droop control parameters. The main 

interest of the proposed approach is to be able to assess the stability of the system for any possible 

configuration – and even beyond – by combining the proposed modeling approach with a pseudo Monte 

Carlo experiment to approximate the root area in the S-plane, thus extending the classical root locus 

analysis. It has resulted in the definition of some criteria and guidelines to be applied to guarantee the 

system proper operation. 

The experimental demonstrator designed to verify these developments have then been the subject of the 

fifth chapter. The different modules composing it have thus been introduced with a specific focus on the 

MOBI which required an important co-design work. Indeed, this module and more particularly the 

control laws it implements are the real heart of the proposed strategy. Indeed, the MOBI was responsible 

to implement and execute the whole primary control functions which made of it the cornerstone of the 

developed demonstrator. The results obtained on this experimental setup, designed as a full scale 

implementation of the defined use case, have been presented. The observations performed on the 

different configuration studied have thus allowed to mainly validate the primary control implementation.  
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Based on this, chapter 6 have completed the definition of the overall control strategy by the proposition 

of secondary and tertiary control methods to handle the power and energy management of the system. 

These lasts have been implemented and tested in simulations. As a conclusion it allowed to simulate a 

completely modular system over a series of orbits. The same performances than the reference system 

introduced in chapter 3 have been demonstrated while the modularity and reconfigurability of the overall 

EPS have been significantly enhanced. 

7. 2  Discussions 

One might notice that in the study of the system’s stability, the input voltage of each converter is 

considered as constant which is not the case when considering actual batteries. In spite of the fact that 

the proposed homogenized converter model implementing feedback linearization can tackle this 

fluctuation, the dynamical behavior of the battery side is not addressed by this method. The line serial 

equivalent inductance in particular plays a predominant role in the transient performances of actual 

power converters and limits the power steps they are able to handle. This shortcoming has however been 

considered as negligible in the present work since the power converters are located at the closest to the 

battery as possible in the propose electrical architecture, thus reducing at its minimum the battery side 

serial inductance. 

In addition to what has been detailed in this manuscript, the work achieved in the present PhD thesis has 

brought to light many challenges which are still to tackle. Regarding the primary control 

implementation, and more precisely regarding the droop control, the results observed on the 

experimental setup have allowed to identify practical limitations to its adaptation, in terms of current 

sharing accuracy. Even if it allowed to validate the global operation of the method, the intrinsic inner 

loops performances of the COTS converters integrated to the MOBI did not allow to perform a precise 

assessment on the reachable performances. Since the phenomenon has been studied and the root cause 

identified, the implementation and test of the method within the same functional component of the 

voltage and current inner loops would contribute to enhance the precision thus fully validate the 

approach. This could be achieved in future developments. 

7. 3  Future work 

Regarding the secondary and tertiary control, the possibility to develop a MPPT directly by the 

adaptation of the common bus voltage reference at the MOBI levels, in the same manner than the voltage 

restoration proposed in Chapter 6, has been imagined during the thesis but, by lack of time, its 

development has not been undertaken. The interest of such an adaptation would be to be able to optimize 

the use of the solar panels at the price of small primary bus variations. This would allow to reduce the 

switching of the BOMO’s DET to enhance the power quality, the reduction of the emission of some 

harmonics in case of strong EMC requirements being an important concern. 

The study of complementary control laws by the resolution of optimization problem to better take into 

account system limitations and operating mode would be an interesting evolution of the tertiary control, 

enabling to make the system more flexible with regards to abnormal events and thus preventing 

excessive uses of the FDIR putting the system in safe mode. These methods could make the system 

more independent to ground supervision required to reconfigure the satellite following an alarm trigger. 

More generally, it could simply allow a better anticipation of parameter fluctuation such as the loss of 

solar panels Sun pointing at some phases of the mission. Indeed, the present strategy only focuses on 
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the nominal operating mode of the satellite and even if it is designed to operate properly for all phases, 

optimal operation could be reached thanks to these addings. 

In addition, the validation of the proposed global control strategy by its implementation in the actual 

demonstrator would be relevant in order to compare it with more conventional approaches. The 

scalability it aims to offer could thus be evaluated. In addition, a practical procedure to connect an 

additional module during operation could be developed and tested. This functionality would be easily 

implemented with the proposed control architecture since it would mainly consist in an update of the 

secondary and tertiary control parameters. Moreover, implementing these functionalities would make it 

possible to use the system in a more representative environment. 

The development of the Spaceship FR in the Centre Spatial de Toulouse could offer the opportunity to 

implement the proposed strategy at the scale of an extra-terrestrial base. This project, initiated by the 

CNES and the ESA, aims to develop and experiment in real conditions the technologies and 

competences required to settle on the Moon and explore it. In this frame, 10 major development priorities 

have been identified, among which the power unit. 

In a more conventional approach and shorter term, the CNES initiated in 2023 a dual study with Airbus 

Defence and Space and Thales Alenia Space to prepare the spatialization of the MOBI following the 

qualification of the BOMO in the previous years. The interest of developing such modules in every 

space application such as LEO, GEO missions and even space orbital stations have thus been assessed 

in order to identify a potential first program to give the proposed distributed and modular electrical 

power architecture its first space flight.  
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Annexe 

A 1. Use case definition 

The definition of a consistent use case was essential in order to apply the developments done in the 

present thesis to it, without going into the practical details of their implementation, e.g. the parallel-

serial configuration of the solar array or the different ageing phenomena. 

A.1. 1  Mission orbit 

The type of orbit of the mission is the original parameter since all the others depend on it. It is usually 

chosen according to the operational objective of the mission but in the present case the scenario of a 

LEO orbit mission is chosen. At an average altitude of 400 kilometers, it corresponds to the most 

common orbit for current and future missions. The environmental characteristics of the LEO orbit are 

listed in the table below.  

Table 0.1 - Low Earth Orbit characteristics. 

Variables Values Units 

Altitude range [370 ; 460] km 

Inclination 51.6 deg 

Orbit period 
 of which day 

 of which eclipse 

93 
62 

31 
min 

Solar flux average  1370 W.m−2 

External temperature range [-170 ; 125] °C 

 

A.1. 2  Power consumption and bus voltage 

The choice of payload is generally intrinsically linked to the choice of orbit, and therefore the main part 

of the satellite's power budget is derived from it. 

Without placing ourselves in a consumption scenario corresponding precisely to a given type of mission 

– such as earth observation or telecommunication LEO satellites – it is possible to draw some broad 

characteristics on what is most often encountered at these orbits. Typical power consumption profiles 

are often composed of a constant component and a variable one. The constant component corresponds 

to the basic power consumption needed by the overall system to operate properly, payload and platform 

combined, and also corresponds to the safe mode power consumption. This permanent consumption is 

due to every electronic circuits which are constantly operating such as the AOCS, the CDH or the heaters 

of the thermal control. Even if the consumption of these lasts can slightly vary depending on the 

satellite’s exposure to the sun, they only induce a little ripple of the power consumption as thermal 

aspects are relatively slow compared to other – electrical – phenomena. The variable component of the 

power consumption is induced by the sub-systems whose mission requires them to respond to specific 

events, mostly related to the location of the spacecraft in its orbit. 
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These considerations, based on the study of actual systems telemetry, allow to determine the power 

consumption budget of the different equipment given in the table below. 

Table 0.2 - Use-case power consumption profile. 

Equipment Power consumption (W) Duration (min) 
(if applicable) 

Constant power consumption 𝑃𝑐𝑜𝑛𝑠𝑡 60 - - 

Thermal control* 𝑃𝑡ℎ 
40 

±20% at a 5 min period 
- - 

Imagery system shooting 𝑃𝑠ℎ 70 𝑇𝑠ℎ 20 

Telemetry 𝑃𝑡𝑚 55 𝑇𝑡𝑚 5 

 

It can then be calculated that the average power consumption of the study-case during a whole orbit 𝑃𝑎𝑣𝑔 

is about 110 watts and that the maximum output power 𝑃𝑚𝑎𝑥 reaches 230 watts which is equivalent to a 

Myriade platform These values are the main constraints to size the rest of the EPS, but nevertheless, 

have to be coupled with secondary constraints which are related to the chosen power terminals. 

Thus, as described in Chapter 3, for a regulated bus voltage of 28V, the maximum specified power is 

1500W, which is sufficient for the determined power budget and justifies the choice of this value for the 

present use case. 

Of course, there is nothing to prevent the choice of a higher bus voltage, and this is increasingly the case 

since, in addition to reducing losses, it allows us to get closer to the operating voltages of certain 

equipment such as plasma propulsion units (PPU). 

A.1. 3  Cycled energy and global battery capacity 

Based on the power budget, it is possible to calculate the cycled energy i.e. the energy to be accumulated 

during the day to supply the satellite during eclipses, the PV being out of service during this period of 

time: 

 𝐸𝑐𝑦𝑐𝑙𝑒𝑑 = ∫𝑃𝑛𝑖𝑔ℎ𝑡. 𝑑𝑡 = 𝑃𝑛𝑖𝑔ℎ𝑡 ∙ 𝑇𝑛𝑖𝑔ℎ𝑡 0.1 

In a first approximation, it can be considered that the power consumption during the night 𝑃𝑛𝑖𝑔ℎ𝑡 equals 

the average power consumption 𝑃𝑎𝑣𝑔determined earlier which induces a proportional relation between 

the power consumption and the duration of the eclipse. But the resulting value would not take into 

account the distribution of the power demand between the night and the day, which may be different 

from one orbit to another.  In actual systems, a margin of about 10% is thus included to 𝑃𝑎𝑣𝑔 to cover 

the worst case of power consumptions. 

 𝐸𝑐𝑦𝑐𝑙𝑒𝑑 = 𝑃𝑎𝑣𝑔 ∙ 𝑇𝑛𝑖𝑔ℎ𝑡 ∙ 𝑚𝑎𝑟𝑔𝑖𝑛 0.2 

 

 𝐸𝑐𝑦𝑐𝑙𝑒𝑑 ≈ 65.5 𝑊. ℎ 0.3 
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Then, based on the considerations presented in the previous chapter regarding the maximal DOD of 20% 

to optimize battery ageing, the global required energy capacity of the battery pack 𝐸𝑟𝑒𝑞  can be 

calculated: 

 𝐸𝑟𝑒𝑞 =
𝐸𝑐𝑦𝑐𝑙𝑒𝑑

𝐷 𝐷
 ≈ 328 𝑊. ℎ 0.4 

In order to be consistent with both non-regulated and fully regulated bus architectures, the considered 

battery nominal voltage is equal to the bus voltage i.e. 28 volts – which typically corresponds to an 8S 

battery considering standard 18650 cells. It is then possible to determine the battery pack capacity: 

 𝐶𝑟𝑒𝑞 =
𝐸𝑟𝑒𝑞

𝑉𝑛𝑜𝑚
 ≈ 12 𝐴. ℎ 0.5 

Nevertheless, when dealing with fully regulated architectures, in which the voltages could not be the 

same at every stages, it is more relevant to consider the battery capacity as an energy and it is notably 

considering the energy that the solar panels are sized. 

A.1. 4  Power production and Solar array sizing 

The total power generation capacity needs to overcome to the loads power consumption as well as the 

required power to charge the batteries with the aim of ensuring that all batteries are charged properly at 

the end of the illumination phase, in accordance to the DOD. As expressed by the following equation, 

this is equivalent to store the same amount of energy which is needed during the night. 

 𝑃𝑅𝐸𝑄 = 𝑃𝑎𝑣𝑔 +
𝐸𝑐𝑦𝑐𝑙𝑒𝑑

𝑇𝑑𝑎𝑦
 ≈ 205 𝑊 0.6 

The minimum number of sections which is required can thus be calculated, based on the worst case 

power production of a single section. This last parameter is highly variable since the photovoltaic cells 

do not have the same level of standardization than the battery cells and that it is very dependent on the 

chosen technology.  

Thus, in the same manner than for the battery, in order to be compatible with the main conditioning 

systems without any a priori, the PV sections are determined so the primary bus voltage is always below 

their maximum power point and so that they can be considered as current sources. Then, determining a 

typical configuration of 10 solar array sections, the minimal required section’s short circuit current 

𝐼𝑆𝐶  𝑛
 can be approximated. 

 𝐼𝑆𝐶  𝑛
=

𝑃𝑅𝐸𝑄

10 ∙ 𝑉𝑂𝑃
 ≈  0.73 𝐴 0.7 

with 𝑉𝑂𝑃 = 𝑉𝐵𝑈𝑆 in case of the use of DET, which is considered for the present numerical 

application, and 𝑉𝑂𝑃 = 𝑉𝑀𝑃 in case of the use of an MPPT. 

In practical, since the ageing phenomena and the environmental conditions such as the temperature and 

the sun irradiance are very impacting the solar array performances, consequential margins are also 

applied. Thus, for the sake of simplification, these phenomena are neglected and sections of 𝐼𝑆𝐶 = 1𝐴 

and 𝑉𝑂𝐶 = 35𝑉 are considered – approximatively corresponding to a maximum power of 25 watts. 
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The elements mentioned here only allow the calculation of the large signal behaviors of the system and 

elements as important as the input and output filters of each unit must be taken into account. The main 

difficulty is the great disparity of the types of interface but also the dependence of the sizing of these 

elements on the type of architecture used. 
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