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Abstract - EN

Keywords:High frequency characterization, Maximum oscillation frequency, Nanowire SiGe
HBT, SOI SiGe HBT, Substrate bias effect.

Silicon germanium heterojunction bipolar transistors (SiGe HBTs) are rapidly evolving due to
current communication systems’(4G, 5G & upcoming 6G) increased functionality and speed.
Since the evaluation of SiGe BiCMOS technology, it has been serving the continuous demand
for higher functionality and front-end performance quite well at low cost and medium to low
volumes. As the operating frequency of SiGe HBTs exceeds 300 GHz, thus it allows critical
circuits to operate beyond 100 GHz, which is called the lower end of the THz gap. The upper
limit of the THz gap extends up to 30 THz. Within this THz gap range, a lot of applications
are envisioned like (i) THz imaging and sensing (ii) Radar applications (iii) in measurement
equipment like in ultra-high bandwidth analog to digital converters. With the emerging mm-
wave and THz market in sight, the precise characterization and modeling of the devices in the
sub-THz frequency range is compulsory to optimize the circuit performance and to minimize
the number of design to fabrication loops. However, as we continue to develop devices with
increased frequency performance, one of the major problems is accurate characterization at
high frequencies (> 100 GHz).

In this work, firstly, a systematic method for verifying high-frequency measurement (up to
500 GHz) of SiGe HBT is proposed. The procedure entails a precise calculation of the passive
environment’s effect on the entire measurement via a comprehensive electromagnetic (EM)
simulation. This ensures that the entire measuring environment is precisely incorporated into
the framework for EM modeling. In order to additionally include the active SiGe HBT device,
a technology computer aided design (TCAD) tool is used to simulate the device S-parameters.
TCAD simulation results are fed into an EM-plus-SPICE simulation framework to emulate a
complete on-wafer measurement environment. The final simulation results show an appre-
ciable correlation with the on-wafer measurement data up to 500 GHz. Further, the need for
proper calibration and de-embedding in high-frequency characterization is emphasized by in-
vestigating the S-parameters corresponding to a narrow-band amplifier at 170 GHz suitable for
G-band radar applications.

Alongside, to bridge the THz gap further research on BiCMOS compatible SiGe devices with
increased speed and breakdown voltage is being continued by various research groups across
the globe. To accomplish this, two different SiGe HBT device architectures have been proposed
in this work: one based on a nanowire device architecture with less lateral parasitic, which
predicts an fMAX above 900 GHz, and the other one is an SOI-based lateral SiGe HBT device
that demonstrates an fMAX of above 2.7 THz.

The asymmetric lateral SiGe HBT has a lightly doped collector that can be electro-statically
adjusted by tuning the substrate bias (Vsub). The light collector doping of the device is very
sensitive to substrate bias and allows one to switch from a high-speed device to a high voltage
device. The novelty of this device is, that it achieves an fMAX of 2.7 THz at Vsub=2 V with a
BVCEO=2.2 V and can be switched to an fMAX of 0.8 THz with a BVCEO=3.6 V at a Vsub=-2 V.
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Indeed, this lateral SiGe HBT device provides additional leverage in switching between high-
speed and high-power modes in response to the applied bias at the substrate contact, which
will be very much helpful for RF circuit design engineers.
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Résumé - FR

Mots-clés: Caractérisation haute fréquence, fréquence d’oscillation maximale, HBT SiGe à
nanofils, HBT SiGe SOI, effet de polarisation du substrat.

Les transistors bipolaires à hétérojonction au silicium-germanium (SiGe HBT) évoluent rapi-
dement en raison de l’augmentation des fonctionnalités et de la vitesse des systèmes de com-
munication actuels (4G, 5G et bientôt 6G). La fréquence maximale d’oscillation des HBT SiGe
dépassant largement 300 GHz, ceci permet de concevoir des circuits fonctionnant au-delà de
100 GHz; on entre alors dans la gamme THz.. Dans cette plage, de nombreuses applications
sont envisagées, comme (i) l’imagerie et la détection THz, (ii) les applications radar, (iii) les
équipements de mesure, comme les convertisseurs analogiques-numériques à très large bande
passante. Avec l’émergence du marché des ondes millimétriques et du THz, la caractérisation
et la modélisation précises des dispositifs dans cette gamme de fréquences sont obligatoires
pour optimiser les performances du circuit et minimiser le nombre de boucles de la conception
à la fabrication. Cependant, alors que nous continuons à développer des dispositifs aux per-
formances accrues en termes de fréquence, l’un des problèmes majeurs est la caractérisation
précise à haute fréquence (> 100 GHz). Dans ce travail, tout d’abord, une méthode systéma-
tique de vérification de la mesure haute fréquence (jusqu’à 500 GHz) du HBT SiGe est proposée.
La procédure implique un calcul précis de l’effet de l’environnement passif sur l’ensemble de
la mesure via une simulation électromagnétique (EM) complète. Cela garantit que l’ensemble
de l’environnement de mesure est précisément incorporé dans le cadre de la modélisation EM.
Afin d’inclure en plus le dispositif actif SiGe HBT, un outil de conception assistée par ordinateur
(TCAD) est utilisé pour simuler les paramètres S du dispositif. Les résultats de la simulation
TCAD sont introduits dans un cadre de simulation EM-plus-SPICE pour émuler un environ-
nement de mesure complet sur la plaquette. Les résultats finaux de la simulation montrent une
très bonne corrélation avec les données de mesure on-wafer jusqu’à 500 GHz. De plus, la né-
cessité d’un calibrage et d’un épluchage approprié dans la caractérisation haute fréquence est
soulignée par l’étude des paramètres S d’ un amplificateur à bande étroite à 170 GHz adapté
aux applications radar en bande G. Parallèlement, pour combler le fossé THz, des recherches
sur les dispositifs SiGe compatibles BiCMOS avec une vitesse et une tension de claquage ac-
crues sont menées. Pour ce faire, deux architectures différentes de dispositifs SiGe HBT ont été
investiguées dans ce travail : l’une basée sur une architecture de dispositif nanofil ayant moins
de parasites latéraux, qui prédit un fMAX au-dessus de 900 GHz, et l’autre est un dispositif
SiGe HBT latéral sur SOI qui démontre un fMAX au-dessus de 2.7 THz. Le HBT SiGe latéral
asymétrique possède un collecteur légèrement dopé qui peut être ajusté électro-statiquement
en appliquant une polarisation au substrat (Vsub). Le léger dopage du collecteur du dispositif
est très sensible à cette polarisation et permet de passer d’un dispositif à haute vitesse à un
dispositif à haute tension. La nouveauté de ce dispositif est qu’il atteint un fMAX de 2.7 THz à
Vsub=2 V avec un BVCEO=2.2 V et peut être commuté à un fMAX de 0.8 THz avec un BVCEO=3.6
V et un Vsub=-2 V. En effet, ce dispositif latéral SiGe HBT fournit un levier supplémentaire dans
la commutation entre les modes haute vitesse et haute puissance, ce qui ouvrira des nouvelles
pistes de conception de circuits RF.
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1

General Introduction

RF to THz Applications

Increasing demand by civilians to always stay connected in the age of smartphones, computers,
smartwatches, automotive vehicles, and the internet of things (IoT) is the primary driving force
behind continuous research in the millimeter-wave (mm-wave), and terahertz (THz) devices
and circuits domain. The electromagnetic spectrum is shown in Fig. 1 primarily focusing on
the microwave to THz waves. It is to be noted that during real applications, the range of
different bands in the frequency spectrum is not as rigidly as shown in Fig. 1, but falls within
close range.

Wavelength

10 cm                        1 cm                       1 mm                     100 µm

 Microwaves                    Millimeter waves       Terahertz waves

Frequency
3 GHz       10 GHz    30 GHz    100 GHz  300 GHz        1 THz      3 THz

Microwave oven

Mobile

phone

Radar On-vehicle

   radar

Radio astronomy

Figure 1: Frequency spectrum divided into different sub-bands and corresponding applications [1].

Generally, the microwave spectrum, which falls in the range of 3 MHz to 30 GHz, is hardly af-
fected by environmental hazards, hence is used for long-distance communication applications
like in television and radio broadcasting. However, since it has a high wavelength (λ = 1/ f )
compared to its high-frequency neighbors, signals from this spectrum deliver a low data trans-
mission rate. Whereas, for a circuit to fall in the mm-wave category, the complex system must
be able to broadcast between the frequency band of 30 GHz to 300 GHz. The millimeter-
wave spectrum is widely used for high-speed communication and radar applications. Above
300 GHz up to 3 THz, it is called a sub-millimeter (sub-mm) wave or THz system [2]. Applica-
tions of millimeter-wave and terahertz research spread from the human body to the surface of
the moon as presented in Fig. 2 [3].

Emerging THz applications can lead to economic growth in health care, safety, industrial con-
trol & environmental and security applications. One primary advantage of THz radiation is
that it can penetrate several materials such as paper, clothes, and many plastic & ceramic ma-
terials. Industrial applications include pharmaceutical and bio-medical imaging, where the
advantage is that it has no potential harmful effect on biological tissues since it has radiation
has low photon energy.

Now, if we will consider one of the major driving forces behind radio frequency (RF) research,
i.e., the typical electronic communication system, it consists of the following blocks as shown
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• Personal and Local Area 

   Networks (PANs/LANs) 

• Consumer electronic devices

• High bandwidth 100 Gb/s 
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Figure 2: Potential applications of mm-wave and THz research [4].

Transmitter side                                                  Receiver side

Input 

signal Baseband 

processing

Modulation

Power amplifier         LNA  

Transmitting

    antenna

 Receiving 

 antenna

Demodulation

   Signal 

processing

Recovered

   signal

Figure 3: A typical electronic communication system.

in Fig.3. The transmission section consists of circuits for processing the base-band signal, trans-
lating it to a higher frequency, then increasing the power to a level sufficient for transmission.
Similarly, the receiver section consists of a low noise amplifier (LNA) circuit whose job is to
amplify the received weak signal, then the amplified signal is down-converted, and processed
to the desired frequency range for the end-user. To execute a stable transmission and reception,
increasingly complex topologies are required to build the discussed blocks. So to process the
signals at different stages in the radio frequency spectrum, the complete system must be ade-
quate to handle it. Transistors drive the circuit inside these modules. So for the system to work,
those transistors must have a sufficiently high figure of merits (FoMs), mainly transit frequency
( fT) and oscillation frequency ( fMAX), and breakdown voltage. Those devices (transistors) are
chosen considering various factors, most importantly, the economic and performance factors.

Why SiGe?

Complementary metal-oxide-semiconductor (CMOS) is today’s dominating technology, being
used in numerous applications & most widely in computer processors. It is desirable to use
transistors with high power gain, high cut-off frequency, and low noise for RF applications.
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But only moderate values of fT and fMAX can be achieved by CMOS technologies. On the other
hand, basic bipolar transistors (Si-BJT) are considered to be unfit for modern radio frequency
(RF) applications. So traditionally, III-V compound semiconductor devices are used for RF ap-
plications. However, silicon germanium (SiGe) heterojunction bipolar transistors (HBTs) offer
the most effective and competing performance compared with CMOS and III-V technology.
One of the reasons behind low cost is that it can be fabricated in the same CMOS technology;
hence, low fabrication cost. A range of competitive advantages of SiGe over other devices is
tabulated in 1.

Table 1: Performance metric comparison of various device technologies for radio frequency IC design.
(E: excellent, V: very good, G:good, F: fair, P: poor), Source: [5]

Performance Metric SiGe HBT Si BJT Si CMOS III-V MESFET III-V HBT III-V HEMT

Frequency response V G G V E E

1/f and phase noise E V F P G P

Broadband noise V G G V V E

Linearity V V V E V E

Output conductance E V F F E F

Transconductance E E P F E F

Power dissipation E V F F V G

CMOS integration E E – P P P

IC cost G G V F F P

Increased functionality of modern communication systems drives the evaluation in high-frequency
device technologies like CMOS, III-V HBT, III-V HEMT, and BiCMOS (SiGe-CMOS). Each of
these technologies has a unique advantage over the others. For example, CMOS has the advan-
tage of large functional density due to state-of-the-art advantageous lithography. However,
the RF performance is at the lower end compared to its competitors. Due to increased func-
tional density, interconnects get increased, creating a performance drop; in addition, due to
increased parasitic gate capacitance (Cgg) in FinFET like structures, the RF performance can
further deteriorate. III-V HBTs & HEMTs offer a faster device with fMAX in the THz range,
but the problem is that since these technologies are not silicon-based, hence they cannot be
integrated into CMOS. BiCMOS provides the advantage of both CMOS in terms of functional
density and RF performance of SiGe HBTs.

The consideration of technology in any application depends on cost, design, and volume of the
circuit. For applications demanding high-speed devices like radar and communication, device
performance is more important than cost. As a reminder fT, fMAX, and breakdown voltage are
the most valuable characteristics for choosing a device for the above discussed RF applications.
fT and fMAX are related by the standard equation in (1), and the exact calculation of fT, fMAX,
and breakdown voltage will be discussed in the later part of this thesis.

fMAX ≃

√
fT

8πRBCBC
(1)

In Fig. 4 a literature study is presented for CMOS, SiGe, and InP devices. The figure of merits
is generalized w.r.t a characteristics size wchar, which is different for different technology. For
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Figure 4: Prediction of fT and fMAX in different technologies from already published literature [6] on
RF-CMOS, InP and SiGe HBT w.r.t characteristics size (wchar).

CMOS, wchar is the gate length (Lg) but for HBT choosing an appropriate measure is difficult
as the layer thickness is confidential, so inaccessible from publications. Therefore, here wchar
for HBTs is referred to the width of emitter wE. Its a cautionary note that other than wchar
there are two other factors also exist, which can influence the accuracy of the data plotted (i) in
the referred publications; the drawn emitter width is listed instead of the actual width (ii) the
vertical profile can change the performance instead of wchar. The data are separated between
different technologies fairly well, where the extrapolated lines show the future predictions.
We can observe that to achieve a fT of 1 THz; we need 10 nm in CMOS, 40 nm in SiGe HBT
and 120 nm in InP HBTs. Similarly, for achieving a fMAX of 1 THz we need a characteristics
width of 12 nm in CMOS, 44 nm in SiGe HBTs, and 130 nm in InP HBTs. From Fig. 5 a simple
extrapolation predicts that fT, fMAX of 1 THz can be achieved in near future with advanced
process technology.

In addition to RF performance, the permissible operating voltage is also important in circuit
applications. Suitable FoMs for assessing the above parameter is open base collector-emitter
breakdown voltage (BVCEO) and open emitter collector-base voltage (BVCBO) in HBTs and zero
gate bias drain to source voltage BVDSS in MOSFETs. A fair comparison can be made between
both the technologies with the help of BVCBO and BVDSS as both are measured completely in
the same way, but unfortunately, since CMOS is not focused on high power applications, so
the available data analyzed for BVDSS is very less in literature; hence only SiGe and InP are
compared in Fig. 6.

In this section, the overall discussion concludes that SiGe HBT can be chosen as a better choice
over other options to lead the RF applications. The above-discussed improvements in SiGe
performance are due to (i) continuous optimization of the germanium profile in the base (ii)
scaling of both lateral & vertical dimensions, and (iii) development in material growth. In the
next section, the physics of the operation of the SiGe HBT device is discussed in detail.
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Figure 5: Prediction of fT and fMAX in different technologies from already published literature [6], [7],
[8], [9] [10], [11] on RF-CMOS, InP and SiGe HBT w.r.t time.
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Figure 6: Results of BVCEO in different technologies from already published literature [6] on RF-CMOS,
InP and SiGe HBT w.r.t characteristics size (wchar).

SiGe HBT Device Physics

This section is dedicated to the operation & principles of SiGe HBT that make the device special
for RF applications. The analysis begins with the concept of bandgap engineering, understand-
ing the Gummel characteristics, high-frequency device figures of merits & limitations. The sec-
ondary effects are also discussed along with introductory device physics, which plays a critical
role in actual device operation.
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Kroemer introduced the idea of HBT; nine years later, the initial patent for the bipolar transistor
was filed in 1948 [12]. In his work "Theory of a wide-gap emitter for transistors" Kroemer
implemented the idea of decoupling the DC current gain (βDC) from the ratio of doping in the
base to its emitter, and it earned him a Nobel prize in physics in the year 2000.

Physics of Bipolar Junction Transistor

This section provides an overview of the bipolar junction transistor operating principle. A
schematic of the device is given in Fig. 7(a). The emitter is heavily doped with n++, the base
is moderately doped with p+, and the collector is lightly doped with n. The bias applied at the
junction keeps the device in forward active mode of operation.

n++                   p+                         n

   EBJ                                     BCJ                

Forward biased (VBE)                   Reverse biased (VCB) 

Emitter (WE)                       Base (WB)                               Collector (WC)   

(a)

Eg

 Si collector 

       (n)

Si base 

   (p+)

 Si emitter 

    (n++)

qVBE

qVCB

EC

EV

Eg

Eg

q(V0,CB+VCB)

q(V0,BE-VBE)

(b)

Figure 7: (a) Basic bipolar device structure, EBJ, and BCJ are the base-emitter and base-collector de-
pletion regions, respectively (b) Energy band diagram of the corresponding device under forward bias
condition, the dotted lines are to indicate the Fermi levels and we can observe the energy band gap Eg
is uniform because of homo-structure.

Terminal Currents

The operation of a bipolar transistor can be comprehended by drawing its energy band diagram
as depicted in Fig. 7(b). As the emitter is heavily doped, a large number of ionized dopants
will result in a large number of free carriers (electrons) in the conduction band. Consequently,
there will be a current component with a magnitude equal to the number of electrons with
sufficient energy to cross the base-emitter barrier, given by q(V0,BE − VBE), where V0,BE is given
by 2. Note: In NXY notation, X is for the impurity type, either donor (D) or acceptor (A), and
the Y is for the device region like for base (B), collector (C) and emitter (E).

V0,BE =
kTa

q
ln

(
N−

ABN+
DE

n2
i0

)
(2)

where N−
AB is the ionized acceptor impurity concentration in the base. N+

DE is the ionized donor
concentration in the emitter & ni0 is the intrinsic carrier concentration, q is the charge of electron
[13]. If the base is sufficiently thin and recombination in the base is disregarded, then the
electric field across the base-collector junction will sweep all the electrons diffused from the
emitter into the base to the collector. As the electron distribution in the conduction band is
approximately Boltzmann, the collector current density (JC) is given by (3).

JC ≈
kTaµnbn2

i0

WBN−
AB

eqVBE/kTa = N+
DE

kTaµnb

WB
e−q(V0,BE−VBE)/kTa (3)
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Where µnb is the minority carrier mobility in the base, the ionized acceptor impurities in the
base valence band will generate a hole diffusion current from the base to the emitter. Again
assuming negligible recombination, the base current density (JB) can be expressed as follows:
(4).

JB ≈
kTaµpen2

i0

LpeN+
DE

eqVBE/kTa = N−
AB

kTaµpe

LPE
e−q(V0,BE−VBE)/kTa (4)

where µpe is the hole mobility, and Lpe is the diffusion length in the emitter. So the standard
DC current gain (βDC) formulae is

βDC =
JC

JB
≈

µnbLPEN+
DE

µpeWBN−
AB

(5)

where WB is the effective base width.

Transit Times

Bipolar devices are also called as charge controlled device. This is due to the fact that the
current in the device is controlled by the minority charge carrier distribution. To the applied ac
signal, the device responds with modulation in internal stored charge. This change in stored
charge causes a delay that limits the transistor gain at high frequencies.

The total forward transit time i.e the delay of a carrier to travel from the emitter to collector is
given by

1
2π fT

= τec = τe + τb + τcbd +
kT
qIC

(Cjbe + Cjbc) + rcCjbc (6)

where τe is the charge storage time in the emitter, τb is the base transit time, τcbd is the base-
collector depletion region transit time, Cjbe & Cjbc are the junction capacitance associated with
base-emitter and base-collector depletion regions, respectively & rc represents the collector re-
sistance [14]. For a silicon BJT τe, τb and τcbd are given by

τe ≈
q

2kTa

WE
2

µpeβDC
, τb ≈

qWB
2

µnbkTa
, τcbd ≈ WCBD

2vsat
(7)

where, WCBD is the width of the depletion region at base collector junction and vsat is the sat-
uration velocity. Transit frequency or unity current gain cut-off frequency is the frequency at
which the short circuit ac current gain is unity. The aim of a device engineer is always to opti-
mize fT while maintaining breakdown voltage. Minimization of τec requires (i) minimized WE,
WB and WCBD (ii) minimized paracitic components like Cjbe & Cjbc and collector resistance.

SiGe Hetero-Junction Bipolar Transistors

The conclusions from the last section is, to increase the fT (or to reduce base transit time τb ),
base width (WB) has to be decreased. But decreasing WB, increases base resistance (rb), and
thus decreases fMAX. This is why the base doping needs to be increased, resulting in a decrease
in DC current gain.

To elaborate since both material in base and emitter are same both see a potential barrier of
same height. Therefore, for a given thermal excitation, both electron & holes see same push
of e(VBE−V0)/VT and to decrease τb, we need to reduce doping in the base (N−

AB). However,
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this process increases the base resistance. But this problem can be avoided by introducing
germanium in the base region. Semiconductor materials exhibit an energy band structure,
where forbidden energy band gap given by (Eg) = conduction band gap (Ec) - valence band
gap (Ev). Due to introduction of Ge, the strained Si1−XGeX region formed will have smaller Eg
than silicon. The reduction in energy gap (Eg) has been found experimentally [15], [5] to be

∆Eg,Ge ≈ 0.96x − 0.43x2 + 0.17x3 (8)

This bandgap reduction (∆Eg) mostly occurs as an offset in the valence band. SiGe HBT devices
are double hetero-junction type because when the bandgap in the base got narrowed due to the
introduction of germanium, the emitter and collector are wide bandgap Si-regions. Hence, the
hetero-junctions are formed close to base-emitter and base-collector junctions. These hetero-
junctions will influence the carrier transport and will directly affect the terminal currents of
bipolar transistors.

As discussed that SiGe straining introduces offset in the valence band; hence, the carriers from
the emitter to the base will see a low barrier height than the carriers back injected from the
base into the emitter. It will result in an exponential increase in DC current gain (βDC). If
the difference between emitter and base bandgap is ∆Eg, then it will see a e∆Eg/kTa factor in-
crease compared to device without bandgap narrowing. Further, Kroemer postulated that if
gradient-based bandgap engineering can be achieved where the maximum bandgap will be at
the emitter side and minimum at the collector side it will introduce an additional quasi-electric
field that will accelerate the carriers, thereby reducing the base transit time significantly. It took
almost 30 years for the material engineers to develop a facility that could realize this theory
into fabrication.
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Figure 8: (a) A standard n++p+n doping profile with graded germanium in the base (b) (bottom) band
diagram corresponding to the doping profile indicating the deviation from Si homo-structure band di-
agram, the graded Ge profile (top) giving rise to change in ∆Eg at different locations in the base. Note:
Change in apparent band gap (∆Eg,app) is not shown here.

A device doping profile and corresponding band diagram is shown in Fig.8. We can observe
that there is a bandgap reduction due to the introduction of the germanium. This reduction
significantly helps to achieve the improved figures of merit like current gain, transit frequency,
and oscillation frequency compared to only silicon-based device.
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Terminal Currents

The collector current density (JC) of a SiGe HBT can derived to be [5]

JC ≈ n2
i0,siγ̃η̃

µnb,Si

N−
ABWB

∆Eg(grade)e∆Eg,app/kTa e∆Eg,Ge(0)/kTa
(

eqVBE/kTa − 1
)

(9)

where γ̃ = (NC NV)SiGe
/
(NC NV)Si < 1, η̃ = µnb,SiGe

/
µnb,Si > 1, ni0,Si and µnb,Si are the intrinsic

carrier density and electron mobility in silicon, ∆Eg,app is an apparent band gap reduction re-
lated to heavy doping effects, NC, NV are the effective carrier density in both conduction and
valency band. Also JC can be written as

JC ≈ JC0(eVBE/VT − 1) (10)

where JC0, is the collector saturation current which got exponentially enhanced due to intro-
duction of Ge in the base.

JC0 = n2
i0,siγ̃η̃

µnb,Si

N−
ABWB

∆Eg(grade)e∆Eg,app/kTa e∆Eg,Ge(0)/kTa (11)

Similarly the base current density (JB) can be written as

JB ≈
kTaµpen2

i0

LPEN+
DE

eqVBE/kTa =
q

Ge
eqVBE/kTa (12)

where Ge is the emitter Gummel number given by Ge = LPEN+
DE

/
DPEn2

i0,e. From above deriva-
tions the DC current gain of the SiGe HBT can be written as

βDC ≈
µnb,SiLPEN+

DE
µpeN−

ABWB
γ̃η̃

∆Eg(grade)
kTa

e∆Eg,app/kTa e∆Eg(0)/kTa (13)

= βDC ,Si

(
γ̃η̃

∆Eg(grade)
kTa

e∆Eg,app/kTa e∆Eg(0)/kTa

)
(14)

where ∆EGe is the Ge induced bandgap narrowing estimated from the mole-fraction of germa-
nium content same as in (8)

∆Eg,Ge ≈ 0.96x − 0.43x2 + 0.17x3 (15)

and the apparent induced bandgap narrowing

∆Eg,app ≈ 18 × 10−3 ln
{

N−
AB

N+
DE

}
eV (16)

The expression for Eg,app is only valid when the doping concentration is > 7 × 1017cm−3, if the
base doping is below this level then the doping induced bandgap narrowing is negligible in
the base. Then the modified expression is

∆Eg,app ≈ −18 × 10−3 ln
{

N+
DE × 300k

Ta × 7 × 1017cm−3

}
eV (17)
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For instance, if we assume η̃ and γ̃ are close to unity, then the effect of Ge on β can be estimated
from eq(13). Let’s consider if the ionized emitter doping N+

DE = 1020cm−3 & base doping
N−

AB = 5 × 1018cm−3 then for a graded Ge content of 10% with a total of 20% at the emitter side
of the base can give an improvement of ∼ 400 in DC current gain.

In addition, the presence of germanium content will improve the Early voltage (VA), yielding
higher VA and thus higher output conductance. The VA with and without germanium in the
base are related by

VA,SiGe

VA
≈ e∆Eg,Ge(grade)/kT

[
1 − e∆Eg,Ge(grade)/kT

∆Eg,Ge(grade)/kT

]
(18)

Effect of Ge on Transit Time

Due to the introduction of germanium, there is a barrier lowering, along with that when the
germanium profile is graded, it will add an additional quasi-electric field in the base region,
so together will help the base transit time to reduce significantly. Also, due to barrier lowering
between emitter and base, the emitter transit time will reduce. On the other hand, we can
expect only a minor change in the collector base (CB) space charge region (SCR) transit time.
The modified transit time equations due to the introduction of Ge are

τe,SiGe ≈
q

2kTa

W2
E

µpe,Si.βDC,SiGe
= τe,Si

βDC,Si

βDC,SiGe
(19)

τb,SiGe ≈
qW2

B
η̃µnb,Si

1
∆Eg(grade)

=
τb,Si

η̃

kTa

∆Eg(grade)
(20)

τcbd,SiGe ≈
WCBD

2vsat
= τcbd,Si (21)

where we can observe the base and emitter transit time are greatly reduced when compared
with homo-junction device.

Second Order Effects

All discussions made so far assumes that the device operates in the low injection mode of
operation, but if we will refer to the transit time equation 6 then, it’s apparent that to minimize
the time constant, we need a higher collector current density (Jc). As circuit designers are
aggressively working towards moving the operating frequency closer to peak fT; hence most
of the modern SiGe HBTs are being operated in the high injection regime. As a consequence
of this, various secondary effects come into the picture. Although there are various secondary
effects due to the complex underlying physics of operation, only two are discussed here.

Webster Effect

While deriving the DC terminal currents in case of Si BJT or SiGe HBT, it is assumed that the
number of electrons injected into the base (nb) are much lesser than the ionized hole concen-
tration (nb << N−

A ). Thus the hole concentration in the base region will be pb= N−
A . However,

when the device enters to high injection regime of operation, this condition looses its validity
and the total concentration in the base becomes pb = N−

A + nb = N−
A + JC

/
qvd. Where JC is the
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current density A/cm2 and vd is the drift velocity of electrons. Now considering the current
gain (β) equation of a Si transistor, it can be re-written as

βDC,Si ≈
µnbLPEN+

DE
µpe pbWB

≈
µnbLPEN+

DE
µpeN−

ABWB

1
1 + JC

/
qN−

ABvd
= βDC0,Si

1
1 + JC

/
qN−

ABvd
. (22)

Thus, if JC becomes > qN−
ABvd then the DC current gain will start rolling-off with increase in

collector current. This effect was first demonstrated by Webster in 1954, so called Webster effect
[16].

Kirk Effect (Base Push-out)

When the topic of discussion is about high speed bipolar devices, concept of Kirk effect [17]
cannot be ignored.

Figure 9: (a) Schematic of the structure depicting different regions (b) Space charge density distribution
w.r.t different regions (c) Electric field at varation w.r.t space charge variation [18].

While doing the calculation of transport equations, it is generally assumed that the background
concentration of at the collector-base space charge region (CB SCR) is greater than the injected
carriers (electrons) in npn device, i.e JC/vsat << qN+

DC. Now if we will write the Poission’s
equation

dE
dx

=
q

ε0εr

(
p − n + N+

DC
)
≈ 1

ε0εr

(
qN+

DC − qn
)
≈ 1

ε0εr

(
qN+

DC − JC/vsat
)

(23)

where vsat is the saturation velocity and p, n are the mobile hole and electron density in the CB
SCR. Referring to the Poisson equation, it is evident that the derivative of electric field (dE

/
dx)

in the CB-SCR depends on the net current in this region.

Now for charge neutrality, the net charge on the base side of CB SCR must be equal to the
net charge on the collector side of CB SCR. The magnitude of the electric field is maximum
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at the metallurgical junction, and it is zero outside the SCR. Under low injection condition
the penetration of the depletion regions into corresponding neutral regions is decided by the
ionized impurity in the corresponding regions and applied voltage that modulates dE

/
dx. So

under low injection, the depletion region is independent of the current in the device.
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Figure 10: Shifting of the electric field from the collector base space charge region to the edge of buried
sub-collector region with increase in collector current density [19].

However, when it enters high injection, the mobile charge density in CB SCR is no longer
negligible compared to the background concentration since, at the collector side of the CB SCR,
the immobile carriers are positive, it will get reduced by JC/vsat and to balance it accordingly
the immobile carriers of the base side of CB SCR will increase. In fact, this will widen the
SCR region to neutral collector region until the collector current density (JC) becomes qvsatN+

DC
this will continue. Once collector current density crosses qvsatN+

DC the intrinsic collector region
cannot support the electric field, and the collector side of the space charge region moves to the
buried sub-collector region, and without further increase in the collector current density, the
net change in the intrinsic collector region becomes positive, and the base side of the CB SCR
will move to the interface of the edge of the intrinsic and buried collector layer (refer Fig. 9 &
10). Thus there will be a widening of the base with an additional width of the intrinsic collector.

This effect was discovered by Kirk in 1962 and published titled as "A theory of transistor cutoff
frequency ( fT) fall-off at high current densities" [17]. This effect is important because, as we
know, base transit time τb ∝ W2

B, so with the increase in effective base width, the base transit
time will increase, and the transit frequency will fall.

Breakdown Voltage

The breakdown voltage determines the maximum operating voltage of a bipolar transistor in
the particular transistor configuration for different modes of operation. For bipolar devices,
the three significant sources of breakdown are avalanche, punch-through, and reach-through
breakdown. The overall breakdown voltage of the transistor is dominated by the mechanism
that occurs at a lower voltage.

Traditionally, bipolar devices have wide base width, and their operation is limited by avalanche
breakdown. This breakdown phenomenon is due to the mechanism of avalanche breakdown in
a pn junction that limits the maximum reverse bias voltage applied to that junction. In the case
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of open emitter configuration, the breakdown would occur across the collector-base junction
and is denoted as BVCBO. For a planner junction, it can be approximated by the following
expression [20]:

BVCBO(plane) =
εsE2

br
2qNC

(24)

where Ebr is the critical electric field (which is approximately 2×105 V/cm), εs is the dielectric
constant of silicon and NC is the collector doping concentration. However in reality, the junc-
tion curvature effect shifts the electric filed in the curved part of the depletion region. there-
fore, the actual measured breakdown voltage BVCBO is lower than the BVCEO(plane) value. The
emitter-collector breakdown voltage BVCEO with base opened is approximated by the empirical
expressions [20]:

BVCEO =
BVCBO

β
1
n

(25)

where n is a constant ranging between 3 and 6.

The second source of breakdown mechanism in bipolar transistors is the punch-through break-
down, which occurs when emitter-base (EB) and collector-base (CB) depletion regions touch
inside the base. Once punch-through has occurred, the EB and CB junctions become electro-
statically coupled and cause a large current flowing from the collector to the base regions. The
base-collector voltage VPT causing punch-through breakdown voltage is given by [20]:

VPT =
qNBW2

B
2εs

(26)

Therefore, the thickness and doping concentration of the base region should be chosen carefully
to avoid VPT below the supply voltage [21].

The third source of breakdown for the BJTs is the reach-through breakdown. This phenomenon
occurs when the edge of the depletion layer is in the thin epi-layer collector side contacts the
buried layer edge and triggers the avalanche breakdown. The reach-though voltage VRT is
given by [20]:

VRT =
qNCW2

C
2εs

(27)

As shown in (27), the reach-through breakdown is dominated by WC (width of collector and
collector doping NC). Therefore, the thickness and doping concentration of the epi-collector
should be chosen carefully to avoid VRT below the supply voltage. In modern RF bipolar tran-
sistors, due to the use of narrow lightly-doped collectors to reduce collector and collector-base
junction transit times, the BVCBO as well as the BVCEO are dominated by VRT [20].

The improvement in transistor fT and fMAX have not been occurred without some significant
compromises, primarily involving transistor BVCEO [22]. The reduction of breakdown voltage
is related to the well-known Johnson’s limit on bipolar transistor performance, where the prod-
uct of breakdown voltage and transit frequency is roughly constant (approximately 340 GHz.V
in the case of silicon devices and higher than 500 GHz.V for SiGe-HBT [23]). This limit is
material-related and consequently is not subject to device design and process technology im-
provements. Overall, the Si-bipolars and SiGe-HBTs have penetrated into many RF and high-
speed mixed-signal applications, where breakdown, speed and gain are more favorable than
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CMOS. However, the process for making high-performance bipolar devices has become more
complicated than ever, with increasing process steps. The next section discusses the history of
SiGe development with some advanced technologies used today.

History of SiGe Fabrication

IBM demonstrated the first working SiGe HBT device in 1987. It was fabricated using molecu-
lar beam epitaxy (MBE) with different germanium contents processed at low-temperature [24].
After the successful demonstration by IBM, the graded Ge SiGe devices were tested, resulting
in a frequency response of 75 GHz [25]. The first commercial production of SiGe on a 200 nm
wafer started in 1994 [26]. In 2003 by integrating SiGe with 130 nm CMOS node (schematic in
Fig. 11) for the first time a record high fT, fMAX of 200 GHz and 280 GHz achieved respec-
tively [27]. Again after a year, a new record was achieved by same IBM demonstrating a fT of
300 GHz, and fMAX of 350 GHz [28]. The world’s first 90 nm SiGe BiCMOS was also announced
by IBM in the year 2014, featuring fT of 300 GHz, and fMAX of 360 GHz [29]. However, later
the evaluation of SiGe HBT performance moved to Europe.
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Figure 11: Schematic cross-sectional view of IBMs’ 130 nm SiGe HBT [30].

To lead the area of SiGe HBT and take it to a cutting edge frequency performance, the European
semiconductor industry received massive support from the European Union (EU) through 4
projects DOTFIVE, DOTSEVEN, TARANTO, and RF2THZ. In 2010 and 2011, IHP first achieved
fMAX of 500 GHz in the DOTFIVE [31], this milestone achievement became possible by reduc-
ing the extrinsic base resistance (RBx) by elevated extrinsic base (EEB) and base link architec-
ture. Again by IHP in DOTSEVEN, with modification in EEB architecture itself 570 GHz fMAX
was achieved [32]. Since IHP’s device tops in RF performance to date, the performance im-
provement achieved by IHP’s device and a brief about the kind of architectural modification
done is discussed in section 1.5.1. In RF2THz project, for the first time using a Double-Poly-
Silicon-Self-Aligned (DPSA) architecture with selective epitaxial growth (SEG) of the base, the
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device was integrated with 55 nm (300 nm wafer) STM’s BiCMOS technology [33]. The fT
achieved by the resulting technology is 320 GHz.

Structural Modifications in IHP/IFX Device

In DOTSEVEN project Infineon (IFX) and IHP jointly demonstrated the potential of epitaxial
base link (EBL) architecture [34]. This device was implemented in Infineon’s 130 nm BiCMOS
environment. In this case, the collector module, buried layer, STI and DTI were fabricated at
Infineon, and then the EBL module was fabricated at IHP; the 6 layer Cu metalization process,
was completed at Infineon. This device is one of the advanced architectures that resulted into
fT of 300 GHz and fMAX of 500 GHz [35].

The fastest device by IHP was achieved in a process with non-selective epitaxial growth (NSEG)
for the SiGe base and elevated extrinsic base (EEB) using a separate selective epitaxial process.
The optimized version of the device in a bipolar-only process flow resulted in a peak fT/ fMAX
value of 505 GHz/720 GHz, which is the best to date [36]. These are bipolar only because, there
are some challenges while integrating with CMOS which are as follows:

• Adaptation of thermal constraints with CMOS process flow.

• Nickel silicidation is compatible with 130 nm baseline CMOS process flow.

And intermediate result of fT/ fMAX 470 GHz/610 GHz has also been demonstrated in the
BiCMOS process flow.
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Figure 12: Schematic diagram of IHP’s 130 nm SG13G2 high performance SiGe HBT highlighting the
elevated extrinsic base (EEB) [37].

With this, IHP being a leader in SiGe production with the highest fMAX so far, the novelty in
IHPs technology is discussed here.

Elevated Extrinsic Base (EEB) Architecture

The key features of the technology are listed below:

• The elevated extrinsic base (EEB) regions are self-aligned to the emitter (refer Fig.12). It
resulted in a low RBx compared to double-polysilicon-self-aligned (DPSA) architecture.
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• Due to the formation of HBT in a single active area without STI between collector and
emitter contact regions resulted in a low collector resistance (Rc) and small collector to
substrate junction areas. Based on this modifications the state-of-the-art 570 GHz fMAX
HBT is obtained [38], [32].

Figure 13: Schematic diagram of base link formation [34] (a) before the in-situ arsenic doped emitter, (b)
after the arsenic doped emitter [39].

Lateral Base Link Architecture

Here, a lateral base link module is employed to enhance RF performance. Through lateral
epitaxial overgrowth, the baseline module connects both the intrinsic and extrinsic base. This
is of two types: (a) the lateral base link is formed before the in-situ arsenic doped emitter, and
(b) the epitaxial base link is formed after the in-situ arsenic doped emitter (refer Fig.13).

In scenario (a), three lithographic processes are used to define the collector well, emitter win-
dow, and emitter patterning. The process begins with the development of implanted collectors,
followed by pedestal-oxide, in-situ boron-doped extrinsic poly-base, and deposited nitride
stack layers. The emitter window is subsequently opened by etching through these stacks.
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Then, nitride sidewalls are deposited to safeguard the poly-base during the removal of the
pedestal-oxide layer using wet etching. Then, a silicon buffer layer is formed selectively, fol-
lowed by collector implantation that is self-aligned. To build a connection between the extrinsic
and intrinsic bases, a portion of the nitride sidewalls are removed. During the process of se-
lectively growing the SiGe:C base layer, the intrinsic and extrinsic bases are joined. Next, the
sacrificial nitride layer is etched laterally to create the T-shaped emitter layer overlap. After
the formation of the spacers and the in-situ As-doped emitter layer, this layer is removed using
CMP outside the HBT areas. The architecture introduces an innovative concept that employs
the lateral base connection between the extrinsic and intrinsic bases. However, the architecture
overcomes the fabrication difficulties described in [40].

• The shielded nitrides are partially removed in order to open the lateral link areas between
poly-bases and the intrinsic collector. This critical step is governed by the etching time;
as a result, this step is constrained under industrial fabrication conditions.

• Due to the complexity of base link development during the B-doped SiGe:C layer, the
base link is faceted (see Fig.13(a)).This yields a large RB [34]. Even if the architecture
was improved in [39], this architecture’s normalized RB was not superior to a standard
DPSA-SEG architecture.

• Using chemical mechanical processing (CMP) after emitter formation results further com-
plexity in the fabrication process.

To overcome these limitations, IHP created the EBL architecture in 2011. In the EBL structure,
the poly-base layer is replaced by a sacrifice layer (see Fig.13(b)). As a result, the development
of B-doped SiGe:C epitaxy and emitter module is simplified. The extrinsic base is formed by the
B-doped epitaxy that is performed in-situ. The base link permits the combination of a very low
RB and a lower CBC in comparison to typical DPSA-SEG systems. This architecture achieves fT
and fMAXof 310 GHz and 480 GHz, respectively.

As most of the works discussed here will be related to ST Microelectronics, complete develop-
ments of SiGe BiCMOS technology at STM are discussed in the next section.

Developments at ST Microelectronics

The well-known DPSA-SEG architecture [39] is the most popular architecture among the de-
vices obtained at companies like STM, IFX, and Hitachi for its record electrical performance.

BiCMOS9MW, the first BiCMOS technology of STM using the DPSA-SEG, resulted in a fT of
230 GHz and fMAX of 280 GHz. Even more, the state-of-the-art architecture recorded fT, fMAX
of 320 GHz and 370 GHz mapped in 55 nm SiGe BiCMOS technology. The SEM image of the
device is shown in Fig.14 [33]. Further a record fT of 410 GHz and at cryogenic temperature fT
of 640 GHz demonstrated at STM by optimizing process thermal budget [41]. The evaluation
of device technology and corresponding fT, fMAX is shown in Fig.15. As a leading semicon-
ductor company at ST SiGe HBTs are integrated into faster and denser CMOS nodes. The detail
of the impact of CMOS nano-scale constraints are discussed in [40]. A DPSA-SEG architecture
without STI between the collector and base contact and implanted collector structure resulted
in 330 GHz fT but with a fMAX lower than targeted. The lower fMAX obtained is due to large
RBX which is main limitation of DPSA-SEG architecture. Therefore several architectures were
explored, and fully self-aligned (FSA) selective epitaxial growth (SEG) featuring epitaxial ex-
trinsic base-isolated from collector (EXBIC) is one of the best to be integrated to 28 nm FDSOI
CMOS technology targeted to feature a fT of 400 GHz and fMAX of 600 GHz in this node [40].
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Figure 15: Evaluation of frequency performance at STM’s BiCMOS technology [40].

SiGe on SOI Substrate

All devices discussed so far are conventional vertical devices on a bulk substrate. SiGe HBTs
on SOI are very much suitable for mixed-signal RF applications. The use of SOI substrates
reduces parasitic capacitance, protects the device from latch-up, and has the potential to reduce
crosstalk. SiGe HBTs fabricated at IBM, STM, IHP, and TowerJazz are built on thick SOI, and the
architectures can be classified into two categories, in one case at STM [42], IBM [43],[44], and
TowerJazz [45] the SiGe HBT module is floated on the buried oxide (BOX), or the collector is on
top of the BOX, whereas in the second case at IHP [46] the collector is a high-dose implantation
substrate below the BOX (refer Fig.16).

As shown in Fig.16(a) at IBM, the concept of a fully depleted collector was used, keeping the
SiGe base a vertical profile [43]. The poly-emitter SiGe device doesn’t need deep trench iso-
lation (DTI), and the sub-collector and the whole operational region of the device are floated
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Figure 16: The cross-section of SOI SiGe HBT architecture at (a) IBM [43] (b) STM [42] (c) Tower [45] (d)
IHP [46].

on an SOI. Following the same approach, a compact self-aligned base-emitter structure with
SEG (refer Fig.16(b)) was developed at STM. No longer the STI is used to isolate the extrinsic
base and collector. The maximum performance achieved by this device are fT, fMAX of 86 GHz
and 149 GHz [42]. The performance was not satisfactory as the collector resistance was quite
high due to thin-film structure (< 120 nm). Using a thick SOI FSA-NSEG architecture (refer
Fig.16(c)) fT, fMAX of 79 GHz and 280 GHz are achieved at TowerJazz [45]. However, as al-
ready introduced in previous sub-section at IHP, the EEB architecture was integrated into SOI
using a novel concept. As shown in Fig.16(d) an opening in the BOX is made, and a heavily
doped collector is formed, resulting in reduced collector resistance, but due to the opening in
BOX low collector substrate capacitance (CCS) offered by BOX architecture can’t be achieved.
However, this approach opened a new way of integrating SOI with CMOS leading BiCMOS
technology, the performance achieved by the device is 220 GHz in fT and 230 GHz in fMAX
[46].

SiGe Device Performances at Different Companies and Future Prediction

To meet the requirements of mm-wave applications, the research on SiGe was carried out ex-
tensively at various companies and research labs, a state-of-the-art fT/ fMAX by TowerJazz,
Infineon, ST, NXP, Imec, Global foundry (GF), IHP shown in Fig. 17 [47], [8].

The international roadmap for devices and systems (IRDS) predicated that the RF performance
will improve significantly with industries’ aggressive scaling of the device dimensions [48].
The futuristic values of the performance matrices are shown in Fig. 18. It can be observed that
based on the progress in technology, SiGe can overcome the THz limit in near future.
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Thesis Organization

This dissertation is about the verification of high frequency (HF) characterization results through
TCAD & EM simulations. Proposals of new device architectures to achieve THz frequency per-
formance, and analysis of their physics [49].

Basically, this thesis is concerned with the characterization, design, and optimization of high-
speed, low-power SiGe HBTs. As we keep on achieving higher and higher frequency perfor-
mance devices, one of the challenges is the accurate characterization up to high frequency (>
100 GHz). In chapter 2, a systematic method for verifying high-frequency measurement (up to
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500 GHz) of silicon germanium heterojunction bipolar transistor (SiGe HBT) is proposed. First
of all, the method involves an accurate estimation of the effects of the passive environment on
the overall measurement by a detailed electromagnetic (EM) simulation. This ensures that the
complete measurement environment like probes, pads, and access lines, and the appropriate
layouts are precisely included in the EM simulation framework. In order to additionally in-
clude the active device like SiGe HBTs, a technology computer aided design (TCAD) tool is
used to simulate the device S-parameters. TCAD simulation results are fed into an EM-plus-
SPICE simulation framework to emulate a complete on-wafer measurement environment. The
final simulation results show an appreciable correlation with the on-wafer measurement data
up to 500 GHz. Further, the need for proper calibration and de-embedding in high-frequency
characterization are emphasized by investigating the S-parameters corresponding to a narrow-
band amplifier at 170 GHz suitable for G-band radar applications.

In chapter 3, a novel 3D nano-wire-based SiGe HBT device is proposed for the first time. The
overall purpose is to predict RF performance of a nano-wire device when the lateral parasitics
of the STMs B55 device discussed in chapter 2 are minimized, keeping the vertical doping
profile the same. The challenge with device fabrication and the solution to overcome the issues
are discussed elaborately. Effect of variation in collector, emitter, and base dimension on figure
of merits like fT, and fMAX are demonstrated. A single nano-wire device can’t deliver sufficient
current for microwave applications, so using the device a nano-wire array is also computed.
The effect of device-to-device separation gap on RF performance is discussed. The proposed
device predicts a fMAX above 900 GHz.

In chapter 4, a new asymmetric lateral SiGe HBT on SOI is proposed. This asymmetric struc-
ture allows one to modulate the carrier densities in the collector region by the application of
substrate bias that causes significant improvements in the device performance. The open base
breakdown voltage can be tuned from 2.2 V to 3.6 V, and the transit frequency ( fT) is improved
up to 90% by varying the substrate bias. The bias-dependent variation in transit time is elab-
orately discussed using regional analysis. This work, for the first time, demonstrates an fMAX
of 2.7 THz achievable by tuning the substrate bias in an asymmetric SOI lateral SiGe HBT.

In chapter 5, the conclusion and discussion of the work presented in this dissertation are
briefed. Further ideas to model the SOI-based device using the existing standard HiCUM
model are discussed.
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Chapter 1

TCAD and EM Co-Simulation Method
to Verify SiGe HBT Measurements up
to 500 GHz

1.1 Introduction

The transistor plays a crucial role as an active component in most high frequency electronics
circuits. Hence, to realize a successful working RF circuit, the device must be carefully fabri-
cated, characterized, and modeled.

Characterization

System/Circuit

Compact Model

Device

Figure 1.1: Importance of accurate characterization

The circuit design at high frequency for sub-THz or automotive radar applications requires
accurate model cards for both passive and active devices [50]. Hence, there is always a com-
pulsory demand for precise characterization and modeling of devices in the sub-THz frequency
range to optimize the desired circuit performance and minimize the number of design-to-
fabrication loops as shown in Fig.1.1. A complete compact model validation strategy presented
by Ardouin et al. [51] have demonstrated that wrong or non-extracted non-quasi-static (NQS)
model parameters can induce a variation of more than 5 dB for the estimation of a 220-GHz
LNA (Low Noise Amplifier) power gain. Indeed, this NQS parameter extraction is still not
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correctly performed by manufacturers since measurements are limited in frequency range as
well as in accuracy. Hence it is essential to understand the S-parameter characterization in high
frequency range and verify the models in CAD tools in that range [52].
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Figure 1.2: Dependence of fT and fMAX on extrapolation frequency for the same HBT measured at IHP
and Infineon. SOLT calibration with an impedance standard substrate (ISS) - adapted from [36].

Although the cutoff frequency ( fT) of a transistor is the most cited performance metric because
it is easy to characterize, it is the maximum oscillation frequency ( fMAX) that best describes the
potential of a transistor in RF, high speed, and mm-wave applications [53], [54]. For advanced
SiGe HBTs, the fMAX is typically estimated from the product of the square root of unilateral
power gain (

√
U) × frequency [55]. According to standard definition unilateral power gain:

U =
|Y21 − Y12|2

4(Re[Y11]Re[Y22]− Re[Y12]Re[Y21])
(1.1)

=
|Z21 − Z12|2

4[Re(Z11)Re(Z22)− Re(Z12)Re(Z21)]
(1.2)

In fact, the power gain U is very sensitive to any error in the real part of the Y or Z - parameters
of the device, especially Y12 which is challenging to measure [53]. As an example shown in
Fig. 1.2, in the framework of the semiconductor companies’ competition, which is based on
the figure of merit (FOM) measurement, is the measurement of silicon HBT technology having
fMAX world record of 720 GHz [36]. This one was measured in two different laboratories,
giving similar results below 40 GHz and showing a large deviation above 40 GHz. This is due
to the fact that, as the transistors get higher in frequency, weaker and weaker elements have
to be measured. Thus, the impact of the probe couplings becomes quasi-dominant over the
intrinsic device at a very high frequency. The next section presents a detailed discussion of
published works and various factors affecting high-frequency characterization.



1.2. Literature Survey 25

1.2 Literature Survey

Characterization above 110 GHz is still a challenge, and there is no established de-embedding
method above this range. In fact, a very few research groups have published S-parameter
measurement results above 110 GHz [56], [57], [50], [58], [59], and there are numerous practical
reasons for the error, which are discussed here.

Raw measurement (particularly the RF ones) results are always affected by errors introduced
by the measurement setup. These errors can be of different kinds like random errors, errors
due to non-linearity, drift errors, and systematic errors [60].

• Random errors: are caused by lack of repeatability during characterization; they can be
described statistically but not by systematic correction. The source of this type of error is
the instrument noise, electro-magnetic (EM) interference due to different probe position-
ing during measurement, and electrical noise from different components of the vector
network analyzer (VNA), in particular from the load oscillator. The electrical noise can
be removed by increasing the power level, and other random errors can be corrected if
their statistical average is zero, which can be learned from multiple measurements.

• Error due to non-linearity: While characterizing non-linear devices like bipolar transis-
tors, spurious harmonics may get generated when input power is high. The linearity in
power gain starts degrading with an increase in input power, and after certain point, out-
put power goes into 1-dB compression, and gain flattens. The device response is no more
linear and it produces distortions. Hence, there always needs to have a trade-off between
random errors, and non-linearity that can be tolerated.

• Drift errors: These errors occur due to characteristics of the instrument that change with
time. For example, change in contact resistance during characterization and thermal dila-
tion of RF cable. A controlled temperature during measurement avoids such errors. This
issue can be corrected to some extent by re-calibration.

• Systematic errors: These are produced due to imperfections in the instrument and con-
nections; they are consistent and repeatable. Since these are predictable and do not
change with time, a systematic correction can be applied by subtracting the error terms
from the raw measurement vectors. This correction of errors is called the method of cali-
bration and is regularly needed.

Hence, calibration is the method by which we can determine the error terms of an error model.
The goal is to remove all these errors and to obtain the S-parameters at a well defined location
called re f erence plane, which can be either at the probe tips during o f f − wa f er calibration or
closer to the device under test (DUT) for on − wa f er calibration. In fact, close to approximately
correct characteristics of the target DUT can be extracted with additional open− short or short−
open de-embedding. More details about different calibration techniques are discussed further.

High frequency measurements require careful calibration procedures. Off-wafer calibration, as
shown in Fig.1.3 & 1.4, is more popular in the production environment [61]. However, since the
calibration substrate (impedance standard substrate) is different from that of the desired wafer
to be characterized, the off-wafer calibration leads to systematic errors, which is correlated to
different probe-to-substrate electromagnetic coupling [62], [63].

Similarly, as different probes (ref. Fig.1.8) are used to measure different frequency bands, dis-
continuity appears in the measured data due to change in RF probes if the probe’s cross-talk is
not fully corrected by the calibration procedure. A detailed explanation of the work has been
reported in [63], [64].
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Figure 1.3: Off-wafer Calibration: depicting the reference plane, which is at the probe tips. In the left
side the impedance standard substrates from cascade are shown.
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Figure 1.4: Off-wafer Calibration with additional de-embedding, depicting the reference plane shifted
closer to the DUT.

On-wafer calibration, as shown Fig.1.5 is a better choice for high frequency (HF) measurement
because it avoids some of the above mentioned limitations observed in off-wafer calibration.
Thru-Reflect-Line (TRL) calibration algorithm is the method of choice [56] since it provides
a well-defined reference plane (ref. Fig.1.5) and does only require a low knowledge of the
standards (geometrical dimensions and characteristic impedance extraction), that indeed gives
better accuracy in the high frequency domain. Nevertheless, this method is not a good choice
for the lower frequency since it would require extremely long lines, and SOLT/LRM method
are more suitable in this low range of frequency.

But during TRL calibration, while probing the Thru and Line, it is necessary to shift one probe,
which may add errors in the measurement, particularly in the case of manual probe stations
[50], [65]. The drawback of the on-wafer calibration is the need for a specific design of test
structure which can be time-consuming. This design requires engineering effort and expertise.
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Figure 1.5: On-wafer calibration with additional de-embedding, depicting the reference plane shifted
closer to the DUT.

For example, the line lengths need to be chosen properly to cover the required frequency band;
the geometry of the line needs to minimize the loss and allow only one mode to propagate;
the design of the pad itself needs to be optimized to limit the probe-to-substrate coupling; the
pad-to-pad distance needs to be sufficiently long in order to ensure a reduced cross-talk, and
finally one has to keep enough space between the structures to avoid coupling [63], [66], [67].
Advanced technologies have a high cost per square millimeters; hence the devices need to be
placed close by to reduce the cost, but different laboratories have shown that the measurement
results can get affected because of the above reason of close placing of the devices. Hence
there needs to have a trade-off between cost due wafer area consumption, and error that can
be tolerated [68].

Figure 1.6: Floor plan of the active and passive DUTs placed on wafer.

The results presented above have been measured for wafers with the optimized placement of
DUTs (shown in Fig.1.6). As explained in [69], the test structures were placed in staggered
rows, and a continuous ground plane and pad shield was implemented in this chip’s layout.

Another subject of inaccuracy is the probe coupling. From Fig.1.7, one can observe that each
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(a)                       (b)                       (c)                       (d)

(a)                        (b)                        (c)                      (d)

Figure 1.7: Probe geometry used for different frequency bands (a) 1-110 GHz (b) 140-220 GHz (c) 220-
325 GHz and (d) 325-500 GHz both real and their corresponding mimicked EM-simulated ones respec-
tively.

frequency band is measured with the probe having a different geometry. For example, the
probes below 220 GHz have a much larger geometry than the one above. The reader should
focus on the output of the micro-coax, which is much larger for WR5.1 (140-220 GHz) probe
compared to WR3.4 (220-325 GHz) probe [60]. Hence, as shown in Fig.1.8 the EM wave coming
out of the probe will spread much more in the case of the probe at low frequency compared to
the probes at high frequency. From a measurement point of view, one can observe large discon-
tinuity at each frequency band while the intrinsic simulation of the device shows continuous
behavior [64].

(a)
(b)

Figure 1.8: (a) Discontinuity observed at band change for a transistor open DUT (b) electric field distri-
bution (top views) in the same transistor-open DUT at 220 GHz using two probe models.

The effect of the neighboring structures/DUTs for passive devices is shown in Fig.1.9 with the
help of EM simulation. By considering the neighboring structures’ effects in Fig.1.9(b) instead
of only the DUT as in Fig.1.9(a), the simulated fluctuations are followed as in measurement,
which hints towards the need for careful design of adjacent DUTs. The procedure to verify the
above discussed anomalous deflections during characterization is studied in this chapter.

In order to check the trend, consistency, and accuracy of the high-frequency measurement re-
sults, one has to compare the data with those obtained from calibrated simulation. One can
think of options like TCAD simulation or electrical compact model simulation for this purpose.
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Figure 1.9: Effect of neighboring DUTs on the measurement characteristics: (a) EM simulation of an
isolated DUT, (b) EM simulation of DUT with its neighboring structures
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Figure 1.10: Frequency dependent magnitude of S22 with VBE variation at VCB=0 V.

Since the compact model is not verified against the measurement at such high frequency (for
example, non-quasi-static effects (NQS), etc.) TCAD simulation has been chosen as a reference
in this work [70], [49], [71].

In this work, using Sentaurus TCAD and Ansys-HFSS electromagnetic (EM) simulations, we
explore and verify the high frequency measurements of SiGe HBTs. As a motivation for such an
investigation, Fig.1.10 compares the measurement and calibrated TCAD simulation of frequency-
dependent S22-parameter corresponding to a SiGe HBT from ST Microelectronics B55 technol-
ogy at different bias in the main operating regime. It is observed that in the lower frequency
range (below 110 GHz), the measurement and simulation are in good agreement. However,



30
Chapter 1. TCAD and EM Co-Simulation Method to Verify SiGe HBT Measurements up to

500 GHz

M8

Vias

M1
Emitter

Collector

STI

DTI

Intrinsic 

transistor

Base

B
a
ck

 E
n

d
 o

f L
in

e

(B
E

O
L

)

F
ro

n
t E

n
d

 o
f L

in
e

(F
E

O
L

)

Figure 1.11: Full structure of the device FOEL and BEOL together making the complete device.

some discontinuities are observed in the measurement data at the cross-over points (110 GHz,
220 GHz, and 325 GHz) of different frequency bands; which can be correlated to couplings in-
volving probes, layout of the pad and adjacent structures as explained in previous paragraph.
Also, the characteristics in the upper frequency range tend to deflect from the TCAD simula-
tions. This motivates us to emulate a more realistic measurement environment. To do so, we
combine our TCAD simulation results with EM simulation that includes the back-end-of-line
(BEOL) along with the probes. A reference for the front-end-of-line (FEOL) along with BEOL
is shown in Fig.1.11 and the detailed explanation about how the probe included into the sim-
ulation set-up is discussed in section 2.5 of this chapter. This TCAD plus EM simulation data
together will be henceforth called as Virtual measurement throughout the chapter. After that,
we follow all the on-wafer calibration and de-embedding procedures on this virtual measure-
ment data. Finally, for verification, both TCAD and de-embedded virtual measurement data
are compared with actual measurement results. Also, a circuit-level verification is carried out
by designing a G-band single-stage amplifier based on TCAD as well as de-embedded virtual
measurement data.

In section 2.3, a brief description of the measurement setup and procedures are provided. Sec-
tion 2.4 of this chapter provides a comprehensive discussion on the calibration of TCAD simu-
lation. The methodology of combining TCAD and EM simulation to produce virtual measure-
ment results is explained in section 2.5. In section 2.6, the assessment of virtual measurement
data is carried out in terms of some figures-of-merit (FoMs) of a narrow-band 170 GHz ampli-
fier circuit. Finally, the work is concluded in section 2.7.
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1.3 Actual Measurement Procedure

Wafer Station

RF Probes

RF Cables

VNA

Extenders

Figure 1.12: Measurement bench set-up for 220-500 GHz bands.

The S-parameter measurements are carried out up-to 500 GHz for base-emitter voltage in com-
mon emitter configuration varying from 0.7 V to 1 V at VBC=0 V. In order to measure from
1 GHz to 500 GHz, four different measurement benches such as (i) Agilent’s E8361A VNA up to
110 GHz using extenders (N5260-60003) above 67 GHz (ii) 140-220 GHz (WR5) (iii) 220-330 GHz
(WR3) and (iv) 325-500 GHz (WR2.2) bands with a four-port Rohde & Schwarz ZVA24 VNA
coupled with extenders (ZC220-ZC330-ZC500) have been used. A picture for measurement
setup above 110 GHz frequency bands is shown in Fig.1.12. The power level is set to approxi-
mately -32 dBm using a calibration table provided by the extender supplier in the four bands for
measurement of both active and passive elements (the latter are used for de-embedding pur-
poses). Picoprobe RF probes with 50 µm pitch are used for covering the bands above 110 GHz,
and 100 µm pitch probes are used below 110 GHz. On-wafer TRL calibration and standard
Short-Open de-embedding have been performed. The reference plane of the TRL is set at the
top metal and at sufficiently close proximity of the vias. The characterized frequency depen-
dent S-parameters along with fT and fmax results are presented in Figs.1.13, 1.14 and 1.15.

1.4 TCAD Simulation Setup and Calibration

To verify the measurements discussed in section 2.4, in commercially available Sentaurus TCAD
simulator, a SiGe-HBT structure corresponding to ST Microelectronics

′
s B55 process is devel-

oped as shown in Fig. 1.16 and Fig. 1.17. All the dimensions, including the shallow and deep
trench isolation, are ensured to be closely identical with those of the B55 process during the
device design.

The doping profiles have been reproduced using analytic mathematical models as shown in
Fig.1.18 [40], [72]. All necessary physical effects are taken into account in the simulation using
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Figure 1.13: Frequency dependent magnitude and phase of S11 & S12 -parameters at VCB=0 V and VBE=
0.8 V and 0.9 V for the SiGe HBT up to metal-1.

appropriate models, and parameter sets are appropriately tuned from Monte Carlo simulation
as discussed in [73], [70].

1.4.1 Device Models Used During Calibration

The following physics based models are included into TCAD s − device deck during simula-
tions:

• Hydrodynamic model

• Band gap Narrowing (BNG)

• Mobility models (like doping dependence and high field saturation)

• SRH and Augur models are also included to account recombination
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Figure 1.14: Frequency dependent magnitude and phase of S12 & S22 -parameters at VCB=0 V and VBE=
0.8 V and 0.9 V for the SiGe HBT up to metal-1.

• Lackner’s avalanche model for accounting breakdown effects

Hydrodynamic Model

Drift-Diffusion model (DD) is considered as the default transport model, wherein the electron
and hole current densities (Jn, Jp) respectively, are given by:

−→
Jn = µn(n∇EC − 1.5nkT∇ ln mn) + Dn (∇n − n∇ ln γn) (1.3)

−→
Jp = µp(p∇EV + 1.5pkT∇ ln mp)− Dp

(
∇p − p∇ ln γp

)
(1.4)

Where µn and µp are electron and hole mobility, n and p represent the electron and hole den-
sities, EC and EV are conduction and valency energy bands, Dn and Dp signify the diffusion
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Figure 1.15: Frequency-dependent transit frequency ( fT) and maximum oscillation frequency ( fMAX) at
VCB=0 V and VBE=0.8 V and 0.9 V for the SiGe HBT up to metal-1.

Figure 1.16: TEM picture (left) of SiGe HBT and corresponding simulated TCAD structure (right), only
the crucial parts of the device is shown in this figure.

constants, k, and T are Boltzmann’s constant and temperature respectively with γn, and γp be-
ing the Fermi statistic constants. The first term of both current density(Jn,Jp) equations takes
the spatial variation of electrostatic potential, bandgap and electron affinity into account. In
the same way the second term includes a gradient of carrier densities and spatial variation of
effective masses for both electrons and holes.

In the similar manner Jn, Jp for Hydrodynamic (HD) model is given by

−→
Jn = µn(n∇Ec + kTn∇n − nkTn∇ ln γn + λn f td

n
kn∇Tn − 1.5nkTn∇ ln mn) (1.5)

−→
Jp = µp(p∇Ev − kTp∇p + pkTp∇ ln γp − λp f td

p
kp∇Tp + 1.5pkTp∇ ln mp) (1.6)

Where most of the symbols has same meaning as described in drift-diffusion mode, additional
parameters and their importance is discussed below.

During calibration, hydrodynamic model is chosen over the drift-diffusion model for conduc-
tion current density calculation due to its higher degrees of freedom. So in this work for the
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Figure 1.17: Full structure of TCAD simulated SiGe HBT corresponding to full B55 device including STI,
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symbols) taken from [40] and corresponding analytic profile (line) incorporated in TCAD (arbitrary unit
of distance). Inset shows the Ge mole-fraction measured by EDX (symbol) and one used in TCAD (line).

carrier transport, we have used hydrodynamic model that solves the basic drift-diffusion trans-
port equations along with the additional energy balance equations for minority carriers as dis-
cussed. It is to be noted that performing device simulation, including standard models with
their default parameters, can yield anomalous and un-physical effects. The last terms of (1.5)
& (1.6) account for the additional driving forces due to change in effective masses in hetero-
structure devices so that the force related to the change in band edge energies is included in
the valence band and conduction energy gradients. In hydrodynamic model the parameters
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such as energy flux coefficient (r), thermal diffusion parameter ( f td) and heat flux diffusion
factor ( f h f ) have a significant impact on the results. Considering the suggestion from [74] and
[75], the energy flux coefficient and the thermal diffusion parameter are set to 1. The heat
flux diffusion factor has to be sufficiently small to avoid negative Early voltage. In addition
to hydrodynamic equations, the lattice temperature increase due to current flow of carriers (i.e
Self-Heating), is obtained by solving the lattice heat equations [76], [77].

Bandgap Narrowing

It has been seen that the overall effect of the high dopant concentration is to reduce the bandgap.
The Slootboom bandgap narrowing model in eq.1.7 with appropriately tuned Nre f value is used
to account for the effect of carrier concentration at heavy doping [78].

∆Eg,app = ∆Eg,o ×

ln
(

N
Nre f

)
+

√(
n

N
Nre f

)2

+ C

 (1.7)

default value ∆Eg,o= 6.92 meV, N is the impurity concentration, Nre f =1.3x1017 cm−3 and C= 0.5.
The origin of ∆Eg,app reduction depends on apparent ∆Eg,app and true band gap Narrowing.

Mobility Models

Mobility (µ) is a function of germanium content, doping, carrier types, and electric field, etc.
The core model consists of the standard Caughey-Thomas equation for low field mobility.

µ1F = µmin +
µmax − µmin

1 +
(

G/
Gre f

)α (1.8)

where G = N−
A + N+

D , for low doping G/Gre f tends to zero and µ1F becomes µmax. For high
doping G/Gre f infinite and µ1F becomes µmin.

µHigh(F) =
µLow[

1 +
(

µLow
Vsat

)β
]1/β

(1.9)

The high field mobility model by Caughey-Thomas which is used here is a function of low
field mobility (µLow), saturation velocity (vsat) and fitting parameter β. As suggested in [78] the
β is the only parameter that can be tuned to match the fT and fMAX performance considering a
given structure. The default value of β are 1.384 and our chosen value is 2.8 [6].

Recombination and Lifetime Models

Shockley-Read-Hall and Auger recombination models with their default parameters are used
to take care of the recombination effects in different regions of the device.

τdop(NA,0 + ND,0) = τmin +
τmax − τmin

1 +
(

NA,0+ND,0
Nre f

)γ (1.10)

where the symbols have their usual meaning.
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Impact Ionization

Lackner’s model is used for accounting for the breakdown voltage. As we know, when there is
a reverse bias at the junction, breakdown may occur, as mentioned in [79] Lackner formulated
the model modifying the already existing Chynoweth law. The temperature-dependent factor
γ introduced to:

αv(Fava) =
γav

z
exp

(
− γbv

Fava

)
(1.11)

where v = n, p with

z = 1 +
γbn

Fava
exp

(
−γbn

Fava

)
+

γbp

Fava
exp

(
−

γbp

Fava

)
(1.12)

and

γ =
tanh

(
h̄ωop
2kT0

)
tanh

(
h̄ωop
2kT

) (1.13)

The default parameter are tabulated and are applicable withing 105 Vcm−1 to 106 Vcm−1 electric
filed range. Lackner’s model with default parameter set has been considered to include the
effect of breakdown at the high electric field.

Table 1.1: The default parameters and their corresponding modified values used during B55 device
calibration are tabulated in the following table.

Model name Parameter Default value Our value

HD r, f td, f h f 1, 1, 1 1, 1, 0.2

Slotboom Nre f 1.30×1017 1.5×1018

Caughey-Thomas β 1.384 2.8

Kappa NiSi – 2

Poly-silicon τn, τp 3×10−8, 1×10−8 3×10−8, 3×10−8

1.4.2 Calibrated Device Characteristics and Their Matching With Corresponding
Measurement Data

During the measurement, the junction capacitance results are obtained from cold S-parameter
measurement. cold measurement is the bias condition at which transistor operates at a reverse
bias to a very low forward bias, at which the carrier injection across the junctions is negligible
[80]. The base-emitter and base-collector junction capacitances are shown in Figs. 1.19 (a) and
(b) respectively. The capacitances and their extraction from TCAD Y-parameters are expressed
below.

Base emitter capacitance (CBE)

CBE =
img{Y11}+ img{Y12}

2π f
. (1.14)

The base collector capacitance (CBC)
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Figure 1.19: Base/collector-emitter voltage dependent (a) base-emitter capacitance (CBE) and (b) base-
collector capacitance (CBC): comparison between actual measurement and TCAD simulation.

CBC = − img{Y12}
2π f

. (1.15)

The capacitances are obtained from the simulation at low-frequency (5 GHz) and are matched
with the corresponding measured data to validate the approximation used to emulate the dop-
ing profile in TCAD [37].

+
VBB

A

Figure 1.20: A typical measurement set-up used to characterize Gummel curves.

Concerning the DC characterization, a typical test setup is shown in Fig.1.20, it is important to
note that if a high-quality RF termination is not ensured, then oscillation can occur at high bias
levels; thus, the DC bias is fed through DC bias tees, while the RF ports terminated with 50 Ω
load impedance. The input voltage is swept in a linear fashion, resulting in quasi-logarithm
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currents. Once the results are collected, they are plotted against base voltage (VB) on a semi-
logarithm scale.
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Figure 1.21: Measured and TCAD simulated Gummel characteristics for 90 nm × 4.8 µm SiGe HBT at
VCB=0V: (a) The impact of Nre f parameter is demonstrated considering different intermediate values
from default to used value (b) Gummel characteristics depicting different regions of the characteristics.

The impact of Nre f parameter from Slotboom model as discussed in last subsection is demon-
strated in Fig.1.21(a).
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Figure 1.22: Measured and TCAD simulated output characteristics for 90 nm × 4.8 µm SiGe HBT at
different VB.
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The Gummel currents shown Fig.1.21(b) can be divided into different sections based on physi-
cal factors affecting it.

• In region 1, the base current (IB) is mainly attributed to the recombination and the collec-
tor current (IC) is mainly due to the ideal transport current. The dominant component of
the base current density (JB) can be written JB ,RC = JB0,RC exp{VBE/ηb,rcVT}, where JB0,RC
is the base recombination saturation current density and ηb,rc is the low injection base re-
combination current ideality factor. The default ηb,rc is always ≥, with 1 is the value in
ideal case.

• In region 2, the collector current is still ideal but the ideal component of the base current
begins to dominate. In this region, the current density (JB) can be ideally described by two
ideal current components are JB = JB1 + JB ,RC = JB0 exp{VBE/ηbVT}+ JB0,RC exp{VBE/ηb,rcVT},
where as mathematical equation for collector current density (JC) remains same as in re-
gion 1.

• In region 3, the log of both base and collector current are no longer linear w.r.t base voltage
due to parasitic base and emitter resistances, which results in a reduction of voltage (VBE)
for a given value of base voltage (VB).

• In region 4, the high injection effects described in chapter 1 come into the picture resulting
in the deviation of the terminal currents, and resistance from their ideal values.

From the detailed Gummel characteristics discussed here, it will be easy to look into concerned
model parameters and calibrate the device. The recombination parameter (refer Tab:1.1) in the
poly-silicon emitter has been tuned to match the base current. An ideal germanium profile
as shown in Fig.1.18 is considered keeping the maximum mole fraction within the permissi-
ble range. This effectively helped us in capturing the collector current in the Gummel plot.
Similarly, the output characteristics at different base voltages is shown in Fig.1.22.

Once the Gummel plot has been adjusted, the next step is to calibrate transit frequency ( fT)
to evaluate the accuracy of the transit time and high injection effects. The frequency at which
the magnitude of the small-signal short circuit current gain becomes unity is referred to as
transit frequency ( fT). The analytic expression derived from the small-signal equivalent model
is expressed in equation 1.16.

fT =
1

2π
(

τf +
CBE+CCE

gm

) (1.16)

where τf is the forward transit time of minority carriers and gm is the transconductance of the
device, CBE and CCE are the depletion capacitances at the corresponding junctions. The total
forward transit time can be separated into different components based on regional analysis
[81].

Determination of fT from measurement is not so straight forward as expressed in last equation,
it is extracted from the h21 parameter as below equation 1.17.

fT =
∣∣ fextrap.h21( fextrap)

∣∣ (1.17)

where fextrap is the extrapolation/spot frequency and h21 is small signal current gain in common-
emitter configuration approximated to equation 1.18 .
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Figure 1.23: Small signal current gain (h21) & Manson gain (U) vs. frequency at VCB=0V: comparison
between actual measurement and TCAD simulation.

h21 =
gm

jω(CBE + CBC)
. (1.18)

The frequency at which the power gain is unity is considered as the maximum oscillation fre-
quency ( fMAX). The expression to calculate it is as in the equation 1.19.

fMAX =

√
fT

8πCBCRB
. (1.19)

Here we can see fMAX benefits from increase in transit frequency, base resistance(RB) and base
collector junction capacitance (CBC). Similarly like fT, fMAX can be extracted from different
power gain formulations. Here we used Mason’s unilateral power gain (U).

U =
|Y21 − Y12|2

4(Re[Y11]Re[Y22]− Re[Y12]Re[Y21])
. (1.20)

The small-signal current gain (h21) and Mason gain (U) are shown in Fig. 1.23 at two different
bias in the main operating range, which confirms a good level of calibration to proceeds for fT
and fMAX extraction.

It is to be noted here that, in order to calibrate small-signal current gain h21 or the transit fre-
quency fT, the vertical doping profile of the device must be carefully matched. The base width
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Figure 1.24: Collector current dependent (a) transit frequency ( fT) at VCB=0 V: comparison between
actual measurement and TCAD simulation.
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and emitter junction depth have to be optimized to control the overall emitter to collector tran-
sit time (τec). The matching in the junction capacitances CBE and CBC helps in calibrating the
steeper rising slope of the transit frequency curve as shown in Fig.1.24. It is also to be noted a
device having a good fT at lower bias helps in low power consumption applications. In order
to match the high current region of the fT vs. IC characteristics, the collector doping needs to be
carefully matched. Increasing the collector doping can decrease the collector junction depletion
width and collector resistance. This counteracts the high-level injection and forthcoming Kirk
effect. In fact, this increases the CBC, hence, to have both low and high current fT matching
needs careful calibration of doping in the collector.

To summarize, the small-signal current gain (h21) and Manson gain (U) are shown in Fig.1.23
further, the TCAD simulated transit ( fT) and maximum oscillation frequencies ( fMAX) are com-
pared with the measured data at VCB=0 V and T=294 k in Figs.1.24 and Figs.1.25 , respectively,
prior to carry out the S-parameter comparison. It is to be noted that for the fT and fMAX ex-
traction, a spot frequency at 63 GHz has been chosen [82]. Since the Gummel (Fig.1.21) and
fT characteristics (Fig.1.24 (a)) show a high level of correlation between the TCAD and mea-
sured data and since these two characteristics are highly dependent on the intrinsic part of the
HBT, one can conclude that a reasonably accurate calibration of the 1D profile of the device has
been obtained in TCAD [83]. Since fMAX is dependent on fT and other external parameters
such as base resistance and base-collector and collector-substrate capacitances, the high level
of agreement between the TCAD and measured fMAX characteristics ensures that the profile
parameters related to the extrinsic base, buried layer in the collector region and the substrate
doping at its contact and around the deep trenches are closely identical with those of the B55
process. The same is also confirmed from S-parameter shown in Figs.1.26, 1.27 and frequency
dependent fT, fMAX in Fig.1.28 in the main operating regime (VBE=0.75 V to 0.9 V). This is
also validated after looking into the doping profiles received from ST Microelectronics (not
disclosed here due to intellectual properties agreements).

1.5 Virtual Measurements, Results and Discussion

As discussed in section 2.5, after observing a mismatch between the actual measurement data
for S-parameters with calibrated TCAD simulation, we decided to include the non-ideal envi-
ronment factor related to BEOL, pad-parasitics, probes, etc. into the TCAD simulation results
via additional EM simulation. For this purpose, we performed three-dimensional (3D) EM
simulations using the commercially available simulator, Ansys-HFSS. The simulation layout is
imported on a silicon substrate, and the probes are placed the way they appear during the mea-
surement [64]. Then, the whole structure along with the probes, is covered within an air box as
shown in Fig.1.29. During the setup, proper care has been taken in choosing the meshing and
assigning the appropriate boundary conditions for absorbing the radiation at the faces of the
air-box in order to emulate an infinite free space environment. Four separate probe models for
each frequency band, as shown in Fig. 1.7 are chosen, and finally, simulations are performed
by giving input excitation at each wave-port. Together, the TCAD simulation of SiGe HBT
up to Metal-1 and the EM simulation to account for the remaining non-ideal environmental
factors, as described above and shown in Fig.1.29, Fig.1.30 and Fig.1.31 generate the virtual
measurement data for our further investigations.

Virtual measurement data are achieved following the flow graph described in Fig.1.31. First,
the RF probes, the pads, and the BEOL down to metal-1 where the transistor is connected are
simulated with HFSS (4-port EM simulation). Next, the TCAD (2-port TCAD) and EM simu-
lation results are concatenated. This data set contains both the access (probes, pads, BEOL) as
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Figure 1.26: Frequency dependent magnitude and phase of S11 & S12 -parameters at VCB=0 V and VBE=
0.8 V and 0.9 V for the SiGe HBT up to metal-1: measurement and TCAD comparison.

well as the actual transistor itself. The next step is to perform a calibration and de-embedding
as done in real measurement. For that purpose, all TRL calibration standards are simulated
with HFSS, and the calibration is performed as shown in Fig.1.31 [69]. Finally, the Short-Open
de-embedding structures are simulated as well, and the de-embedding is completed leading to
the virtual measurement data. It is to be noted that the detailed EM-simulation are performed
by [64], [69] and [71] and are used in this work, so more detail about that can be found in cor-
responding articles. If calibration and de-embedding had been ideal, the de-embedded virtual
measurement data would perfectly match with the TCAD simulation of the actual transistor.
The results for the three data sets (actual measurements, TCAD simulation and virtual mea-
surements) are compared in Figs.1.32, 1.33 and 1.36 for the magnitude and phase of S11, S12,
S21, S22 and fT, fMAX up to 500 GHz.

From the comparison plots following observations are made.
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Figure 1.27: Frequency dependent magnitude and phase of S12 & S22 -parameters at VCB=0 V and VBE=
0.8 V and 0.9 V for the SiGe HBT up to metal-1: measurement and TCAD comparison.

• Up to 100 GHz, a good correlation can be observed for both VBE bias points and for all
four S-parameters (magnitude as well as phase).

• In the frequency range of 50-100 GHz, we can observe there is a sudden reduction of
fMAX; it can be observed from S12 parameter, which is strongly related to fMAX and can
be attributed to cross-talk. A similar dip is observed in fT also in 50-100 GHz range
can be due to minor difference in probe angle and position in both real and simulation
environment. It can also be observed in the magnitude of S21.

• When changing the frequency bands (especially at the transition into the 140 GHz to
220 GHz band), discontinuities are observed with the actual measurements while com-
paring with TCAD and virtual measurements. Therefore, it can be concluded that the
TRL calibration along with short-Open de-embedding are not able to correct the coupling
with HF probes and the wafer surface accurately for the given test-structure and the HF
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Figure 1.28: Frequency-dependent transit frequency ( fT) and maximum oscillation frequency ( fMAX) at
VCB=0 V and VBE=0.8 V and 0.9 V for the SiGe HBT up to metal-1: measurement and TCAD comparison.

Figure 1.29: Side view of the EM simulation setup for probes enclosed within an air-box. P1 and P2
probes are marked which are a part of 4-port EM simulation.

probes used. Also, the measurements are noisy and can be attributed to some difficulties
to have a reliable contact between the probes and pads, and in particular, considering the
small-signal pad surface 40 ×25 µm2 and the thickness of the passivation layer. In fact,
the very short tips of the WR3.4 probes and their angle do not allow us to have a reliable
contact on our BICMOS test structures (please note that this is not the case on calibration
test structures).

• The discontinuous transition of actual measurements at 220 GHz is well predicted by the
virtual measurement, especially for the magnitude of S12-parameter. This discontinuity
has already been studied in [64]. WR5.1 (140-220 GHz) uses a technology which is closed
to the probe designed for 110 GHz band, while the WR3.4 (220-325 GHz) uses a very
different technology which is much more scaled. We have demonstrated in [64] that the
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Figure 1.30: Half structure from EM simulation (left) depicting the other two ports P3 as Base and P4 as
collector, below which the active device starts. S, C, B and E in the TCAD structure (right) corresponds
to Substrate, Collector, Base and Emitter contacts respectively.
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Figure 1.31: TCAD-EM co-simulation flow leading to a virtual measurement.

coupling with the environment is much stronger when the EM field is not confined by a
highly scaled probe.

• Because of different resistance of bias tees from the probe to probe, there can be a change
in bias current. The bump in the actual measurement data of fT characteristics (Fig. 1.34)
in the 320-420 GHz range can be a due of this resistance difference.

• While moving to higher frequencies beyond 400 GHz, a deviation of the expected behav-
ior can be observed both in virtual as well as actual measurements compared to TCAD
data. Even though no perfect agreement for the actual or virtual measurement data is
achieved with the reference TCAD data, at least the trend is reasonably predicted. We
suppose that the cross-talk is the source of these discrepancies since the magnitude of S12
is increasing more than what is predicted by the TCAD. Please note the TRL calibration
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Figure 1.32: Frequency dependent magnitude and phase of S11 & S12 -parameters at VCB=0 V and VBE=
0.8 V and 0.9 V for the SiGe HBT up to metal-1: comparison of de-embedded actual and virtual mea-
surements with TCAD simulation.

does not correct the cross-talk. The distance from pads to pads must be increased to re-
duce this effect. If with the picoprobe 110 GHz with 100 µm pitch, the cross-talk start to
influence the results above 70 GHz, using a highly scaled probe such as the picoprobe
WR2.2, the cross-talk start only above 400 GHz.

This brings us to the conclusion that the calibration and de-embedding procedures are still
needed to be improved, especially at the higher frequency bands, and require further improve-
ments in order to correct all the demonstrated errors introduced by the measurement environ-
ment. Two roads of improvement for measurement accuracy needs to be explored in parallel,
one involving the design of the test structures the other one is about the design of the probes:

• On one side, the design of the test structures already uses a boundless ground plane, a
large space between each structure (200 µm in X- ,and 133 µm in Y-direction) may still be
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Figure 1.33: Frequency dependent magnitude and phase of S21 & S22 -parameters at VCB=0 V and VBE=
0.8 V and 0.9 V for the SiGe HBT up to metal-1: comparison of de-embedded actual and virtual mea-
surements with TCAD simulation.

improved on the two following points: the distance from pad to pad to reduce the cross-
talk and the design of the pad itself which is mainly empirical. Please note that most of
the improvement leads to very costly test structures.

• On the other side, The WR3.4 and WR2.2 probes are highly scaled probes that give very
reasonable results [64] but require much higher manufacturing cost. If one can develop
the design of a similar probe keeping the same geometry scaling, but with the connector
for the lower frequency band (especially 140-220 GHz), the measurement accuracy would
be much improved.

This brings us to the conclusion that the calibration and de-embedding procedures are not ab-
solutely flawless, especially at the higher frequency bands, and require further improvements
in order to correct all the demonstrated errors introduced by the measurement environment.
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Figure 1.34: Frequency-dependent (a) transit frequency ( fT), and (b) maximum oscillation frequency
( fMAX) at VCB=0 V and VBE=0.8 V and 0.9 V for the SiGe HBT up to metal-1: comparison of de-embedded
actual and virtual measurements with TCAD simulation.

The impact of these unavoidable errors on the circuit level will be explored in the next section.

1.6 G-band Amplifier Design

The preceding analysis makes it clear that there may be a mismatch between the characteristics
of the intrinsic device (up to metal-1) and the actual measurement (from which the influences
of the probes and pads in the calibration process are not perfectly eliminated). However, pa-
rameter extraction is performed on actual measurement data, and the process design kit con-
tains an electrical compact model parameter set for the transistor based on these imperfectly
de-embedded measurement data.

S-Parameter 

  Box
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Output 
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networkZ
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=50
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Figure 1.35: Block diagram representation of an single stage amplifier circuit with input and output
matching networks.

In the following, we evaluate the effects of using a slightly erroneous parameter set for circuit
design through a case study on a single-stage amplifier operating at 170 GHz. The same design
has been re-simulated with a perfect parameter set representing only the actual device up-to
metal-1 that is obtained from TCAD simulation.
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The S-parameter box in Fig.1.35 contains the virtual measurement data simulated at VB=0.85 V
and VCB=0.5 V, which stands for the optimum gain bias conditions, below the breakdown volt-
age. Before going ahead with the design of the matching network, K-△ stability is checked for
both virtual measurement and TCAD data. The required conditions of K > 1 and △ < 1 are
met for both data sets at 170 GHz.
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Figure 1.36: Comparison of frequency-dependent (a) S11, (b) S22 obtained from two amplifier circuits
designed at VBE=0.85 V and VCB=0.5 V: one amplifier considers a transistor virtual measurement data
while the other corresponding to the TCAD simulation.

Using the virtual measurement data for the transistor, input and output matching networks for
the G-band single-stage amplifier are designed for the port matching with 50 Ω termination at
170 GHz (see Fig.1.35). Now the virtual measurement data is replaced with the TCAD data,
keeping the matching networks and bias point fixed. The amplifier circuit is simulated using
both TCAD and actual measurement data for the transistor, and the obtained results are evalu-
ated subsequently. First, we check that the matching constraint S11, S22 < -10dB is met for the
amplifier circuit using both data sets for the transistor (as shown in Fig.1.36). Considering a
-10 dB bandwidth, a 30 GHz bandwith is observed (160-190 GHz). In this 160-190 GHz range,
the gain S21 in Fig.1.37) shows a difference of around 1 dB between TCAD simulation and vir-
tual measurement, which is significant at such a high frequency. In addition, the maximum
gain value is shifted by around 10 GHz towards a higher frequency for the amplifier’s virtual
measurement.

It is apparent from the results that if someone designs an amplifier based on model simulation
in millimeter-wave range, the measured circuit performance may not meet the predicted per-
formance. Particularly, in the case of a narrow band application, such a performance deviation
of the measured circuit may potentially lead to unsatisfactory specification requirements.
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Figure 1.37: Comparison of frequency-dependent gains (S21) obtained from TCAD simulation (red line)
and virtual measurement (black line) of the G-band single-stage amplifier

1.7 Conclusion and Discussion

For the first time, we analyzed a very high frequency (>110 GHz) measurement data using
two finite element tools, one solving the EM equations and the other one solving the semicon-
ductor equations. The presented methodology provides one with sufficient confidence in the
adopted characterization techniques and results. More precisely, it allows one to differentiate
between accurate and erroneous characterizations. This work is a step forward (i) to adopt an
improved characterization technique and (ii) to validate the TCAD result in high frequency;
this will help the modeling of non-quasi static and other high frequency effects, which has
been already demonstrated in [84] work. As a whole, the analysis outlines a prescription in
order to make the researchers aware of certain precautions while designing the test structures,
carrying out the process of characterization, and verifying the corresponding results. The de-
tailed methodology, if adopted, will certainly help in the accurate extraction of high-frequency
compact model parameters.
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Chapter 2

Novel SiGe based Nanowire Bipolar
HBT for THz Frequency Applications

2.1 Introduction

Since the evaluation of SiGe BiCMOS technology, it has been serving the continuous demand
for higher functionality and front-end performance quite well at low cost and medium to low
volumes. As the operating frequency of SiGe HBTs exceeds 300 GHz (e.g., [36],[85],[86]), it
allows critical circuits to operate beyond 100 GHz, which is called the lower end of THz gap.
The upper limit of the THz gap extends up to 30 THz. Within this THz gap range a lot of
applications are envisioned like (i) THz imaging and sensing comprising of security, medical
and biochemistry, material reliability and meteorology [87], [88] (ii) in measurement equipment
like in ultra high bandwidth analog to digital converters [89]. With the emerging mm-wave
and THz market in sight, there is no fundamental device physics-related reason why HBT
development cannot be persuaded aggressively as done for CMOS. However, predicting the
analog HF application is not as straightforward as digital CMOS applications. The following
section discusses some of the literature on SiGe HBT performance prediction.

2.2 Literature Survey

Various works have already been published to evaluate the performance limit of a bipolar
device. Research by Hoeneisen et al. [90] correctly predicated avalanche breakdown, power
dissipation, doping density fluctuation, and EM effects that ultimately limit the performance
of a device. However, it was computed using DD transport theory and limited to Si-based
BJTs in digital circuit applications. Limitations of this approach are that; it is based on the DD
model and not predicated on a single device. Another effort by Gaur et al. [91] using 2D TCAD
based simulation with DD transport model predicted fT/ fMAX of 17/10 GHz, for a device
with a base width of 30 nm and emitter window of 400 nm. This performance comes with
some physics-based limitations, including the computational one. Today’s device performance
has exceptionally outperformed the above-discussed performance limitations. After the 1980s,
the focus was shifted mostly to MOS-based devices until SiGe HBT became widespread with
hybrid BiCMOS technology. Among all the most cited one is Johnson’s limit, which has been
estimated to be 200 GHzV for the silicon-based transistors [22]. Nevertheless, this prediction
was too early and based on 1D drift-diffusion (DD) transport. This limit has already been
exceeded long back by fabricated Si and SiGe-based bipolar devices.

In the work by Shi et al. [92], using 2D-simulation, an HD transport model predicted fT/ fMAX
of 760/1090 GHz, with the emitter opening of 60 nm. However, it has been estimated with
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some limitations like, (i) the discussion about the percentage of the complete device simulated
is unclear, (ii) single-valued energy relaxation time was used, (iii) fMAX estimated from the
simple standard equation, and (iv) self-heating was not included during simulations. Schroter
et al. [93] using vertical and then lateral scaling predicted a fT/ fMAX of 1/1.5 THz. The vertical
profile of the device presented in [85] is aggressively scaled and uses the HD model until reach-
ing an optimized response. Then maintaining the same optimized profile, aggressive scaling
of the lateral dimension is done and overall predicted such a high fT/ fMAX of 1/1.5 THz. To
conclude, we need to scale or remove as many parasitics as possible to improve the RF per-
formance towards a maximum limit. With vertical scaling, fT improvement, and with lateral
scaling fMAX improvement can be achieved.
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Figure 2.1: The nanowire device proposed by [94].

More realistic approaches for the performance prediction of STM’s B55 device [33] are dis-
cussed in this chapter while preserving the same vertical profile and removing the probable
lateral parasitics. Since this device is intended to be fabricated following the approach de-
scribed in [94] (refer Fig.2.1), it will have a nanowire architecture. To the authors’ knowledge,
no research group has presented a SiGe HBT-based nanowire device to date. As a result, the
literature on MOS devices based on nanowires for RF applications will closely match the per-
formance analysis. As metal-oxide-semiconductor (MOS) devices’ downscaling reached the
International Technology Roadmap for Semiconductors (ITRS) limits, multi-gate device archi-
tectures emerged as an emerging technique due to improved gate electrostatic control over
the channel. Amongst all advancements, gate-all-around architecture is one of the most pro-
nounced technologies, and experiments on device fabrication and physics continue. So, in the
MOS domain, the purpose of the gate-all-around gate nanowire (NW) is to offer improved
gate electrostatic control over the channel [95]. Nanowires are classified to be solid rods with
a diameter of less than 100-200 nm [95]. A semiconductor nanowire can compose multiple
semiconducting materials. However, the problem is that a single nanowire device cannot carry
enough current to be used as an efficient device due to its area constraints. So there are some
proposals by different research groups to have an array of nanowires together contributing to
high driving current and required performance [94].

As recently demonstrated by IBM, for the 2 nm technology node, the state-of-the-art MOS-
based device fabrication is shifted towards the gate all around (GAA) nanosheet transistors
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[96]. The stacking or array of more nanosheets gives the potential to derive more current than
that possible from the FinFETs of the same size [97]. Interestingly, the nanowire structure pro-
vides a substantial surface-to-volume ratio that makes them unique for many applications dis-
cussed in [98].

The fabrication of nanowire devices can be categorized into two different methods : (i) the
bottom-up approach and (ii) the top-down approach. In the case of the bottom-up approach,
the nanowires are synthesized, mostly using the vapor-liquid-solid (VLS) chemistry [99], typi-
cally with the help of metal as a catalyst. Researchers have tried different approaches, includ-
ing templated growth or using the etching method. In the etching method, the platinum masks
were prepared with the help of the supper lattice nanowire pattern transfer process (SNAP)
[100], [101]. The extensive discussion on bottom-up approach is discussed in [99], [102].

The nanowires are prepared using the lithography and etch process in the top-bottom ap-
proach, followed by trimming or stress-limited oxidation technique. Integration of top-down
fabricated NWs in circuit functionality is straightforward [103], while the bottom-up approach
is challenging while assembling the wires for the circuit approach.

In a loose tone, silicon-based nanowires are primarily used for logic applications, and III-V-
based nanowires are intended to be used for high current driving applications, and RF ap-
plications for their respective advantage [104]. Some of the proposed NW devices for RF ap-
plications are discussed below. Egard et al. [105] proposed a vertical InAs device with gate
length of 100 nm that shows a fT>7 GHz and fMAX> 20 GHz, where the frequency perfor-
mance is limited by un-optimized geometry. It means that the gate capacitance is dominated
by the parasitic capacitances between the gate and drain/source electrodes. Keeping the de-
vice technology unchanged Eric et.al [106] proposed another layout optimization technique
and through simulation demonstrated an fT, fMAX > 500 GHz. Linjie et al. [107] proposed
an SOI wafer-based silicon nanowire array with individual nanowire width of 25 nm, the gate
of 130 nm, and TiN and Nickel Silicide for gate and drain/source contact, respectively. The
key device RF performance of the MOS-based nanowire is fT=14.8 GHz and fMAX=1.75 GHz.
Fredrik et al. [108] proposed a III-V device with Λ-ridge spacers demonstrated a fT, fMAX of 75
GHz and 100 GHz respectively for a device with 32 nm gate length. Kilpi et al. [109] proposed
a III-V nanowire device on Silicon with a channel diameter of 30 nm and gate length of 120 nm.
Extracted fT, fMAX of the device are 125 GHz and 130 GHz, respectively.

All these examples concern MOSFET transistors which use nanowires to improve the electro-
static effects in the transistor. Here, we propose to reuse these technological blocks to build
a bipolar transistor. Indeed, the shape of the nanowire allows, in particular, in the case of
the bipolar transistor, to strongly reduce the base resistance key point allowing to increase the
fMAX. Also, integrating III-V devices with silicon technology is an expensive and cumbersome
task. So here we are proposing a SiGe-based bipolar nanowire device predicting fMAX above
900 GHz. Silicon-Germanium (SiGe) devices are always preferred over III-V because they can
be integrated smoothly with existing silicon technology, which is less expensive and gives the
advantage of band engineering. So in this work, we proposed a SiGe-based nanowire HBT
in the line of bipolar technology. As per the author’s knowledge, such a device has not been
proposed yet by any research group. In this proposed bipolar device, the purpose is different
from the MOS. In MOS nanowire, where the target is to have improved electrostatic control
over the channel, here the objective is to reduce the external parasitic by removing the extrinsic
component of a conventional bipolar device to achieve improved RF performance.

As discussed in [93], [110], [111], the scaling of the lateral dimension will improve the maxi-
mum oscillation frequency, and the scaling of the vertical dimension will mainly improve the
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transit frequency. In this proposed device, due to removal of the lateral extrinsic regions of the
device in [49] improves the fMAX. As it affects the extrinsic base region, the noise figure given
by equations (2.1) can also be improved [110] which is beyond the scope of this work.

Fopt = 1 +
1√
β0

√
1 + 2gmrb, fMAX =

√
fT

8πrbCBC
. (2.1)

Here fT is the transit frequency, CBC is the base-collector capacitance, β0 low-frequency ac cur-
rent gain in common emitter configuration, gm is the trans-conductance (IC/VT) and rb is the
series base resistance. The device is proposed to be fabricated by a top-down plasma etching
approach presented in [94] with a doping profile already published in [33], [49]. But since it’s
a bipolar device, it needs a direct contact to be drawn from the base, unlike a gate oxide sep-
arating the channel from contact in the MOS device. Deposition of isotropic polysilicon layer
to extend a base contact poses a severe fabrication limitation. Known deposition methods of
polysilicon are only isotropic [discussion with [94]. It means that the whole emitter will be
covered with the polysilicon which is undesired. Hence, another proposal is to use a metal de-
position which is anisotropic and would allow to deposit metal only at the right place. Hence,
a metal contact needs to be added directly to the base, which brings some limitation in terms
of the base current degradation.

Here, the following section discusses device simulation setup and a solution to avoid such a
problem.

2.3 Device Simulation Setup

Figure 2.2: (a) 3D view (with Isolation) of SiGe nanowire device (the base contact is marked) (b) 3D view
(without isolation) of the device depicting different regions and contact of the device. Note: Devices are
vertical; they have been placed tilted for a better 3D view.

The SiGe nanowire HBT device is developed and analyzed using commercially available 3D
Sentaurus TCAD. All simulations were conducted in a well-calibrated environment [76]. The
results published in [49] substantiate our confidence on the choice of the adopted model param-
eters and overall calibration of the device simulation. The hydrodynamic model (HD) solves
the current density equations. The Slootboom bandgap narrowing model accounts for the ef-
fect of carrier concentration at heavy doping caused by substantial doping in the emitter and
buried collector layer. Along with the above-discussed models, Shockley-Read-Hall and Auger
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Figure 2.3: The doping profile of the device in cm−3, germanium mole fraction (in %) shown on the right
of y-axis.

recombination models are used to account for the recombination components; the Caughey-
Thomas mobility model has been incorporated in the device physics deck as mobility plays a
vital role in the bipolar device operation.

Fig.2.2 (a) and (b) illustrate the 3D schematic of the device with and without isolation oxide,
respectively. It consists of an emitter, a base, and a collector region; additionally, the isolation
oxide prevents contact from shorting. The following section discusses the precise size of the
device’s various areas. Arsenic is used for doping both the emitter and collector. For SiGe base
realization, the base is boron-doped with germanium, and the contact extensions are made
of nickel silicide. The device process flow will be identical to that of the intrinsic part of ST
Microelectronics’ B55 device [40], [33] in order to achieve the same vertical doping profile. The
doping profile displayed in Fig.2.3 is identical to that of B55, which was previously published
in our study [49], but with a reduced collector height to accommodate a feasible nanowire.

2.4 Approach, Results and Discussion

The Gummel characteristics of three different devices corresponding those shown in Fig.2.4
are presented in Fig.2.5. The devices are classified as follows: (i) device with a uniform ra-
dius of 40 nm from emitter to collector, with polysilicon as base contact (refer Fig.2.4(a)), (ii)
same device as in Fig.2.4(a), with polysilicon contact replaced with metal as base contact (refer
Fig.2.4(b)), and (iii) metal base contact same as in Fig.2.4(b) with both complete etched emitter
and partially etched base (EPEB) (refer Fig.2.4(c)).

In case Fig.2.4(c), the collector radius is the same as 40 nm, but the EPEB radius is 25 nm.
Now, suppose we observe the Gummel characteristics of the device corresponding to Fig.2.4(a)
where the base contact is polysilicon. The base current is quite low, yielding a high DC current
gain of approximately ∼5500. When the same device in Fig.2.4(a) is compared to the device of
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Figure 2.4: (a) Device with a polysilicon base contact (b) with metal base contact (c) with fully etched
emitter and partially etched base (EPEB).

Fig.2.4(b) where the polysilicon base contact is replaced by a metal contact, although the col-
lector current of both the devices remains approximately same, the base current increases sig-
nificantly, leading to a significant increase in emitter current. The need for a device Fig.2.4(b)
or a metal base contact instead of polysilicon contact arises because during fabrication, de-
positing an isotropic polysilicon layer is nearly impossible, and the device in Fig.2.4(a) cannot
be realized with existing state-of-the-art technology. However, the problem with the device, as
discussed in Fig.2.4(b), is that, while applying metal base contact, the base current increases and
the DC current gain is reduced significantly. This is because electrons while getting transferred
from the emitter to the collector, recombine at the base-metal peripheral interface. Indeed, the
recombination at the metal-semiconductor interface is nearly infinite. To solve this issue, one
needs to introduce a barrier in the carrier flow. The proposed technique shown in Fig.2.4(c)
consists of an intentionally etched emitter and a partially etched base. This method partially
suppresses the base recombination current, improving the DC current gain. Although due to
this reduction in the emitter area (AE), collector current reduces (not the collector current den-
sity) but most importantly, the recombination current in the base reduces, which is the primary
requirement for a bipolar device to be useful for applications.

2.4.1 Development of the proposed device

Once the issue of base contact is resolved, one can compare the nanowire device’s RF perfor-
mance with the experimental B55 device from which the doping profile is adopted, as shown
in Fig.2.3 and 2.6. We observe a significant improvement in the fMAX while fT is remaining
nearly the same (see Fig.2.7). The purpose of comparing both the devices is that one may en-
visage using the B55 technology, realizing a large area transistor in its FEOL, and then applying
the double etch process for fabricating the nanowires. Due to the reduction of lateral parasitics,
i.e., reducing the distance from internal base to external base, the fMAX is strongly improved
according to the following equation (2.2):
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Figure 2.5: Gummel characteristics (left) and recombination (right) comparison for the three devices,
where (a), (b) and (c) corresponds to the same devices shown in Figure 3 respectively at VCB=0 V.

fMAX =

√
fT

8πrbCBC
. (2.2)

In fact, due to the structural differences between the 5 µm width complex rectangular B55 and
cylindrical NW device, normalizing the base resistance and base-collector (BC) capacitance is
not as straightforward as it may appear. However, we can deduce from Fig.2.6 that there is a
significant reduction in lateral parasitics, which contributes to the nanowire’s fMAX improve-
ment.

As demonstrated in Fig.2.7 the change in current density (JC=IC/AE) in NW compared to that
of B55 is negligible. The collector current density of a bipolar device is given by the charge
control relationship:

JC = −
q exp

(
qVBE

kT

)
WB∫
0

p(x)
ni

2(x)DnB(x)dx

, GB =

WB∫
0

p(x)
ni

2(x)DnB(x)
dx. (2.3)

Here GB known as base Gummel number and is calculated from position-dependent hole con-
centration p(x), intrinsic carrier concentration ni(x) and minority carrier diffusivity DnB(x)
together integrated over the base from 0 to WB [112], [113]. As the doping and dimension are
kept the same, hence base Gummel number GB remains un-changed, which keeps the current
density unchanged, although due to 3D effect there can be a little variation as already reflected
however is negligible (valid when access resistance are negligible from low to medium current
density).
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2.4.2 Case I: Effect of collector area on DC and RF characteristics

As discussed previously, looking into the fabrication of a prospective EPEB device is a better
choice and a good compromise for a practical solution; thus, the next step is to optimize the
device’s dimensions. To do so, the effect of varying the collector radius (cr) (50 nm, 60 nm, and
70 nm) (refer Fig.2.8(a)) while maintaining a fixed emitter radius (er) of 25 nm on the device’s
various figure of merits is discussed.

The Gummel characteristics are plotted in Fig.2.8(b). From Fig.2.8(b), it is evident that when
the emitter radius is fixed, there is no variation in the collector current (IC); however, the base
current (IB) is reducing while changing from D1 to D3. As explained in the previous subsection,
this is due to the greater distance between the emitter electron flow and the base metal contact,
which reduces the recombination of these electrons. For the same case the transit frequency and
maximum oscillation frequency are plotted in the Fig.2.9(a) at VCB=0 V. It is observed that there
is negligible variation in fT (up to critical current density) with increase in collector radius from
50 nm to 70 nm. It is easily understood from (2.4), since emitter radius is fixed it is yielding
negligible variation in IC, gm (=IC/VT), and CBE as illustrated in Figs.2.8(b), 2.9(b) and 2.10(a).

fT =
1

2πτec
, τec =

Cdi f f + CBE + CBC

gm
+ (re + rc)CBC (2.4)

Here symbols carry their usual meaning.

While CBE capacitance remained constant amongst the three devices, CBC is simply scaling
with the collector area as expected. Above peak fT, we can observe that the device having the
smaller collector area shows a more pronounced Kirk effect due to a reduced collector current
spreading effect. Due to the expanded collector area, while changing from D1 to D3 the peak
current density changes from 21 mA/µm2 to 28 mA/µm2. However, a variation of ∼180 GHz
in fMAX is observed.

Given that (refer to equation 2.2) the variation of fT is negligible, two dominant parasitics of
fMAX, the base resistance (rb) and collector-base capacitance (CBC), have been analyzed to gain
a better understanding of the trend of fMAX variation with dimensions. The base resistance can
be determined using different methods, as described in [114]. The circle impedance method
(CIM) derives base resistance directly from the AC terminal characteristics. However, if we ob-
serve our device, we will notice that each device has an identical intrinsic base region opening,
but the extrinsic base region dimension varies. Thus, if the base resistance is extracted from
AC terminal characteristics, separation of the intrinsic and extrinsic components is nearly im-
possible [115]. Thus, the results extracted using the conventional method (= ρ l

A ) described in
[116] are presented here. The resistance is calculated from the physical parameters like carrier
density and mobility using device simulation at each bias points in the main operating range.
It’s clear from Fig.2.11 that the rbi is almost constant for the three devices; however, in the rbx,
the difference between D1 (cr=50 nm) and D3 (cr=70 nm) is significant, with a difference of ∼1.2
kΩ. Due to D3’s larger collector area, the base-collector capacitance in Fig.2.10(b) is the highest
among D1, D2, and D3. Consequently, the fMAX (refer Fig.2.9) for device D3 is the lowest of
the three, owing to an increase in rb and CBC. The following subsection examines the effect of
simultaneously varying the emitter and collector area on device performance.

2.4.3 Case II: Effect of both collector and emitter area on DC and RF characteristics

In this case, both the radii of the emitter and collector are varied, as shown in Fig.2.12(a),
while maintaining the same collector to emitter area ratio. As shown in the Gummel plot in
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Fig.2.12(b), the base and collector currents improve as the emitter and collector area increase.
The increase in collector current can directly be attributed to the increase in the emitter area
(AE); in fact, the base current should also directly scale with AE [21], however this is not true in
this case. Indeed, the dominant part of the base current is the recombination component, hence
a decrease in the base current is observed. Indeed, the increased gap between the metal contact
and intrinsic region (P1-P2 as marked in Fig.2.4) helps in reducing the base current.

For the same case fT and fMAX are plotted in the Fig.2.13(a) at VCB=0 V. It is observed that
there is an increasing trend in fT with increase in emitter radius from 25 nm to 35 nm, while
the variation in fMAX is less compared to the devices discussed in the last subsection. At low
current densities, τF= Cdi f f /gm in 2.4, is nearly constant for the devices. So the variation in
fT, can be understood given the variation in IC, gm (=IC/VT), and (CjEi+CjCi)/gm as illustrated
in Figs.2.12(b), 2.13(b) and 2.14(a). For a better explanation of this variation in fT, it will be
better to apply geometry scaling based on the concept of the perimeter over area (PoA) separa-
tion. The general idea of PoA separation is based on the transistor partitioning as described in
[6],[114]. For example, the total BE junction capacitance

CjE = C̄jEi AE + C′
jEpPE, (2.5)

is described by the internal (area normalized) and the perimeter normalized components C̄jEi
and C′

jEp, respectively. Where CjEi = C̄jEi AE, and CjEp = C′
jEpPE. AE = πr2, PE = 2πr, and r

denote the window area, perimeter, and radius, respectively. In eq (2.5), C̄jEi, and C′
jEp com-

ponents are unknowns and needs to be determined from the known total capacitance CjE by
normalizing to area AE,

CjE

AE
= C̄jEi + C′

jEp
PE

AE
(2.6)

is obtained, which can be used to perform the PoA separation. In fact, eq (2.6) is a linear
equation with the axis intercept C̄jEi, and slope C′

jEp. Using different device sizes as in D1, D4
and D5 the above unknowns are calculated. Now plotting only the internal part (CjEi+CjCi)/gm
as shown in Fig.2.14(a) we can observe in case of D5, this component is the lowest which leads
to higher fT.

To understand the fMAX performance, we need to understand the base resistance variation
clearly. For a cylindrical nanowire structure, the internal base resistance is geometry indepen-
dent, and the observed difference should come from the external part only [117] which can be
verified from Fig.2.11(a). Hence, we need to investigate the following case. let’s consider r1
inside radius, r2 outside radius as shown in Fig.2.15 and σ is the resistivity, t thickness (the
base length ∼12 nm from Fig.2.3). rbx is the resistance between the inner and the outer ring
(doughnut-shaped sample) with radial current flow: rbx is given by: drbx = σdr /A(r), A(r):
surface perpendicular to current flow which reads A(r) = 2πrt. Integrating from r1 to r2 yields
rbx = σ/2πt(ln(r2/r1)), in this case, for all the investigated nanowire configurations r2/r1 = 2 i.e.,
constant, thus the external base resistance should remain same for D1, D4, D5. The numerical
calculation results in a little variation, which is less than 4% of the total base resistance, which
can be accounted to extraction error and can be ignored. That is the reason why in case I (refer
Fig.2.11(b)), we can observe significant variation in rbx compared to this case. While changing
from D1 to D5, through D4, we can observe, on the one hand, an increase of fT (which entails
an increase in fMAX), and on the other side, we observe an 45% increase in CBC (from D1 to D5)
due to an increase in the collector area, and nearly constant rb, which entail a decrease of fMAX
from D1 to D5, through D4.
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To observe the performance prediction, at higher reverse bias (VCB) the fT and fMAX at VCB=0.5 V
for the devices in both case I & II are plotted in Fig.2.16. Due to increased reverse bias, base
resistance (rb) will not get affected; only the base-collector capacitance (CBC) will vary, which
is important for fMAX extraction. This concludes that the fT value remains nearly constant as
device dimensions vary, and based on the fMAX value, device D1 outperforms others; hence,
D1 is chosen for the nanowire array performance study in the following section.

2.4.4 Effect of device to device separation on DC and RF performance

Due to the tiny dimensions of individual nanowires, they are unable to deliver the high current
levels required for RF applications; however, an array of nanowires may deliver the requisite
current level of IT= number of nanowires (n) × individual nanowire current (I). The spacing
between individual devices is critical for RF performance when arranging an array of devices.
The devices in Fig.2.17 are separated by a distance w, which will be varied. Because the devices’
contacts are biased at same voltage, the DC characteristics will remain constant regardless of
the device-to-device spacing gap. It is worth noting that the individual device dimensions in
the array are maintained at 25 nm for the emitter and 50 nm for the collector, which is the
optimized choice from our previous studies. The simulation is computed with a high mesh
count at the individual and overall array level for more accurate FoM extraction. If we plot the
total capacitances including the isolation, CBE,Total and CBC,Total in Fig.2.18(a) for various device-
to-device separation gaps, we can see that both junction capacitances increase with increasing
w. This increase in capacitance decreases the fT and fMAX values. fT decreases by ∼142 GHz
(∼50%) and fMAX decreases by ∼215 GHz (∼26%) when the device separation gap increases
from 150 nm to 600 nm (refer to Fig.2.18(b)). As a result, a trade-off must be made between the
minimum device-to-device distance that can be maintained from a manufacturing standpoint
and the performance that the device engineer expects.

2.5 Proposed Fabrication Methodology

The nanowire array can be fabricated in both a bottom-up or top-down approach. The bottom-
up approach is accomplished by the use of chemical vapour deposition (CVD) on a substrate.
The top-down approach involves fabricating the device by selectively etching a patterned plan-
ner wafer. The advantage of bottom-up approach is we can have great freedom in choosing
different materials, but in the case of top-down approach, it can be integrated quickly into an
existing technology with more densely spaced nanowires. Because the device is intended to
be manufactured using existing technology, a top-down approach is the best choice. The sug-
gested technology combines e-beam lithography, plasma etching, and self-limited sacrificial
oxidation and, as proved by the [94] procedure based on stress delayed oxidation, enables the
manufacture of regulated nanowires with reduced dimensional variability.

It starts with a wafer having a doping profile, as shown in Fig.2.19, which is the same as Fig.2.3,
and then it can be plasma etched up to the first layer, as shown in Fig.2.19(b). In the next step,
isolation oxide can be deposited up to level 1 (refer Fig.2.19(c)). A nickel silicide layer of a thin
metal layer is to be deposited on top of it throughout the surface only to bring out the contact
for the base. This is a very challenging task considering the base thickness is less than 15 nm,
which needs a quasi nanometer accuracy. The silicon layer is again etched to get the narrow
emitter region (EEPB region as discussed in Fig.2.4). Then on top of it, a second isolation oxide
layer is deposited throughout the surface. Finally, the top contact region of 15 nm to realize the
final SiGe HBT nanowire array.
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2.6 Conclusion

For the first time a SiGe HBT device based on a vertical nanowire architecture is proposed.
The issue with fabricating the device is discussed, and solutions are proposed. The device
dimensions are optimized varying the collector and emitter radius. The influence of parasitics
on the RF performance of a nanowire array is analyzed using TCAD simulation. While devices
placed with a smaller separation gap provide superior RF performance while fabricating, the
proximity to which they can be placed must be carefully determined.

One major challenge with the device realization is that the base contact formed is relatively
thin, which can project some challenges during fabrication.

Overall a fMAX above 900 GHz is projected, which may further be increased by optimizing the
device’s dimension and buried layer. Also, in this case, the vertical profile is kept the same as
B55. If a vertical profile with a thinner base is considered, it can improve the fT and conse-
quently the fMAX. Suppose a method to deposit polysilicon anisotropically can be developed
in the future; in that case, it will make the device realization easier, saving a lot of chip area and
delivering improved RF performance.
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Figure 2.6: (a) STM’s B55 experimental device [49], (b) Proposed nanowire device.

Figure 2.7: Comparison of fT and fMAX of B55 device (AE=0.09 µm × 4.8µm) and proposed nanowire
(AE=π(0.025)2, where the current density are normalized to corresponding areas.
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Figure 2.10: (a) base-emitter, and (b) base-collector capacitance, corresponding to D1, D2 and D3.
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Figure 2.14: (a) Internal component (CjEi+CjCi)/gm (b) base-emitter, and (c) base-collector capacitance,
corresponding to D1, D4 and D5.
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Figure 2.16: fT and fMAX vs. normalized JC w.r.t device emitter area at VCB=0.5 V (a) for only cr variation
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Figure 2.17: A set of 3 nanowires (a) with SiO2 isolation (b) without isolation, the devices are separated
by a distance (w) as marked. Note: The devices are vertical only for the 3D visualization effect placed
tilted.
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Chapter 3

Substrate Effect on Asymmetric Lateral
SiGe HBT for THz Applications

3.1 Introduction

The exponential growth in wireless communication (4G, 5G, and upcoming 6G) forced the need
for smaller and faster transistors that can fuel the development of improved radio frequency in-
tegrated circuit (RFIC) technology. Now the need is to accommodate as many RFIC subsystems
on a silicon substrate as possible. This will help the technology and economics to move in pace
and fulfill the researchers’ dream of truly system-on-chip (SoC) realization. BiCMOS process
allows more flexibility in integrating complex circuits in a single chip. Bringing together struc-
turally different CMOS and bipolar devices in a BiCMOS process demands an expensive high
mask count process. This process is becoming increasingly expensive with shrinking technol-
ogy nodes since the lithography resolution is getting scaled to achieve smaller and faster MOS
devices. Further the mask count has increased due to additional passive components and other
related issues. Therefore, each generation lithography advancement demands increased wafer
cost that poses a significant obstacle in shifting towards RF SoC [118]. For SoC applications,
silicon on insulator (SOI) substrate is best suited due to (i) superior quality of device isolation,
(ii) reduction in leakage current, (iii) reduced cross-talk and noise due to substrate, and (iv)
increased packing density.

Therefore, it is not surprising that most SOI-based electronics are CMOS-based VLSI and ULSI
chips. CMOS circuits fabricated on SOI enjoy lower power dissipation in standby and op-
erating modes, improved speed, and a wider temperature range. Some prime examples of
complex circuits realized on SOI include the high-performance POWER7TM microprocessor
[119], general-purpose UART/JTAG (GPIO 3V3), printer/LED (SRC 3V3) and many more can
be found from ST Microelectronics’s 28 nm FD-SOI technology application catalog [120]. The
general consensus is that, compared to bulk silicon, SOI offers 20-30% performance improve-
ment at the same operating voltage. If compared at similar low-power dissipation, the gain
can easily be doubled. This is very significant since the performance improvement is similar
to a generation of lithography migration in IC processes. SOI-based circuits realized by the nth

generation lithography process can outperform Si-based circuits with the (n + 1)th generation
process. The ultimate advantage of SOI is not limited to its superior performance compared
to silicon. Due to the additional costs of SOI wafers, most ICs are still built on silicon wafers.
However, SOI offers one most important advantage that is unmatched by bulk-Si substrate.
The thin silicon film which hosts the active devices can be adjusted as a tunable parameter for
device miniaturization. SOI-based CMOS devices can be shrunk in the planner direction by
lithography, and a thinner SOI layer can shrink the device thickness.
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Although the CMOS transistors enjoy the above discussed added advantages of SOI, integrat-
ing SiGe HBT with CMOS on SOI is still in progress and has not yet matured. HBT on SOI
are implemented with two approaches. One method is to maintain the original vertical HBT
structure, which requires a deep n-well and buried layer, as shown in Fig.3.1. Comparatively,
no significant advantage is reported in fT and fMAX when migrating from bulk-silicon to SOI
[121]. The thickness of SOI is 1 µm, which is sufficiently thick in order to accommodate the
vertical collector. However, with a very thick SOI layer, the benefits of short-channel effect
suppression and parasitic capacitance reduction of CMOS disappear. This is undesirable in
most cases since CMOS devices are the backbone of the digital block and occupy a major part
of any mixed-signal design. The second method uses a thin-film SOI-CMOS compatible sub-
strate to build the HBT. The collector region is built laterally along the SOI layer, as opposed
to a vertical collector in the conventional design. During operation, the n-collector is fully
depleted so that electrons travel laterally towards the n+ collector contact, after been injected
vertically from emitter to the base [121]. The cross-sectional schematic is shown in Fig.3.2, for
direct comparison with thick SOI-based SiGe HBT in Fig.3.1. This method is ingenious in the



3.2. Literature Survey 73

sense that the epitaxial structure of the HBT can remain intact to produce high performance
base-emitter regions. Also, with a SOI-CMOS compatible SOI layer, no compromise is needed
when implementing both CMOS and HBTs.

Though IBM and ST Microelectronics have already demonstrated vertical SiGe HBT on SOI
layer, its architecture cannot be implemented on advanced SOI nodes such as the 28 nm tech-
nology having a thin Si film of less than 10 nm [122], [123], [42]. Therefore, in this situation,
lateral SiGe heterojunction bipolar devices come out to be a more interesting and economical
choice. Here the current flows horizontally, similar to the MOS transistors. Additionally, the
key figures of merit (FoMs) of the high frequency vertical SiGe HBTs are limited by the RC time
constants originating from the external parasitics [93]. Adapting a lateral bipolar structure, the
parasitic junction capacitances and collector & base resistances can be reduced, allowing fur-
ther improvements in maximum oscillation frequency ( fMAX) and noise figure [110]. Here, the
collector and base resistances are lowered because of the close proximity of the top contacts to
active regions.

The chapter flow is as follows; first, an extensive literature survey related to the LHBT has been
done, then the device architecture and a simulation setup are discussed, and in section 4.4, the
influence of substrate bias on DC and RF performance, i.e., the complete device operation is
described. Substrate doping also impacts device operation, so a comparison study at different
substrate doping is done in section 4.5. The process simulation importance and the lateral SiGe
HBT device process development are discussed in 4.6. Finally, the chapter is concluded in
section 4.7.

3.2 Literature Survey

The work on the SOI-lateral bipolar junction transistor (LBJT) stems from the fact that integrat-
ing bipolar laterally on SOI, together with CMOS, offers the best analog and digital devices on
the same substrate. Both CMOS and LBJTs are built so that current flows horizontally, parallel
to the wafer surface. Therefore, shrinking lithography, as well as thinner SOI films, benefits
both devices. Strained SOI that offers increased mobility have shown to benefit MOSFETs, and
it remains to be seen if such technology will also benefit LBJTs. One of the first works LBJT on
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P++ Poly

Emitter

Base

Collector

E

Figure 3.3: (a) Basic structure of a SOI LBJT proposed by [124], (b) SOI-LBJT with double-diffused base
and a narrow emitter size proposed by [125].

SOI is realized by Rodder et al. [126]. This is one of the first works on silicon-on-insulator bipo-
lar transistors. Sturm et al. [124] employed a structure that allows the self-aligned base contact
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to be made with a minimum geometry in the base width. This elementary topology is as shown
in Fig.3.3(a). It was widely adopted, and various modifications were made based on this work.
Although a meager base resistance of 20 Ω is reported, the current gain was significantly low.
Shahidi et al. [125] demonstrated an LBJT with double-diffused base and a narrow emitter size
(refer Fig.3.3(b)) that was determined by the SOI thickness. The self-aligned base was realized
using poly-side-wall-spacer (PSWS) for minimal parasitic junction capacitance. The achieved
fT reaches 20 GHz, but the BVCEO breakdown voltage is a significant trade-off at only 2.8 V.
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Figure 3.4: (a) A schematic after collector, base laterally diffused under the oxide and diffusion of the
poly-silicon emitter [127], (b) proposed structure of lateral SOI BJT by [128].

[127] et al. realized an ultra-low-power LBJT as shown in Fig.3.4(a) employing a small active
emitter area. The device with an emitter area of 0.15 µm2 can operate at a peak fT/ fMAX of
16/13 GHz, using only 15 µA of current. However, the problems are that the BVCEO is only
2.5 V, and the ratio of emitter area to overall device area is significantly higher than other ver-
tical or lateral bipolar junction transistors. Shino et al. [128] realized a low power SOI-LBJT by
employing a self-aligned external base formation process (refer Fig.3.4(b)). This novel topol-
ogy uses a tilted implant to form the shallow p-base region. Due to the reduced parasitics, a
comparatively high fMAX of 31 GHz is demonstrated. Nii et al. [129] further optimized this
process with cobalt-silicide base electrode contacts (refer Fig.3.5(a)), comparatively high fMAX
of 67 GHz is achieved. The device also delivers sufficient fT and BVCEO of 12 GHz and 5.3 V,
respectively. The most interesting LBJT structure is demonstrated by Suligoj et al. [130], which
realized a high-performance LBJT on bulk-silicon substrate. This horizontal current bipolar
transistor (HCBT) was realized using sophisticated processing sequence and chemical and me-
chanical processing (CMP) to provide silicon pillar surrounded by isolated oxide islands (see
Fig.3.5(b)). The HCBT is built laterally on a silicon pillar, which has a very similar topology
to an SOI-LBJT. The reported performance are fT/ fMAX of 30/35 GHz, with BVCEO of 4.2 V.
Novel poly silicon side wall spacer architecture on SOI (see Fig.3.6), fabricated by [121] et al.
demonstrated a fT/ fMAX of 16/46 GHz, with a BVCEO of 11.9 V.

The fact that LBJTs are implemented laterally on SOI has limited the migration from a homo-
junction bipolar into a heterojunction bipolar, significantly benefiting the vertical BJTs. In order
to build a SiGe heterojunction for enhanced speed performance, the SOI film will either have
to be doped with Ge, or the SiGe epitaxial film has to be selectively grown vertically adjacent
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Figure 3.5: (a) Schematic of bipolar transistor with emitter size 0.12 × 3.0 µm2 and CoSi2 base electrode
[129], (b) final HCBT structure after CVD oxide deposition, CMP and base implantation by [130].
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Figure 3.6: 3D cross sectional view of the poly silicon side wall spacer (PSWS) SOI LBJT [118].

to the base opening. Experimentally, this is a challenging task since selective epitaxial can only
be realized on a planner surface, and the implementation of Ge has some potential limitations.
In a SiGe-HBT, the Ge doping required is significantly high in order to make a suitable SiGe
composition. This poses a problem for Ge ion-implantation, as ion-implantation equipment
that can handle high dose Ge are not easily available. Also, high temperature annealing is re-
quired to re-crystallize the implanted SiGe layer. Kumar et al. [131] demonstrated a lateral
SiGe PNP on SOI. This is the only experimental work by 2004, that has incorporated SiGe into
the fabrication of LBJTs. It is to be noted here that no RF performance FoMs are reported in the
publication.

With the sophistication of modern device engineering, most modern transistors are designed
with CAD tools and device simulators to help the design process or predict the performance.
Hamel et al. [110] proposed a lateral SiGe HBT technology that can be fabricated on SOI sub-
strate. Although no experimental data is demonstrated, numerical analysis shows impressive
results that have lateral SiGe-HBT out-performing vertical SiGe-HBT in speed as well as power
dissipation. It also demonstrated that the lateral SiGe HBTs can significantly increase fMAX
while consuming lower current. Further analysis reveals that lateral SiGe HBTs with advanced
scaling can operate at fMAX in the neighborhood of 500 GHz. This theoretical study by [110]
confirms two important assumptions of the advantage of LBJTs over VBJTs.

• The LBJTs with fewer parasitics components can operate at a higher frequency while
consuming less current.
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• The fMAX of an LBJT can be a few times higher than VBJT due to the intrinsic connection
to the base that results in low base resistance.

This type of transistor potentially offers a tremendous advantage for wireless applications. It
can significantly impact the future of integrated RF/mixed-signal communication systems on
a chip.
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Figure 3.7: A symmetric SOI based LBJT proposed by [132], (b) 3D SOI-based lateral HBT proposed by
[133].

Cai et al. [134], [132], [135] proposed a symmetric device (refer Fig.3.7(a)) that suppresses high
current density degradation and base push out effects, and predicted a THz fMAX. Raman et
al. [77] and Derrickson et al. [133] with device topology as shown in Fig.3.7(b) predicted fMAX
up to 1.2 to 2 THz, respectively, with constant and graded germanium profiles. All perfor-
mance factors published by different researchers as discussed in this section are summarized
in Table 3.1 and 3.2.

Table 3.1: Summary of SOI Lateral BJTs published by different researchers/laboratories (1).

[127] [128] [129] [130] [118]

Ext. base Poly-Si Poly-Si Co-Silicide Poly-Si PSWS

Int. base Silicon Silicon Silicon Silicon Silicon

WBext.(µm) 0.5 0.5 0.5 3 0.1

fT(GHz) 15.5 9.8 12.6 4.4 12/16

fMAX(GHz) 13 31 67 12 36/46

BVCEO(V) 25.7/11.9 7.4 5.6 15.8 4.3/27.5

fTxBVCEO(GHz-V) 32.5 72.5 70.5 69.5 73.1/330

In [137], the proposed symmetric device (same topology as shown in Fig.3.7(a)) the collector
and emitter are highly doped, making them insensitive to substrate back-bias, whereas the
least-doped base region becomes highly sensitive to substrate bias. On the contrary, in this
work, we propose a new asymmetric lateral SiGe HBT having a lightly doped collector that
can be electro-statically adjusted by tuning substrate bias (Vsub). The light collector doping of
1017 cm−3 is very sensitive to the substrate back-bias and allows one to switch from a high-
speed device to a high voltage device. This device achieves an fMAX of 2.7 THz at Vsub=2 V
with a BVCBO=2.2 V and can switch to an fMAX of 0.8 THz with a BVCBO=3.6 V for a Vsub=-2 V.
The high fMAX observed is mainly due to the low internal base resistance. This is due to the
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Table 3.2: Summary of SOI Lateral BJTs published by different researchers/laboratories (2)

[136] [134] [132] [77] [133]

Ext. base Poly-Si Poly-Si Poly-Si Poly-Si Poly-Si

Int. base SiGe SiGe SiGe SiGe SiGe

WBext.(µm) – 30 30 32 22

fT(GHz) 47/47 270 350 812 1.2

fMAX(GHz) 125/180 1000 700 1005 2000

BVCEO(V) 3.9/2.5 – – – 1.9

fTxBVCEO(GHz-V) 183/190 – – – 3800

strong down-scaling of what is usually called the lateral dimension in conventional vertical
HBT, equivalent to a technological node lower than 10 nm. Moreover, as explained above,
the parasitics linked to the device’s access are dramatically reduced. It is to be noted here in
most of the cases fMAX is higher than fT and fortunately that’s the demand by mm-wave and
THz circuit researchers and circuit designers. People in the field are more interested in the
power gain over current gain. In fact some researchers suggest that the circuit can operate at a
frequency ( fop) above fT as long as fMAX is between 50 to 100% higher than fop [54]. However,
a technology is called balanced when fMAX=1.5× fT or fMAX> fT> fMAX/2 [93], [138].

3.3 Simulation Setup and Device Architecture

In this work, the lateral SiGe HBT structure as shown in Fig.3.8 is investigated. Device sim-
ulations have been carried out using commercially available Sentaurus TCAD in a calibrated
environment [72]. The results published in [49] substantiate our confidence on the choice of
the adopted model parameters and overall calibration of the device simulation. The hydro-
dynamic model (HD) is used for solving the current density equations and the Slootboom
bandgap narrowing model is used to account for the effect of carrier concentration at heavy
doping. Caughey-Thomas mobility model is included; also the excess carrier recombination
(Auger and Shockley-Read-Hall) models and breakdown effects at the high electric field (using
Lackner’s model) are included following the works of [77], [49], [40]. More details about the
model and an analysis of the impact of different model parameters are elaborately discussed in
chapter 2 of this thesis.

As shown in Fig.3.8, both the emitter and collector widths in the investigated SiGe HBT struc-
ture are fixed at 60 nm, while the physical base width and silicon layer thickness (Tsi) are,
respectively, kept at 28 nm and 7 nm in order to ensure compatibility with the STM’s 28 nm
FD-SOI technology. The collector is divided into two (a low doped (n) and a high doped (n++))
regions with appropriate doping levels given in Table 3.3. The BOX oxide thickness (Tbox) is
25 nm and the device is extended across a width of 5 µm (in Z-direction).

In case of a lateral SiGe HBT, it is essential that the intrinsic and extrinsic base regions are fully
self-aligned. Moreover, the extrinsic base must not be wider than the intrinsic base; else the
unwanted widening of the base can cause a reduction in both transit frequency ( fT) and ac
current gain at low frequency [110]. Therefore, in the simulation, the width of the extrinsic
base is kept at 28 nm. Spacers are added on both sides of the base to avoid unwanted contact
shorting. In the lateral npn SiGe HBT discussed here, the n-regions are doped with arsenic and
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Figure 3.8: Cross sectional view of Lateral SiGe HBT device; the horizontal axis is marked in scale, Tsi is
7 nm from the box/silicon interface. The blue colored dashed lines indicate different cut-lines used to
plot spatial data in Figs.3.9, 3.10, 3.13(a), 3.14, and 3.24.

the p-region is doped with boron; and both have their respective advantages over the other
possible dopants from a fabrication point of view. Additionally, the n-type substrate is doped
with a Gaussian profile as shown in Fig.3.8, can be verified from Fig.3.24. The detailed dopant
values and the regional dimensions are given in Table 3.3.

3.4 Impact of Substrate Bias on Device Performance

In this section first, we compare the physics of the symmetrical and asymmetrical HBT devices.
It is necessary to mention here that the symmetrical HBT consists of identical highly doped
emitter and collector regions, whereas in the asymmetrical device, the collector is subdivided
into two sub-regions, (i) low doped (n) collector at a doping level as mentioned in Table 3.1,
and (ii) heavily doped (n++) collector region. It is to be noted here that, in later sections, unless
mentioned specifically in the context of the asymmetric device, the collector will always mean
to the low doped collector region. Afterwards, an in-depth analysis of the asymmetric device
is given with an emphasis on achieving improved FoMs by tuning the substrate bias.

3.4.1 Comparison of Symmetric and Asymmetric Devices

In order to clarify the differences between the symmetric and asymmetric lateral HBTs, we
need to understand the modulation of carrier density of different transistor regions under the
varying substrate-bias. This is depicted in Fig.3.9 in terms of the conduction and valence bands
plotted along the cut-lines A-A’ (Fig.3.9(a)) and B-B’ (Fig.3.9(b)) as mentioned in Fig.3.8.
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Table 3.3: Dimensions and doping concentration of different regions of the device in Fig.3.8. In the
symmetric device, the low doped collector (n) region is heavily doped and is identical to the emitter.

Region Dimension (nm) Doping (cm−3)

emitter (n++) 60 5 × 1020

collector (n++) 30 5 × 1020

collector (n) 30 1 × 1017

base (p+) 28 3 × 1018

extrinsic base 28 2 × 1020

substrate NA 1 × 1020 to 1 × 1015

Ge 28 20%

Tsi 7 –

Tbox 25 –
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Figure 3.9: Conduction band and valence band (a) at the bottom (A-A’ in Fig.3.8) of the thin film SOI,
(b) at the of the top (B-B’ in Fig.3.8) thin film SOI.

Note that the carrier density in the heavily doped emitter and n++ collector must remain in-
sensitive to the substrate bias effects. We understand from the band diagram of Fig.3.9(a) that
at close proximity of BOX/Si interface (cut-line A-A’ of Fig.3.8), carrier density only at the base
region of the symmetric device is modulated whereas in case of the asymmetric device, the
electron density at the relatively lower-doped collector region (having ND=1 × 1017cm−3) is
impacted more compared with that of base (with NA = 3 × 1018cm−3). For the asymmetric
device, it is observed that the substrate bias modulates the middle of the base region by about
67 meV whereas the middle of the lower-doped collector region by around 500 meV. On the
other hand, Fig.3.9(b) shows that the band diagram at the top of the thin film (cut-line B-B’ in
Fig.3.8), is hardly modulated within the base region for both the devices. Essentially the sub-
strate bias-dependent field-effect is significantly reduced at a larger distance within the Si-film
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Figure 3.10: Spatial electron/hole density modulation in the base and collector regions with substrate
bias variation (a) in symmetric (b) asymmetric devices at the middle of silicon (refer C-C’ -Fig.3.8).

away from the BOX. Comparing Fig.3.9(a) and (b) it appears that the low-doped collector of
the asymmetric device is similarly modulated within all the thickness of the thin film due to its
lighter doping. This modulation of the conduction band within the low-doped collector results
into a modulation of the carrier density by more than three orders of magnitude as shown in
Fig.3.10. The potential (ϕB/C) within the Si film (base or collector) due to the applied substrate
bias (Vsub) can be expressed as in (3.1)

ϕB/C = VSub − ∆QB/C/CBOX (3.1)

where QB/C is the charge in the base or the collector region and CBOX is the buried-oxide ca-
pacitance. Since the modulation of charge within the collector is much more than that in the
base, the collector region potential is strongly affected. In the following part, we focus our
attention to the asymmetric device to understand the impact of substrate bias onto its various
performance FoMs.

3.4.2 DC Performance Analysis

Fig.3.11 presents the Gummel characteristics of asymmetric SiGe HBT under two different sub-
strate biases. Due to the band lowering of the asymmetric device at the base-emitter junction
(Fig.3.9(a)) at Vsub=2 V that allows more electrons and holes crossing from the emitter and
base, respectively, it is observed in Fig.3.11 that both collector and base currents are increased.
Additionally, the positive substrate bias results in a higher electron density in the low-doped
collector region causing an increment in the space charge region inside the base. This leads to
a shrinking in the quasi-neutral base ( QNB ) width subsequently increasing the collector cur-
rent. Finally, the electron accumulation within the collector reduces the collector resistance (rc)
contributing to a higher collector current. Although the substrate field-effect tends to deplete
the holes near the BOX/Si interface of the base region, the electron accumulation effect in the
collector is significantly higher as the donor doping in the collector is more than one order less
than the acceptor doping in the base region. From the output characteristics shown in Fig.3.12,
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Figure 3.11: Gummel characteristics along with DC current gain (β) for asymmetric device at Vsub=-2 V
and 2 V, VCB = 0 V.

it is observed that the collector current is increased by around 100% when the Vsub is varied
from -2 V to 2 V; however, due to the reduction of the QNB width, Early voltage reduces and
output conductance value increases.

The breakdown voltage determines the maximum operating voltage of a bipolar transistor in
the particular transistor configuration, for different modes of operation. The current-voltage
characteristics of the device measured under the condition of one floating electrode are used
to determine the device’s breakdown voltage. The BVCEO is the collector-emitter breakdown
voltage with the base open; the BVCBO is the emitter-base breakdown voltage with collector
open. Generally, the overall breakdown voltage of the transistor is dominated by BVCEO.

Hence, we investigate the effect of Vsub onto the open base breakdown voltage (BVCEO) that
decides the maximum permissible collector-emitter voltage and subsequently the power rating
at DC and RF operations. Electric field (E(x)) in the low-doped collector region as a function
of Vsub can be expressed as

dE (x)
dx

=
q

εSi

(
NC + ∆n (Vsub)−

jn
qvn

)
(3.2)

where εSi is the silicon permittivity, NC is the collector doping, vn is the electron velocity, jn is the
electron current density and ∆n(Vsub) is the increased carrier density due to the positive sub-
strate bias. In case of a negative Vsub, ∆n(Vsub) gets a negative value reducing the slope dE/dx
in (3.2). This leads to a reduced electric field peak at the BC junction (see Fig.3.13(a)). Hence, the
impact ionization effect becomes weaker resulting in a higher BVCE0 value. Fig.3.13(b) shows
collector current at open base condition, for two different Vsub. It is observed that BVCE0 varies
from 3.6 V to 2.2 V as Vsub changes from -2 V to 2 V. This way, one can achieve a relatively high
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Figure 3.12: Forced-VBE output characteristics at Vsub=-2 V and 2 V for asymmetric lateral SiGe HBT
with Wsi=5 µm.

power device just by tuning the substrate bias of a given lateral SiGe HBT.

3.4.3 Quasi Static Transit Time Analysis

The quasi-static analysis is one of the most helpful methods to investigate the RF performance
of a high-frequency device. It is linked with the change in internal carrier densities due to
applied terminal bias. To the applied ac signal, the device responds with modulation in internal
stored charge. This change in stored charge causes a delay that limits the transistor gain at
high frequencies. A relation between delay time (τec) and stored charge in the transistor can be
expressed as follows (3.3-3.4)

τec =
∆Qp

∆IC
. (3.3)

Due to charge neutrality ∆Qp can also be written as ∆Qn, so above equation becomes

τec =
∆Qn

∆IC
. (3.4)

And this delay can be expressed in terms of transit frequency as (3.5)

τec =
1

2π fT
. (3.5)

Within the quasi-static approximation, ∆Qn and ∆IC can be considered as independent of fre-
quency. This allows to calculate the device transit time from steady-state device simulation by
a small change in DC signal. In the next section, a comparison is made between small-signal
AC and quasi-static DC approximation. Since quasi-static approximation does not consider 2D
effects, a deviation from small-signal AC extraction is obvious, but the trend is well explained.
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Figure 3.13: (a) Electric field distribution through C-C’ cut-line (see Fig.3.8) and (b) open base output
characteristics showing BVCEO values at Vsub=-2 V and 2 V.

Figure 3.14: Spatial quasi-static electron and hole current density divided by total collector current den-
sity variation in the lateral direction, where Xeb and Xbc are indicating the boundary values for individ-
ual integration terms. Note, the extraction corresponding to this plot are done at peak fT , similarly at
each bias it can be extracted with updated Xeb and Xbc.

Regional Approach of Extracting Transit Time in SiGe Bipolar Device

Transit frequency ( fT) is the prominent figure of merit to characterize a high-frequency device.
As already discussed, physically fT is the reciprocal of the transit time it takes for the carries to
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move from the emitter contact to the collector contact (τec) under transistor action.

Due to application of a small perturbation of input bias variation, the variation in electron
density (n) or hole density (p) yields τec. In TCAD, quasi-static 1D simulation can help in
extracting above parameters. As suggested by [139]

τec = q
L∫

0

∣∣∣∣ dn
dJc

∣∣∣∣dx (3.6)

or

τec = q
L∫

0

∣∣∣∣ dp
dJc

∣∣∣∣dx (3.7)

where, dn and dp is the change in electron and hole density, respectively, due to the applied
perturbation, dJc is the change in total current density due to the same. And the condition
is the small signal value of instantaneous collector-emitter voltage Vce, i.e., vce must be zero.
Integration limit x = 0 is the point at the emitter contact and x = L at the collector contact.

The accumulated electron or hole transit time at any point "K" between x = 0 to x = L can be
expressed as [140]

τn,acc.(K) = q
K∫

0

∣∣∣∣ dn
dJc

∣∣∣∣dx (3.8)

or

τp,acc.(K) = q
K∫

0

∣∣∣∣ dp
dJc

∣∣∣∣dx. (3.9)

In this work, using the formulation described in (3.8-3.9) the transit time partitioning scheme
demonstrated by [81] is used to investigate the individual delay times in different regions of the
lateral device. In this approach the total transit time (τec) is divided into five individual terms
( = τe + τbe + τb + τbc + τc) consisting of terms, both related to the space charge regions (SCR)
and neutral regions. The advantage of this partitioning scheme compared to other available
schemes is that it just needs two boundary points for calculating all regional transit times [141].
The boundary points xeb and xbc are found from the crossing points of q dn

dj and q dp
dj as shown in

Fig.3.11. Using this boundary points, all individual transit times can be calculated as

τe = q
xeb∫
0

∣∣∣∣ dp
dJc

∣∣∣∣dx (3.10)

τeb = q
xeb∫
0

∣∣∣∣ dn
dJc

− dp
dJc

∣∣∣∣dx (3.11)
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τb = q
xbc∫

xeb

∣∣∣∣ dp
dJc

∣∣∣∣dx (3.12)

τbc = q
L∫

xbc

∣∣∣∣ dn
dJc

− dp
dJc

∣∣∣∣dx (3.13)

τc = q
L∫

xbc

∣∣∣∣ dp
dJc

∣∣∣∣dx. (3.14)

The regional transit times like emitter (τe), base (τb), and collector (τc) components are related to
the locally compensated minority charges in their respective neutral regions and are referred as
diffusion charging times. The junction transit times at the base-emitter (τeb) and base-collector
(τbc) regions are due to local uncompensated charge and are called depletion charging times.

There are other methods also suggested by [142], [143] for calculating the regional transit times
separating both neutral and space charge regions (SCR). However, while applying these meth-
ods, finding the exact boundary points while calculating the SCR transit times during high
injection operation regime is a cumbersome task as discussed in [144], [141].

Small Signal Analysis

To relate the transit time derived from quasi-static approach, an expression for τec can be de-
rived from the small-signal equivalent circuit model as shown in Fig.3.15. The high frequency
current amplification is typically derived from the small-signal current gain (h21), when the
output terminal is shorted (see Fig.3.16).

B

E E

C

CBE

CBC

r gmvbe
Input port

Output port

Figure 3.15: Equivalent circuit for small-signal analysis.

Imagine that the base/input terminal of the small-signal circuit is forced with a small-signal
input current of ib = i0ejωt while the output/collector terminal is shorted as shown in Fig.3.16.
Using basic circuit theory the node voltage at base vb can be derived as

vb =
1

1
rπ

+ jω(CEB + CBC)
ib. (3.15)
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Figure 3.16: Equivalent circuit for small-signal analysis with output terminal shorted.

Similarly, the output current at collector ic derived as

ic ≈ gmvb =
gm

1
rπ

+ jω(CEB + CBC)
ib. (3.16)

Therefore, the small-signal current gain (h21) from eq(3.15-3.16) is given by

h21 =
ic

ib

∣∣∣∣
vce=0

=
gm − jωCBC

1
rπ

+ jω(CEB + CBC)
. (3.17)

It is assumed that gm >> ωCBC at frequencies of interest, then the current gain equation is
simplified to

h21 =
gm

1
rπ

+ jω(CEB + CBC)
. (3.18)

Further, one assumes, 1
rπ

<< jω(CEB + CBC) yielding

h21 =
gm

jω(CEB + CBC)
. (3.19)

The transit frequency is the frequency at which small-signal current gain |h21| becomes unity,
which can be expressed as

1
2π fT

=
CEB + CBC

gm
. (3.20)

The capacitance CEB and CBC can be split into both depletion (Cj) and diffusion capacitance
(Cd) components. The sum of the diffusion capacitance is expressed in terms of the forward
transit time (τf )

CdEB + CdBC = τf gm. (3.21)

With this, the equation 3.20 can be re arranged as

τec =
1

2π fT
= τf +

CjEB + CjBC

gm
(3.22)
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where CjEB and CjBC are the corresponding depletion capacitances. Now the forward transit
time can be related to the regional transit times as discussed in the last section, with the follow-
ing equation

1
2π fT

= τec = τe + τb + τc + τbc,0 +
CjEB + CjBC

gm
(3.23)

where τbc,0 ≈ xd/2vsat is the current independent part of collector-base junction transit time,
and xd is the base-collection depletion width and vsat is the saturation electron velocity.

The depletion time constants τbe and τbc are due to the uncompensated charges at correspond-
ing depletion regions; therefore, they can be expressed with their corresponding depletion ca-
pacitance as [145]

τeb =
CjEB

gm
, (3.24)

τbc =
CjBC

gm
+

xd

2vsat
. (3.25)

Now arranging all the terms, the expression derived from small signal equivalent circuit can
be expressed as

1
2π fT

= τec = τe +
kT
qIC

CjBE + τb +

(
kT
qIC

CjBC +
xd

2vsat

)
+ τc. (3.26)

Now for further analysis, the relation between regional transit time and the one derived from
small-signal equivalent circuit can be compared term by term from this simplified expression.

3.4.4 RF Performance Analysis
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Figure 3.17: Collector current dependent (a) transit frequency and (b) maximum oscillation frequency at
VCB = 0 V and different Vsub.
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Figure 3.18: Regional transit time variation w.r.t substrate bias the transit time axis is in linear scale and
the collector current axis is in log scale. The marked line indicates the change from low injection to
intermediate operation. The analysis has carried out at VCB = 0 V.

The transit frequency ( fT) and the maximum oscillation frequency ( fMAX) are the main FoMs
of a transistor from the perspective of its high-speed performances. Fig.3.17 shows the impact
of Vsub onto the collector current (IC) dependent fT and fMAX curves. It is observed that both fT
and fMAX are significantly increased when Vsub changes from -2 V to 2 V. Also the peaks of fT
and fMAX occur at higher IC levels showing a change in the collector current corresponding to
the onset of the Kirk effect that is directly related to the dE/dx in (3.2). Essentially, as ∆n(Vsub)
increases with positive Vsub values, obtaining the null point of dE/dx requires higher electron
current density jn; hence the Kirk effect is pushed to higher IC leading to the peaks of fT and
fMAX occurring at higher IC.

As already discussed, the relation between the fT and emitter-to-collector transit time (τec), can
be expressed as

1
2π fT

= τec = τe + τeb + τb + τbc + τc (3.27)

where, the symbols hold the same meaning as discussed in the last sub-section. In order to
investigate the impact of Vsub on various transit time components, we carried out a regional
analysis at VCB=0 V and different Vsub. We extracted the BE and BC metallurgical junctions
(Xeb and Xbc) from Fig.3.14, as the intersection points of spatially q dp

djc , q dn
djc curves (at the C-C’

cut-lines as mentioned in Fig.3.8) at each bias in the main operating region (0.7 V to 1 V). where
p and n denote the hole and electron density, respectively, while jc corresponds to the current
density. Note that, the differential data are extracted following an infinitesimal change in the
base-emitter voltage as reported in [81].

Fig.3.18 shows that in the low injection regime, the total transit time is dominated by the junc-
tion related transit time components (τbe and τcb). Both τeb and τbc are found to decrease rapidly
with increasing collector current which can be easily comprehended from (3.28) which was de-
rived in the last section
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1
2π fT

= τec = τe +
kT
qIC

CjBE + τb +

(
kT
qIC

CjBC +
xd

2vsat

)
+ τc (3.28)

where xd, vsat indicate the base-collector depletion width and the electron saturation velocity
respectively, while CjBE and CjBC are junction capacitances. Note that the overall transit time
values are significantly reduced as Vsub is changed from -2 V to 2 V.
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Figure 3.19: TCAD simulated (a) base-emitter and (b) base-collector capacitances at Vsub=-2 V and 2 V.
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Figure 3.20: TCAD simulated (a) effective quasi-neutral base width at different Vsub; (b) comparison
of transit frequency extracted using 1D regional approach (dashed line) and that obtained from small-
signal Y-parameters (as done in Fig.3.17).

Application of a positive Vsub reduces hole charge in the base (near the BOX/Si interface) while
the carrier concentration within the highly doped emitter remains unchanged leading to an
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Figure 3.21: BVCEO dependent fT and fMAX at different substrate bias; the extraction of fT and fMAX are
carried out at VCB=0 V.

enlargement of the BE-SCR within the base. This causes a reduction in CjBE in (3.28) (see
Fig.3.19(a)) consequently reducing the τeb in (3.27) (refer Fig.3.18(b)). On the BC side, positive
Vsub causes relatively higher accumulation of electron density in the low-doped collector that
results into a wider SCR within the base. Consequently, CjBC and τbc reduce (see Figs.3.19(b)
and 3.18(b)).

As shown in Fig.3.18, τb and τbc dominate at the medium injection regime. Finally, at the high
injection level τb dominates and it counts almost 80% of the total transit time. At positive Vsub,
the average neutral base width is reduced due to the encroachment of BE and BC SCRs within
the base. Additionally, information of XjE and XjC obtained from the regional approach yields
the exact width of QNB. Our estimate shows that the QNB is reduced from ∼26 nm to ∼19 nm
as Vsub changes from -2 V to 2 V (Figs.3.20(a)). This leads to a significant increase in fT as
shown in Fig.3.17(a). Fig.3.20(b) compares the transit frequency extracted from 1D regional
approach and that from the Y-parameters of the device. We observe a certain mismatch in the
approximated 1D fT values from the exact ones; however, the bias-dependent variation trends
are in agreement. This confirms that the modulation of fT is dominated by the intrinsic 1D
device and that the contribution of parasitic capacitances is minimal. The substrate-related ca-
pacitances greatly depends on the thickness of the BOX oxide (TBOX). For typical thin-film SOI
devices, the BOX thickness is generally in order of nanometers. Therefore, the overall substrate-
capacitances attributed will be much lower than any junction capacitances in the device [121].

Fig.3.17(b) demonstrates that an increase in Vsub from -2 V to 2 V causes an almost 225%
(∼1.9 THz) increase in fMAX. It is well known that fMAX depends on fT, base resistance (rb)
and collector-base junction capacitance (CjBC) through the relation (3.29)

fMAX =

√
fT

8πrbCjBC
. (3.29)

Fig.3.19(b) shows that there is around 6% reduction in CjBC as Vsub changes from -2 V to 2 V at
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peak fT bias point. Regarding the base resistance, we understand that it has a bias-independent
extrinsic component (rbx) that is estimated to be around 0.33 Ω (due to heavy doping) and
a bias-dependent intrinsic component which requires special attention for the device under
investigation. For the conventional device, typical emitter width and base thickness are about
∼90 nm and ∼20 nm, respectively. In case of our device, these dimensions are 7 nm and 28 nm,
respectively. Hence, the dominant hole flow direction is horizontal (and not vertical in this
lateral device) and accordingly, the rbi formulation is modified as

rbi =
ρBLBe f f

3WsiTsi
(3.30)

where ρB is the base resistivity [146], LBe f f is the QNB length in the lateral direction that varies
from ∼19 nm to ∼26 nm as Vsub changes from 2 V to -2 V (Fig.3.20(a)), WSi is width of the
device in the Z-direction, and Tsi is the silicon thickness of the base region. The intrinsic base
resistances calculated using 3.30 are 4.16 Ω and 2.8 Ω for Vsub=-2 V and 2 V, respectively. This
estimates a reduction of 40%. The 1/3 term in base resistance calculation is included to account
the 3D distribution effect. It is clear that due to a change in Vsub from -2 V to 2 V, fT increases
whereas CjBC and rb reduce effectively improving the fMAX following (3.29). For certain appli-
cations that demand transistors with balanced fT and fMAX, the silicon thickness (Tsi) needs to
be increased as reported in [110], [132].

Table 3.4: Summary of variations in figures-of-merit due to substrate bias variation at VCB = 0 V.

Vsub
IC in µA

β fT (GHz)
fMAX BVCEO

(at peak fT) (THz) (V)

-2V 87.81 440 154 0.834 3.6

2V 361.4 1035 292 2.71 2.2
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Figure 3.22: Extrapolation of (a) fT from h21, and (b) fMAX from U at Vsub=-2 V, 2 V and VCB = 0 V. Here
h21 and U are calculated from small-signal equivalent circuit corresponding to the LHBT.
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Figure 3.23: Effect of substrate bias on S12, S22, S11 and S21 parameter; the results are plotted at
VC=VB=0.85V and from 1 GHz to 1 THz frequency range.

Table 3.5: Performance comparison of reported devices with this work. Note: lat. for lateral, vert. for
vertical, asym. for asymmetric and sym. for symmetric.

Parameter This work [132] [36] [33] [147]

Device asym. lat. sym. lat. asym. vert. asym. vert. sym. lat.

Dimension Tsi=7nm Tsi=20nm 0.105×1
µm2

55nm
BiCMOS

28nm
FDSOI

Bias VCB=0V,
Vsub=2V

VCB=1V VCB=0.25V VCB=0.5V VDS=1V

fT (GHz) 292 200 505 325 246

fMAX (THz) 2.7 1 0.72 0.375 0.359

BVCE0 (V) 2.2 – 1.6 1.5 –

Calculating the equivalent circuit parameters [148] of the device from the TCAD simulation, at
both Vsub=-2 V and 2 V, the simplified equivalent small-signal model (same as in Fig.3.15) of
the device is simulated in ICCAP. The resulting small signal current gain (h21) and the power
gain (U) w.r.t frequency are plotted in Fig.3.22. The fT extracted by projecting the h21 intercept
with the frequency axis at 0 dB gives a close match (120 GHz for -2 V, and 380 GHz for 2 V)
with the results presented in Fig.3.17(a). Similarly, the fMAX extracted from U gives the same
trend for both the substrate biases projecting THz values. Although, the trend is same, there is
a difference in exact values if compared with those of Fig.3.17. The reason can be cited to the
use of approximate model, while ignoring the exact model that includes all parasitics.

Figs.3.21(a) and (b) present, respectively, the breakdown voltage-dependent variation of fT
and fMAX obtainable by tuning the Vsub. Table 3.4 shows that with an optimal choice of de-
vice dimension and bias, the proposed device with substrate modulation technique can deliver
the desired figures of merit. Following Fig.3.21, and Table 3.4, a device engineer can suitably
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decide on the intended combination of breakdown voltage, fT and fMAX targeting a suitable
application. The reduction of breakdown voltage with positive substrate bias is related to the
equation described in (3.2) and well known Johnson’s limit on bipolar transistor performance,
where the product of breakdown voltage and transit frequency is roughly constant (approxi-
mately 340 GHZ.V in the case of silicon devices and higher than 500 GHz.V for SiGe-HBT [23]).
This limit is material-related, and consequently is not subject to improvements in device design
and process technology. The calculated Johnson’s product values at both the substrate biases
are 551 GHz.V and 642 GHz.V for -2 V and 2 V, respectively.

Scattering parameters on Smith chart is considered to be the most useful method to test the
utility of a device for circuit design [149]. It is observed from Fig.3.23 that input and output
reflection coefficients (S11 and S22) are almost insensitive to the substrate bias. Therefore, it is
easier to obtain a single matching network at the output for any substrate bias. However, the
intended variation in gain is clearly visible from the forward gain (S21) parameter.

In Table 3.5, we compare some of the already fabricated devices with the device under inves-
tigation. It shows that the proposed device has the potential to deliver higher RF performance
and breakdown voltage with appropriate device engineering to suit intended applications.

3.5 Effect of Substrate Doping
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Figure 3.24: Doping profile at (a) vertical cut-section (DD’) (b) horizontal cut-section (EE’) as drawn on
the schematic in Fig.3.8.

In the previous section, we observed that the substrate bias plays a vital role in terms of mod-
ulating the collector and base carrier densities which, in turn, changes the device performance.
Similarly, this section investigates the impact of substrate doping variation. The variation in
substrate doping can modulate the potential at the lower end of the BOX oxide (Fig.3.8) that
effectively modulates the carrier densities in the base and collector regions leading to an impact
on the device performance.



94 Chapter 3. Substrate Effect on Asymmetric Lateral SiGe HBT for THz Applications

IC

IB

10
13

 cm
-3

10
15

 cm
-3

10
17

 cm
-3

Figure 3.25: Effect of substrate doping on Gummel at VCB=0 V, Vsub=2 V.
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Figure 3.26: fT and fMAX variation with substrate dopant at VCB= 0V, Vsub=2 V.

The same device structure with a vertically and laterally varying substrate doping profile is
presented for the analysis. In order to control the Gaussian profile, the doping value at a par-
ticular depth under the substrate contact is tuned, and resulting different doping profiles are
generated. Figs.3.24(a) and (b) show, respectively, the vertical and horizontal doping profiles
taken at the vertical and horizontal cut-lines on the device structure (as shown in Fig.3.8) after
the above said doping level variation.

The doping value at the depth has been varied from 1013 to 1017 cm−3 with a step size of
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102 cm−3. It is observed from Figs.3.24(a) and (b) that with increased doping, the spreading
of n-doping in substrate increases both in horizontal (i.e, towards the base and emitter w.r.t
substrate contact) and vertical (i.e, towards the bottom of the device from the top substrate
contact) directions accordingly causing a shift in the pn junctions.

The Gummel plot for the different substrate doping is shown in Fig.3.25 at VCB=0 V and Vsub=2 V.
As the doping varies from 1013 to 1017 cm−3, the collector current increases. The fT and fMAX
(see Fig.3.26) of the device also increase with higher substrate doping. Note that in section
4.5, we presented the results corresponding to a substrate doping of 1015 cm−3. The resulting
improvements in fT and fMAX indicates that substrate doping can be appropriately tuned for
performance improvement.

3.6 Introduction to Process Simulation and its Importance in Device
Development

The process development to realize the proposed SOI-LBJT is described in this section. The
main tools of TCAD are process simulators (S− process in Sentaurus TCAD) and device simula-
tors (S − device in Sentaurus TCAD). Process simulations predict the structure that results from
applying a sequence of processing steps [150], and the device simulator predicts the electrical
behaviors (such as fT, fMAX, and breakdown voltages) of the transistor. The design flowchart
is illustrated in Fig.3.27.

The device development starts with a novel idea and some performance targets. A set of pro-
cessing steps are used to build the initial structure in the process simulator, and the completed
structure is passed over to the device simulator for performance verification. The device simu-
lator analyzes and predicts the electrical property and behavior of the device, which can be fed
back to the process simulator for device re-design or optimization. This routine is repeated un-
til design specifications are achieved. Then, the process simulator is used to verify the device’s
sensitivity to process variations. This is to ensure that a working prototype device can still
be made when the manufacturing process drifts from standard conditions. Once the design
is finalized, the test chip layout is designed w.r.t the required geometry. The necessary recipe
for constructing the device is developed. Short loop experiments are used to test and tune the
process recipe to the desirable conditions before the fabrication starts.

Once the test chip is completed, the fabricated transistors and test structures are analyzed, and
the electrical behaviors are measured. If the transistor characteristics do not satisfy the target
specifications, then the re-design and optimization cycles repeat. First, the physical information
of the device (i.e., doping and dimensions) are used to calibrate the settings of the process
simulator such that the simulated device matches the experimental device. Then, the device
simulation settings are calibrated to match the measured electrical behavior. As the calibrated
process/device simulator can emulate the fabricated device, any process modification can be
accurately predicted. This facilitates the re-design process in a very short time, without any
experimental run. However, as there are limitations to any TCAD tools, several iterations of
such simulation and fabrication cycle might be necessary to realize a working device that meets
the target specification. Certainly, the development does not need to stop at this point. If better
performance is desired, the cycle continues until the targets are achieved.

3.6.1 SOI Lateral Bipolar Junction Transistor Process Flow

This SOI lateral bipolar junction transistor is developed keeping an eye on standard STM’s
28 nm FDSOI CMOS process. The process flow is arranged by using as much CMOS compatible
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Figure 3.27: A high level flow chart for modern device development, with core deign done with TCAD.

procedure as possible in order to minimize the manufacturing complexity. The process flow is
described in detail below:

Starting Substrate

The process starts with an SOI substrate, with SOI/BOX thickness of 20/25 nm, respectively
(as shown in Fig3.28). The SOI film is p-type and is lightly doped to 1015 cm−3 and < 100 >
orientation. These particular specifications are chosen due to FDSOI 28 nm process [151], [152],
[134]. This will allow a more compatible future integration with SOI-CMOS, and will provide
a direct comparison to existing LBJT structures. In order to achieve the best possible perfor-
mance, these dimensions can be further optimized.

Super Shallow Trench Isolation Formation

"Super-STI" , which is nothing but a very shallow STI. A mask (M1) is used to cover the wafer
up to 180 nm (refer Fig3.28) and then both silicon and BOX oxide of the open region is etched
down to remove the BOX oxide region mainly. Again silicon layer is deposited, and a chemical
mechanical processing (CMP) step is done to create the space for super shallow trench isolation
(SSTI) formation. The steps for SSTI are maintained the same as STI because of not having solid
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Figure 3.28: Complete process flow is as follows (a) SSTI formation (b) entire SOI doping (c) base pattern
and SiGe deposition after oxidation (d) germanium condensation (e) base implant and rapid thermal
annealing (RTA) (f) poly-base growth (g) spacer formation (h) base-poly doping (i) emitter, collector and
substrate doping, and final device. To be noted: germanium mole fraction kept to be 20% which falls
within the well suited range of high quality SiGe base formation.

information from any fab lab due to confidential reason. Initially, silicon is etched, and then a
linear oxide is formed using thermal oxidation. The rest part of the trench is filled using oxide
deposition. The purpose of choosing SSTI because of super thin SOI thickness of 7 nm.

After forming the SSTI trench, the entire wafer is implanted with arsenic to form the n-type
lightly doped collector (n-LDC). The energy and angle should be such that arsenic can fully
penetrate the SOI films and no p-type region remains at the SOI/BOX interface. Dose levels in
the order of 1011 cm−2-1012 cm−2 are used to produce a LDC concentration of roughly 1017 cm−3,
in order to ensure sufficient trade-off of both breakdown and collector resistance. Also, such
levels can push away the onset of the Kirk effect.

Base Region

As suggested in [77] while fabricating a lateral device within a BiCMOS framework, the main
deviation from the CMOS process line occurs in the realization of the SiGe base. Fortunately
for the lateral SiGe HBT, it does not require any additional mask saving the overall process cost.
No epitaxial silicon is needed as it does not need a buried layer like the conventional vertical
HBT.
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Figure 3.29: Difference between rotation and tilt are demonstrated. In this particular figure angles for
implantation; beam angle shown corresponds to tilt = 200 and rotation = 450 [76].
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Figure 3.30: (a) Final LBJT device with contacts (b) corresponding doping profile taken at the middle of
silicon on insulator (Tsi) of the device.

A mature material growth system to realize a practical lateral SiGe device has not yet been
popularized. As discussed with engineers from ST Microelectronics it is possible to realize the
SiGe base region, in fact [134] has demonstrated condensation to achieve high quality SiGe
with a germanium mole fraction up to 30%. The base realization can start with pattering the
base region and depositing with a low quality SiGe on top of the base by a chemical vapor
deposition (CVD) method. This SiGe layer, when oxidized, will give an excellent crystalline
SiGe and the residual SiO2 can be removed in later steps. We kept this step simple during
our process simulation as we have less information related to the exact procedure used at ST
Microelectronics. SiGe base is formed through germanium condensation in the first step with
a mask (M2), which will be reused during intrinsic and extrinsic base implantation.

Double implant of BF2 and boron are used to produce a uniform doping vertical profile across
the entire depth of SOI, with both dopant species covers different penetration depth. This is to
ensure that the base region has a relatively constant lateral doping profile, and the device do
not experience premature breakdown, or unnecessary wide base width. Unlike the default 70
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Table 3.6: The complete process recipe for lateral SiGe device.

Region Dopant Dose and Tilt Energy Rotation

Substrate Implant Phosphorus (31) Total Dose=4×1015 cm−2, Tilt=00

Energy=5 KeV

Rotation=00, 900, 1800, 2700Energy=10 KeV

Energy=20 KeV

n-well Arsenic (79)

Total Dose=4×1010 cm−2, Tilt=70 Energy=0.1 KeV

Rotation=00, 900, 1800, 2700
Total Dose=4×1010 cm−2, Tilt=300 Energy=1 KeV

Total Dose=4×1010 cm−2, Tilt=00 Energy=1.5 KeV

Total Dose=1.2×1011 cm−2, Tilt=00 Energy=2 KeV

Base BF2 (49) Total Dose=3.2×1012 cm−2, Tilt=00 Energy=5 KeV Rotation=00, 900, 1800, 2700

n-LDC Arsenic (79)

Total Dose=4×1010 cm−2, Tilt=70 Energy=0.1 KeV

Rotation=00, 900, 1800, 2700
Total Dose=4×1010 cm−2, Tilt=300 Energy=1 KeV

Total Dose=4×1010 cm−2, Tilt=00 Energy=1.5 KeV

Total Dose=1.2×1011 cm−2, Tilt=00 Energy=2 KeV

n-emitter/collector Arsenic (79)
Total Dose=4×1014 cm−2, Tilt=00 Energy=0.1 KeV

Rotation=00, 900, 1800, 2700
Total Dose=3.6×1014 cm−2, Tilt=70 Energy=1 KeV

Poly base BF2 (49) Total Dose=1.2×1016 cm−2, Tilt=00 Energy=1 KeV Rotation=00, 900, 1800, 2700

tilt for conventional implantation, this implant uses 00 tilt to minimize any shadowing effect
[153]. This is because 70 tilt implant will offset the equal amount of dose intended for the
base region, and produce inconsistent base widths. However, in the actual fabrication it is
difficult to achieve perfect 00 implantation (refer Fig.3.29 for tilt and rotation difference). Small
non-zero angle implantations can be used to fine-tune the process for better process yield [118].
Implantation has done at an energy of 5 KeV and total dose of 3.2×1012cm−2 for a target doping
of 3 × 1018cm−3, and it is quick annealed for 1 sec at 10890 C.

Poly-Silicon Base and Collector Emitter Contacts

Then poly-silicon deposition has been done with the same base mask (M2) to have a 20 nm
extrinsic base region. Spacer has been formed around the anisotropically grown poly-silicon
with 5 nm nitride and 3 nm oxide. Then a mask used to cover the base and n-LDC region and
heavy does implantation of arsenic is done to achieve the emitter and collector regions (refer
Table 3.6). Base poly-silicon is separately doped reusing mask (M1) to extract the base contact.
This step is different from the CMOS development. In Fig.3.30 final device after all discussed
steps along with doping profile is shown.

n-Substrate Doping

The substrate doping can be done in two ways, one while implanting for the heavily doped
emitter and collector regions for contact, which will save one mask, but the depth of the sub-
strate region doping will not be much because the dose and energy will be chosen most im-
portantly based on the requirement for emitter and collector. If a specific substrate doping is
planned, it can be done using a separate mask extending up to the right edge of SSTI. A mask
up-to 0.218 nm (i.e right edge of SSTI) is used as shown in Fig3.28 to cover all other regions
for a multi-step ion implantation of phosphorous to achieve desired n-substrate doping as pre-
sented in Table 3.6. Subsequent annealing is carried out for 10 seconds at 10220 C to activate
the dopants.
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3.6.2 Results
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Figure 3.31: (a) Gummel characteristics and (b) fT , fMAX vs. collector current IC at substrate bias 0 V
and 2 V, VCB=0 V.

Figure Fig.3.31 (a) shows the Gummel characteristics at VCB=0 V under varying substrate bias
(Vsub). For Vsub=2 V the collector current (IC) appears to be the highest with 80% improvement
from IC at Vsub=0 V. The transit and oscillation frequency improvement due to substrate bias
is also presented in the same figure. We can observe a little variation in results presented
in the earlier sections of this chapter where device simulation is considered. This is because
the process development is not exactly optimized and calibrated to the same level. Following
the process development steps presented in Fig.3.27 an optimized device can be developed,
delivering results as required by the application.

3.7 Discussion and Conclusion

The proposed lateral SiGe HBT architecture suitably designed in advanced FDSOI nodes presents
a number of advantages compared to the conventional vertical SiGe HBTs. The first advantage
concerns the trade-off between CjBE and rbi. In a conventional vertical HBT, the base is highly
doped to obtain a low rbi and subsequently a high fMAX. However, an increased base doping
reduces the BE SCR leading to a higher CjBE. Our new lateral HBT architecture is free from this
trade-off. Since the proposed device has dramatically reduced dimensions in the direction per-
pendicular to the electron flow, rbi component automatically becomes negligible allowing one
to work with a relatively lower base doping that effectively reduces CjBE. This results in a sig-
nificantly high fMAX reaching to THz level. The second advantage involves the nearly absent
parasitic elements due to the significant reduction in the access of internal emitter, base, and
collector regions. The peripheral junction capacitances and the buried layer for the collector
access are suppressed. The third advantage is the simplified process for realizing an SiGe HBT
since the proposed device can be suitably implemented in an advanced FDSOI technology.

Finally, the major advantage lies in the configurability of the device, thanks to the asymmet-
rical structure and a provision of back-bias from the substrate. Indeed, the results reported
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in this work demonstrate that the substrate terminal can be judiciously used to adjust the de-
vice performance to the requirement of the circuit designer. For example, a positive voltage on
the substrate terminal turns the device into a high-speed mode while a negative substrate bias
modifies it into a high voltage transistor.

The major drawback of the device concerns its lower current level compared to a conventional
HBT; however, a multi-finger architecture can partially address this problem. Also this draw-
back turns into an advantage in case of applications involving low power consumption and
high-frequency performances. Therefore, this new architecture can generate plenty of oppor-
tunities for innovative circuit design on a SOI technology.
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Conclusions and Scope for Future
Research

Summary

In chapter 1, an extensive review of both architecture and performance of SiGe HBTs devel-
oped by various research labs and industries are discussed. In chapter 2, for the first time, a
very high frequency (>110 GHz) measurement data is analyzed using two finite element tools,
one solving the EM equations and the other one solving the semiconductor equations. The
presented methodology provides one with sufficient confidence in the adopted characteriza-
tion techniques and results. More precisely, it allows one to differentiate between accurate and
erroneous characterizations. This work is a step forward (i) in adopting an improved charac-
terization technique and (ii) in validating the TCAD result in high frequency. This will help the
modeling of non-quasi static, and other high-frequency effects, which has been already demon-
strated in [84] work. As a whole, the analysis outlines a prescription in order to make the
researchers aware of certain precautions while designing the test structures, carrying out the
process of characterization, and verifying the corresponding results. The detailed methodol-
ogy, if adopted, will certainly help in the accurate extraction of high-frequency compact model
parameters. Further, the need for proper calibration and de-embedding in high-frequency char-
acterization is emphasized by investigating the S-parameters corresponding to a narrow-band
amplifier at 170 GHz suitable for G-band radar applications.

While in chapter 3, using the similar vertical doping profile as STMicroelectronics’ B55 technol-
ogy ( fMAX ∼ 320 GHz ), a nanowire SiGe HBT device is developed, and the issue of realizing
the device and solution to overcome the problem is discussed. With the help of TCAD simula-
tion, the parasitic effect on the nanowire array’s RF performance is discussed. Devices placed
with a small separation gap gives better RF performance, but it needs to be chosen carefully,
looking into fabrication limitation. An fMAX above 900 GHz (improvement of a factor 2.5) is
projected, which may further be improved by optimizing the device dimension and buried
layer of the device.

In chapter 4, we propose a new SiGe HBT based on FD SOI architecture. The device physics
is compared with symmetric lateral SOI, and its advantage and usability are discussed. This
asymmetric structure allows one to modulate the carrier densities in the collector region by
applying substrate bias that causes significant improvements in the device performance. The
transit frequency ( fT) is improved up to ∼90% by varying the substrate bias. The novelty
of this device is that it achieves an fMAX of 2.7 THz at Vsub=2V with a BVCEO=2.2V and can
be switched to an fMAX of 0.8 THz with a BVCEO=3.6 V at a Vsub=-2V. The bridge between
the quasi-static analysis (to compare the small-signal performance) with the intrinsic (internal
emitter to collector) device properties is discussed. Using regional analysis, the bias-dependent
variation in-transit time is elaborately discussed. A formulation for base resistance calculation
on thin SOI devices is proposed. Finally, an intended combination of breakdown voltage, fT
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and fMAX is given, which will help a circuit designer in choosing proper substrate bias targeting
a suitable application.

Scope for the Future Research

The well-calibrated B55 SiGe HBT device discussed in chapter 2 can be used to understand
various physical effects (e.g., non-quasi static (NQS) effect) and analyze various breakdown
mechanisms. The AC and Harmonic balance simulation can analyze noise analysis and large-
signal device performance, respectively. Also, the RF performance can be predicted under
cryogenic conditions and verified by measuring the actual device. Secondly, the cylindrical
nanowire structure can help to develop an analytic model for SiGe HBT and base resistance
calculation. Finally, a compact model for substrate modulated SOI-based asymmetric SiGe can
be developed, and further, using the compact model, circuit performance can be evaluated.
Once fully implemented as per STM’s 28 nm FDSOI process, this new device will open the
door for new THz applications, including the advantages of BiCMOS integration and actual
THz operating frequencies.
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