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Abstract

The rapid growth of the Internet of Things (IoT) has given rise to multitude of services that are

revolutionizing various industries. These services, including Smart Home Automation, Industrial

IoT, and Autonomous Vehicles, are primarily driven by the integration of key technologies such as

Cloud computing, Edge Computing and supported by architecture like microservices architecture.

The combination of these technologies and architecture leads to the formation of what is referred to as

the Cloud-Edge-IoT continuum, a dynamic environment characterized by collaborative efforts across

multiple domains, active participation of various stakeholders, and multiple levels of responsibilities

delegation. In this complex environment, the responsibilities of each actor involved can become blurred

and it can be challenging to determine the specific roles and obligations of each party, this can lead to

confusion, overlapping responsibilities, and potential gaps in fulfilling obligations. Additionally, legal

and financial responsibility should be shared proportionally among all involved parties in the event of

cyber attacks or service quality failures. It is crucial to implement efficient accountability and liability

management mechanisms.

The objective of this thesis is to tackle the challenge of accountability and liability management

through two aspects: the identification of responsibilities and the analysis of their effectiveness in the

operational phase. To study these two aspects, we propose the following contributions: a descriptor

which reflects the commitments taken by stakeholders throughout the supply chain and metrics which

measure liability and trust with regards to those commitments. While several models exist in the

continuum, none of them includes the notions of responsibility, accountability, and liability. To address

this gap, we propose TRAILS (sTakeholder Responsibility, AccountabIlity and Liability deScriptor), a

modular and generic descriptor. It tracks a component or service throughout its lifecycle, enabling all

supply chain participants to outline their commitments. TRAILS is paired with an ontology, which is

used to evaluate its associated profile in terms of a referencing policy or to examine the ontology’s
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ABSTRACT

content. Based on the TRAILS descriptor and using machine learning network methods, we introduce

three categories of metrics to assess liability and trust. The first category, Commitment Trust Scores,

aims to evaluate the level of confidence in a specific instance of a service, a service based on the

observations collected on each of its instances as well as providers based on the observations collected

from all the services they provide, based on the commitments outlined in the models. These scores

enable the categorization of confidence levels regarding whether the behavior aligns with the expected

commitments. The second category, Financial Exposure, focuses on quantifying the potential financial

loss for a service provider as a whole, considering the current composition of services. This metric

provides insights into the monetary risks associated with the existing service arrangements. Finally,

the third category, Commitment Trends, involves tracking patterns and trends in breach rates of

Service Level Agreements (SLAs) and the confidence level of instance commitments. By analyzing

these trends, it becomes possible to predict future breaches and identify potential areas of concern.

We implemented our contributions in a framework called LASM (Liability-Aware Security Manager).

LASM is a modular tool designed to help service providers in incorporating liability considerations

when building, running, and managing architectures that involve multiple sub-components (such as

microservices, infrastructure, or hybrid solutions) provided by various service providers. An ontology

is employed within the LASM in order to reason about the responsibility models.

Keywords: Cloud-Edge-IoT Continuum, Responsibility Management, Liability Management,

Accountability Management, Trust, 5G, NFV.
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Résumé

La croissance rapide du nombre d’objets connectés (Internet des Objets, ou IoT) a donné naissance à

une multitude de services révolutionnant diverses industries. Ces services, tels que l’automatisation des

maisons intelligentes, l’IoT industriel et les véhicules autonomes, sont principalement encouragés par

l’intégration de technologies clés telles que le cloud computing, le edge computing et soutenus par des

architectures telles que l’architecture microservices. La combinaison de ces technologies et architectures

conduit à la formation de ce que l’on appelle le continuum Cloud-Edge-IoT, un environnement

dynamique caractérisé par des efforts collaboratifs dans plusieurs domaines, la participation active

de divers intervenants et plusieurs niveaux de délégation de responsabilité. Dans cet environnement

complexe, les responsabilités de chaque acteur impliqué peuvent devenir floues ; il peut être difficile de

déterminer les rôles spécifiques et les obligations de chaque partie, ce qui peut entrâıner confusion,

chevauchement des responsabilités et des lacunes potentielles dans l’accomplissement des obligations.

De plus, la responsabilité juridique et financière devrait être partagée de manière proportionnelle

entre toutes les parties impliquées en cas d’attaques cybernétiques ou de défaillances de qualité de

service. Il est crucial de mettre en place des mécanismes efficaces de responsabilité et de gestion des

responsabilités.

Cette thèse répond à deux dimensions de la gestion de la responsabilité, à savoir l’identification des

responsabilités et l’analyse de leur effectivité. La première contribution de la thèse est un descripteur

reflétant les engagements pris par les intervenants tout au long de la châıne d’approvisionnement. La

seconde contribution consiste en des métriques mesurant la responsabilité et la confiance à l’égard de

ces engagements. Bien qu’il existe plusieurs modèles dans le continuum, aucun d’eux n’englobe les

notions de responsabilité, d’obligation de rendre des comptes, de responsabilité juridique. Pour combler

cette lacune, nous proposons TRAILS (sTakeholder Responsibility, AccountabIlity and Liability

deScriptor), un descripteur modulaire et générique. Il suit un composant ou un service tout au long de
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RÉSUMÉ

son cycle de vie, permettant à tous les participants de la châıne d’approvisionnement de définir leurs

engagements. TRAILS est associé à une ontologie, qui est utilisée pour évaluer le profil associé sur

la base d’une politique de référencement ou pour interroger l’ontologie. En utilisant le descripteur

TRAILS ainsi que des méthodes d’apprentissage automatique, nous introduisons trois catégories de

métriques pour évaluer la responsabilité et la confiance. La première catégorie, les Scores de Confiance

des Engagements, vise à évaluer le niveau de confiance dans une instance spécifique d’un service, un

service spécifique ainsi que sur les fournisseurs, et cela basé sur les observations recueillies auprès

de tous les services qu’ils fournissent, en fonction des engagements décrits dans les modèles. Ces

scores permettent de catégoriser les niveaux de confiance quant à savoir si le comportement est

conforme aux engagements attendus. La deuxième catégorie, l’Exposition Financière, se concentre sur

la quantification de la perte financière potentielle pour un fournisseur de services dans son ensemble,

en tenant compte de la composition actuelle des services. Cette métrique fournit des informations sur

les risques monétaires associés aux arrangements de services existants. Enfin, la troisième catégorie,

les Tendances des Engagements, implique le suivi des modèles et des tendances en matière de taux de

violation des accords de niveau de service (Service Level Agreement, SLA) et du niveau de confiance

des engagements d’instance. En analysant ces tendances, il devient possible de prédire les violations

futures et d’identifier les domaines potentiels de préoccupation.

Nous avons implémenté nos contributions dans un outil appelé LASM (Liability-Aware Security

Manager). LASM est un outil modulaire conçu pour aider les fournisseurs de services à intégrer les

considérations de responsabilité lors de la construction, de l’exécution et de la gestion d’architectures

impliquant de multiples sous-composants (tels que des microservices, une infrastructure ou des solutions

hybrides) fournis par divers fournisseurs de services. Une ontologie est utilisée au sein du LASM afin

de raisonner sur les modèles de responsabilité.

Mots-clés : Cloud-Edge-IoT Continuum, Confiance, Gestion de la responsabilité, Gestion de

l’imputabilité, Gestion des pénalités.
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Cette thèse aborde la problématique de la gestion de la responsabilité et de la confiance au sein du

continuum Cloud-Edge-IoT.

L’essor de l’Internet des Objets (IoT) transforme radicalement les industries et la société, en

améliorant la connectivité, la productivité et la prise de décision grâce aux données collectées.

Néanmoins, gérer le volume massif de données générées représente un défi majeur. Les architectures

cloud actuelles, orientées vers un traitement centralisé des données, peinent à répondre aux besoins

spécifiques des applications IoT, surtout en termes de latence et de réactivité. En réponse, le continuum

Cloud-Edge-IoT a été développé. Ce continuum intègre des technologies essentielles telles que les

concepts de NFV (Network Function Virtualization), de 5G, de Edge Computing et de SDN (Software

Defined Network) ainsi que les architectures microservices, créant ainsi une infrastructure robuste et

efficace, optimisée pour la latence et la bande passante. Des projets comme l’initiative européenne

Cloud, Edge & IoT Continuum [?] œuvrent pour l’intégration de ces technologies, stimulant l’innovation

et établissant des standards d’interopérabilité.

Le continuum Cloud-Edge-IoT, de par sa nature dynamique, crée des défis en matière de gestion

de la responsabilité. Cette architecture fusionne divers domaines où chacun opérant selon ses propres

standards et protocoles et chaque domaine agit comme une entité légale distincte. La nature multi-

acteurs du continuum, qui inclut des participants variés comme les fournisseurs de services, les fabricants

de composants réseau ou les développeurs d’applications, rend la détermination des responsabilités

complexe. Cette complexité est amplifiée par le chevauchement et l’évolution constante des rôles de

chaque acteur. Aussi, les multiples niveaux de délégation ajoutent une couche supplémentaire de

complexité. L’attribution de responsabilité en cas d’incidents ou de manquements peut s’avérer ardue,

du fait de la réaffectation fréquente des obligations au sein de cette hiérarchie. La complexité inhérente

aux divers aspects du continuum Cloud-Edge-IoT appelle à l’élaboration de nouveaux outils pour une

gestion efficace de la responsabilité et de la confiance.

Nous avons identifié trois blocs fonctionnels (en anglais Functional Block, FB) essentiels pour la

gestion de la responsabilité, qui comprennent : 1) la définition des responsabilités, 2) la surveillance

et la collecte de preuves, et 3) l’analyse et l’attribution de responsabilité. Ces blocs fonctionnent en

synergie pour assurer une gestion efficace de la responsabilité et de la confiance dans des environnements

complexes tels que le Cloud-Edge-IoT. Cette thèse présente deux contributions qui se concentrent

respectivement sur le premier et le troisième bloc fonctionnel. La première contribution de cette
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thèse est la création d’un descripteur, TRAILS (sTtakeholder Responsability, AccountabIlity,

Liability deScriptor), qui capture les engagements des différentes parties prenantes à travers la

châıne d’approvisionnement. TRAILS est un descripteur modulaire et générique. Il suit un composant

ou un service durant tout son cycle de vie, offrant aux acteurs de la châıne d’approvisionnement la

possibilité de spécifier clairement leurs engagements. De plus, TRAILS est lié à une ontologie, qui sert

à évaluer le profil associé en fonction d’une politique de référence.

La deuxième contribution concerne la collection de preuves à travers des métriques de responsabilité

et de confiance. Dans un deuxième temps, nous définissons des métriques de responsabilité et de

confiance, regroupées en trois catégories : les Scores de confiance, l’Exposition financière et le Suivi

des tendances. Pour démontrer et évaluer ces contributions, nous avons développé l’outil LASM pour

Liability-Aware Security Manager.

Nous avons réalisé deux revues de la littérature, l’une axée sur les modèles et descripteurs

actuellement utilisés dans le continuum Cloud-Edge-IoT, et l’autre sur les métriques de responsabilité

et de confiance. En ce qui concerne le premier état de l’art, notre objectif était d’examiner les profils

existants, puis de comparer leurs caractéristiques aux exigences du manifeste INSPIRE 5G+ [1]. Le

manifeste INSPIRE-5Gplus formalise les concepts de responsabilité, d’accountability (obligation de

rendre des comptes) et de liability (la responsabilité légale d’une entité envers une autre pour des

actions entrâınant des conséquences juridiques et financières) dans un document structuré. Il permet

aux acteurs de définir leurs engagements et les conditions associées de manière claire. Ce document

modulaire facilite l’attribution de responsabilités et la clarification des preuves de conformité requises,

s’appliquant à divers composants ou services. Les éléments du manifeste correspondent directement

aux clauses contractuelles, incluant obligations, conditions d’utilisation, objectifs, récompenses et

sanctions, avec un expert juridique garantissant leur cohérence.

Dans l’écosystème IoT, différents profils IoT ont été développés pour répondre à divers défis

et exigences. Ces profils proposent des solutions standardisées pour des besoins variés tels que la

communication fluide entre appareils, la sécurité robuste et la gestion efficace des appareils. Nous

décrirons les principaux profils comme le MUD (Manufacturer Usage Definition) et le manifeste SUIT

(Software Updates for Internet of Thing).

Manifeste SUIT : l’IETF (Internet Engineering Task Force) a créé une solution de mise à jour

du firmware adaptée aux besoins uniques des appareils IoT [2]. Ce processus protège contre les

3
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modifications non autorisées du firmware, préservant l’intégrité et la confidentialité des images du

firmware. Le manifeste SUIT joue un rôle clé dans le processus de validation de la mise à jour,

contenant des informations essentielles pour l’intégrité de l’image, son applicabilité, les considérations

de stockage, etc.

Lightweight M2M (LwM2M) Data Model : LwM2M, développé par OMA SpecWorks [3], est un

protocole pour la gestion à distance des appareils IoT et autres applications M2M. Il utilise le protocole

CoAP pour encapsuler les données applicatives. Trois entités interagissent : les Clients LwM2M sur

les appareils finaux, le Serveur Bootstrap LwM2M pour l’initialisation, et le Serveur LwM2M pour la

maintenance des connexions. Le modèle de données LwM2M se compose de deux niveaux. Au premier

niveau, on trouve des objets avec des attributs comme Nom, ID, Instances (simples ou multiples), et

le statut obligatoire ou non. Au second niveau, les ressources de chaque objet sont définies avec des

attributs comme ID, Nom, Type d’opérations (lecture, écriture, etc.), Instances, statut Obligatoire ou

non.

Manufacturer Usage Definition (MUD) profile : pour contrer les risques de cybersécurité dans l’IoT,

le MUD de l’IETF contrôle le comportement des appareils IoT pour une déploiement sécurisé [4]. Les

fabricants définissent des profils de comportement pour les appareils, en utilisant des politiques ou

listes de contrôle d’accès (Access Control List, ACL) pour réduire les surfaces d’attaque. Le MUD

est adopté dans les milieux de recherche et de normalisation, notamment par le NIST (National

Institute of Standards and Technology).

L’architecture NFV utilise des descripteurs pour représenter et gérer les fonctions et services réseau

dans des environnements virtualisés. Ces descripteurs standardisés facilitent l’automatisa- tion et

l’orchestration. Les principaux descripteurs dans l’architecture NFV sont le Descripteur de Fonction

Réseau Virtuel (VNFD) et le Descripteur de Service Réseau (NSD).

Virtual Network Function Descriptor (VNFD) : un VNFD définit le déploiement et le comportement

opérationnel d’une fonction réseau virtualisée (VNF) [5]. Il se structure en trois composants clés : la

topologie, les aspects de déploiement, et les opérations de gestion du cycle de vie (LCM) du VNF.

Network Service Descripto (NSD) : un NSD [6] est une composition de composants réseau définis par

des VNFD où les connexions sont des liens virtuels. Les liens virtuels sont décrits à l’aide des Virtual

Link Descriptor (VLD) et la topologie est décrite avec le VNF Forwarding Graph Descriptors
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(VNFFGD).

Les modèles et profils présentés visent divers objectifs comme renforcer la sécurité, déployer et

gérer des composants ou services réseau. Notre objectif est de combler les lacunes identifiées. Les

profils étudiés montrent un manque d’expression d’engagement, une absence de spécification claire de

l’accountability, et ne traitent pas la liability. Seuls les descripteurs VNFD et NSD, utilisant

TOSCA [7], satisfont au critère de modularité. Cependant, leur spécificité limite leur généralité sur le

continuum Cloud-Edge-IoT.

Le deuxième volet de notre revue de littérature se focalise sur les modèles de confiance et de

responsabilité, explorant les méthodes de mesure de ces deux aspects dans l’écosystème Cloud-Edge-

IoT, en fonction des engagements établis dans les SLA (Service Level Agreement). De plus, nous

portons une attention particulière à la détection des violations de SLA ainsi qu’à la gestion des risques

financiers dans le cadre des SLAs. L’étude de Govindaraj et al. [8] classe les modèles de confiance

dans le cloud en trois catégories : basés sur les recommandations, la réputation et les SLA (Service

Level Agreement). Nous nous intéressons particulièrement aux modèles basés sur les SLA (car les

engagements sont pris à l’aide de ce document).

Le modèle basé sur les SLA utilise ces derniers pour établir et mesurer la confiance entre fournisseurs

et consommateurs. Les travaux comme ceux de Huang [9] soulignent que la surveillance de la QoS

(Quality of Service) et la vérification des SLA sont essentielles pour la gestion de la confiance dans le

cloud computing. Chandrasekar et al. [10] suggèrent une technique de surveillance de la QoS et une

méthode de calcul de la confiance dynamique utilisant une approche basée sur l’état du système pour

réduire les données réseau.

Concernant la responsabilité dans le cloud computing, des initiatives telles qu’A4Cloud (Account-

ability for Cloud) [11] ont développé des outils pour renforcer la gestion des données. Le projet

TrustCloud [12] a souligné l’importance de la responsabilité dans le cloud, tandis que Cloudacc a

visé la confiance dans les clouds fédérés. Pour la surveillance des SLA, des outils comme Sandpiper

et SLA@SOI offrent des solutions de gestion et de détection des violations. Sur le plan des risques

financiers, des études ont appliqué l’analyse des risques à l’économie des grilles, et le projet AssessGrid

a exploré la négociation de contrats avec une prise en compte des risques. Cependant, la littérature

manque de métriques pour évaluer la fiabilité des services cloud. Notre contribution cherche à pallier

ce manque en proposant une évaluation complète des services et une nouvelle visualisation pour le
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suivi des SLA, ainsi qu’une métrique pour les risques financiers, offrant une perspective évolutive dans

le temps.

En ce qui concerne la responsabilité et la transparence des fournisseurs de services cloud, des

projets comme A4Cloud [11] ont développé des outils et des modèles pour améliorer le contrôle et

la transparence des données dans le cloud. Ko et al. [12] ont mis en avant l’urgence de la recherche

sur la responsabilité dans le cloud avec leur outil TrustCloud. En ce qui concerne la détection des

violations de SLA, plusieurs outils de surveillance orientés open-source sont disponibles, chacun offrant

des fonctionnalités spécifiques. Wood et al. [13] introduisent Sandpiper, un outil qui automatise

la surveillance, la détection des points chauds et la reconfiguration des VMs. Comuzzi et al. [14]

proposent SLA@SOI, un outil incorporant une surveillance basée sur les SLA et la gestion des pénalités.

Dans le contexte de la gestion des risques financiers, Antonopoulos et al. [15] discutent de l’application

des techniques d’analyse des risques financiers à l’économie des grilles pour assurer la disponibilité, la

capacité et la responsabilité en relation avec les applications financières. Ils construisent leur SLA de

grille en considérant le prix relatif des ressources de différentes spécifications et le risque associé à

l’incapacité d’un élément du portefeuille à fonctionner ou à compléter sa tâche dans un délai limité.

La revue de la littérature révèle une absence de métriques permettant d’évaluer un score de

confiance pour une instance de service, une classe de services et le fournisseur de services. Le travail

de Valer et al. [16] se concentre sur la sélection des services des parties prenantes dans un marché,

mais reste spécifique au domaine de la 5G et n’offre pas la généralisation que nous réalisons avec notre

contribution. Notre proposition vise à fournir une évaluation globale pour un service. Concernant la

détection des violations de SLA, les outils présentés se concentrent principalement sur le cloud, utilisant

une méthode commune de définition d’un seuil et de vérification si les observations le dépassent. En

revanche, notre contribution vise à fournir une visualisation améliorée de l’évolution des SLAs. En

utilisant une carte, nous définissons différentes zones pour faciliter une meilleure interprétation de la

progression des SLA. En ce qui concerne la métrique d’exposition aux risques financiers, il semble

y avoir un manque dans la littérature. Excepté le travail d’Antonopoulos et al. [15], aucune autre

proposition pour une telle métrique n’est apparente. Ce qui distingue notre proposition est sa capacité

à observer son évolution dans le temps.

Notre apport réside dans des métriques de confiance et responsabilité pour le Cloud-Edge-IoT,

plus générales que les solutions existantes, avec une meilleure visualisation des SLA et une nouvelle
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métrique de risque financier.

La première contribution de cette thèse est le modèle de responsabilité nommé TRAILS, étend le

profil TOSCA NFV en intégrant une description de la responsabilité de la châıne d’approvisionnement.

Cette contribution, alignée sur le bloc FB.1, a été acceptée à la conférence Netsoft 2022. La deux-

ième contribution, liée au bloc FB.2, concerne l’établissement de métriques de responsabilité et de

confiance, soumises et acceptées avec des révisions pour le journal IEEE TNSM (Transactions on

Network and Service Management) numéro spécial Networks, Systems and Services Operations

and Management through Intelligence.

Nous avons également mis en œuvre l’outil LASM, qui comprend plusieurs modules aidant dans la

gestion des services et des profils TRAILS. Les modules LASM Referencing Service (LRS), LASM

Visualized Service (LVS), et LASM Creation Service (LCS) appuie la première contribution, tandis que

le LASM Analysis Service (LAS) appuie la seconde. Des présentations sur ces outil ont été réalisées

au Salon De La Recherche 2022 d’Orange et à la conférence ACM MobiCom 2023.

L’état de l’art met en évidence l’absence d’un modèle pour décrire la responsabilité, l’accoun-

tability et la liability pour un service dans le Cloud-Edge-IoT continuum. Nous introduisons

TRAILS pour pallier ce manque et améliorer la gestion de la responsabilité dans le continuum. TRAILS

étend les profils TOSCA NFV [17] pour unifier les profils existants dans l’écosystème Cloud-IoT-Edge.

Il permet de suivre un composant ou un service tout au long de son cycle de vie, permettant à tous les

participants de la châıne d’approvisionnement de définir leurs engagements. TRAILS prend la forme

d’une archive qui suit le format CSAR (Cloud Service ARchive), largement adopté par de nombreux

fournisseurs de services cloud. Ce modèle s’aligne sur FB.1 et sert de composant fondamental pour

une gestion de la responsabilité.

En suivant le concept de séparation des préoccupations de Dijkstra, nous avons élaboré la structure

de données TRAILS, présentée dans la Figure 4.3. L’en-tête (header) fournit un aperçu global du

composant ou du service, identifiant son type, son modèle, ainsi que l’entité qui porte la responsabilité

globale, le LeadAuthor. La validation (Validation) documente la date, l’acteur, la portée et les

résultats de la validation du composant/service. La propriété Authors liste tous les acteurs intervenus

lors de la création du composant/service. Commitment détaille les engagements d’un acteur, à l’aide

du SLA, et les caractéristiques du service. Usage condition établit les prérequis nécessaires pour

que les engagements pris sur le composant/service soit valable, incluant les dépendances matérielles
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et logicielles, l’intégration des sous-services, ou encore le comportement réseau attendu du service.

Commitments et Usage conditions détaillent les facettes complémentaires de la responsabilité liée

au composant/service.

La liability est assurée par le fait que les propriétés sont signées par leur auteur ou la partie

responsable à l’aide d’une paire de clés publique/privée gérée via une Infrastructure à Clé Publique

(PKI). Nous distinguons les auteurs qui prennent la responsabilité d’une propriété spécifique et les

LeadAuthors qui intègrent plusieurs composants et propriétés fournis par d’autres acteurs. Ainsi, les

auteurs ne signent que les propriétés auxquelles ils s’engagent, tandis que les LeadAuthors signent

toutes les propriétés dans le cadre de l’intégration qu’ils ont réalisée. Pour ce faire, nous séparons

les engagements et les propriétés dans des fichiers que les auteurs peuvent signer individuellement.

Nous les regroupons ensuite dans une archive CSAR qui est signée par le LeadAuthor concerné. La

séparation est également démontrée par le fait que le modèle TRAILS peut être utilisé pour étudier

un composant de réseau sous l’angle de sa topologie ou de ses châınes de responsabilité. La vue de la

topologie est un graphe orienté où chaque composant est un nœud et chaque lien décrit une connexion

entre deux nœuds. La vue de la responsabilité est un graphe orienté avec une racine (le LeadAuthor

final qui propose le service modélisé). Chaque sommet représente un couple d’un Auteur et d’une

Réclamation. Chaque arête orientée représente une responsabilité d’un acteur envers un autre. Les

Commitments sont représentés par une arête d’un fournisseur vers son client, tandis que les Usage

condition sont représentés par une arête d’un client vers son fournisseur.

Le Tableau 4.6 fournit une comparaison entre TRAILS et les profils étudiés dans l’état de l’art

en tenant compte des critères décrits dans le manifeste INSPIRE-5Gplus. TRAILS remplit les

critères de généralité car il peut être utilisé pour les dispositifs IoT, les VNF et les NS, et exploite

des profils couramment utilisés pertinents pour chaque domaine tels que SUIT, les profils MUD

et leurs extensions. TRAILS trace les responsabilités de chaque acteur impliqué dans la châıne

d’approvisionnement. Plusieurs parties prenantes impliquées dans la création d’un service peuvent

définir leurs responsabilités indépendamment les unes des autres. Les fournisseurs de la châıne

d’approvisionnement peuvent définir des responsabilités pour eux-mêmes et leurs utilisateurs. Si

les utilisateurs acceptent d’utiliser le service décrit par TRAILS, ils peuvent définir leurs propres

responsabilités et l’intégrer comme un nouveau service. Dans ce cas, un TRAILS peut être généré.

Ainsi, TRAILS remplit simultanément les critères de responsabilité et de modularité. Il convient de
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noter que TRAILS offre également la traçabilité des services. La liability est exprimée dans TRAILS

par les SLA. La signature des engagements, ainsi que les conditions d’utilisation (usage condition),

contribuent à atteindre les critères de responsabilité. Aussi, TRAILS assure l’accountability en

incluant les SLI (Service Level Indicator), qui fournit la preuve que les résultats ont été atteints ou

non.
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Features VNFD NSD MUD profile
& extension

SUIT
manifest

LwM2M model TRAILS

Responsibility □ □ □ □ - ■
Accountability - - - - - ■
Liability - - - - - ■
Modularity ■ ■ - - - ■
Genericity - - - - - ■

■: la propriété est prise en charge
□ : la propriété est partiellement prise en charge

- : la propriété n’est pas prise en charge

Table 1: Conformité aux exigences du manifeste INSPIRE-5Gplus, version avec TRAILS

La validité de la sémantique TRAILS a été démontrée en l’utilisant pour modéliser des composants

et services réseau existants. Nous avons modélisé différents services : un moniteur IoT de pression

artérielle de SmartMeter, un service de gestion IoT d’Amazon Web Service (AWS), un service de

diffusion de contenu d’IBM et un service de réseau virtuel d’Equinix. Nous avons utilisé les manuels

d’utilisation pour remplir les en-têtes TRAILS, lister les normes de validation, et définir les conditions
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d’utilisation, notamment les fichiers MUD et les normes ISO. Les SLAs ont été intégrés dans les

engagements (section Commitment) de TRAILS. Pour chaque service, TRAILS inclut au moins un

validateur et un fournisseur de service, avec des signatures numériques pour chaque engagement. Pour

finir, nous avons généré des archives CSAR signées par les LeadAuthors correspondants.

TRAILS et LASM offrent une assistance précieuse à l’administrateur du service dans la gestion des

responsabilités à trois niveaux distincts. Initialement, lors du référencement d’un composant réseau

pour la création de services, l’administrateur peut évaluer la conformité des solutions de sous-traitance

aux politiques de cybersécurité. Ensuite, pour l’orchestration, il est possible de sélectionner des

composants spécifiques qui garantissent la conformité des services aux exigences contractuelles. Enfin,

dans le cadre de l’analyse des causes fondamentales, TRAILS et LASM contribuent à identifier la

cause probable des problèmes et à évaluer les responsabilités associées, offrant ainsi un fondement

solide pour les négociations juridiques sans recourir à des pénalités automatiques.

Après le descripteur TRAILS, nous étudions les métriques de confiance et de responsabilité créées

par le LAS de la LASM, illustrées par l’exemple d’une architecture de microservices dans le continuum

cloud-edge-IoT.

L’outil LAS prend en entré des ensembles de données étiquetés fournis par des experts en gestion

des risques, ainsi que les SLA des fournisseurs de services (qui se trouvent dans TRAILS) pour générer

trois catégories de métriques : Score de Confiance en l’Engagement, Exposition Financière et Tendances

de l’Engagement. Le LAS calcule trois types de Scores de Confiance en l’Engagement, à savoir le Score

de Confiance en l’Instance de Microservice (ITS), le Score de Confiance en le Microservice (MTS) et le

Score de Confiance en le Fournisseur de Services (SPTS). Pour ce faire, il utilise le MLP (Multi-Layer

Percptron) et la méthode k-means. Le LAS calcule l’Exposition Financière au Risque de Pénalité

(FEPR) inspirée de la métrique d’exposition financière calculée dans le domaine des investissements.

Enfin, deux types de Tendances de l’Engagement sont générés. À l’aide de SOM (Self-Organizing

Map), le LAS suit les changements de l’ITS et du risque de violation des SLA au fil du temps. Cela

génère deux autres résultats, à savoir la Variation de la Tendance du Score de Confiance de l’Instance

(ITS-TV) et la Variation de la Tendance du Risque de Violation des SLA (SVR-TV).

Le LAS inclut un module de préparation de données et utilise un MLP pour classifier la fiabilité

des données. On évalue les performances avec des métriques clés et en cas de dérive, le modèle est

ré-entrâıné plus rapidement. On emploie l’algorithme k-means pour définir des prototypes de service,
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et des cartes SOM pour détecter des risques, déclenchant des alertes si nécessaire. La FEPR mesure le

risque financier lié aux violations des SLA, calculé en fonction du taux de violation des SLA et des

pénalités associées.

Pour illuster notre contribution, nous présentons l’application pratique du LAS à travers un cas

d’utilisation en utilisant Edgex, un cadre logiciel pour la gestion des IoT. L’évaluation du LAS avec

EdgeX a démontré son efficacité pour analyser les métriques de confiance et de responsabilité dans

les microservices. Le modèle MLP a précisément classifié les niveaux de confiance des instances,

reflétant leur adhérence aux SLA. Les scores MTS et SPTS ont varié en fonction de la conformité

aux SLA, illustrant la capacité d’adaptation du LAS. Les cartes SOM ont offert une visualisation

en temps réel des tendances et des risques de violation des SLA, soulignant des zones critiques pour

une intervention proactive. La métrique FEPR a établi un lien entre la conformité aux SLA et les

implications financières, soulignant l’importance de la gestion des SLA pour minimiser les risques

financiers et maintenir la qualité des services.

Pour conclure, la thèse met en lumière les complexités de la gestion des responsabilités dans

l’environnement Cloud-Edge-IoT et propose des solutions innovantes à travers TRAILS et le cadre

LAS. TRAILS clarifie les engagements dans la châıne d’approvisionnement, tandis que LAS évalue la

fiabilité et les risques financiers des services. Les améliorations futures envisagées visent à renforcer

la gestion des responsabilités et à adapter le LAS à des environnements de services plus complexes,

utilisant des techniques d’apprentissage automatique avancées pour une analyse plus précise et

dynamique.
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12



Chapter 1

Introduction

Contents

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.2 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.3 The objectives of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.4 Motivating example: Smart IoT Campus Service . . . . . . . . . . . . . . . . . . . . 20

1.5 The manuscript’s structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.6 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.6.1 International conference with proceedings and selection committee . . . . . 23

1.6.2 International workshop with proceedings and selection committee . . . . . . 23

1.6.3 Technical Reports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.6.4 Protected Software (Agency for the Protection of Programs) . . . . . . . . . 24

1.6.5 Journal Paper under review for a major revision . . . . . . . . . . . . . . . 24

13



1.1. INTRODUCTION

1.1 Introduction

This chapter introduces the context of our work, focusing on managing liability and trust in a

dynamic, multi-actor, multi-domain environment with multiple layers of delegation. We provide a

detailed overview of this environment and why it poses a challenge. We demonstrate the challenges

through a concrete example. Lastly, we present the focus of our thesis and our main contributions,

which revolve around defining supply chain responsibilities through a responsibility model and defining

liability and trust metrics.

1.2 Context

The general context of the thesis revolves around managing liability and trust within the Cloud-

Edge-IoT continuum.

The exponential expansion of the Internet of Things (IoT) revolutionizes industries and societies. It

enables seamless connectivity, transforming business operations and human interaction with technology.

It also enhances efficiency, productivity, and data-driven decision-making. Statista1 predicts that by

the year 2030, over 50 billion IoT devices worldwide will be connected to the Internet, generating

an enormous volume of data. Managing and harnessing the potential of these massive data influx

poses significant challenges. To ensure seamless service provision and meet criteria such as ubiquity,

reliability, high performance, efficiency, and scalability, a robust architecture is crucial. Traditional

cloud architectures face challenges meeting the performance demands of IoT applications that rely

on real-time data processing and immediate responsiveness, like smart health or smart transport.

Additionally, the rapid increase in IoT devices and data exacerbates network congestion and scalability

issues within these architectures. Moreover, the distance between traditional cloud setups and IoT

devices leads to higher communication overhead and reduced efficiency. This data transfer between

IoT devices and remote clouds adds latency, especially impacting latency-sensitive applications. This

issue has been extensively studied in both research and industry circles, leading to a common solution

termed the Cloud-Edge-IoT continuum. For example, in [18], Lingen et al. propose a model-driven

approach merging technologies such as cloud and edge computing to address this challenge. Also, the

International Electrotechnical Commission (IEC) acknowledges the significance of the Cloud-Edge-IoT

1https://www.statista.com/statistics/802690/worldwide-connected-devices-by-access-technology/
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Cloud domain      Edge domain	IoT domain

Cloud-Edge-IoT continuum

VNF

VNFData

Processing

SDN

MANO

Figure 1.1: The Cloud-Edge-IoT Continuum

continuum in providing a robust and efficient infrastructure for seamless integration, scalable data

processing, and real-time analytics across IoT devices, edge resources, and cloud platforms. Several

groups have also been formed to help achieve this convergence, for example, A European collaborative

initiative named The European Cloud, Edge & IoT Continuum [19] emerges to drive the integration

of cloud, edge, and IoT technologies, foster innovation, and establish interoperability standards,

ultimately accelerating the development and deployment of advanced applications and services across

various industries within Europe. Additionally, Orange and INRIA (Institut national de recherche

en sciences et technologies du numérique) have launched a joint laboratory focusing on the ”Cloud

to IoT” continuum to enhance research in network virtualization, cloud computing, and software

infrastructures [20]. This partnership aims to drive innovation, develop advanced solutions, and

establish seamless integration between cloud computing and IoT technologies. Europe showcases its

importance within the Cloud-Edge-IoT continuum through its proactive investments in research and

development pertaining to this domain. A notable example is Europe’s provision of financial assistance

for research projects specifically aimed at enhancing the security aspects of the continuum [21].

The Figure 1.1 provides an overview of the Cloud-Edge-IoT continuum architecture and the

concepts it leverages. The following offers insights into diverse technologies, including Edge computing,

5G, NFV (Network Function Virtualization), MANO (MANagement and Orchestration), and SDN

(Software-Defined Networking), all supported by Microservices architectures.

Edge computing. ETSI (European Telecommunications Standards Institute) defines the edge computing

as a system which provides an IT service environment and cloud-computing capabilities at the edge

of an access network which contains one or more types of access technology, and in proximity to its
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users [22]. This technology plays a crucial role in the continuum by reducing latency, optimizing

network bandwidth, enhancing scalability, and improving the overall performance of IoT systems. It

enables efficient and real-time data processing at the edge, complementing the capabilities of cloud

infrastructure and facilitating the seamless integration of IoT devices into the continuum architecture.

5G Technology. The advent of 5G, the fifth-generation wireless network, marks a significant leap

forward with its promise of faster connectivity, reduced latency, expanded bandwidth, and enhanced

scalability. It plays a pivotal role in the Cloud-Edge-IoT continuum by enabling efficient data transfer,

supporting the extensive connectivity demands, and accommodating the processing needs of IoT

devices within this integrated architecture [23].

NFV. This framework provides a solution for virtualizing network functions, facilitating adaptable

resource allocation and scalability across the continuum. This approach supports the dynamic

provisioning and management of network resources, including Virtual Network Functions (VNFs), to

enhance their efficiency in response to the unique requirements of IoT applications.

SDN. This concept separates the control plane from the data plane in network infrastructure, providing

centralized management and control. It enables efficient traffic routing, dynamic resource allocation,

and network programmability, enhancing the flexibility and adaptability of the continuum.

MANO. It ensures efficient utilization of computing, networking, and storage resources, optimizing

their allocation based on the requirements of the applications. It enables automated deployment and

scaling of services, ensuring that the continuum can handle varying workloads and adapt to changing

demands in real time.

Microservices architectures. This approach involves breaking down applications into smaller, inde-

pendent services, creating a more granular structure. Each service is responsible for specific business

functions and capabilities, ensuring independence from other services. This makes microservices highly

adaptable for deployment in the continuum, offering reusability and requiring minimal centralized

management and orchestration. They promote independence in service development and maintenance.

The complex nature of the continuum leads to various challenges, as addressed in [24, 25]. These

challenges include privacy and security concerns, interoperability issues, efficient data management,

and the selection of suitable communication protocols. In the context of this CIFRE thesis proposed

by Orange Innovation Caen and in collaboration with the Networks and IoT Systems (Réseaux et
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Objets Connectés, ROC) team that belongs to the computer science and communications department

(Cedric), at CNAM Paris and as part of the European inspire-5Gplus project, we will explore how

liability and trust can be managed in this environment. The difficulties arise from the dynamic

essence of the architecture, characterized by its capacity for flexibility and adaptation to change. This

adaptability enables the architecture to modify its structure or behavior to meet varying requirements

or conditions. This continual evolution makes it challenging to establish a fixed accountability, as

responsibilities might constantly shift. Additionally, the multi-domain aspect complicates matters due

to the diverse nature of the involved domains (edge computing, cloud infrastructure, and IoT) each

operating with distinct protocols, standards, and architectures. Integrating these domains involves

overcoming interoperability issues, addressing differences in data formats, communication protocols,

and security measures. Governance and ownership become challenging too, as each domain operates

as a distinct legal entity with its own policies, regulations, and control mechanisms, making unified

governance and decision-making difficult. Furthermore, the multi-actor nature of the Cloud-Edge-IoT

continuum involves a wide range of entities: integrators, service providers, infrastructure providers,

device manufacturers, and application developers. Each entity commits to specific responsibilities to

deliver services, but in this complex environment, these responsibilities can become blurred. In a multi-

tenant architecture, allocating responsibilities among stakeholders becomes particularly challenging,

as highlighted in [26]. Finally, the continuum includes various tiers of delegation. Delegation refers to

the assignment of duties from one entity to another, within an established hierarchical framework

of authority. The continuum typically features multiple layers of delegation, which can obscure

the delineation of responsibilities. The distribution of duties across different levels complicates the

identification of ultimate accountability in the event of a breach.

1.3 The objectives of the thesis

Liability and accountability management require three Functional Block (FB) [27]. These FBs

and their interconnections are visually depicted in Figure 1.2.

FB.1 comprises critical components essential for establishing service governance, ensuring compli-

ance with regulations and contractual obligations, and defining liability relationships among involved

actors. For instance, the Responsibility Assignment Matrix (RAM) clarifies project roles, aiding

liability management and conflict resolution by specifying task ownership. Additionally, the Software
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Figure 1.2: Liability & Accountability Management Functional Blocks [27]

Bill of Materials (SBOM) [28] catalogues software components, boosting transparency in the supply

chain and outlining contributors’ roles and liabilities. Finally, the Service Level Agreement (SLA)

sets contractual terms, responsibilities, liability limits, and evidence requirements in case of service

disruptions or breaches within the provider-user relationship. The second FB in the liability and

accountability management process is centered around the crucial task of monitoring for account-

ability evidence. Once the governance framework, regulatory compliance measures, and contractual

obligations have been established in the FB-1, it is essential to demonstrate compliance and to identify

and trace events or incidents. For that we have mechanisms such as forensics, logging, and auditing

that form essential components in liability management. Forensic analysis investigates incidents

and breaches, identifying root causes and responsible parties. Logging records critical data, tracing

events for an objective timeline. Auditing examines this data to assess any violations of agreements.

Also, remote attestation that validates a system’s security posture, providing verifiable proof of

compliance. Finally, Root Cause Analysis that identifies underlying reasons for incidents, aiding

in liability assessment and prevention. FB.3’s primary objective involves analyzing the evidence of

events/incidents collected by FB.2. Leveraging the liability relationships identified by FB.1, FB.3

evaluates compliance or potential violations and assigns responsibilities accordingly. Furthermore,
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FB.3 generates reports for administrators or jurists, supporting forensic investigations and facilitating

dispute resolution. Additionally, the outputs from FB.3 can be utilized by billing systems to calculate

penalties or expected remediation, whether from the customer to the Service Provider or from the

Service Provider to its subcontractors. In this thesis, we focus on FB.1 and FB.3, with the following

contributions:

• The definition of accountability and liability relationship through TRAILS (sTakeholder Respon-

sibility, AccountabIlity, Liability deScriptor) A modular and generic descriptor and its associated

ontology which incorporate notions related to responsibility, accountability, and liability of the

supply chain.

• Accountability and liability evidence through three categories of metrics to assess liability and

trust, namely the Commitment Trust Score, Financial Exposure, and Commitment Trends.

• The framework LASM, which stands for Liability-Aware Security Manager, serves to demonstrate

and evaluate our contribution.

The LASM is represented in Figure 1.3, it aids administrators in making management decisions

to fulfill service commitments [29]. The tool comprises several modules: the first, named LASM

Visualized Service (LVS), focuses on presenting services and associated data. The second module,

LASM Referencing Service (LRS), catalogs available network components and their TRAILS profiles.

It incorporates an ontology to offer tools for evaluating a new component’s TRAILS in alignment

with a referencing policy or searching for a profile with specific features. The fourth module, LASM

Analysis Service (LAS), assesses various metrics related to trust, responsibility, or the reputation of

components and authors. Finally, the LASM Creation Service (LCS) which helps the administrators

creating TRAILS profile. The LASM Monitoring Service (LMS) has been replaced by GRALAF

presented in chapter 2.

As shown by the Figure 1.3, the LRS, the LVS and the LCS were implemented for the first

contribution and the LAS for the second contribution. A presentation showcasing the first contribution

was delivered at the Orange Salon De La Recherche 2022, while another presentation featuring the

second contribution was presented at the ACM MobiCom 2023 conference. A poster describing the

demonstration is available in the appendix B
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Figure 1.3: LASM Architecture — Highlighting Contributions n°1 and n°2 and their outputs

1.4 Motivating example: Smart IoT Campus Service

In the following, we present a use case to demonstrate the challenges related to Liability and

Accountability in the Cloud-Edge-IoT Continuum and how mechanisms for liability and accountability

management can assist in addressing these challenges. We consider a Service Provider (SP) that

deploys a service across a wide infrastructure, spanning from the Cloud to an IoT campus, managed by

a Slice Provider (SLP). The SLP, in turn, subcontracts the management and monitoring of SP’s IoT

campus to the Subcontractor (SC). Under normal conditions, the SLP directs packets collected from

SP’s IoT devices to SP’s Cloud Delivery Network (CDN) application. The SLP operates SP’s slice

with a basic assurance level, ensuring low packet loss and optimized energy consumption. However,

if any anomaly is detected in the IoT devices, the contract between SP and SLP mandates SP to

implement a high level of assurance video streaming service. This service must provide proof of transit

by specific nodes, a high level of video streaming solution availability, and guaranteed end-to-end

isolation of the video streaming feed to control and confirm any potential threat. Figure 1.4 provides

a visual representation of the described scenario. This use case involves three actors: the SP (service

integrator), the SLP, and the SC, and three levels of delegation. In the event of a failure to meet the

quality of service, it is essential not to automatically hold the SP solely responsible. For example, if the

service fails to offer video streaming during an anomaly, it is essential to identify the responsible party
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for this and hold them accountable for their actions. Legal and financial liability should be distributed

proportionally among all parties involved in the delivery of the service. Also, in order to achieve

efficient operations and regulatory compliance while maintaining cybersecurity standards, the SP must

define and implement a governance structure. This structure will serve as a framework for managing

the service effectively. Additionally, the SP must verify that any subcontracted solutions align with

their established governance policies. To demonstrate compliance, the SP will require justification

showing adherence to relevant regulations and contractual obligations. Ultimately, mechanisms are

required to aid in establishing the service’s governance, proving compliance with regulations and

contractual obligations, and defining liability relationships among the involved actors. To identify

the responsible party in the event of contractual obligation violations, the SP must diligently collect

relevant evidence related to the situation at hand. This evidence serves as the cornerstone of the

process, as it provides the necessary factual basis to ascertain what is at fault and to what extent.

For example, if the service fails to offer video streaming, the SP can utilize detailed logs and the

Proof of Transit protocol to securely verify whether, within a given path, all packets traverse all the

nodes that they are supposed to visit to offer this service. Armed with this evidence, the SP can

identify the node responsible for the failure of the service. With a well-defined delineation of liability

among the various actors and access to clear and reliable evidence, the SP can effectively evaluate

the compliance or potential violation and hold the responsible parties answerable for their actions

or lack of compliance. With the help of liability and accountability analysis mechanisms, he can

produce reports for administrators or jurists, aiding in forensic investigations and streamlining dispute

resolution. This reinforces trust in the SP’s ability to enforce contractual agreements but also ensures

fairness and transparency in addressing any contractual breaches. In conclusion, the outlined use case

within the Cloud-Edge-IoT Continuum underscores the critical need for robust liability mechanisms

that clearly define the responsibilities of each party involved in the supply chain. These mechanisms

should not only delineate accountability but also provide tangible evidence, such as liability and trust

metrics, to support claims and resolutions. The establishment of such mechanisms is imperative to

manage the complex interplay of services and delegations across the continuum effectively. It ensures

that in instances of service failure or contractual breaches, the responsible entity can be accurately

identified and held accountable.
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Figure 1.4: Smart IoT Campus Service — Liability and Accountability challenges

1.5 The manuscript’s structure

This thesis is structured into three main parts as follows:

• The first part formalizes the context and challenges addressed by the contributions of the

thesis. It includes the previously presented Chapter 1. introduction, Chapter 2. enhances the

understanding of liability and accountability within information systems by offering deeper

context, while also providing an overview of the interconnected concepts and technologies

pertinent to the thesis. Chapter 3. provides an overview of the state-of-the-art on existing

documents and profiles within the cloud-Edge-IoT, as well as metrics of liability and trust.

Chapter 3. also positions our approach with regard to the state of the art.

• The second part presents the scientific contributions of this thesis. In Chapter 4, we present

the responsibility model TRAILS and introduce the liability and trust metrics. Within these

chapters, we showcase our research prototypes and experiments.

• The third part concludes this thesis by summarizing the contributions made and outlining

prospects for future research work in Chapter 5.
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2.1. INTRODUCTION

2.1 Introduction

The emergence of the Cloud-Edge-IoT continuum represents a logical progression in computing

history. This model owes its existence to the integration of technologies like IoT, Edge, and the

introduction of virtualization and microservices architectures. This combination has led to the creation

of a dynamic, multi-domain, multi-actor environment with several levels of delegation. Managing

liability and trust becomes a critical concern in such an architecture. In the following, we will first

introduce the concept of liability in computer systems. Then, we will explore the technical concepts

necessary for understanding our contributions such as the model TOSCA (Topology and Orchestration

Specification for Cloud Applications) and the ontology used for the contribution n°1, and several

machine learning and neural network methodologies like MLP (Multi-Layer Perceptron) and k-means.

2.2 Liability and Accountability in computing

In this subsection, we lay the foundations of liability in information systems, starting with a

definition and exploring how this concept is perceived and utilized in the realm of computer science.

We’ll conclude by delving into related notions that are examined within this thesis.

2.2.1 Definition

Liability includes a wide range of interconnected ideas and vocabulary, making it a complex concept.

To begin understanding this concept, we initially focus on two primary components: responsibility

and accountability. Additionally, subsection 2.2.3 examines in more detail other related concepts.

Responsibility, as described in the NIST (National Institute of Standards and Technology) [30],

involves performing specific functions within a given context and being accountable for tasks or duties.

Additionally, the mention of an organization’s ability to delegate these responsibilities highlights

the idea that within a structured environment, tasks and duties can be assigned or transferred to

others while still holding someone ultimately accountable for their completion. In this thesis, we view

responsibility as bidirectional (Figure 2.1). Responsibility, at its core, involves two facets, incorporating

a usage condition. This condition outlines that not only are individuals given specific tasks within

a defined context, but the organization assigning these responsibilities also holds the obligation to

ensure and facilitate their successful completion. This dual aspect means that while individuals are
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2.2. LIABILITY AND ACCOUNTABILITY IN COMPUTING

accountable for task fulfillment, the organization is responsible for overseeing and supporting the

effective execution of these delegated duties.

Responsible Entity Assigning Entity

Responsible to what they commit

Usage condition under which
these commitments are valid 

Figure 2.1: Responsibility between the Responsible Entity and Assigning Entity

The concept of accountability emerges as a direct outcome of this definition. Accountability is the

property of being able to trace activities on a system to individuals who may then be held responsible

for their actions [31]. Also, liability extends the concept of accountability further to the area of laws.

Liability is a feature of political systems in which a body of laws is in place that permits individuals

to recover the damages done to them by other actors, systems, or organizations. Due process is a

related feature of law-governed societies and is a process in which laws are known and understood and

there is an ability to appeal to higher authorities to ensure that the laws are applied correctly.

2.2.2 Rationale

The necessity of liability and accountability in computing is driven by the need to address the

growing scale and complexity of online activities, such as social networking, remote work, and distance

learning. In terms of security, preventive measures such as passwords, authentication protocols,

firewalls, and access-control mechanisms alone are no longer sufficient to stop unauthorized parties

from accessing confidential data, violating system policies, or engaging in actions they are not supposed

to. Liability and accountability mechanisms are seen as a complement to preventive measures, aiming

to hold individuals or entities responsible for their actions and ensuring consequences for policy

violations. National Cybersecurity Agencies assume a leading role in addressing this matter. For

example, in the United States, one of the objective of the national cybersecurity strategy [32] is to shift

liability for insecure software products and services. Currently, the market lacks adequate consequences

for entities releasing vulnerable software, leading to widespread neglect of secure development practices.

The Biden administration plans to work with the private sector to establish legislation that holds

software manufacturers accountable and sets higher standards of care. A safe harbor framework will be
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created to protect companies adhering to secure software practices. Additionally, efforts will be made

to encourage vulnerability disclosure, promote Software Bill Of Materials (SBOMs), and mitigate risks

associated with unsupported software. Numerous research papers have highlighted the significance

of incorporating mechanisms for liability and accountability. Fred B. Schneider [33] highlights the

reality that attaining perfection in terms of security is a challenging task. Schneider suggests that

liability provides a viable alternative to striving for perfection. Recognizing that perfection is beyond

our reach, liability emerges as a practical approach. Rather than aiming for flawlessness, we can

focus on establishing liability. By holding individuals or entities liable for their actions and decisions

within computing systems, we introduce a means to address shortcomings and mitigate risks. While

achieving perfection may be elusive, the attainability of liability offers a realistic and attainable goal.

According to Lampson in [34], in the context of real-world security, deterrence plays a critical role

by relying on the potential for punishment. The author illustrates this point by using the example

of house burglary, highlighting that the security of a house is not solely reliant on a strong lock

on the front door. Rather, it is primarily due to the risk of being apprehended and imprisoned,

even though the likelihood of this occurring may be small. This significant risk serves to discourage

potential burglars, making the act economically unviable. However, in the realm of securing a computer

connected to the internet, deterring attacks becomes challenging due to the difficulty in identifying

the perpetrators. Lampson suggests a potential solution by advocating for communication exclusively

with accountable parties—those who can be held responsible and subsequently face punishment for

their actions. According to the findings in [35], it is emphasized that in today’s context, having

the capability to not only detect errors but also identify the accountable entities for failures is of

utmost importance. The authors argue that accountability has now emerged as a primary security

service, holding a position alongside other essential security measures. In a recent work, Moshe Y.

Vardi highlighted in [36] the significance of liability and accountability in the field of computing

being highlighted. Vardi draws attention to the existing gap in accountability and liability within the

computing marketplace. Recognizing the absence of accountability and liability, Vardi’s work calls

for a renewed focus on implementing these measures within the computing industry. This includes

holding technology providers, developers, and other stakeholders responsible for the products and

services they offer.

In the field of software engineering, computer scientists and lawyers alike have emphasized the
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importance of liability and accountability in relation to software quality [37, 38, 39]. These concepts

have been recognized as having significant implications for the field. Both disciplines acknowledge that

addressing liability concerns can play a crucial role in ensuring the development and maintenance of

high-quality software systems. In response to that, a project named LISE (Liability Isues in Software

Engineering) has emerged [40]. The main contribution of the LISE project is the development of

a formal framework for defining liability in a precise and unambiguous manner within the field of

computing. By creating this framework, the project aims to establish a standardized approach for

determining and assigning liability in software engineering practices. This contribution has the potential

to bring clarity and consistency to addressing liability concerns. Additionally, the LISE project aims

to provide methods and tools for establishing liability in the case of incidents. This includes the

development of techniques for analyzing log files and identifying the responsible parties involved. To

demonstrate the practical application of the framework and tools, the project presents a comprehensive

case study. Overall, the LISE project significantly contributes to enhancing accountability and liability

practices in the computing field, fostering transparency and responsible behavior.

Extensive research has been conducted on accountability within the domain of distributed systems.

In [41], the authors agree to say that accountability is a fundamental design objective for services in

federated distributed systems. Firstly, accountability acts as a valuable tool for achieving practical

security by holding individuals or entities accountable for their actions and decisions. By doing so, it

acts as a safeguard that promotes trust and deters malicious behavior. Furthermore, accountability

is regarded as a primary design goal for services operating within federated distributed systems. In

such systems, multiple autonomous entities collaborate to provide a unified service. Accountability

ensures transparency, traceability, and the ability to attribute actions to specific participants. This

design goal recognizes the importance of establishing clear lines of responsibility, enabling effective

governance, and facilitating the resolution of conflicts or disputes that may arise. Also, Yumerefendi

et al. highlights in [42] the importance of accountability in designing reliable network systems. For the

authors, conventional techniques are insufficient to protect against covert manipulation by adversaries.

By incorporating accountability into the system, faults can be detected, isolated, and tolerated, while

discouraging malicious behavior. The future challenge lies in developing widely applicable techniques

to achieve specified levels of accountability and expose attackers.

Helen Nissenbaum [43] wrote an essay where she critically examines the erosion of accountability in
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computerized societies, highlighting barriers to accountability. The author emphasizes the significance

of fostering a culture of accountability, especially for a technology that is struggling with reliability

standards, as it ensures that even in the situations where things go wrong, there is a guarantee of

being accountable for. As per the author’s viewpoint, accountability can serve as a potent mechanism

for driving improved practices, leading to the development of more reliable and trustworthy systems.

Additionally, it argues that fostering a culture of accountability should encompass not only life-critical

systems with severe consequences but also extend to malfunctions that cause individual inconveniences,

emphasizing the importance of clear accountability for assigning appropriate punishment and providing

compensation to victims in case of failure. One of the barriers that the author highlights is the problem

of many hands. It refers to the difficulty of assigning accountability in the situations where multiple

individuals or entities are involved in the development and implementation of computer systems. This

issue affects accountability in computerized societies by obscuring the connection between an outcome

and the person or entity responsible for it. In computerized societies, software systems are often

produced in various institutional settings, including software development companies, corporations,

government agencies, contractors, and educational institutions. With so many different actors involved

in the process, it becomes challenging to determine who should be held accountable for any negative

outcomes that may arise. The problem of many hands is not unique to computing but is also prevalent

in other domains such as big businesses, governments and the military. However, computing is

particularly vulnerable to this issue due to the complex nature of software development and the

involvement of multiple stakeholders. Also, the author claims that the prevalence of bugs in software

and the perception that they are inevitable pose a significant barrier to accountability in computing.

While bugs are widely recognized as causing system failures, the belief that they cannot be avoided

except in cases of obvious negligence hinders assigning responsibility. These are contrasts with other

areas of the technology where accountability is assigned for known risks. A more discerning approach to

bugs, distinguishing between natural hazards and avoidable failures, would enable better accountability.

If experts deny this possibility, it suggests that computing may not be ready for its current applications.

The author concludes the essay by suggesting three possible strategies for restoring accountability. She

suggests putting forward an explicit standard of care. It serves as a non-arbitrary means to establish

accountability in the computing field. Proposed guidelines for safer and more reliable computer systems,

including simpler design, modular approach, quality assurance, independent auditing, redundancy,
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and comprehensive documentation, can form the basis of this standard. By embracing and enforcing

this standard, the computing profession can differentiate between negligent practices and unavoidable

failures, support engineers’ commitment to safety, and assess the integrity of the field. Also, she points

the need to apply strict liability and producer responsibility. In considering the relationship between

liability and accountability, it has been suggested that liability should not be seen as a substitute for

accountability, as acknowledging or denying liability does not address one’s answerability. However,

according to the author, establishing effective liability policies can help express societal expectations

and clarify lines of accountability. To this end, it is proposed to explore the implementation of strict

liability for computer system failures, particularly in the case of consumer products sold in mass

markets. For the author, supporters of strict liability argue that it benefits society by placing the

burden of risk where it belongs, protecting against potential harm, seeking compensation for victims,

and reducing the costs of litigation.

Accountability has emerged as a significant concern within the domain of cloud computing. The

Cloud Accountability project (or A4Cloud for short) is the main project in this topic [44]. According

to A4Cloud, accountability is important in cloud computing because it ensures legal compliance,

promotes ethical behavior, builds trust in cloud relationships. In this project, accountability has been

examined from four perspectives: legal, ethical, socio-economic, and technical. They have analyzed

accountability requirements in data protection laws and regulations, emphasized the importance

of ethical considerations beyond compliance, studied the socio-economic impact and governance of

accountability in cloud ecosystems, and developed the Cloud Accountability Reference Architecture as

a comprehensive framework for security and trust.

This thesis is a part of the inspire-5Gplus European project [45], which aims to implement a

comprehensive automated framework for managing the security of network and services. The primary

objective of the project is to ensure the protection, trustworthiness, liability, and accountability of 5G

network infrastructures across various domains. The inspire-5Gplus consortium has established six

work packages (WPs), with WP4, led by Orange, focusing on Liability aware Trusted 5G Security.

This work package aims to enhance existing security systems by prioritizing trust, accountability, and

liability throughout the entire supply chain of 5G infrastructures and services. To achieve this goal,

the project proposes novel mechanisms to enforce liability for parties involved in the event of security

breaches or system failures. One significant mechanism proposed is the use of a liability manifest
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that formalizes liability within the environment [46], building upon the previous work conducted

by Dragoni et al. [47]. Additionally, they explore the design, building blocks, and challenges of a

Liability-Aware Security Management (LASM) system for 5G [29].

2.2.3 Related concepts

In this subsection, we delve into the concepts associated with liability and accountability manage-

ment such as trust, reliability, and transparency. We also outline how these concepts impact liability

management.

Trust. Trust is a non-reciprocal (Ti,j ̸= Tj,i) peer-based property where the trustor forms an opinion

on how good the trustee is on providing a specific service. It is the subjective degree of belief a trustor

has on a trustee to perform a concrete task in this specific system [48]. It depends on the context

and corresponds to a real number of positive collaborations between trust and trustee. According to

[48], the trust is the most important behavioral factor in managing relationships and in overcoming

risks/uncertainty. It relies either on the formalization of agreements (contracts), mutual confidence

established by fruitful exchanges and acquaintance. The project INSPIRE-5GPlus highlights the fact

that the concept of trust is complementary to liability and accountability. Each covers a different

aspect related to the accomplishment of a task and the management of the underlying risks [49]. Felici

et al. [50] highlight the fact that accountability is instrumental in guiding trust decisions; however,

accountability alone is not enough to fully establish trust. While accountability is essential, it does not

unconditionally imply trust. A crucial factor influencing trust decisions is the evidence provided to

stakeholders. Therefore, the presence of accountability plays a significant role in trust decisions, but it

is the evidence supporting it that truly reinforces trust. According to [46]. trust forms the foundation

for liability management, as parties are more willing to collaborate when they have confidence in

each other. Liability, in turn, ensures accountability and reinforces trust by providing consequences

for non-compliance or breaches. Together, they create a stable and secure environment, promoting

responsible behavior and reducing uncertainties.

Risk. The risk is a measure of the extent to which an entity is threatened by a potential circumstance

or event, and typically a function of 1) the adverse impacts that would arise if the circumstance or

event occurs; and 2) the likelihood of occurrence [11]. Risk management intends to mitigate risks and

to identify operational trade-offs. An essential element of risk management is risk analysis, for which
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an analytical definition is the following: risk analysis is an estimation of the occurrence of events, their

possible consequences, their causes, and existing and/or planned countermeasures and mitigations [11].

The A4Cloud project takes an accountability-driven approach to risk mitigation [50]. It acknowledges

that accountability measures are essential for mitigating and managing risks effectively.

The project A4Cloud defines accountability attributes [51]. According to A4Cloud, these attributes

are fundamental concepts that support and are considered integral to accountability. These attributes

include assurance, remediation, and transparency, all of which are derived directly from the definitions

of accountability. These attributes exhibit interconnections based on various perspectives of analysis,

such as societal, legal, and ethical viewpoints. For example, legal responsibilities imply obligations and

may lead to sanctions, while social transparency involves both observability and verifiability. Overall,

accountability attributes encompass key properties like transparency, conceptual elements such as

remediation, consequences such as sanctions, and related objects including obligations and insurance.

Below are definitions of attributes that we consider to be significant for the thesis.

Transparency. Transparency refers to the openness and visibility of information, processes, and actions

in an organization or relationship. It involves sharing relevant information with stakeholders and being

forthcoming about decisions, activities, and outcomes [52]. Transparency plays a vital role in liability

and accountability management. By being transparent, organizations and individuals are more likely

to take responsibility for their actions and decisions. This fosters a culture of accountability, making

it easier to identify responsible parties in case of incidents or failures [50]. Also, transparent practices

facilitate the early identification of potential risks and issues. When problems are detected promptly,

appropriate measures can be taken to mitigate risks.

Assurance. Assurance is a positive declaration that creates confidence. It can be supported by evidence

from an accountability system, which convinces third parties about the presence or absence of faults

[51]. In accountability, assurance means providing evidence of compliance with governing rules and

demonstrating trustworthiness. The Galway project [53] defines key elements of accountability as

”internal oversight, assurance, reviews, and external verification.” Accountable organizations must offer

assurance to show they have proper governance, implemented suitable actions, and can explain and

justify their decisions to relevant stakeholders.

Obligation. An obligation refers to a duty, commitment, or pledge that comes with potential repercus-

sions if breached. These obligations are primarily categorized into three types: contractual (based
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on formal agreements), regulatory (mandated by laws or rules), and normative (arising from societal

norms). Depending on the context, user preferences can align with these categories, sometimes giving

rise to legal obligations, and at other times, they may not carry any formal responsibility.

Sanction. Sanctions are the legal consequences of failing to comply with some requirement. The legal

consequences arising from failing to uphold certain obligations result in diverse sanctions imposed by

member states on accountable entities. These sanctions can range from court rulings to administrative

measures. Sanctions have both a post hoc effect, placing a financial burden on the punished entity,

and an preventative effect, promoting compliant behavior out of fear of punishment. Strong sanctions

encourage investment in an accountability-based approach. Not only must there be robust penalties

for improper actions, but they also motivate organizations to adopt an accountability-based approach

by offering more leniency if they can demonstrate efforts to ensure proper implementation of actions.

Verifiability. Verifiability refers to a property of an object, process, or system that enables its behavior

to be checked against specific requirements or a set of requirements. The degree of verifiability is

directly influenced by the available evidence. It’s worth noting that some argue that verifiability can

intentionally be restricted in the contract specification. Validation is a closely associated concept

that pertains to accountability. It enables users, operators, and third parties to verify after the fact

whether a system has performed a data processing task as expected. Similarly, verification is a process

that assesses whether a system adheres to relevant governing regulations.

2.3 Describing and Orchestrating Cloud Services - TOSCA

In order to define accountability and liability relationships among the Cloud-Edge-IoT continuum,

we propose a responsibility model. This model is an extension of a well-know profile in the Cloud-Edge-

IoT continuum named TOSCA (Topology and Orchestration Specification for Cloud Applications)

NFV (Network Function Virtualization). This profile uses the TOSCA meta-model. As a result, we

offer a contextual overview of TOSCA and the TOSCA NFV.

2.3.1 TOSCA - General Concept

The Topology and Orchestration Specification for Cloud Applications (TOSCA) is an OASIS

(Organization for the Advancement of Structured Information Standards) standard language which

was introduced in 2013. TOSCA defines a metamodel to describe the structure of composite cloud
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applications and the corresponding management tasks in a standardized way. It is designed for

automating, portability, and interoperability of complex cloud applications with multiple services [17].

TOSCA’s objectives can be summarized into three areas: automated deployment and management of

composite applications, ensuring portability of application descriptions, and promoting interoperability

and reusability of application components. It aims to streamline complex application management,

enable seamless portability, and facilitate effective communication and component reuse. To achieve

this, TOSCA introduces two primary concepts: (1) Application topologies and (2) management

plans. Application topologies serve as a structural representation of the application, detailing its

components and their interconnections. Each node within the topology is associated with a set of

operations for self-management. This not only describes the application’s components and their

relationships, but also explicitly declares its management capabilities. Management plans leverage

these management capabilities to create higher-level tasks for application management. These

plans can be executed fully automated, handling tasks such as deployment, configuration, and

operation of the application. In Figure 2.2, we see an abstract TOSCA-based application description

illustrating the relationship between the two main concepts: the application topology consists of

nodes interconnected by relationships, and the management plans are initiated by external messages,

utilizing the management operations of the nodes within the topology [54].

Relationship

Node

Node

X

Calls

Application Topology Management Plans

Figure 2.2: Relation of TOSCA concepts [17]

2.3.2 TOSCA - Conceptual Layers

To achieve a clear understanding of TOSCA, it is essential to differentiate between three conceptual

layers. TOSCA establishes a metamodel and exchange format for (1) types and (2) templates, leading
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to the third layer, the (3) instance layer. For example, the metamodel layer encompasses Node

Templates and Relationship Templates, which are associated with reusable types—Node Type for

Node Templates and Relationship Type for Relationship Templates, respectively. These types can

be likened to abstract classes in Java, while the templates are analogous to concrete classes that

extend these abstract classes. On the other hand, the instance layer represents actual instances of the

components and relationships defined by the templates. [7]

2.3.3 TOSCA Entities & the concept of substitution mapping

To describe the topology and the management aspects of a cloud application or service, the

TOSCA language introduces a set of special entities. The figure 2.3 is a simplified UML class diagram

that gives an overview of these entities and their relations. The core entity is the Service Template;

it encompasses all the necessary entities to define the structure, behavior, and orchestration of a

cloud-based application or service. The primary entity is the Topology Templates. It defines the

topology of the service and its components. it can be viewed as a directed graph. Its nodes, referred to

as node templates, represent the application components, while its edges, called relationship templates,

depict the connections between these components. Both node templates and relationship templates

are associated with specific types - node types and relationship types, respectively. Node types define

various characteristics of an application component, such as its requirements and capabilities used to

indicate that one component relies on (requires) a feature offered by another component, or to specify

that a component has particular demands concerning the hosting environment, such as the allocation

of specific resources or the activation of a particular mode of operation. A node’s lifecycle is governed

by policies defined through policy types, using predefined data types. These policies automatically

trigger actions based on specific events or conditions, ensuring efficient management and consistent

behavior of the cloud application. On the other hand, relationship types describe properties of the

connections among components. [7]

TOSCA defines a concept that allows the substitution of Node Templates within a Service

Template’s topology with the entire topology of another Service Template. By defining a substitutable

Node Type attribute in a Service Template, it indicates the specific Node Types for which it can serve

as a substitute. As indicated before, a Node Template represents an instance of a Node Type, the same

mechanism applies to Service Templates by utilizing boundary definitions, enabling the expression
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Figure 2.3: Simplified UML class diagram of the TOSCA entities

of properties, requirements, and capabilities within a Service Template’s topology. When a Service

Template substitutes a Node Template in another topology, these boundary definitions are analyzed to

effectively handle and reconnect relationships and define properties. This feature facilitates abstract

modelling of extensive and intricate topologies, allowing the use of substitutable Service Templates as

a way to represent subsystems. For example, Figure 2.4 illustrates a scenario where Service Template

2 serves as a substitution for Node Template in Service Template 1.

Node 
Template

Node 
Template

Can substitute 

Node 
Template

Node 
Template

Node 
Template

Service Template 2

Service Template 1

Figure 2.4: Composition of services in TOSCA
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2.3.4 Packaging

The physical files associated with the Service Template, such as Implementation Artifacts, De-

ployment Artifacts, scripts, and XML schema files, are bundled together into what is known as

CSAR (Cloud Service Archive). This standardized archive format enables applications to be fully

self-contained, encompassing all necessary management functionalities within a single file, facilitating

their installation. In essence, the CSAR can be considered a single, installable package for complex

composite applications, along with their management capabilities. When deploying a TOSCA archive,

it is deployed on a TOSCA runtime environment, which takes responsibility for installing the applica-

tion package and processing the archive. TOSCA archives adhere to a standardized format, ensuring

portability across different TOSCA runtime environments. As a result, they provide an exchange

format for complex composite applications, along with their management functionalities [7].

2.3.5 TOSCA Simple Profile for Network Functions Virtualization (NFV)

A NFV profile was introduced which defines a specific data model for NFV using the TOSCA

language. It includes several default Node Types that mostly align with the ETSI (European

Telecommunications Standards Institute) definitions of components in the NFV domain [55]. This

profile is designed to express all the necessary information to specify an individual VNF (Virtual

Network Function) or a NS (Network Service) composed of multiple VNFs in a vendor-neutral manner.

Consequently, VNFs or complete Network Services can be defined in a Service Template and packaged

into a self-contained CSAR. This CSAR can then be provided to customers, who can import it into

their TOSCA-compatible runtime.

2.4 Ontology

The proposed responsibility model has been associated with an ontology to facilitate reasoning

and logical analysis. In this section, we’re going to introduce the fundamental concepts of an ontology

and the tools used for reasoning.
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2.4.1 Fundamental Concepts

An ontology is an explicit and formal specification of the concepts, individuals and relationships

that exist in some area of interest. It shares the following minimal set of components [56] :

• Classes represent the fundamental concepts of a specific domain. For instance, in a school

ontology, we may have classes like ”Person,” ”Student,” and ”ProgramOfStudy”.

• Properties depict the relationships between different concepts in the domain. For example,

the school ontology might define a property called ”participatesIn” to connect the concepts of

”Student” and ”Activity”.

• Axioms are statements that express fundamental truths or facts within the domain, and they

are always considered true within that context.

• Instances represent individual entities that belong to specific classes and are linked together

through properties. For instance, the statement ”Omar is a student” indicates that the individual

entity ”Omar” belongs to the ”Student” class. Similarly, the statement ”Omar participates in

the web class” establishes a link between the individual entity ”Omar” and another instance

representing ”the web class” using the ”participatesIn” property.

Various standards such as RDF, RDFS, and OWL 2 are utilized for implementing ontologies, each

with distinct expressiveness and inference mechanisms. These three standards are governed by the

World Wide Web Consortium (W3C). We briefly summarize these standards in the following:

• Resource Description Framework (RDF): RDF [57] serves as a standard model for describing

web resources and their relationships. It utilizes Internationalized Resource Identifiers (IRIs) to

identify resources and describes these resources through properties and property values, forming

RDF triples. The triples consist of subjects (IRIs or blank nodes), predicates (IRIs defining

relationships), and objects (IRIs, literals, or blank nodes). RDF graphs comprise collections of

these triples, and RDF vocabularies use IRIs within the graph.

• RDF Schema (RDFS): An extension of RDF, RDFS [57] enables the description of resource

groups and their relationships. It introduces concepts like classes and instances, facilitating

hierarchies through properties like rdfs:subClassOf and rdfs:subPropertyOf. Properties such
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as rdfs:range and rdfs:domain define property values and resource classes, while rdf:type

specifies resource instances.

• Web Ontology Language (OWL) 2: OWL 2 [58], a semantic web standard, extends OWL and

provides formally defined semantics. It uses axioms as true statements to represent knowl-

edge. Entities like classes, properties, and individuals describe domain objects. Expressions,

involving entities, create intricate representations. Property expressions define relationships

between resources through object properties (using rdfs:subPropertyOf, owl:inverseOf, and

owl:equivalentProperty) and data properties (linking resources to literals). Class expressions

describe complex classes using classes and property expressions, setting conditions for individuals

to be instances of those classes.

Ontologies expressed using RDF, RDFS, and OWL 2 can be serialized using different syn-

taxes such as RDF/XML where the class School:Student can be represented as <owl:Class

rdf:about="http://School.fr/Student">, and N-Triples where the same class can be represented

as <http://School.fr/Person> <http://www.w3.org/1999/02/22-rdf-syntax-ns#type>

<http://www.w3.org/2002/07/owl#Class>. This format is harder to read for a human, but it is

easier to parse for a computer. [59]

2.4.2 Simple Protocol and RDF Query Language (SPARQL)

SPARQL is a semantic query language for databases, enables the retrieval and manipulation of

data stored in the RDF format. SPARQL has a wide array of features suitable for various use cases.

Some notable examples of these features include: using RDF-defined terms like IRIs, language tags,

and literals in its query syntax; offering different query forms for different purposes, such as SELECT

for extracting values from a SPARQL endpoint, CONSTRUCT for generating RDF graphs based on

query criteria, and ASK for testing the presence of specific data. Additionally, SPARQL provides a

filtering technique with the FILTER keyword to restrict query results based on predefined aspects.

Moreover, it supports aggregation through predefined aggregates like COUNT, SUM, MIN, MAX,

and AVG, which enable counting occurrences, returning sums, finding minimum and maximum values,

and calculating averages within aggregate groups. [60]
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2.4.3 Semantic Web Rule Language (SWRL)

SWRL offers the ability to define rules using OWL entities, combining the simplicity of rule-

languages with the power of automated reasoning. It presents a high-level abstract syntax for horn-like

rules that align perfectly with OWL semantics. A SWRL rule comprises two parts: the antecedent

and the consequent, both formed by positive conjunctions of atoms. As SWRL rules are expressed in

terms of OWL concepts, the atoms within the rules can represent individuals, properties, or classes

defined within the ontology. [61]

2.5 Machine Learning and Neural Network Algorithms

The second contribution incorporated machine learning and neural network methodologies. Within

this section, we aim to present an overview detailing these specific approaches. This includes an

exploration of the machine learning techniques employed and a comprehensive examination of the

neural network methodologies utilized in our study.

2.5.1 K-means

The k-means algorithm [62] is a clustering technique utilizing k codebook vectors, each mirroring

the dataset’s dimensionality to represent clusters. These vectors, symbolized as mj ∈ Rd, iteratively

segment the dataset into k clusters. Initially, the algorithm randomly initializes k cluster centroids,

often as dataset points. It operates through two main steps: the assignment step, where data points are

matched to the nearest centroid using Euclidean distance, and the centroid update step, recalculating

centroids as the mean of assigned data points for each cluster. These steps iterate until convergence,

when centroids stabilize and data points persist within their respective clusters.

2.5.2 Artificial Neuron & Artificial Neural Network (ANN)

An artificial neuron, or perceptron, is a fundamental computational unit in neural networks, it

takes multiple input values, each associated with a weight that signifies its importance and a bias.

The neuron computes a weighted sum of the inputs, introducing non-linearity through an activation

function. This function transforms the sum into the neuron’s final output, making decisions or

predictions based on the inputs, their weights, and the activation function, while also considering the
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bias to allow for shifts and fine-tuning of the neuron’s response. Activation functions influence how

neural networks learn and detect patterns within data. The popular ReLU activation [63], replacing

negatives with zeros, accelerates training and mitigates gradient vanishing. Sigmoid functions like

logistic and tanh suit binary classification [64], while softmax [65] excels in multi-class classification

by converting outputs into probabilities.

An Artificial Neural Network (ANN) is a mathematical computing paradigm inspired by biological

neural systems, with origins dating back to McCulloch and Pitts in 1943 [66]. These networks consist

of interconnected artificial neurons and can be categorized as feed-forward or recurrent. In feed-forward

networks like the MultiLayer Perceptron (MLP), signals flow in one direction, while recurrent networks

involve feedback loops where neuron outputs become inputs. MLP considered in this thesis belongs to

the feed-forward network.

2.5.3 Multi-Layer Perceptron (MLP)

An MLP is a type of ANN commonly used in supervised learning. It consists of multiple layers

(input layer, one or more hidden layer and output layer) of interconnected artificial neurons and is

designed to perform complex tasks by learning from data through training with labeled examples

(Figure 2.5).

MLP Learning Process As shown by the Figure 2.5 the learning process of an MLP involves iteratively

adjusting the network’s weights and biases to minimize the loss function. This process includes a

forward pass to make predictions, a backward pass (backpropagation) [67] to calculate gradients, and

the use of optimization algorithms like Gradient Descent [68], Adam [69], and RMSprop [70] to update

parameters. During training, the network learns to capture complex patterns in data. Common

examples of loss functions used in training include Mean Squared Error (MSE) [71] for regression tasks

and Cross-Entropy [72] for classification tasks. These loss functions quantify the disparity between

the model’s predictions and the actual target values, guiding the network toward better performance

and enhanced pattern recognition.

Hyper Parameter In an MLP, hyperparameters are essential configuration settings that guide the

network’s structure and learning process. These parameters are not learned from the data but must

be set prior to training. They include decisions about the number of hidden layers and neurons

in each layer, the choice of activation functions for neurons, the learning rate that governs weight
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Figure 2.5: MLP Learning Process

updates, the batch size for data processing which defines the number of data points used in each

forward and backward pass during training, the number of training epochs (how many times the entire

training dataset is processed during training), the initialization of weights and biases, the optimization

algorithm, the selection of an appropriate loss function, and choices related to early stopping and

dropout rates [73] are all critical hyperparameters. Tuning these hyperparameters is a crucial step in

configuring the MLP to perform optimally on a specific task and dataset.

GridSearchCV [74] and RandomizedSearchCV [75] are two popular hyperparameter optimization

techniques. GridSearchCV, which stands for Grid Search Cross-Validation, offers a systematic and

exhaustive approach to hyperparameter tuning. It explores all possible combinations of hyperparameter

values within predefined ranges. This comprehensive search enables it to find the best-performing set

of hyperparameters. However, this exhaustive search can be computationally expensive, especially

when there are numerous hyperparameters to optimize. RandomizedSearchCV, on the other hand,

takes a more efficient approach. Instead of considering all possible combinations, it randomly samples

a specific number of hyperparameter sets from predefined distributions. This randomness reduces

computational cost while still allowing it to find good hyperparameter values. It’s particularly useful

when you have a large search space, and you want to quickly identify promising hyperparameters

without exploring every possible combination. HalvingGridSearchCV and HalvingRandomSearchCV
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[76] are extensions of their counterparts, designed to further improve efficiency in hyperparameter

optimizations. The two extensions employ iterative strategies to progressively narrow down the search

space. HalvingGridSearchCV initiates with a grid search on a subset of hyperparameter combinations,

evaluating performance and discarding suboptimal options. This iterative process refines the search

space towards optimal hyperparameters. HalvingRandomSearchCV follows a similar iterative approach,

starting with random sampling and retaining the best performing combinations. It efficiently identifies

optimal hyperparameters, especially in computationally expensive search spaces.

Model Evaluation Model evaluation means assessing how well the trained neural network perform

on new, unseen data. Cross-Validation (CV) [77] has become a popular technique for model evalua-

tion because it offers several advantages and reduces the need for a separate validation set, which

drastically reduces the number of samples which can be used for learning the model. It is essential

for hyperparameter tuning. By evaluating the model’s performance across different hyperparameter

configurations, it helps select the best set of hyperparameters. In this thesis, We combine Grid Search

and CV to find the best combination of hyperparameters. Also, as we are dealing with time-serie data,

we used Time-Serie Split CV, a variation of CV where the data are splitting into sequential folds in

order to preserve temporal order, ensuring the validation sets come after training sets, mimicking

real-world scenarios better than random splits used in the ordinary CV.

The confusion matrix is often used during cross-validation to evaluate the model’s performance in

each fold. It allows you to calculate metrics like precision, recall for each fold and then average them

to assess the model’s overall performance. Cross-validation with a confusion matrix provides a more

detailed understanding of how the model is making errors and where it excels. It is particularly valuable

when you want to diagnose the specific strengths and weaknesses of your model in a classification task.

Given the dataset’s imbalance, we focus in this thesis on the following metrics:

1. Precision measures how many of the predicted positive instances were correctly classified for the

specific class. It defined as follows:

Precision = TP

TP + FP
(2.1)

TP is the number of True Positive and FP the number of False Positive.

2. Sensitivity (or recall) measures how many of the actual positive instances were correctly classified
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for the specific class. It is defined as follows:

Sensitivity = TP

TP + FN
(2.2)

FN is the number of False Negatives.

3. F1-Score which can be interpreted as a harmonic mean of the precision and recall, where an F1

score reaches its best value at 1 and worst score at 0. It is defined as follows:

F1 − score = 2 ∗ (Precision ∗ Recall)
(Precision + Recall) (2.3)

In the case of multi-class classification, the F1 score can be computed as an average of the F1

scores for each class.

4. Specificity measures the ability of a model to correctly identify true negatives out of all actual

negative instances. It is defined as follow:

Specificity = TN

TN + FP
(2.4)

TN is the number of True Negative. In multi-class classification, specificity for each class is

calculated using the one against all approach.

5. G-mean is a measure that aims to balance and optimize accuracies across all classes. For binary

classification, it’s the squared root of the product of the sensitivity and specificity. For multi-class

problems, it’s a higher root of the product of sensitivity for each class.

Another method to evaluate the model is the Receiver Operating Characteristic (ROC) curve [78].

It’s a graphical representation that illustrates a classifier’s performance across different discrimination

thresholds. It plots the true positive rate (sensitivity) against the false positive rate (1 - specificity)

for varying threshold values. This curve helps visualize the classifier’s ability to distinguish between

classes, showcasing how changes in the classification threshold impact its performance. A steeper

ROC curve closer to the top-left corner indicates superior performance, while an area under the

curve (AUC) closer to 1 suggests better overall model discrimination. The ROC Curve in multi-class

classification supports two averaging strategies: one-vs-one computes pairwise ROC Curve, while

one-vs-rest computes ROC Curve for each class against all others. Both use predicted labels in an

array from 0 to a number of classes. In this thesis, we used the one-vs-rest strategies.
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2.5.4 Self-Organizing Map (SOM)

Self-Organizing Map (SOM) [79] is an ANN that combines the properties of vector quantization

and vector projection. Vector quantization is a data compression technique that represents data points

using a set of code vectors for efficient storage, and vector projection is a mathematical operation used

to find the component of a vector in the direction of another vector. SOM is an unsupervised learning

algorithm, and like k-means, it consists of a set of M codebook vectors mj represented as M ∈ RMxD.

In the upcoming sections, we’ll explore the core attributes of SOM, focusing on its similarities and

differences compared to the k-means algorithm. A key difference lies in the introduction of an output

space that establishes relationships between prototype vectors.

In SOM, the prototype vectors have a specific order. They are positioned on a discrete output

space lattice of dimension L, with each codebook vector having additional, unrelated coordinates. The

unit within the output space is represented as θj ∈ NMxL, with individual coordinates denoted as

θk
j , where k designates the specific coordinate. For this thesis, we consider a two-dimensional map.

The horizontal and vertical coordinates of these units are expressed as θu
j and θv

j , respectively. The

Euclidean distance, used to calculate the distance between two coordinates, is formulated as follows:

d(θi, θj) =

⌜⃓⃓⎷ L∑︂
k=1

(θk
i − θk

j )2 (2.5)

Figure 2.6: Hexagonal grid for 4x5 map

In this thesis, we utilize hexagonal maps for visualization. As depicted in Figure 2.6, here’s a

two-dimensional example (L=2). We have a horizontal axis of 5 units and a vertical axis of 4 units,

resulting in M=4x5=20 units.

A key element in both the training phase and subsequent analysis of SOMs is the neighborhood
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function, denoted as hϑ. This function is characterized by a monotonic decrease, meaning it consistently

diminishes, and is mathematically described as hϑ : R+ −→ R+. Its role is to quantify the proximity

between two units on the map by accepting the distance between them in the output space as input.

Specifically, for units θi and θj , the further apart they are, the smaller the value produced by the kernel

of the neighborhood function, indicating a lower degree of closeness or influence between these units.

There are numerous neighborhood functions, the one that is most commonly used is the Gaussian

kernel hG
ϑ , which is defined as follows :

hG
ϑ (θi, θj) = exp(−d(θi, θj)

2ϑ
) (2.6)

The parameter ϑ controls the width of the neighborhood function. High values mean that it

affects both distant and nearby units significantly, while low values focus primarily on the immediate

neighbors of the map unit. The function value for distant nodes is decreasing exponentially and is

close to zero for d > ϑ.

The Ricker wave, also known as the Mexican hat function, is another commonly used neighborhood

function. The Mexican hat function applies a penalty to neighbors that are slightly more distant from

the center. If the model aims to discourage close matches, the Mexican hat function is a suitable

option. It is defined as follows:

hH
ϑ (θi, θj) = (1 − d(θi, θj)

ϑ
)exp(−d(θi, θj)

2ϑ
) (2.7)

The SOM training algorithm, like k-means, iteratively updates prototype vectors using data

samples. It aims to achieve vector quantization and projection by gradually moving prototype vectors

towards their final positions. While the initial setup of model vectors has an impact, it’s less critical

than in k-means. To enhance predictability and determinism, systematic codebook initialization

is preferred over random. Many methods have been proposed [80], In this thesis, we apply PCA

(Principal Component Analysis) on the dataset to initialize prototype vectors.

Following the initialization, SOM undergoes training for a specified number of epochs, denoted as

T . The data samples are introduced to the codebook in a random order. When processing a sample,

xi, during the current epoch, denoted as t, the codebook undergoes updates as follows:

mj(t + 1) = mj(t) + α(t) ∗ hϑ(t)(θj , θI(xi)) ∗ [xi − mj(t)] (2.8)
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This update step has to be repeated for all the mj for every xi presented.

The learning rate, denoted as α(t), is a critical parameter in the training process that adjusts over

time t, typically decreasing to ensure convergence of the algorithm. The Best Matching Unit (BMU),

symbolized by θI(xi), is a crucial concept in the mapping, representing the unit whose prototype vector

is closest to the input sample xi, effectively capturing the most similar feature representation within

the map. This proximity is quantified by selecting the unit with the minimum distance to xi, as

formalized by the equation:

I(xi) = arg min
j∈1,...,L

|xi − mj | (2.9)

Here, I(xi) identifies the index of the BMU.

hϑ(t)(θj , θI(xi)) is the neighborhood function at time t, dependent on the positions θj , θI(xi). It

ensures the arrangement of prototype vectors in the feature space mirrors the topology of the output

space.

Once the learning phase is completed, we proceed to visualization. In the scientific literature [81],

various methods have been discussed. This thesis will focus on the following techniques: U-Matrix,

Component Planes, Cluster Visualization, and the Codebook Map.

U-Matrix The U-Matrix is computed as the feature space distance between prototype vectors, specifi-

cally when the map units in the output space are adjacent.

µ(θj , θk) = ∥mj − mk∥ (2.10)

These values represent distances between nodes θj and θk. To aid visualization, the average for each

node is computed using the following formula:

ū(θ) = 1
|ξj |

∑︂
k∈ξj

u(θj , θk) (2.11)

where ξj is the set of indices of units adjacent to j. The U-Matrix helps find spots where units are in

between, outliers, and crowded areas where units are really close together.

Component Planes In Component Place visualization, every piece of information within the codebook

is presented at once. A singular component plane displays the value of a chosen input space variable
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from the codebook. The component plane representing variable i is denoted as m(i), corresponding to

the ith row in matrix M .

Cluster Visualization The arrangement of codebook vectors into clusters indicates regions on the

map that are densely packed and similar in the feature space. This clustering involves utilizing the

prototype vectors as input for a clustering algorithm, revealing how the SOM codebook nodes group

together.

After training, it’s necessary to evaluate our MAP. To do so, several measures have been introduced

to assess the effectiveness of specific SOMs. The survey [82] offers an overview of these diverse

approaches. In this thesis, we employed the following metrics:

Quantization Error Quantization Error is the basic method for assessing the vector quantification

properties of a map. It’s define as follows:

EQ
j =

∑︂
i∈ξj

∥xi − mi∥ (2.12)

It denotes the total quantization error that is computed for each unit θj by adding all distances from

the unit’s prototype vector mi to the data samples it represents. Lower is better.

Topographic Error Topographic Error is used for assessing the quality of vector projection, disregarding

the quantization. It is defined as the percentage of data samples for which the BMU is not adjacent

to the second-BMU. It defined as follows:

ET = 1
N

N∑︂
j

t(xj) (2.13)

N represents the total number of data samples considered when calculating the Topographic Error

and t is defined as follows:

txj =
{︄

0 If f(x) and g(x) are neighbors,

1 Otherwise
(2.14)

Where f returns the BMU and g returns the second BMU. For this metric, the lower is better, 0

indicates that all BMU and second-BMU nodes are neighbors, 1 indicate that BMU and second-BMU

nodes are never neighbors.

Distortion Distortion is the loss function the SOM aims to minimize. It’s computed by summing the

squared Euclidean distances between the samples and SOM prototypes. These distances are weighted
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by the neighborhood function, which relies on the distances to the best-matching unit on the map.

Lower values of this metric indicate better performance

Silhouette Score Silhouette Score is used to evaluate the quality of clustering in data analysis. It

assesses how well-separated clusters are and ranges from -1 to 1. The silhouette score s for a single

sample is then given as:

Es = b − a

max(a, b) (2.15)

a represents the average distance between a particular sample and all other samples within the

same cluster, while b signifies the average distance between that sample and all points in the closest

neighboring cluster. The silhouette score for a group of samples is obtained by averaging the silhouette

scores for each individual sample. A score close to 1 indicates that the data point is well-clustered and

distant from other clusters. A score close to -1 suggests that the data point may have been assigned

to the wrong cluster.

Neighborhood Preservation Neighborhood Preservation evaluates if data points that are close on the

map also tend to be close to each other in the input space. This metric is measured by the formula is

described in [83]. The result ranges from 0 to 1. Higher values indicate better performance.

2.5.5 Dataset Transformation

The training and prediction phases of MLP classifier can be impacted by the challenge of dealing

with imbalanced datasets, which occurs when there is a discrepancy in the number of samples across

different classes.

In this thesis, we deal with multi-class labeling problem, to measure the degree of imbalance of the

dataset we use the measure proposed in [84] as an alternative for the well known imbalance-ratio used

with binary class.

Numerous methods documented in the literature were explored, they are categorized into three

groups: over-sampling, under-sampling, and a combination of both methods. The following presents

an overview of the methods experimented with during this thesis.

Synthetic Minority Oversampling Technique (SMOTE) presented in [85], this method addresses class

imbalance by generating synthetic samples for the minority class. It works by creating synthetic

examples of the minority class by linearly interpolating between existing instances
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Adaptive synthetic sampling (ADASYN) presented in [86], this method is similar to SMOTE, but it

generates different number of samples. It dynamically adjusts the creation of synthetic samples using

a weighted distribution. It focuses more on challenging regions, making it potentially more effective

when dealing with extremely imbalanced datasets.

NearMiss presented in [87], it’s an under-sampling technique working by selecting a subset of the

majority class data points that are closest to the minority class samples, effectively reducing the

number of majority class instances.

Combination of over- and under-sampling Due to the fact that SMOTE can generate noisy sample,

Batista et al. propose in [88] SMOTETomek, a method combining over and under-sampling, this

method uses SMOTE and Tomek links. The latter identifies pairs of instances (one from the majority

class and one from the minority class) that are nearest neighbors and removes the majority class

instance. Another method has been proposed by the same authors [89]. In this one, they use Edited

Nearest Neighbours (ENN) in order to under-sample the majority class by removing certain instances.

Scaling To improve the model performance and ensure fair treatment of features, we scale the features

to a uniform range using the following formula:

xscaled = xtmp ∗ (max − min) + min (2.16)

where min = −1 and max = 1 and:

xtmp = (x − min(X))
(max(X) − min(X)) (2.17)

x represents the sample to be scaled and X the vector sample.

2.5.6 Assessment Software

In order to evalute the trust and liability metrics that we propose, we use two software, namely

GRALAF for Graph Based Liability Analysis and Edgex. We describe briefly in the following the two

software.

GRALAF Developed by O.Kalinagac et al. [90], GRALAF is a tool that performs near-real time

anomaly detection and Root Cause Analysis (RCA) in a microservice environment based on events

monitored by Prometheus. GRALAF uses the NOTEARS algorithm [91] to build a Causal Bayesian

Network (CBN) from a dataset created by injecting faults into services. This CBN aids in understanding
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the causal relationships between service fault states and their metrics. Subsequently, it aims to identify

significant changes in microservice performance metrics or SLA violations. In this thesis, we used it in

order to monitor service metrics.

Edgex The Edgex is used for IoT device management and is an open source software framework that

offers device and application interoperability at the IoT edge. Edgex service is divided into four services,

specifically the core, supporting, system management and devices services. Each service is composed

of one or several microservices. Each service or microservice is provided by a service/microservice

provider. For the evaluation, we focused on the core service, namely the core-metadata microservice.

It communicates with other microservices such as core-command, UI and device-mqtt.

2.6 Conclusion

In this chapter, we presented the concepts and underlying technologies relevant to our subject.

We began by introducing the foundational concepts associated with the concept of liability and

accountability computing. Furthermore, we explored the meta-model TOSCA and TOSCA NFV and

the fundamental concept of an ontology. Subsequently, we delved into the machine learning and neural

network algorithms used during this thesis.
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3.1 Introduction

In this thesis, we address the challenge of liability management by proposing solutions related

to defining the responsibility and liability relationship and metrics for liability and trust (FB.1 and

FB.3 in Figure 1.2 Chapter 1). This chapter thus presents two state-of-the-art reviews for these

contributions: one focusing on existing profiles within the cloud-Edge-IoT continuum, and the other

centered on liability and trust metrics.

3.2 Coexisting Profiles in the Cloud-Edge-IoT Continuum

3.2.1 Introduction

In the following sections, we will present the state of the art conducted for the first Contribution,

the responsibility model TRAILS (sTakeholder Responsibility AccountabIlity Liability deScriptor).

This review begins by outlining the liability management strategy suggested by Inspire-5Gplus for the

5G ecosystem, with a special focus on the Inspire-5Gplus manifest. Next, we will delve into service

level agreements, detailing their structure and existing models. We explore the already existing profiles

in the cloud-Edge-IoT continuum and conclude by highlighting the shortcomings of these various

profiles.

3.2.2 Inspire-5Gplus Manifest

Inspire-5Gplus project objectives are to introduce approaches that enable liability end-to-end

delivery of 5G services. To achieve this goal, the project proposes several mechanisms, among which

liability manifests play a crucial role. The Inspire-5Gplus manifest is a structured document that

aims to formalize responsibility, liability and accountability. The characteristics of a such document

has been described in [92]. The characteristics of the Inspire-5Gplus manifest are summarized

in Table 3.1. The primary feature is to enable supply chain stakeholders to clearly state their

committed responsibilities and the specific conditions under which these responsibilities hold valid

(usage conditions). Additionally, manifests provide the flexibility for users to assign themselves

responsibilities by defining operation limitations. Also, the Inspire-5Gplus manifest offers a means

to clarify the demonstration requirements expected from each stakeholder. It exhibits modularity,

allowing the composition of multiple components, and it effectively captures the relationships between
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stakeholders throughout the product’s lifecycle. Another notable characteristic of the Inspire-5Gplus

manifest is its generic nature, suitable to any type of component or service, whether it is an IoT

or VNF, located in the Cloud or at the Edge. The manifest will reflect the clauses of a contract.

The contract between two entities comprises the following clauses: obligations and usage conditions,

measurable objectives, and rewards and penalties. Thus, there is a one-to-one correspondence between

the manifest and the contract. A legal expert will be responsible for ensuring that all contract clauses

are reflected in the manifest and vice versa. Otherwise, it means that the contract contains clauses that

are not relevant to the service or that they are not consistent with each other. Finally, Inspire-5Gplus

manifest requires supply chain stakeholders to sign their contribution to the manifest to materialize

their commitment to their responsibilities.

Features Description

Responsibility Enable stakeholders to define responsibilities and associated conditions
(usage conditions) clearly.

Accountability Allow for a clear specification of what each stakeholder must demon-
strate.

Liability Enable the clear assignment of responsibilities and their acceptance,
similar to a contract.

Modularity Enable the composition of multiple components while accurately
documenting the relationships among stakeholders.

Genericity Allow the description of any component or service type, such as IoT,
VNF, or Network Service.

Table 3.1: Inspire-5Gplus manifest characteristics

The lifecycle of the Inspire-5Gplus manifest has been designed to generalize the stages that a

component goes through from the manufacturer to the end-user. We arrive at the manifest’s lifecycle,

as depicted in Figure 3.1. Initially, manifest will describe a class of component. The component

is constructed by the manufacturer using building blocks supplied by software editors, hardware

manufacturers, or Service Providers. Subsequently, the manufacturer presents a first version of the

manifest, which is based on feature descriptions and preliminary usage conditions. Then comes the

testing stage, where the validator assesses the component by conducting tests, evaluating risks, and

ensuring compliance with relevant requirements. Drawing from their observations, the validator may

incorporate additional properties or describe controls and requirements, referred to as usage condition.
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These constraints are essential for the infrastructure operator to uphold regular functionality and

prevent exploitation of known vulnerabilities. After that, the manifest is presented as a service offered

to the infrastructure operator, operating as an annex to the contractual agreement that binds the

involved parties. It defines the service, guarantee, and SLA that the infrastructure operator expects

from the manufacturer. Furthermore, the infrastructure operator includes the component in its Catalog

and may conduct further tests. It identifies operation limitations, similar to usage conditions, but

tailored to meet specific infrastructure requirements, company policies, or local regulations, and these

constraints are not accessible to other stakeholders. From there, the operator proposes an internal

service to the deployment entity. This entity adds instantiation details of the component to the

manifest. It utilizes the component to provide a service to a vertical service provider who provides

specialized industry-specific solutions. Finally, the manifest is instantiated by the vertical service

provider, it is employed to determine if and how to monitor and manage the component. Additionally,

it serves as a foundation for defining the expected behavior for monitoring purposes.

The Inspire-5Gplus manifest is included within the first FB in the Liability & Accountability man-

agement functional block (Figure 1.2) referred to as ”Defining accountability and liability relationships”

since they hold crucial information for the identification of commitments and responsibilities.

Figure 3.1: Inspire-5Gplus manifest lifecycle
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3.2.3 Service-Level Agreement (SLA)

We have identified several definitions of SLAs by domain. In the telecommunications field, [93] is

the key document focused on standardizing SLAs. ETSI defines the SLA as a contract that defines

an agreement between two parties: the user and the service provider. It describes the terms and

conditions for service delivery. On the user’s side, it identifies the user’s requirements, while on the

provider’s side, it outlines the provider’s commitments to the client. In the web service, an SLA is

defined as an agreement used to guarantee web service delivery. It defines the understanding and

expectations from service provider and service consumer [94]. In the realm of cloud computing, an

SLA is defined as a mutually agreed-upon contract between a service provider and a customer, wherein

specified parameters outline the expected service standards the provider must ensure [95]. Based

on the different study mentioned above, we can conclude a general structure of an SLA which are:

the involved parties, the validity period of the agreement, the scope of services covered within the

agreement, guarantees in terms of targets, penalties and the suspension or termination and sanctions.

The most commonly used terms in SLAs, as encountered throughout this thesis, are defined in the

following.

Quality of Service (QoS) QoS refers to a service’s ability to meet various user requirements, such as

availability, performance and reliability. The primary components of quality of service are provided

through metrics characterized by a type, a unit, and a calculation function.

Quality of Experience (QoE) QoE is a quality metric that provides a holistic measure of the users’

perception of the quality. [96]

Quality of Protection (QoP) QoP refers to the security measure put in place for the service. It includes

data confidentiality, integrity, availability and access control [97].

Key Performance Indicator (KPI) KPI are measurable metrics that organizations use to evaluate and

track their progress toward specific goals and objectives.

Service Level Objective (SLO) SLO is a specific, measurable target or goal that defines the level

of performance or service quality a service provider commits to delivering to its customers or users

through the SLA.

Service Level Indicator (SLI) SLI is an SLA clause that refers to a quantitative measurement or metric

used to assess the performance or quality of a specific aspect of a service.
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Several models have been proposed in order to formalize the structure of the SLA. Understanding

commonly used models is crucial for identifying components within the proposed responsibility model.

Below is an overview of the models explored throughout this thesis.

ETSI SLA Model ETSI introduces a comprehensive SLA model [93], illustrated in Figure 3.2, which

comprises several crucial components. These components include the definition of Parties representing

the contractual entities, categorized as Signatory parties (contractual parties) and Third Parties

(optional trusted third parties). Additionally, the model comprises Service Level Objectives

(SLOs), reflecting user needs, it is grouped into four categories: performance SLOs (related to

availability and response time), security SLOs (concerning authentication and encryption), data

management SLOs (addressing mirroring and backup), and personal data protection SLOs. The

Service element defines the service offers tailored to meet user demands specified in the SLO.

Moreover, Constraints describe conditions imposed by either the provider or customer, spanning

strategic constraints (affecting deployment priorities), financial constraints (involving payment and

usage patterns), legal constraints (including licensing and compliance), and technical constraints

(specifying prerequisites). Use Condition specifies limitations set by the provider within contracts,

influencing end-to-end QoS in supply chains with multiple providers. The Coverage element addresses

geographical characteristics using maps and tables to delineate service locations. Guarantees outline

provider commitments for specific SLOs, with user-requested guarantees and compliance percentages

determined through statistical models. Furthermore, the model covers E2E Management Action

describing provider actions to achieve required SLOs, such as dynamic reconfiguration. It also

considers SLA Violations with threshold values indicating breaches, triggered by factors like non-

compliance with expected QoS. Additionally, Penalty defines penalty policies in case providers fail to

meet client requirements, including penalties based on the guaranteed service availability ratio. Lastly,

SLA Cost details the monetary commitment needed to access specific SLA levels aligned with desired

user strategies, such as environmental sustainability, best effort, or dedicated QoS. This holistic SLA

model provides a structured framework for defining and managing service agreements, ensuring clarity

and alignment between service providers and users across diverse industries and scenarios.
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Figure 3.2: ETSI SLA Model [93]

WSLA IBM research introduces the Web Service Level Agreement (WSLA) [98], a framework aimed

at defining and monitoring SLAs for web services, it is also applicable to any other environments such

as cloud computing. The framework is considered as one of the most mature specifications for defining

an SLA. WSLA consists of a flexible and extensible language based on XML and an architecture

that takes into account multiple monitoring services. The WSLA is described using a metamodel,

illustrated in Figure 3.3. It includes three sections: one section describes the parties, one section

contains one or more service definitions, and one section defines the obligations. WSLA supports

two types of actors: signatories, namely the service provider and the client, and trusted third parties.

A service definition contains one or more service objects. A service object is an abstraction of a

service. A service object can have one or more ”SLAParameters” to define associated guarantees.

Each ”SLAParameter” is defined by a metric. This metric is calculated by defining a measurement

directive or a function. The obligations section contains two types of obligations: a SLO and an action

guarantee. An action guarantee is the promise to do something in a defined situation.

Listing 3.1 provides an example of an SLO writing with the WSLA. This SLO is provided by

End2EndServiceProvider, and it guarantees that the SLA parameter AverageResponseTime must

be less than 0.1 if the SLA parameter Transactions is less than 4500$.

Listing 3.1: Example of a Service Level Objective (SLO) using WSLA

1<ServiceLevelObjective name="NewSLO">
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Figure 3.3: WSLA Meta-Model [98]

2<Obliged>End2EndServiceProvider</Obliged>

3<Expression>

4 <Implies>

5 <Expression>

6 <Predicate xsi:type="Less">

7 <SLAParamter>Transactions</SLAParameter>

8 <Value>4500</Value>

9 </Predicate>

10 </Expression>

11 <Expression>

12 <Predicate xsi:type="Less">

13 <SLAParamter>AverageResponseTime</SLAParameter>

14 <Value>0.1</Value>

15 </Predicate>

16 </Expression>

17 </Implies>

18</Expression>

19</ServiceLevelObjective>

WS-Agreement WS-Agreement [99] is a protocol proposed by the OpenGridForum (OGF). It defines

a standard for the creation and specification of SLAs for web services. The Figure 3.4 illustrates the

basic structure of an agreement according to WS-Agreement. The structure of an agreement consists

of several key components. Each agreement is distinguished by a unique identifier. The Agreement
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context holds metadata about the agreement, including details about the involved parties, validity,

and references to the contract model. The Terms of the Agreement include Service Description Terms,

which describe the offered service and its properties, Service References pointing to external services

(though not handled in the default implementation). Guarantee Terms define constraints within

the agreement, featuring a unique name, obligations (typically assigned to the Service Provider),

and specifying which service elements they apply to. SLO set constraints on service attributes, and

Business Values establish penalties and rewards associated with these objectives. This versatile

structure allows for adaptable agreement management, even if some features are not fully implemented

in the default setup. The standard proposes a web service protocol as a comprehensive tool for

agreement management. It enables the presentation of potential agreement offers via templates,

the creation of customized agreement proposals, negotiation within specific constraints, and the

finalization of agreements between service providers and customers with detailed conditions and

restrictions. Additionally, it offers monitoring capabilities to ensure the fulfillment of these agreements.

Listing 3.2 provides an example of SLA using the WS-Agreement. This SLA outlines an agreement

between ”Customer” and ”ServiceProvider”, specifying service availability constraints.

Listing 3.2: Example of an SLA using WS-Agreement

1

2<?xml version="1.0" encoding="UTF-8"?>

3<wsag:Agreement xmlns:wsag="http://www.ogf.org/namespaces/ws-agreement"

4 AgreementId="example-agreement">

5

6 <wsag:Name>Example Agreement</wsag:Name>

7 <wsag:Context>

8 <wsag:AgreementInitiator>Customer</wsag:AgreementInitiator>

9 <wsag:ServiceProvider>ServiceProvider</wsag:ServiceProvider>

10 <wsag:ExpirationTime>2023-10-07T14:00:00</wsag:ExpirationTime>

11 <wsag:TemplateId>template001</wsag:TemplateId>

12 <sla:Service xmlns:sla="http://service.provider.eu">example-service</sla:Service>

13 </wsag:Context>

14 <wsag:Terms>

15 <wsag:All>

16 <wsag:ServiceDescriptionTerms Name="SDT" ServiceName="ServiceName"/>

17 <wsag:ServiceProperties Name="ServiceProperties" ServiceName="ServiceName">

18 <wsag:VariableSet>

19 <wsag:Variable Name="availability" Metric="xs:double">

20 <wsag:Location>metric1</wsag:Location>

21 </wsag:Variable>

22 </wsag:VariableSet>

23 </wsag:ServiceProperties>

24 <wsag:GuaranteeTerm Name="availability">
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25 <wsag:ServiceScope ServiceName="ServiceName"/>

26 <wsag:ServiceLevelObjective>

27 <wsag:KPITarget>

28 <wsag:KPIName>AVAILABILITY</wsag:KPIName>

29 <wsag:CustomServiceLevel>

30 {"constraint" : "availability BETWEEN (0.99, 1)"}

31 </wsag:CustomServiceLevel>

32 </wsag:KPITarget>

33 </wsag:ServiceLevelObjective>

34 </wsag:GuaranteeTerm>

35 </wsag:All>

36 </wsag:Terms>

37</wsag:Agreement>
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Term

0..*

0..1

Service
Scope

1

Service Level
Objective

1

Business
Value List

Penalty Reward
Custom

Business
Value

1

Preference
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Compensation

1
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Interval

Time Interval Count

0..* 0..*0..* 0..*

Figure 3.4: WS-Agreement Meta-Model [98]

The SLA@SOI The SLA@SOI project proposes the SLA* [100], an abstract syntax for SLAs that

provides a highly expressive and extensible solution. It draws primary inspiration from WS-Agreement.

This approach encourages the formalization of SLAs in any language for any service, eliminating the

restrictions imposed by XML. As shown by the Figure 3.5, an SLA* is essentially a template SLA with

an extended set of attributes that precisely specify the contract’s validity. A template SLA comprises

five key sections: the template SLA attributes, the agreement parties, the service descriptions, the
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variable declarations, and the agreement terms that detail quality of service guarantees. In this

abstract SLA syntax, parties are identified by their roles (provider and client). Service descriptions

are established using interface declarations, assigning local identifiers to interfaces, whether they are

functional interfaces or resource descriptions. Variable declarations are also provided to enhance

readability and prevent content repetition. Furthermore, agreement terms are formalized into two

categories: action guarantees and state guarantees. In addition to simple expressions, SLA* introduces

a formal model for penalty formalization. The primary motivation behind this approach is to ensure

openness and applicability across various domains, free from specific language, taxonomy, or technology

dependencies.

SLA Template SLA

1..*
Party

1..*
InterfaceDeclr

0..*
VariableDeclr

1..* AgreementTerm

Figure 3.5: SLA* Meta-Model [100]

CSLA [95] is a language designed to address the needs of cloud SLA. CSLA focuses on adapting to

the changing nature of clouds by adding SLA features that can handle violations. Figure 3.6 shows

the metamodel of CSLA. It includes three fundamental sections, parties, validity, and templates. The

validity section specifies the duration of the agreement’s effectiveness and identifies the parties bound

by it, distinguishing between signatory parties (comprising the service provider and service customer)

and supporting parties, which may include trusted third parties. Templates, on the other hand, serve

as structural frameworks for the SLA, featuring five key components. These encompass Services

Definition, which describe the services offered, adhering to cloud service models like SaaS, PaaS,

and IaaS; Parameters, defining relevant variables for Metric, Monitoring, and Schedule elements;
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Guarantees, which include Scope, Requirements, Terms, and Penalties; Billing, detailing the billing

method; and Terminations, which describe the procedure for ending the agreement.
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Figure 3.6: CSLA Meta-Model [95]

Listing 3.3 provides an example of an SLA using CSLA. This SLA, identified as ”CSLA1,” was

agreed upon on 10-10-2023. It involves two main parties, a cloud provider, and a cloud consumer

(Customer), each with their respective contact details. The terms within the SLA include two

objectives, focusing on response time and availability, with specific metrics, thresholds, and monitoring

parameters defined for each objective.

Listing 3.3: Example of an SLA using CSLA

1

2<csla:parties>

3 <csla:cloudProvider>

4 <csla:name>provider</csla:name>

5 <csla:contact>

6 <csla:address>address</csla:address>

7 <csla:email>email@email.fr</csla:email>

8 <csla:phoneNumber>+33 (0)0 00 00 00 00</csla:phoneNumber>

9 </csla:contact>

10 </csla:cloudProvider>

11 <csla:cloudConsumer>

12 <csla:name>Customer</csla:name>

13 <csla:contact>

14 <csla:address>France</csla:address>

15 <csla:email>email@email.fr</csla:email>

16 <csla:phoneNumber>+33 (0)0 00 00 00 00</csla:phoneNumber>

17 </csla:contact>

18 </csla:cloudConsumer>

19</csla:parties>

20<csla:terms>
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21 <csla:term id="T1" operator="and">

22 <csla:item id="responseTimeTerm"/>

23 <csla:item id="availabilityTerm"/>

24 </csla:term>

25 <csla:objective id="responseTimeTerm" priority="1" actor="provider">

26 <csla:precondition policy="Required">

27 <csla:description>Data size less than 1 TB</csla:description>

28 </csla:precondition>

29 <csla:expression metric="Rt" comparator="lt" threshold="3" unit="second" monitoring=

"Mon1" schedule="Sch1" Confidence="99" fuzzinessValue="0.2" fuzzinessPercentage=

"10"/>

30 </csla:objective>

31 <csla:objective id="availabilityTerm" priority="2" actor="provider">

32 <csla:expression metric="Av" comparator="gt" threshold="98" unit="%"

33 monitoring="Mon2" Confidence="99" fuzzinessValue="1" fuzzinessPercentage="5"/>

34 </csla:objective>

35</csla:terms>

Wonjiga et al. [101] propose Extended CSLA (ECSLA), an extension of the CSLA language.

ECSLA extends the original language in order to have a standard method to define security monitoring

SLAs. This involves adding new features, including a new generic service, a structure to define security

vulnerabilities, and a definition of security monitoring service.

SLAng SLAng [102] can specify horizontal SLAs (agreements between parties providing the same

service) and vertical SLAs (agreements between subordinate pairs) between users and service providers.

It is easily extensible to increase expressiveness and can be used to regulate possible agreements

among different types of parties involved in the contract (e.g., application, web service, component,

container, storage, and network). The language consists of three parts: service description (e.g.,

service location, provider information), contract statements (e.g., engagement duration, penalties),

and service level specification (e.g., QoS metric descriptions). SLAng’s syntax is defined using an

XML schema, facilitating integration with existing service description languages. For example, SLAng

can be combined with WSDL (Web Services Description Language) and BPEL (Business Process

Execution Language), both of which are defined using XML schemas.

RBSLA Rule Based Service Level Agreement (RBSLA) [103] is a language based on RuleML [104]

and logic programming. It allows for the implementation of SLAs in a machine-readable syntax

for automated monitoring. RBSLA follows the design principle of RuleML, where new concepts

are introduced in layers that enrich the RuleML core. It was designed to be compatible with the

Semantic Web and other existing standards. The language itself is very expressive, but like other logic
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programming-based languages, it can be challenging for non-experts to understand and use.

CSLAM CSLAM [105] is an SLA framework developed for the cloud environment. It has a language

for defining an agreement between two parties and a management mechanism to deploy and monitor

the SLA. It is based on WSLA with some changes and extensions to adapt it to the cloud environment.

CSLAM is structured into three substructures: i) Parties: where the user and service provider are

defined. ii) Obligations: where SLOs and guarantees are defined. iii) Cloud Major Service: this part

defines the hierarchical structure of the cloud service and the parameters to be satisfied, where each

parameter can define a cloud metric or use a function to define it. Each metric will be matched with

one or more.

To address the lack of flexibility in representing SLAs, some authors have proposed representing

them using ontologies. In [106], Glen Dobson et al. present QoSOnt, an ontology for quality of service

primarily developed for applications in the field of service-centric systems. QoSOnt is designed to

promote consensus on QoS concepts by providing a sufficiently generic model for reuse across multiple

domains. QoSOnt consists of three layers, each of which is an ontology: i) Usage Domains: it links

the QoS to be achieved with a specific domain, currently supporting network and system domains. ii)

Attributes: it presents attributes related to the QoS to be achieved, for example: integrity, security,

confidentiality, etc. iii) Base QoS: it represents a minimal set of concepts related to QoS, such as

measurability, units, metrics, etc. Using ontologies, the authors of [107] propose a QoS model for the

cloud that focuses on three dimensions: resource utilization by the service, service performance, and

cost. Three properties are defined: constraints of each party, the influence between different parties,

and the weight of each party. The proposed ontology focuses solely on QoS properties without detailing

any SLA concepts. In [108], the authors propose an ontology for SLAs in the cloud environment. They

illustrate how SLA monitoring and management can be simplified using semantic web languages such

as OWL, RDF, and SPARQL. They also demonstrate, with a prototype, how SLA measurements can

be automatically extracted from the legal service terms available on the Cloud Provider’s website.

Taher Labidi et. al. have proposed CSLAOnto [109], a generic and semantically rich SLA model based

on ontologies. The authors follow the MethOntology [110] guideline, which consists of four steps:

CSLAOnto specification, CSLAOnto Conceptualization, CSLAOnto Formalization, and CSLAOnto

Validation. The model draws inspiration from WS-agreement and WSLA and supports open cloud

computing interfaces. Its structure includes elements such as Context, ApplicationDomain, Version,
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Parties, SignatoryParty, SupportingParty, and terms. A prototype has been proposed to validate the

model, as well as the monitoring process where SLA evaluation and guarantee actions are automatically

triggered.

One of the challenges that can arise when establishing an SLA in a multi-actor, multi-domain,

dynamic environment with multiple levels of delegation is the interdependence between SLAs. SLAs

can establish dependencies across different layers in a service stack, where actors in the hierarchy

serve as client/providers. Violations in one layer can have repercussions on higher layers, necessi-

tating automated solutions. The challenge lies in translating SLAs between these levels. In [111],

the author describes this challenge and provides an overview of existing solutions. Two types of

dependencies are identified: interdependencies, which pertain to dependencies among SLAs within the

same level, and interdependencies, which concern dependencies among SLAs from different layers or

levels, signifying vertical relationships between them. According to [111], various initiatives propose to

handle interdependencies challenge. Karaenke et al. [112] presents a software architecture that stream-

lines SLA negotiation and SLA-based resource management within complex agreement hierarchies,

fostering interoperability in heterogeneous distributed environments and seamless integration with

existing service-oriented systems. Di Modica et al.. [113] propose enhancements to the WS-Agreement

specification, enabling parties to re-negotiate and modify agreement terms during service provision,

offering flexibility in scenarios involving multiple service providers to prevent rigid SLAs from nega-

tively affecting the final service quality. Interdependencies introduce another challenge, namely, the

translation of SLAs. This issue can be addressed through three primary approaches: monitoring,

planning, and prediction. In terms of monitoring, there are various works such as MoDe4SLA [114],

NITY [115], and LoM2HiS [116]. For instance, MoDe4SLA, a framework designed to identify complex

dependencies within service compositions, helps explain the causes of SLA violations when services

within the composition malfunction. In the planning domain, Chen et al. [117] suggest an SLA

decomposition approach (known as translation top-down) to automate system design and monitoring

to achieve high-level business objectives, involving the translation of high-level goals into manageable

sub-goals using various low-level attributes and metrics. Regarding prediction, Wada et al. [118]

propose an optimization framework called E3 to tackle the QoS-aware service composition problem in

Service-Oriented Architecture. E3 employs a multiobjective genetic algorithm to heuristically and

efficiently solve this problem. It can simultaneously consider multiple SLAs and produce a set of
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Pareto solutions with equivalent quality to satisfy multiple SLAs.

3.2.4 Existing Profiles on the Internet of Things (IoT) Ecosystem

In the IoT ecosystem, there are specific IoT profiles that have been developed to address various

challenges and requirements. These profiles offer standardized solutions for diverse needs such as

seamless device communication, robust security and efficient device management. In the following, we

are going to describe the main profiles such as MUD (Manufacturer Usage Description) and the SUIT

(Firmware Update and Integrity Test) Manifest.

Software Updates for Internet of Things (SUIT) Manifest The IETF Software Updates for Internet

of Things (SUIT) working group has set out to create a firmware update solution tailored to the

unique needs of IoT devices [2]. This update process is engineered to safeguard against unauthorized

and malicious firmware modifications, ensuring the integrity and confidentiality of firmware images.

By doing so, it effectively reduces the susceptibility of devices to compromise and potential reverse-

engineering attacks. Therefore, the group defines both a mechanism for transporting firmware

images [119] and a manifest needed to securely update an IoT system [120]. The SUIT manifest plays

a pivotal role in the update validation process, as they contain vital information. These documents

serve as guides for making determinations regarding trust in the author, the integrity of the image, its

applicability, storage considerations, and more. Table 3.2 summarizes mandatory and recommended

elements. This table outlines essential attributes within the SUIT manifest for software updates.

It distinguishes between mandatory and recommended attributes, including those like the Version

Identifier, Storage Location, and Payload Digest, which are crucial for ensuring the security

and integrity of the update process. Additionally, recommended attributes like Vendor ID Condition

and Class ID Condition provide valuable context for device management.
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Attribute Status Explanation

Vendor ID Condition Recommended Distinguish products from different vendors.

Class ID Condition Recommended Distinguish incompatible devices in a vendor’s
infrastructure.

Version identifier Mandatory Manifest format version, requiring a sequential
number to prevent rollbacks.

Storage Location Mandatory Informs the device of the updated component.

Payload Digest Mandatory The digest of the payload to ensure authenticity.

Payload Format Mandatory Describes the format of the payload.

Size Mandatory The size of the payload in bytes.

Dependencies Mandatory A list of digest/URI pairs linking manifests that
are needed to form a complete update.

Signature Mandatory The Signature element secures the manifest’s
content against changes and verifies the signer’s
authenticity.

Table 3.2: Mandatory and Recommended manifest attributes of the SUIT manifest.

Lightweight M2M (LwM2M) Data Model LwM2M is a protocol developed by OMA SpecWorks

for remote device management in the IoT and other Machine-to-Machine (M2M) applications [3].

The application data is encapsulated using the Constrained Application Protocol (CoAP) [3]. In

the LwM2M protocol, three entities are at play: LwM2M Clients on end devices communicate

with servers to manage device resources via a standardized data model, identified uniquely by an

Endpoint Client Name. The LwM2M Bootstrap Server initializes the data models and connections

for clients during boot-up. LwM2M Servers maintain connections with clients, enabling reading

and writing of exposed data models. The LwM2M data model follows a structured two-level tree

format, distinguishing entities at each level through numerical identifiers. At the initial level, we

encounter Objects, each representing a distinct data concept accessible via the LwM2M Client. These

Objects are characterized by essential attributes, including their Name for describing the object, the

Object ID as a numerical identifier, the Instances which can be categorized as Single or Multiple,

and the Mandatory status indicating whether all LwM2M Client implementations must support the

object. Additionally, there is the Object Uniform Resource Name (URN) format in the pattern of

ObjectID/ObjectInstance/ResourceID. Moving to the second level, we find Resource definitions

within each Object definition, which offer a comprehensive set of information about the resources.

This includes the ID serving as the numerical identifier for the resource, a Name providing a concise

resource description, Operations represented as R (read-only Resource), W (write-only Resource),
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RW (writable Resource), E (executable Resource), or left empty. Instances can be classified as

Single or Multiple, and Mandatory status signifies whether both the LWM2M Server and the LWM2M

Client must support the Resource when marked as Mandatory, or ideally support it when marked

as Optional. Further attributes encompass the Type indicating the resource’s data type, Range or

Enumeration specifying valid values, Units indicating measurement units for numerical values, and

finally, Description furnishing a detailed resource description.

Manufacturer Usage Definition (MUD) profile The IoT’s rapid expansion heightens cybersecurity

risks, expanding attack surfaces and enabling severe threats. To address this, the Manufacturer

Usage Description (MUD) [4], standardized in 2019 by the Internet Engineering Task Force (IETF),

aims to control IoT device behavior for secure deployment despite device diversity and management

challenges. MUD establishes an architecture and data model to control communication for specific

devices. Manufacturers can define behavior profiles for devices, shaping communication endpoints

through policies or Access Control Lists (ACLs) to reduce attack surfaces. The architecture supports

profile enforcement within device networks. The uptake of MUD has sparked considerable interest in

both research and standardization communities, particularly by the National Institute of Standards

and Technology (NIST) as a solution for security threats and Denial-of-Service (DoS) attacks in

IoT [121], and endorsed by the European Union Agency for Cybersecurity (ENISA) to enhance IoT

security practices [122].

The foundational elements of the MUD architecture are designed to facilitate the deployment

and utilization of a MUD file, detailing the device’s behavior as defined by its manufacturer. The

concept of the manufacturer, as outlined in [4], encompasses the entity or organization responsible

for specifying the intended use of the device. Figure 3.7 illustrates these components, along with

the primary interactions involved in acquiring a MUD file. The architecture encompasses a Thing,

representing the IoT device, responsible for generating and transmitting a MUD URL. Additionally, a

router grants network access to the device, while the MUD Manager initiates requests for MUD file

retrieval based on the received MUD URL. Finally, the MUD File Server hosts the actual MUD files.

According to MUD specifications, IoT devices share a MUD URL with the MUD Manager,

indicating the MUD file’s location. The router facilitates this communication. The MUD Manager,

using the MUD URL, requests the MUD file from the MUD file server, validating and parsing it upon

receipt. Network components are then configured based on the file’s restrictions.
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Figure 3.7: MUD architecture [4]

The MUD standard employs ACLs to regulate communications of IoT devices, using Yet Another

Next Generation (YANG) to model network restrictions and JavaScript Object Notation (JSON) for

serialization. The MUD model extends the YANG data model for ACLs, enhancing expressiveness. The

’mud’ container in the model provides MUD file details like storage location (’mud-url’) and generation

time (’last-update’). The MUD data model’s ’acls’ container adds further restrictions, allowing/denying

communication with specific IP addresses, ports, or devices from the same manufacturer (’manufacturer’

and ’same-manufacturer’).

An example of MUD file is presented in Listing 3.4. The file begins by specifying its version,

hosting URL, last update timestamp, and a link to its digital signature for verification. Within the

”acls” container, an ACL policy named ”to-device-policy” is defined. In this policy, a specific rule

labeled ”allow-ntp” is detailed. This rule pertains to incoming traffic initiated from the device and

allows traffic on User Datagram Protocol (UDP) port 123, associated with Network Time Protocol

(NTP). The ”actions” section of this rule designates that the controller enforces it, and it applies to

traffic directed to the device.

Listing 3.4: Example of MUD file

1{

2 "mud-version": 1,

3 "mud-url": "https://example.com/mudfile",

4 "last-update": "2023-08-10T10:00:00Z",

5 "mud-signature": "https://example.com/mudfile.sig",

6 "acls": {

7 "to-device-policy": {

8 "acl-list": [

9 {
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10 "name": "allow-ntp",

11 "acces": [

12 {

13 "name": "allow-ntp-udp",

14 "matches": {

15 "ietf-mud:mud": {

16 "direction-initiated": "from-device",

17 "port": 123

18 }

19 },

20 "actions": {

21 "ietf-mud:controller": {

22 "direction-initiated": "to-device",

23 "order": 1

24 }

25 }

26 }

27 ]

28 }

29 ]

30 }

31 }

32}

Figure 3.8 illustrates the relationship between a MUD file and an IoT device’s lifecycle. Following

the phases defined by [123], we found some similarity with the Inspire-5Gplus manifest lifecycle. The

device’s journey begins with manufacturing, where the manufacturer creates a MUD file containing

network access controls. During onboarding, the IoT device is installed, and the MUD file configures

network components based on restrictions. In the operational phase, the MUD file enforces constraints

through technologies like SDN. Software updates or vulnerabilities may trigger MUD file updates,

ensuring secure device behavior.

72



3.2. COEXISTING PROFILES IN THE CLOUD-EDGE-IOT CONTINUUM

Manufacturing Onboarding Operation

Generation Acquiring Execution

IoT Lifecyle

MUD File Lifecycle

Figure 3.8: MUD & IoT lifecycle [123], The arrows in the diagram indicate the flow and relationship
between different stages of both the IoT lifecycle and the MUD lifecycle

3.2.5 Existing profiles in the Network Function Virtualization (NFV) ecosystem

The NFV architecture relies on descriptors to abstractly represent and manage network functions

and services within virtualized environments. These descriptors, standardized and consistent, facilitate

automation and orchestration, enabling dynamic deployment and scaling of services. They define

connectivity, resource requirements, and service chaining, promoting efficient resource allocation

and flexibility. Descriptors streamline the lifecycle management, allowing for updates and vendor

independence while enhancing operational efficiency and agility. Next, we explain the main descriptors

in the NFV architecture: the Virtual Network Function Descriptor (VNFD) and the Network Service

Descriptor (NSD). There are other descriptors like Virtual Link Descriptors (VLDs) and VNF

Forwarding Graph Descriptors (VNFFGDs), which will briefly touch on without going into too much

detail.

Virtual Network Function Descriptor (VNFD) Before delving into the VNFD, let us provide an

introduction to Virtualized Network Functions (VNFs). A VNF is a software-based representation of

a distinct network service or functionality, such as a firewall, router, or load balancer. It operates

within a virtualized environment on standard hardware, effectively decoupling it from proprietary

hardware appliances. VNFs are under the management of orchestration platforms, facilitating

dynamic instantiation, scaling, and termination in response to network demands. These functions

can be interconnected to form intricate network services and interact with the underlying network

infrastructure to manage data processing and forwarding. VNFs are characterized by their scalability,
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flexibility, and agility, allowing seamless software updates, enhancements, and upgrades without

necessitating alterations to the physical hardware. This technological innovation significantly elevates

the efficiency, cost-effectiveness, and adaptability of contemporary networking solutions. VNFs

are commonly distributed and implemented as packages designed for utilization on virtualization

infrastructure. This package is called the VNF package, it encapsulates the VNFD along with the

following files: the VNF Package manifest file, denoted by the extension .mf, it’s structured as a

name-value format, this file provides crucial details such as the VNF provider’s ID, the VNF name, the

creation date of the VNF, and the version of the VNF Package. The VNF package change history file,

a text file documenting all modifications made to the VNF Package over time. In order to facilitate the

validation of a VNF Package, testing files must be included. These files contain essential information

required for conducting VNF tests, such as test descriptions. Additionally, a certificate file is required.

If the manifest file is signed by the VNF provider, the VNF Package should contain a certificate file to

validate the authenticity and integrity of the package [5].

The VNFD encapsulates the essential aspects that define both the deployment and operational

behavior of a VNF, structured into three key components [5]: Firstly, the topology component offers a

comprehensive depiction of the required nodes, typically represented as Virtual Machines (VMs), and

establishes their interconnections and relationships. This element employs VNF Component (VNFC)

and Virtual Deployment Units (VDUs) to encapsulate critical details such as memory allocation, disk

size, and CPU specifications, thereby providing a precise blueprint for the functional environment.

Secondly, the deployment aspects segment delves into a range of considerations vital for successful

deployment. It encompasses deployment parameters, instantiation constraints, scaling mechanisms, and

more. Additionally, the concept of deployment flavors is introduced, enabling tailored configurations

based on specific deployment scenarios. For example, it might outline distinct requirements for

supervisory nodes in larger-scale deployments. Lastly, the VNF Lifecycle Management (LCM)

operations component furnishes a comprehensive description of management tasks and procedures

throughout the lifecycle of the VNF. These operations are elucidated along with the relevant input

parameters, forming a crucial guide for the effective management and orchestration of the VNF

from its instantiation to termination and beyond. Table 3.3 offers a systematic exploration of the

attributes within the VNFD. The table dissects essential factors: in the VNF Profile section, the

table covers vital identifiers, product descriptions, provider information, and version details. Within
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VNF Deployment and Management, the focus shifts to deployment nuances, constraints, resource

prerequisites, lifecycle management, external interfaces, and security rules. Note that deployment

flavors offer tailored configurations to match diverse network needs, optimizing performance and

resources for enhanced flexibility and efficiency. Lastly, the VNFC Information section concentrates

on VNFC components, highlighting unique identifiers, detailed descriptions, resource essentials, and

internal connections within the VNFC.

Section Subsection Attribute(s)

VNF Profile Unique VNFD Identifier vnfdId

VNF Description vnfProductInfoDescription, vnfProductInfoName, vnfProductName

VNF/VNFD Provider Description vnfProvider

Version vnfSoftwareVersion, vnfdVersion

VNF Deployment
and Management

Deployment Flavours deploymentFlavour

Deployment Constraints vnfmInfo, intVirtualLinkDesc

Required Resources virtualComputeDesc, virtualStorageDesc,

VNF Lifecycle lifeCycleManagementScript, lcmOperationCoordination

External Connection Interface vnfExtCpd

Security Rules securityGroupRule

VNFC informa-
tion

Unique VNFC Identifier vdu.vduId

VNFC Description vdu.name, vdu.description

Required Resources vdu.virtualComputeDesc, vdu.virtualStorageDesc

Internal Connection Interface vdu.intCpd

Table 3.3: General characteristics of VNFD

The VNFD is expressed using the TOSCA simple profile NFV. Listing 3.5 showcases the VNFD

for a virtual firewall. As shown, the node templates include three nodes, namely the VDU1, the

VL1 and the CP1. VDU1 is a virtual machine instance falling under the tosca.nodes.nfv.vdu type.

It encompasses NFV compute capabilities, detailing CPU count, memory size, and disk dimensions,

while also specifying properties like image and configuration parameters. VL1 describes a virtual

link categorized as tosca.nodes.nfv.vl type. It defines attributes such as network name and vendor.

CP1 corresponds to a connection point and is of type tosca.nodes.nfv.cp. It defines properties such as

management settings and order. The requirements section establishes relationships with the VL1 and

the VDU1.

Listing 3.5: Example of a VNFD file

1

2tosca_definitions_version: tosca_simple_profile_for_nfv_1_0_0

3

4description: Virtual Firewall
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5

6topology_template:

7 node_templates:

8 VDU1:

9 type: tosca.nodes.nfv.vdu

10 capabilities:

11 nfv_compute:

12 properties:

13 num_cpus: 1

14 mem_size: 256MB

15 disk_size: 0.5 GB

16 properties:

17 image: IPFire-0.4.0-x86_64-disk

18 config: |

19 param0: key1

20 param1: key2

21

22 CP1:

23 type: tosca.nodes.nfv.cp

24 properties:

25 management: true

26 order: 0

27

28 requirements:

29 - virtualLink:

30 node: VL1

31 - virtualBinding:

32 node: VDU1

33

34 VL1:

35 type: tosca.nodes.nfv.vl

36 properties:

37 network_name: nfv

38 vendor: openstack

ETSI [5] provides an informative use case describing the steps involving the VNF package during

its transition from the VNF provider to the service provider. The steps identified for this use case are

described in Figure 3.9. It involves a series of interconnected stages, each contributing to the successful

integration and operation of the network function within a virtualized environment. The process

begins with VNF Package building, where all necessary components, configurations, and interfaces are

compiled into a package. Following this, VNF Package testing is conducted to verify its functionality,

performance, and compatibility, ensuring it meets the desired specifications and requirements. Once
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the testing phase is successfully completed, the next step is VNF Package validation and certification.

This involves a comprehensive assessment to validate that the package aligns with industry standards,

security protocols, and regulatory compliance. Certification adds a layer of trust and reliability to

the package, affirming its suitability for deployment. With a certified VNF package in hand, the final

stage is VNF installation. During this phase, the package is deployed within the NFVI using one or

more VMs.

VNF
Package
building

VNF
Package
testing

VNF
Package
validation

VNF
Package

install

VNF Provider Service
Provider

Figure 3.9: VNF Package Lifecycle [5]

Network Service Descriptor (NSD) As outlined in the ETSI specification [124], a Network Service (NS)

is a composition of network functions, which can include VNFs or Physical Network Functions (PNF),

all interconnected by Virtual Links (VLs). ETSI’s standardization efforts extend to the Network

Service Descriptor (NSD), which offers guidance for deploying and managing instances of an NS.

The NSD contains or references a set of descriptors, including VNFDs, Virtual Link Descriptors

(VLDs), and VNF Forwarding Graph Descriptors (VNFFGDs). A VLD provides information of a VL,

including the deployment configurations available for VL instantiation and the VNFFGD references

the VNFDs and VLDs for topology description [5]. Table 3.4 provides a comprehensive overview of the

fundamental attributes within the NSD. The NSD Profile section delineates the essential identification

and versioning attributes associated with an NSD. The identifier serves as unique identifiers, while

the nsdName offers a brief description of the NSD. Additionally, the designer attribute encapsulates

the description of the NSD provided by the designer, while the version indicates the specific version

of the NSD. The NS management section focuses on efficiently handling the lifecycle of the NS.

The lifeCycleManagementScript entails the script for managing the NSD’s lifecycle, while the

autoScalingRule defines rules governing its automated scaling. The nsDf attribute denotes the

deployment flavor of the NSD. The last section highlights association. The nestedNsdId establishes a

connection to another nested NSD, vnfdId references a VNFD, pnfdId connects to a Physical Network

Function Descriptor (PNFD), and vnfgd relates to a Virtual Network Function Graph Descriptor
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(VNFGD).

Section Subsection Attribute(s)

NSD Profile Unique Identifier of NSD nsdIdentifier

NSD Description nsdName

NSD Designer Description designer

NS Version version

NS Management NSD Lifecycle lifeCycleManagementScript, autoScalingRule

Deployment Flavor nsDf

References to other descriptors Reference to NSD nestedNsdId

Reference to VNFD vnfdId

Reference to PNFD pnfdId

Reference to VNFGD vnfgd

Table 3.4: General Characteristics of NSD

Listing 3.6 provides an example of an NSD. As shown, it’s formulated within TOSCA Simple Profile

for NFV. It leverages imports to integrate two VNFDs, denoted as VNFD1 and VNFD2. The ”VNF1”

node embodies a virtual network function of type tosca.nodes.nfv.VNF1, while ”VNF2” represents

another virtual network function under the tosca.nodes.nfv.VNF2 type. To establish connectivity,

”VL1” and ”VL2” nodes stand for virtual links of type tosca.nodes.nfv.VL, with properties like network

name and vendor defining their connection attributes.

Listing 3.6: Example of a NSD file

1tosca_definitions_version: tosca_simple_profile_for_nfv_1_0_0

2imports:

3 - VNFD1

4 - VNFD2

5topology_template:

6 node_templates:

7 VNF1:

8 type: tosca.nodes.nfv.vnf1

9 requirements:

10 - virtualLink1: VL1

11 - virtualLink2: VL2

12 VNF2:

13 type: tosca.nodes.nfv.vnf2

14 VL1:

15 type: tosca.nodes.nfv.vl

16 properties:

17 network_name: net0

18 vendor: openstack

19 VL2:

20 type: tosca.nodes.nfv.vl
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21 properties:

22 network_name: net_mgmt

23 vendor: openstack

3.2.6 Conclusion

The models and profiles presented in this state of the art provide means for various purposes, such

as enhancing security, deploying a network component or service, and assisting in its management.

Our objective is to address the gaps described in Table 3.5 which corresponds to the identified features

for the Inspire-5Gplus manifest.

Responsibility Following our study, we noticed a lack of expression of commitment across the different

profiles studied, thereby identifying responsible parties. Indeed, the VNFD, the NSD, and the SUIT

manifest provide a field for identifying the provider, but it’s not mandatory. Additionally, there is no

specific field for each component lifecycle, thus delineating each one’s responsibility. This criterion is

therefore partially fulfilled.

Accountability No field explicitly specifies what each stakeholder needs to demonstrate. The account-

ability criterion is therefore not met; it’s something that we really need to address with our model.

This is crucial to cope with the nature of the cloud-edge-IoT environment.

Liability The liability is not expressed in any of the profiles.

Modularity The two descriptors VNFD and NSD use TOSCA, which is a modular metamodel as

described in Chapter 2, which validates the modularity criterion. However, the other profiles—MUD,

SUIT, and LwM2M—do not allow profile combination.

Genericity This criterion falls short due to the nature of each profile, each profile specifically de-

scribes a distinct component type. Consequently, this approach restricts their utility, as they do not

accommodate the diversity or variability found across the Cloud-Edge-IoT continuum.

79



3.2. COEXISTING PROFILES IN THE CLOUD-EDGE-IOT CONTINUUM

Features VNFD NSD
MUD profile &
extension

SUIT manifest LwM2M model

Responsibility □ □ □ □ -

Accountability - - - - -

Liability - - - - -

Modularity ■ ■ - - -

Genericity - - - - -
■: the feature is supported

□: the feature is partially supported
-: the feature is not supported

Table 3.5: Compliance with Inspire-5Gplus manifest requirements 1

Following the study of prior works about the SLA, we showcased SLAs as a fundamental tool

capable of establishing both liability and accountability. Through this study, we believe that SLAs

will serve as a cornerstone for the first contribution. Indeed, it delineates liability by assigning clear

responsibilities to each involved party. It outlines performance expectations and consequences if

predefined service levels are not met, usually through penalties. Furthermore, the service provider can

express what must be demonstrated, contributing to accountability. Lastly, termination clauses specify

liabilities and responsibilities upon contract conclusion or termination. We identified WSLA and

WS-Agreement as the most frequently used models. WS-Agreement stands out as the most flexible

language in terms of contract definition. This means that users are free to define their terms as they

desire. For this thesis, we used this SLA model for the criteria mentioned above.
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3.3 Liability and Trust Metrics

3.3.1 Introduction

Liability and trust analysis in a multi-actor and dynamic architecture can be challenging due to

the system complexity and the involvement of multiple actors. The research on liability in complex

architecture as studied in this thesis is still an emerging field, and more studies are needed to fully

understand and address the legal and technical challenges. Similarly, few papers address the research

question of liability and trust metrics in such architecture. The literature review will focus on trust

model, exploring how trust can be measured in the Cloud-Edge-IoT ecosystem, as well as the metrics

of liability and accountability proposed in the scientific literature.

3.3.2 Trust Computation within the Cloud-Edge-IoT Continuum

Within the study by Govindaraj et al. [8], trust models in the cloud ecosystem are categorized into

three groups: recommendation-based trust models, reputation-based trust model and SLA-based trust

models. To calculate the metrics of liability and trust, we will rely on our responsibility model, which

utilizes SLAs. Our primary interest lies in the SLA-based trust model, although we will briefly explore

the others models. The recommendation-based model, termed indirect trust, relies on recommendations

or experiences from others rather than direct interaction with the system. Some papers addressed

the topic, for example, Singh et al. [125] introduced a trust assessment mechanism for cloud service

providers, evaluating trust using three metrics: customer self-trust, third-party trust, and trust from

friends towards the service provider. Rizvi et al. [126] proposed a trust model involving cloud service

users, providers, and third-party auditors. This model ranks providers based on assessments conforming

to Cloud Security Alliance (CSA) recommendations for cloud service registration. Reputation-based

models rely on evaluating a system’s trustworthiness based on their past behavior, interactions, or

performance. Significant work on this topic includes Wang et al. in [127], where they propose a

classification framework for trust and reputation systems in web services. It hinges on three crucial

factors: centralization (presence of a central entity managing reputation), target (focus on individuals

or resources), and scope of opinions (global or personalized, from the general population or a specific

group). J.F.Borowski et al. [128] created a system combining reputation-based trust and agent-based

safety mechanisms to prevent harmful failure ratings. It calculates trust through agent interactions,
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where queries about peer status are exchanged, and unanswered responses flag a faulty agent. The

overall trust rating derives from the average of these interactions. Papadakis-Vlachopapadopoulos

et al. [129] introduces a platform for federated cloud providers that manages both SLAs and trust.

The SLA service allows providers to specify performance criteria for cloud applications and assesses

agreements, triggering notifications for violations. Additionally, a reputation-based trust service uses

QoS and KPIs to depict provider reliability, designed for easy scaling in federated settings. Habib et

al. [130] introduces a trust management system for cloud computing, assisting users in finding reliable

service providers. It uses QoS attributes and combines reputation and recommendation techniques,

employing various operators to handle trust data from multiple sources. Noor et al. describe in

[131] CloudArmor, a Trust-as-a-Service (TaaS) framework that includes multiple functionalities. It

introduces a protocol for credible feedback and user privacy, an adaptable credibility model for security,

and an availability model for reliable decentralized trust management.

SLA-based trust model is a widely used method for building trust in cloud computing environments.

It employs SLAs to establish and measure trust between providers and consumers. The authors in [9]

claim that QoS monitoring and SLA verification is an important basis of trust management for cloud

computing.

Chandrasekhar et al. [10] suggest a QoS monitoring technique and dynamic trust calculation

method using a state-based approach to reduce network data. The trust calculation uses Markov

Chain theory to identify steady, unsteady, or failure states. Valero et al. presents in [16] a trust

framework for reliable stakeholder selection in a 5G marketplace. It includes a reputation-based model

with four modules: Information gathering, Trust computation, Trust storage, and Continuous update.

The Continuous update module introduces an SLA-driven reward and penalty system to adjust trust

scores based on breach predictions, detections, and violations. In [132], the authors propose a trust

model empowering Cloud Service Provider (CSPs) to assess trust for participation in reliable cloud

federations. It relies on feedback and CSPs’ SLAs, extracting Quality of Protection (QoP) attributes

from SLA documents to gauge security and privacy levels. The model computes an aggregated trust

value using this information.

Also, Alhamad et al. [133] propose a trust model for cloud services using SLA metrics. Their work

defines SLA metrics for IaaS, PaaS, and SaaS, and presents a two-module architecture: the SLA agent

module, which monitors SLA parameters, and the trust management module, which oversees trust
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relationships using local experiences, external opinions, and SLA agent reports. Moreover, Chakraborty

et al. [134] propose a quantitative trust model for cloud services that utilizes parameters extracted

from SLA, such as CPU and memory capacity. Their model allows for assigning different degrees

of importance to parameters and updates values based on interaction histories. Their framework

includes systems and modules, such as the cloud consumer, SLA/other document, policy base, and

trust calculator module. Chang et al. [135] propose a multidimensional trust model for Fog computing

that considers application, peer, and auditor perspectives. Parameters like availability, response time,

throughput, and security are used to assess Fog service provider trustworthiness, with adjustable

weights for each perspective based on application requirements. Dimitrakos et al. present in [136]

a trust model for assessing infrastructure providers’ reliability in cloud computing. It calculates

trust values based on SLA compliance, service provider ratings, and behavior, using an opinion

model encompassing belief, disbelief, uncertainty, and base rate. No implementation or evaluation

are provided for the models proposed in the previous papers. Moreover, the models primarily serve

to compare cloud providers based on the services provided and the level of trust they instill. In

contrast, the frameworks in question are more specifically tailored towards cloud computing and lack

the generality present in the framework that we propose. As well the liability and trust indicators,

our framework provides trends of SLA Violation Rate, which is not provided by other frameworks.

3.3.3 Liability metrics within the Cloud-Edge-IoT Continuum

Given the lack of literature regarding liability metrics within the Cloud-Edge-IoT continuum, we

extended our research to related topics such as accountability. In [12], K.L Ryan et al. highlight the

urgent need for research in cloud accountability. For that, they propose TrustCloud, a framework that

addresses accountability in cloud computing via policy-based approaches. The framework includes

five abstraction layers namely system layer that perform system file-centric logging, data layer that

facilitates data-centric logging, workflow layer that performs audit-related data. These layers will

ensure that data are logged to track how items are processed, accessed, stored, or transmitted.

Additionally, these layers manage the seven phases of the cloud accountability life cycle, including

planning policies, tracing, logging, safekeeping, reporting, auditing, and optimizing. The proposal

lacks tangible implementation and evaluation. Furthermore, the authors do not offer a method to

quantify the level of trust in a cloud provider. The accountability literature extensively covers the use
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of data management tools to ensure data protection, privacy, security, and regulatory compliance. For

example, Thiago Rodrigues et al. [137] proposed the Cloudacc framework to ensure accountability

and trust in federated cloud environments. It combines cloud and blockchain technologies to create a

distributed and transparent mechanism for cloud providers to record and share information about their

services and operations. Also, the A4CLOUD project [11] proposes tools and models that provide users

with greater control, transparency, and enforcement capabilities over the use and protection of their

data in the cloud. Moreover, the authors of [138] propose a data-centric logging approach to improve

accountability and security in cloud computing. Their four-stage framework includes standardizing

data transaction definitions, real-time analysis for detecting security threats, and generating reports to

help customers understand their data transactions. The ETSI GR NFV REL018 [139] defines principles

for accountability management and presents a Quality Accountability Framework for ensuring the

quality of NFV implementations and establishing accountability mechanisms. No paper has addressed

the importance of providing indicators to handle the liability in the cloud architecture. In addition,

previously mentioned works focus mainly on the accountability and transparency of cloud service

providers in managing and protecting user data. In [140], the authors emphasize the necessity of clear

guidelines for handling liability concerns amid service failures within critical cloud architecture. This

involves establishing a legal framework. They advocate for a cloud architecture model that integrates

resilience and multi-tenancy aspects. The authors suggest incorporating anomaly-based techniques

to detect deviations in system and network behavior. Additionally, they recommend implementing

monitoring and auditing tools to ensure lawful services while safeguarding privacy, and creating

collaborative interfaces to enhance transparency in root-cause analysis without divulging sensitive

operational details. However, their focus in this paper primarily centers on data protection issues,

offering only a cloud infrastructure model without quantifiable metrics for trust and liability.

3.3.4 Monitoring and Detecting SLA Breaches

Given that our contribution introduces metrics conducting to the detection of SLA breaches. We

proceed with an overview of the proposals. Several open-source SLA-oriented monitoring tools are

available, each providing specific functionalities to track performance, manage alerts, and ensure

compliance within SLA. Garćıa et al. propose CloudCompass [141] [142], an SLA-aware PaaS Cloud

platform that manages resource lifecycles, extending the WS-Agreement SLA specification for Cloud
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Computing. It enables Cloud providers with a versatile SLA model, accommodating higher-level

metrics and flexible requirements from multiple actors. Additionally, it offers a framework for Cloud

applications to dynamically correct QoS violations using cloud infrastructure elasticity. Wood et al.

introduce Sandpiper [13] a framework that automates the monitoring, detection of hotspots, and the

remapping or reconfiguring of VMs as needed. Its monitoring system aligns with our objective: to

prevent and detect SLA violations by using threshold values to evaluate potential breaches.

Comuzzi et al. propose SLA@SOI [14], a framework that incorporates SLA-based monitoring

and penalty management. This feature actively monitors agreed-upon service levels between service

providers and end-users. If an SLA is breached, the framework takes measures to manage associated

penalties or consequences. In [143], the authors propose the Cloud Application SLA Violation Detection

architecture (CASViD), a framework that monitors and identifies breaches in application-level SLAs.

It focuses specifically on resource management, scheduling, and deployment in a multi-customer Cloud

environment, setting it apart from other monitoring architectures. Emeakaroha et al. propose in

[144] a comprehensive framework called QoS-MONaaS for Quality of Service Monitoring as a Service.

The framework enables the formalizaton of SLAs by defining essential performance indicators and

establishing alert protocols to address SLA violations. J.Bendriss et al. present in [145] a framework

for cognitive SLA enforcement of networking services involving VNFs and SDN controllers, using

ANN. This framework is designed to efficiently manage and anticipate SLO breaches. The framework

identify correlations in historical data and predict future resource usage, which helps optimize resource

utilization and reduce the risk of SLA violations. To prevent violation of SLA, Haq et al. [146] propose

a validation SLA framework, this framework enables the selection of services at the pre-SLA stage

relaying on a hybrid PKI (Public Key Infrastructure) and reputation-based trust model to prevent

SLA violation. Services reputation are updated after each SLA validation process.

3.3.5 Financial Exposure To Risk Metric

One of the metrics we calculate is a financial risk exposure metric. There is limited literature

discussing the application of Financial Risk Analysis Techniques in conjunction with SLAs and service

construction. Financial exposure to risk refers to the potential financial loss a business or individual

faces due to adverse market movements, operational failures, or unexpected events. It represents the

vulnerability of financial assets, investments, or operations to fluctuations in interest rates, currency

85



3.3. LIABILITY AND TRUST METRICS

values, commodity prices, or other market variables. Antonopoulos et al. [15] discusses the application

of financial risk analysis techniques to Grid Economics in order to ensure availability, capability,

and liability in relation to financial applications. They construct their Grid SLA, with reference to

WS-Agreement, by considering relative pricing of resources of different specifications and the associated

risk of any items in the portfolio being unable to run or complete its task within a limited timeframe.

The AssessGrid project [147] uses WS-Agreement for contract negotiation, considering a probability of

failure (PoF) impacting price and penalty. The broker gathers SLAs from various providers, creating a

ranked list based on price, penalty, and PoF aligned with user preferences. While aiming to optimize

economic benefits, the end user still needs to compare and select SLA offers.

3.3.6 Conclusion

The frameworks proposed in the literature for computing trust metrics based on SLAs are not

extensive, especially in recent publications. Most of the works date back to 2012/2015, lacking

implementation and evaluation; they primarily focus on cloud services. They do not aim to offer

a generic solution, as we intend and as imposed by the cloud-edge-IoT continuum environment.

Additionally, the proposed works do not enable metric calculation across multiple services on a single

host. Therefore, none of the works support the challenges of the cloud-edge-IoT continuum. The

solution we propose can be applied as long as there is an objective and a method to measure that

objective. It remains generic to both service and infrastructure.

The primary focus on accountability resides in the A4Cloud project. The tools, models, and

guidelines proposed by the project heavily emphasize data protection in the cloud while enhancing

transparency. While these subjects are crucial for accountability management, they differ from our

contribution, which centers on metrics enabling the quantification of trust and liability.

In the state-of-the-art literature, there’s a lack of metrics that enable a trust score for a service

instance, a service class, and the service provider. One work, that of Valer et al. [16] focuses on

selecting stakeholder services in a marketplace, but it remains specific to the 5G realm and doesn’t

offer the generalization we achieve with our contribution. Our proposal aims to provide an overall

rating for a service.

Regarding the detection of SLA breaches, the tools presented primarily concentrate on the cloud,

utilizing a common method of setting a threshold and checking if observations exceed it. In contrast,
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our contribution aims to provide an enhanced visualization of SLA evolution. Using a two-dimensional

map, we define different zones to facilitate a better interpretation of the SLAs’ progression.

When it comes to the Financial Exposure To Risk metric, there appears to be a gap in the

literature. Apart from Antonnoplous et al.’s work [15], there is no other proposal for such a metric.

What sets our proposition apart is its capability to observe its evolution over time and calculate it at

the application level.
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4.1. INTRODUCTION

4.1 Introduction

In this chapter, we present the first contributions of the thesis. The state-of-the-art on SLAs

resulted in a paper for the MSICC 2021 workshop. Section 4.2 will showcase this contribution, it is

referred to as an introductory one, as it does not directly address the thesis problem statement.

Moving forward we introduce TRAILS (sTakeholder Responsibility, AccountabIlity, and Liability

deScriptor), a responsibility model that captures the responsibilities of different parties in a supply chain.

TRAILS extends the TOSCA NFV, by integrating existing profiles of the Cloud-Edge-IoT Continuum

and providing a comprehensive description of the responsibilities, liabilities, and accountabilities of

supply chain actors. The necessity for this model arises from the observation of a gap in the existing

state of the art, where no such comprehensive model was found. This contribution aligns with the

block FB.1 presented in the chapter 1 as it contribute to define accountability and liability relationship.

This contribution was submitted and accepted at the Netsoft 2022 conference.

4.2 Energy-aware Service-Level Agreements in 5G NFV architecture

For the thesis’s first contribution, we examined the potential for incorporating energy consumption

into the negotiation of SLAs for a network service. In today’s context, customers are increasingly

concerned about the environmental impact of their activities. Consequently, they are actively seeking

services that have minimal energy consumption and a low carbon footprint, particularly when some

resources used to provide the service are situated on their premises. To effectively manage energy

usage and demonstrate that the service is operated in an energy-efficient manner, it is essential for the

service provider to include energy consumption targets in the SLAs negotiated with the customer.

Furthermore, it is crucial that the VNFs listed in the service catalog provide information about their

energy consumption. Currently, this parameter is absent from the catalog. As it stands, service

providers are unable to commit to specific energy consumption levels because they lack access to this

vital information.

This contribution can be divided into two main aspects. First, we enhance the VNFD by

including energy consumption data, which assists network operators in creating energy-efficient

network services. Second, we introduce an energy-aware SLA template that enables operators to make

commitments regarding energy considerations, along with metrics for detecting any deviations from
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these commitments. It’s worth noting that existing works, like those mentioned in [148], [149], and

[150], primarily focus on optimizing the placement of VNFs to minimize energy consumption in a

network service composed of VNFs. In contrast, our research offers a solution to disclose the energy

consumption of VNFs, allowing service providers to specify energy consumption characteristics in the

SLA. Additionally, many existing works are related to cloud computing and would require adaptation

to address network management concerns

While many studies have examined energy considerations in cloud computing, only a few closely

align with our research. In [151], the authors introduce an energy-aware Service Level Agreement to

balance energy efficiency with quality of service. [152] proposes a Green Service Level Agreement

(GSLA) and an associated framework to optimize energy usage for cloud users. Laszewski et al. [153]

propose GreenIT-SLA, an SLA template designed to enhance service eco-efficiency by integrating

Green IT metrics into the SLA monitoring process. Additionally, [154] surveys Green SLAs in the

IT industry, which primarily focus on energy, carbon footprint, green energy, and recycling in cloud

computing environments.

4.2.1 VNFD Energy Extension

Our proposed extension for VNFD’s energy considerations is founded on the guidelines outlined

in [155]. It defines energy metrics and measurement methods for NFV components, including VNFs. It

introduces two metric categories: energy efficiency metrics, quantified by the functional units of useful

output relative to energy consumption, and resource efficiency metrics, assessed as the ratio of useful

outputs to the resources consumed by the VNF. The measurement methods are tied to both power

consumption and resource consumption. It outlines measurement conditions, offering recommendations

for configuring the System Under Test (SUT), specifying environmental test conditions, and defining

the required measurement instruments. The following formulas translate more formally what has been

mentioned above :

• The VNF’s energy efficiency ratio metric is defined as :

V NF EER = Usefuloutput

Powerconsumption
(4.1)

• The power consumption P is measured as follows :
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P = Pload − Pidle (Watt) (4.2)

Where Pload is the power consumption of NFVI platform including the deployed VNF, and Pidle

is the power consumption of NFVI platform without any VNF deployment.

• The VNF’s resource efficiency ratio metric is defined as:

V NF RER = Usefuloutput

Resourceconsumption
(4.3)

.

• The resource consumption R is measured as follows :

R = Rload − Ridle (4.4)

Where Rload is the resource consumption of NFVI platform including the deployed VNF, and

Ridle is the resource consumption of NFVI platform without any VNF deployment.

In addition, we propose the following metric in order to compute energy consumption :

E = P × T (Joule) (4.5)

Where P is the power consumption and T is the time.

The energy consumption is measured in Joule or KWh and the consumed resources refer to the

virtual resources allocated to the VNF, which can be CPU, memory, storage, and network. The useful

output of the VNF depends on the types of VNFs, that can be throughput (e.g., bps, pps) for data

plane VNF, or capacity (e.g., subscribers, sessions) for control plane VNF. We introduce these metrics

as an extension to the VNFD using a methodology illustrated in Figure 4.1. Each VNF runs on

an NFVI and is scaled to provide different levels of service capacity by scaling one or more of its

VNFCs. This capacity level depends on the provider of the VNF. Hence, the measurement tests must

be performed with reference to an NFVI and with a given capacity level. This extension of the VNFD

dedicated to energy aspects allows the operator to obtain information about the consumption features

of the VNF as displayed by the manufacturer. To increase confidence in this information, the operator

may rely on consolidation mechanisms based on experiences with this particular VNF or other VNFs
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Figure 4.1: VNFD Extension Methodology

of the same type from the same manufacturer, tests performed on the VNF or reputation from third

parties experiences and opinions.

Expanding the VNFD involves adhering to the guidelines outlined in [5]. According to these

specifications, we must furnish the following details for each attribute: the attribute name, whether it’s

mandatory (M), optional (O), or conditional (C), the range of occurrences (e.g., 1, 0. . . N), the data

type of the attribute values, and a concise attribute description. The manufacturer includes the NFVI

reference, which serves as a description of the NFV infrastructure used for conducting measurement

tests. Details regarding this attribute are provided in Table 4.1. The manufacturer is also required to

specify the capacity level utilized in these measurement tests, as demonstrated in Table 4.2. Attributes

associated with energy metrics, including Energy Consumption, Energy Efficiency, Resource Efficiency,

and measurement duration, are presented in Table 4.3.

Attribute Description

NFVI reference

Qualifier M
Cardinality 1. . . N
Content String
Description Textual description of the NFV infrastructure

Table 4.1: NFVI reference attribute
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Attribute Description

Capacity level

Qualifier M
Cardinality 1. . . N
Content String

Description
Textual description of the capacity level of
the VNF set up during the measure

Table 4.2: Capacity level attribute

Attributes Descriptions

Time

Qualifier M
Cardinality 1. . . N
Content Time

Description Duration of the measures expressed in hour

Energy consumption

Qualifier M
Cardinality 1...N
Content Float

Description
The energy consumption (in Joule
or kW/h) of the VNF recorded
after the measurements

Energy efficiency

Qualifier M
Cardinality 1...N
Content Float

Description
The energy efficiency of the VNF
recorded after the measurements

Resource efficiency

Qualifier M
Cardinality 1...N
Content Float

Description
The resource efficiency of the VNF
recorded after the measurements

Table 4.3: The Energy attributes

4.2.2 Energy-aware Service Level Agreement template for Network communications

The template that we propose is an extended version of the network communication SLA [93]. We

propose to add two fields. The first field is the energy aware SLA ID which is a unique identifier to

differentiate between contracts. The second field is the energy aware offer, which will make possible

to express the customer’s demands in relation to energy consumption. From that, the customer can

accept, renegotiate or reject offers related to energy. The metrics we propose to detect any deviation

from the commitment are related to the energy attributes added to the VNFD, they are listed in

Table 4.4. These parameters can be measured by the service provider or by the client himself. For
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this, he can rely on a subcontractor assessing the measurements.

Metric name Description Unit

Total energy consump-
tion

Total of energy consumed by
the VNFs provided by the op-
erator

Joule or KWH−1

Total energy efficiency Total energy efficiency of VNF
provided by the operator

Mbps/Joule

Total resource efficiency Total resource efficiency of
VNF provided by the opera-
tor

Mbps/MHz

Table 4.4: Energy-aware SLA metrics

4.2.3 Exploring Use Cases: Practical Scenarios

We propose a practical use case to demonstrate the implementation of the energy-aware SLA and

the VNFD extension. We consider a hospital center that aims to offer a remote monitoring service to its

patients’ rooms. The objective is to collect and securely store data in a private cloud for future analysis

and processing. To deliver this comprehensive service, the hospital has acquired a dedicated slice from

an infrastructure provider (slice provider). The hospital’s slice needs to be enhanced with components

tailored to its healthcare operations, while also utilizing network components for efficient and high-

speed communication. The infrastructure operator supplies the network components, exclusively using

VNFs. The hospital center is ecologically aware and practices a serious environmental policy. In

addition, it needs to comply with its annual energy budget. Hence, it is looking for a commitment

from the slice provider that includes the energy consumption of the components being supplied and

hosted in his premises. Therefore, the operator must use the energy aware SLA proposed. To be able

to respect his commitment, the operator has to be aware of the energy consumption of the VNF that

he purchased from a manufacturer. Thus, the manufacturer must add energy information into the

VNFD following the methodology proposed. In support of the service, the operator furnishes four

network components to the hospital center. These components include a security function vFirewalls,

a traffic analysis function vDPI, an edge encryption function vEncryption, and a routing function with

vGateways. These VNFs are supplied to the operator by a manufacturer. The monitoring system, on

the other hand, is provided by the hospital center. Within this setup, two capacity levels are defined:

a minimum capacity level, where the number of VNFCs is set to one, and a maximum capacity level,
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where the number of VNFCs is increased to three.

The hospital center’s objective is to provide 500 patient rooms with a target throughput of 2

Mbit/s per room. The hospital center requires a commitment regarding the energy consumption of

the network components, stipulating that their combined energy consumption must not exceed 998.4

KWh per year. Note that energy and resource efficiency are not considered in this context. Following

negotiations between the operator and the hospital center, they establish an energy-aware SLA with

ID ”1.” Both the hospital center and the operator are listed as signatory parties. The SLA terms

include continuous service availability (24/7), a minimum data rate of 1 Gbit/s, and a resolution time

of less than one hour for any issues. Energy consumption, as previously defined, is integrated into

the SLA terms. In cases of non-compliance, the operator must pay the hospital center a penalty of

$10,000.

The manufacturer has provided the VNF and therefore the VNFD to the operator. In order

to add the energy consumption information into the VNFD, the manufacturer performed various

measurement tests, the results are summarized in the table 4.5. The duration of the test is one hour.

The capacity level corresponds to the throughput that each VNF can offer. The minimum capacity

level is equal to 1 Gbit/s while the maximum is 2 Gbit/s.

VNF Capacity level Power consump-
tion (watts)

Energy consump-
tion (kwh)

vFirewall
Min 18 0.018
Max 40 0.04

vDPI
Min 20 0.02
Max 50 0.05

vEncryption
Min 39 0.039
Max 90 0.09

vGateway
Min 9 0.009
Max 20 0.020

Table 4.5: Results of measurement tests

Multiple combinations of VNF capacity levels can fulfill the requirements for data rate and energy

consumption. For instance, opting for the minimum capacity level for all VNFs can satisfy the

demands. This is supported by the following calculation:

24 × 365 × (0.0180 + 0.02 + 0.039 + 0.009) = 753.36kWh
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This use case demonstrates that, with the help of the VNFD energy extension, the operator is able

to reference the right VNF in order to fulfill the commitment. It’s includes energy demand thanks to

the energy aware SLA.

4.2.4 Conclusion

In summary, in this section, we have presented our initial thesis contribution, which comprises

two key elements. Firstly, we expanded the VNFD to incorporate energy-related data, encompassing

details on energy consumption, energy efficiency, and resource efficiency. Secondly, we introduced an

energy-aware SLA template to enable the operator to make commitments regarding energy-related

aspects. The primary aim is to empower the operator to select the most suitable VNFs based on their

energy consumption, ensuring compliance with commitments made to consumers through energy-aware

SLAs. These two fundamental concepts have been applied and examplified within a real-world use

case. The next step could involve suggesting an enhancement to the MANO orchestrator to consider

energy information and, in turn, optimize the placement of VNFs to reduce network service energy

consumption.
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4.3 TRAILS: Extending TOSCA NFV profiles for liability management in
the Cloud-to-IoT continuum

4.3.1 Introduction

As seen in the literature review, there is currently no model available for describing the responsibility,

accountability, and liability within a multi-actor, multi-domain service involving different legal entities

and the potential for multiple levels of delegation. Furthermore, Sharif et al. [156], Pan et al. [157],

and Atzori et al. [158] advocate for the necessity of achieving consistent service management across

cloud, IoT, and NFV, requiring combining existing descriptors.

We introduce TRAILS (sTakeholder Responsibility, AccountabIlity, and Liability DeScriptor) to

enhance responsibility management within the Cloud-Edge-IoT continuum. TRAILS extends the

TOSCA NFV profiles, addressing the need to unify existing profiles in the Cloud-IoT-Edge ecosystem

while incorporating a description of supply chain responsibilities, accountability, and liability. This

model aims to achieve uniform and liability-aware service management involving IoT devices, fog,

edge, and cloud nodes. The TRAILS archive adheres to the CSAR format, widely adopted by many

cloud service providers, tools, and communities. The immediate implication of such a Model is that

it empowers service providers to discern the commitments made by various stakeholders during the

creation of a service that spans from the cloud to IoT, involving multiple legal entities and participants,

and potentially featuring various levels of delegation. This model aligns with FB.1 and serves as the

foundational component for liability-aware management.

4.3.2 The TRAILS Model

The model is presented through the TRAILS metamodel and its associated grammar (in Appendix

A). A complete example is presented in section 4.3.3

We chose to extend TOSCA because it is a modelling language for defining portable deployment

and automated management of services which is already commonly used to manage VNFs, NSs [159]

and even IoT devices[160] [161]. It is also modular and enables to compose multiple components, thus

achieving Inspire-5Gplus modularity requirement.

ETSI specifies an NFV specific data model using TOSCA metamodel. TRAILS extends this

model to include responsibility, accountability, and liability (Figure 4.2 block B). For this, we
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Figure 4.2: Extension of the TOSCA NFV metamodel

introduce multiple elements. First, we updated TRAILS Data type to include the semantics required

to describe a MUD profile, SUIT manifest or OpenAPI file. Second, TRAILS Capability type, which

describes capabilities related for example to security service. Third, TRAILS policy type describes

the operation limitation which is a restriction imposed by an administrator before referencing the

component. Fourth, TRAILS Requirement definition, which describes services requirements, for

example security requirements provided from the extended MUD profile. Fifth, TRAILS Relationship

type, which binds two TRAILS’s nodes through a relationship and finally TRAILS node. To build a

TRAILS CSAR archive, three new directories are required. The directory Files includes profiles

and descriptors that can be referenced in the TRAILS data structure, which facilitates the reuse of

existing profiles. The directory Certificates contains all authors’ certificates and Signature that

includes file’s signature. Finally, the file Manifest.mf file which lists all the files in the archive, the

certificate of the LeadAuthor and the CSAR’s signature.
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Figure 4.3: High-level structure of a TRAILS node

Following Djikstra’s separation of concern concept [162], we designed TRAILS node data structure,

depicted in Figure 4.3 so that each type of TRAILS node property describes a specific aspect of the

component. The header provides an overview of the component or service by identifying its type,

model and the entity which bears overall responsibility, the LeadAuthor.Validation indicates when

the component was validated, by whom, the scope and the outcome of the validation. The Authors

property lists all stakeholders of the component. The property Commitment describes the features

promised by a given stakeholder, such as the SLA. and the attributes of the service described in

the Documentation. The property Usage condition defines which conditions should be fulfilled to

benefit at best of the component’s features, such as the hardware and software dependencies, the way

subservices should be combined or the component’s expected network behavior. Together, Commitment

and Usage condition describe complementary aspects of liability.

Liability is ensured by the fact that properties are signed by their author or responsible party

using a public/private key pair managed through a Public Key Infrastructure (PKI). We distinguish

authors which take responsibility of a specific property and LeadAuthors which integrate multiple

components and properties provided by other actors. As such, authors only sign the properties that it

commits to, whereas LeadAuthors sign all the properties in the scope of the integration it performed.

To achieve this, we separate claims and properties in files that authors can sign individually. Then we

100



4.3. TRAILS: EXTENDING TOSCA NFV PROFILES FOR LIABILITY MANAGEMENT IN THE
CLOUD-TO-IOT CONTINUUM

regroup them in a CSAR archive that is signed by the relevant LeadAuthor.

The separation of concern is also demonstrated by the fact that TRAILS model can be used to

study a network component under the angle of its topology or its responsibility chains. The topology

view is a directed graph where each component is a node and each link describes a connectivity link

between two nodes. The responsibility view is a directed graph with a root (the final LeadAuthor

which proposes the modeled service). Each vertex represents a couple of an Author and a Claim. Each

directed edge represents a responsibility of an actor towards another one. Commitments are represented

by an edge from a supplier towards its customer, whereas Usage conditions are represented by an

edge from a customer to its supplier.

4.3.3 Illustrative Example

This section provides an illustrative example of TRAILS using YAML syntax. This example

describe a streaming service hosted in the MEC and provided by Orange. The streaming service

comprises three sub-services: the infrastructure responsible for hosting the service and provided by

Orange, the streaming service that generates the video stream provided by StreamInc, the dashboard

service that takes the video stream as input and displays it, provided by Dash, and the orchestration

service, which orchestrates the various subcomponents, provided by Orange.

As stated in the background, TOSCA introduces the concept of substitution mapping to describe

subsystems. In Listing 4.1, we describe the MEC Streaming Service node. In the header, we find the

identity of the lead author Orange, who is responsible for the entire service. In the authors section,

we list the authors involved in the service. In the commitments section, we have a list of SLOs to

which Orange commits to the client, such as Mean Packet Loss Ratio, Mean Initial Time for Critical

Mode, and Mean Ratio of Time Functions that are Not Isolated In Critical Mode. WS-agreement

is the SLA model used for this service. The service can provide a virtual link to an external service

(specified in the capabilities).

Listing 4.1: TRAILS example - The Streaming Service 1

1topology_template:

2 substitution_mappings:

3 node_type: tosca.nodes.nfv.TRAILS.MEC-streaming-service

4 properties:

5 header:
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6 component_type: Network Service

7 lead_author:

8 country: France

9 name: Orange

10 role: MEC Service Provider

11 model: MEC

12 system_info: MEC

13 title: MEC Streaming Service

14 url: https://www.orange.fr/MEC-Streaming-Service

15 version: ’1’

16 capabilities:

17 external_virtual_link:

18 properties:

19 protocol: IPv4

20

21 authors:

22 - country: France

23 name: Orange

24 role: Service provider

25 - country: France

26 name: StreamInc

27 role: Component Provider

28 - country: France

29 name: Dash

30 role: Component provider

31 commitments:

32 - author:

33 country: France

34 name: Orange

35 role: MEC Service Provider

36 sla:

37 - sla_model: WS-Agreement

38 sla_name: MEC_SLA

39 slo:

40 - slo_max_value: 0.1

41 slo_min_value: 0.0

42 slo_name: ’Mean Packet Loss Ratio’

43 slo_type: MPLR_MEC_O

44 - slo_max_value: 15.0

45 slo_min_value: 10.0

46 slo_name: ’Mean Initial Time for Critical Mode’

47 slo_type: MITCM_MEC_O

48 slo_unit: sec

49 - slo_max_value: 5.0

50 slo_min_value: 0.0
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51 slo_name: ’Mean Time To Detect Tampering or incorrect location of

Function’

52 slo_type: MTTD_TILF_MEC_O

53 slo_unit: sec

54 - slo_max_value: 0.1

55 slo_min_value: 0.0

56 slo_name: ’Mean Ratio of Time Functions are Not isolated In Critical

mode’

57 slo_type: MRT_FNIC_MEC_O

58 - slo_max_value: 20.0

59 slo_min_value: 0.0

60 slo_name: ’Mean Observation Report Request Response Time’

61 slo_type: MORRT_MEC_O

62 slo_unit: sec

Following this, each sub-service is detailed by its provider. In the follow, we will exclusively present

the streaming sub-service (Listing 4.2), as the remaining sub-services adhere to a similar structure.

This service is supplied by StreamInc, as delineated in the header. Notably, this service does not

include SLOs. It does, however, have a prerequisite for a containerization and orchestration service

(indicated in the requirement) and it provides a virtual link to another service (indicated in the

capabilities).

Listing 4.2: TRAILS example - The Streaming Service 2

1streaming-service:

2 type: tosca.nodes.nfv.TRAILS.streaming-service

3 properties:

4 capabilities:

5 virtual_link:

6 properties:

7 protocol: IPV4

8 authors:

9 - country: France

10 name: StreamInc

11 role: Component Provider

12 header:

13 component_type: Software

14 lead_author:

15 country: France

16 name: StreamInc

17 role: Component Provider

18 model: Streaming Service

19 system_info: Streaming Service
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20 title: Streaming Service

21 url: https://www.StreamInc.fr/streaming-service

22 version: ’1’

23 requirements:

24 - container:

25 - orchestrator:

Figure 4.4 illustrates the structure of the TRAILS archive for the streaming service. It includes the

TRAILSs for the three sub-services. The File directory host the service’s SLA. The Certificates and

publicKey directories contain the certificates and public keys of the stakeholders Orange, StreamInc,

and Dash. Definitions hold the TRAILS grammar files, as well as the Instance File, which serves

as the main file containing the service description and references to the TRAILS of the sub-services.

TRAILS-MEC-Streaming-Service/

Certificates/ .................................Stakeholder’s certificate folder.

Definitions/ ..................................TRAILS’s Grammar and instance

file.
Files/ .........................................Referenced files directory.

PublicKey/ .....................................Stakeholder’s publicKey folder.

Signatures/ ................................... Signature folder.

TRAILS-Dashboard.zip/ ........................Dashbord service TRAILS.

TRAILS-MEC-Infrastructure.zip/ ..............MEC Infrastructure TRAILS.

TRAILS-Orchestration.zip/ ................... Orchestrator service TRAILS.

Figure 4.4: TRAILS MEC Streaming Service Directory Tree

4.3.4 Evaluation

To evaluate our proposal, we show that TRAILS complies with Inspire-5Gplus manifest require-

ments. We illustrate how TRAILS and LASM, the Liability-Aware Security Manager specifically

developed for evaluation purposes, can be used to take into account responsibility and accountability

and liability in the management of a service in the Cloud-Edge-IoT continuum. This is examplified

through a use case. Afterwards, we evaluate its semantics by describing how we used TRAILS to

model existing network components and services. We also evaluate the impact of using TRAILS on

scalability by evaluating its impact on convergence and stability.

Table 4.6 provides a comparison between TRAILS and the profiles studied in the state-of-the-art,

considering the criteria outlined in the Inspire-5Gplus manifest. Our analysis of the current state-of-
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the-art reveals that a majority of existing models fall short in meeting all the specified requirements,

including those related to responsibility, accountability, liability, modularity, and generality.

Features VNFD NSD
MUD profile
& extension

SUIT
manifest

LwM2M model TRAILS

Responsibility □ □ □ □ - ■
Accountability - - - - - ■
Liability - - - - - ■
Modularity ■ ■ - - - ■
Genericity - - - - - ■

■: the feature is supported
□: the feature is partially supported

-: the feature is not supported

Table 4.6: Compliance with Inspire-5Gplus manifest requirements 2

TRAILS fulfills the genericity criteria because it can be used for IoT devices, VNFs and NSs and

leverages commonly used profiles that are relevant for each domain such as SUIT, MUD profiles,

MUD extensions, VNF and NS descriptors. TRAILS traces the responsibilities of each actor involved

in the supply chain. Several stakeholders involved in the creation of one service can define their

responsibilities independently of each other. Supply chain providers can define responsibilities for

themselves and their users. If users accept to use the service described by TRAILS, they can define

responsibilities for themselves and include it as a new composite service. In this case, a composite

TRAILS can be generated. As such, TRAILS fulfills at the same time the responsibility and modularity

criteria. It should be noted that TRAILS also provides traceability of services. Liability is expressed

in TRAILS by SLAs, given their penalties and triggers. The signature of commitments, as well as the

usage conditions, contribute to achieving the liability criteria. At the same time, TRAILS ensures

accountability by including SLA in the properties committed by each actor. In particular, the SLI,

which provides evidence that results have or have not been achieved before ensuring full accountability.

TRAILS complies with the Inspire-5Gplus manifest lifecycle described in Chapter 3 Section 3.2.2

Figure 3.1. During the manufacturing phase, the TRAILS profiles of multiple building blocks can be

aggregated to form the profile of a new service. During the testing phase, validators can describe in

TRAILS additional features, controls, or usage conditions. During the referencing phase, a service

operator can add operation limitations to comply with internal policies before adding the component

to its catalog. All these characteristics can then be to perform liability-aware service management.
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The TRAILS outlined in this contribution does not establish standardization for the data that service

providers can incorporate into the TRAILS profile during the deployment and operational phases.

TRAILS and LASM For this contribution, we focus on the LRS module and the ontology. It is

responsible for the management of the network component and service catalog. This module includes

an ontology that offers tools for reasoning about responsibility, accountability, and liability aspects

associated with network components. The LRS handles synchronization between the database and the

ontology, making it the sole entity that exposes an interface to external services. Implementation-wise,

the LRS is realized as REST web services using the Django Rest framework, while the ontology is

developed with owlready2, a Python module for ontology-oriented programming. We used SWRL

and SQWRL presented in the chapter 2 to express respectively referencing policies and queries on

the ontology content. LRS centralizes all external requests and queries. For example, when the

administrator adds a new component, LRS first validates the compliance of the profile to the TRAILS

model by verifying the directory pattern, signatures, topology and syntax. Then, it requests the

ontology to evaluate the associated TRAILS profile with regard to a referencing policy. LRS stores

TRAILS profiles in a database and associates them to a status, either ”not evaluated”, ”Accepted” or

”Rejected”.

Use case description A Service Provider (SP) deploys a service on an infrastructure spanning from the

Cloud to an IoT campus and managed by a Slice Provider (SLP). SLP subcontracts the management

and monitoring of SP’s IoT campus to the SubContractor (SC). Under normal conditions, SLP routes

the packets collected from SP’s devices in the IoT campus to SP’s Cloud Delivery Network (CDN)

application. SLP operates SP’s slice with a basic assurance level where he commits for example to

ensure a low loss of packets and an optimized level of energy consumption. In case an anomaly in

the IoT devices is monitored, the contract between SP and SLP stipulates that SP shall put in place

a video streaming service with a level of assurance high (e.g. providing proof of transit by specific

nodes, high level of availability of the video streaming solution, guaranteed end-to-end isolation of the

video streaming feed) to control and confirm the potential threat.

TRAILS and LASM assist SLP’s administrator at three different stages, respectively the referencing

of a network component, the component selection for orchestration or root cause analysis. During

the referencing stage of a network component, SLP can reference subcontracting solutions and ensure

beforehand that they comply with its cybersecurity policies. In some cases, SLP cybersecurity policies
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will impose operational measures. If components are not compliant, SLP may decide to renegotiate

a contract with the SC. The TRAILS profile of SC’s IoT monitoring service can then be included

in the contract between SLP and SC. Similarly, the TRAILS profiles of SLP’s base service and

video streaming service can be included in the contract between SP and SLP. Listing 4.3 illustrates

three rules from the operator’s policy. The first rule indicates that any TRAILS for a component

with a validation score ”high” will be referenced. The second rule defines a restriction about the

energy consumption, formulated thanks to the energy-aware SLA. It formally reflects the following

statement: any network component that has as an energy consumption above 0.0018kw/h has the

status ”Rejected”. In the last rule, the administrator assigns a scaling policy to a specific VNF model

for which cybersecurity tests showed the need of scaling up resources such as CPU, RAM, energy. The

scaling policy is based on the Anomaly Detection System (ADS) designed by Lazri et al. [163]. The

system identifies the behaviors of a VNF before it leads to an SLA violation, which would enable to

adopt proactive measures before a violation actually happens. This third rule will modify TRAILS by

adding a new policy associated with the defined operation limitation, as shown in Listing 4.4.

Listing 4.3: Operator’s security policy

1

2 - swrl_rule 1:

3 name: R-High level of assurance

4 src : "TRAILS(?t), validation(?v)

5 , validation_score(?v,’high’)

6 , has_validation(?t,?v)

7 -> value_Status(?t,’Accepted’)"

8 - swrl_rule 2:

9 name: R-Restrictions on energy consumption

10 src : "TRAILS(?t), SLA(?s)

11 , has_slo_type(?s,’energy’)

12 , has_slo_value(?s,?x)

13 , lessThan(?x,0.018)

14 , has_sla(?t,?s)

15 -> value_Status(?t,’Accepted’)"

16 - swrl_rule 3:

17 name: OL-Scaling policy

18 src: "TRAILS(?t)

19 , model(?m,’VSRX-Juniper’)

20 , has_model(?t,?m)

21 -> value_Status(?t, ’Accepted’)

22 , policy(?p)

23 , action(?a,’scaling_policy’)
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24 , has_action(?p,?a)

25 , has_policy(?t,?p)"

Listing 4.4: TRAILS’s operation limitation policy

1

2OperationLimitationPolicy:

3 Description:

4 ...

5 ...

6 Trigger:

7 Event:

8 ...

9 Condition:

10 ..

11 Action:

12 patch:

13 description:

14 implementation: /scripts/patch.sh

15 scaling:

16 description:

17 implementation: /scripts/scaling_policy.sh

18 configure:

19 description:

20 implementation: /scripts/black_list.sh

21 ...

22 ...

With LASM and TRAILS, SLP can select the components with the right characteristics to create

services that comply with the contract binding SLP and SP. In our use case, SLP selects, using the

query shown in Listing 4.5, an IoT-camera with a high level of assurance, an SLA with an availability

objective of 99%, and an SLI availability metric measured by the SC.

Listing 4.5: Component selection query

1 - sqwrl_rule 1:

2 name: Component selection

3 src: "TRAILS(?t)

4 , validation(?v)

5 , SLA(?s)

6 , validation_score(?v, ’high’)

7 , has_validation(?t,?v)

8 , model(?m, ’IoT-camera’)

9 , has_model(?t,model)
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10 , has_sli_type(?s, ’Availability metric’)

11 , has_slo_type(?s, ’Availability’)

12 , has_slo_value(?t,99)

13 , has_sla(?t,?s)

14 -> sqwrl:select(?t)"

LRS and TRAILS can complement a Root Cause Analysis (RCA) Service, which identifies the most

probable cause of an issue by estimating the liabilities with the help of TRAILS. LRS is not intended

to impose automated penalties, but to provide estimations for potential negotiations carried out by

SLP’s jurists. For this, SLP can query the ontology searching for a component, feature, responsible

party involved in the issue. For example, the query represented in Listing 4.6 search whether there is

an actor which commits on the throughput.

Listing 4.6: Author identification query

1

2 - sqwrl_rule 2:

3 name: Author identification

4 src: "TRAILS(?t), author(?a)

5 , propertyDescription(?p)

6 , features(?f,’debit’)

7 , has_features(?p,?f)

8 , has_propertyDescription(?t,?p)

9 -> sqwrl:select(?t,?a)"

Semantic To validate the semantic, we modeled a cellular blood pressure monitor IoT device from

SmartMeter, an IoT Management Service (IMS) provided by Amazon Web Service (AWS), a Content

Delivery Network Service (CNDS) provided by IBM and a Virtual Network Edge Service (VNES)

provided by Equinix. Based on iBloodPressure’s user manual [164], we filled in the TRAILS Header

with the full name of the device, the model, and a description of the device which are indicated in

the section Introduction of the manual. In TRAILS validation field, we list standards with which

the device complies as stated in the section Complied Standards List of the manual. As usage

condition, we referenced in the field Network behavior the MUD file of the device generated by [165].

Based on AWS user and developer guide for the IMS [166], we retrieve general information to fill the

TRAILS Header and listed in the section validation the complied standards indicated in the AWS

IoT services and compliance such as International Standards Organization 27001 (ISO). The developer

guide provides an OpenAPI file, we referenced it in the field Documentation. We then referenced the
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terms of the SLA indicated in [166] in the section Commitment. Similarly, we built a TRAILS for a

CDN based on the information provided by IBM in [167]. We found the general information for Header

under the section About Content Delivery Networks. We then listed the fact that IBM CND is

PCI DSS compliant in the TRAILS Validation section. we filled in the TRAILS commitment with

the OpenAPI file provided in CDN API reference section. Then, we built an example of TRAILS

for an NS basing ourselves on the offer proposed by Equinix of a virtual network service provider

[168]. We referenced Equinix OpenAPI file and an SLA file written with WS-Agreement in TRAILS

Commitment section. The NSD of the service is referenced in the Usage condition field to define

usage condition and more particularly the protocol needed for the transport of the packets. For each

example, there are at minimum two actors listed in the TRAILS, a validator, and the Service Provider.

For each author, we computed the signature of the claims to which it commits. Then, we generated a

CSAR archive signed by each LeadAuthor. Finally, we composed all the services to build a new offer

which corresponds to the use case described above. Figures 4.5 and 4.6 show respectively the topology

of the composed service and its corresponding responsibilities share. In comparison with TOSCA

NFV profiles, TRAILS brings extra values such as the Security Service requirement and capability,

which binds the Virtual Gateway Service and the Virtual Firewall Service through security

relationship, the generic capacity that allows describing all the services provided by the SP using a

unique model and the ability to highlight the responsibilities of each actor involved in the supply

chain. In terms of memory size, the TOSCA NFV profiles of NS service reaches 36 bytes compared to

57 bytes for the TRAILS profiles, which represents an increase of 58.33%.

As described in the use case, our target implementation requires the RCA module or the MANO to

query the LRS in order to get a list of components which comply with specific criteria. So we expect

that our impact on scalability will mostly correspond to the overhead required to perform a query. To

quantify the impact of TRAILS on scalability, we break down this property into convergence, the time

required to find a solution, and stability, how well the system performs when it is confronted to a

large amount of data. All the experiments were performed five times on an Intel® Xeon® W-2133

Processor with 32 GBytes of available RAM, and the results presented below corresponds to the

average times measured over the 5 experiments.

We measure the impact of using TRAILS rather than TOSCA NFV by comparing the time

required to query ontology-1, an ontology compatible with TOSCA NFV, and ontology-2, an ontology
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Figure 4.5: TRAILS’s topologic view

compatible with TRAILS. Each of them were populated with two individuals. Ontology-1 contains two

TOSCA NFV files, which describe a VNF and an NS. Ontology-2 contains two TRAILS that describes

a VNF and a TRAILS that describes an NS. The required time to query ontology-1 to retrieve the

VNF is 0.18 seconds and NS is 0.67 seconds, whereas the same queries took respectively 0.21 seconds

and 1.23 seconds o LOS-2. This represents an increase of 17% for the VNF and 84% for the NS.

Stability To evaluate stability, we measure the evolution of the computation time to respond to a

request which has a solution and a request without a solution, depending on the size of the ontology.

For this purpose, we progressively populated the ontology with clones of the TRAILS described in the
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Figure 4.6: TRAILS’s responsibility view

use case that we modified so that the ontology considers they are unique individuals. At each step,

we added 100 TRAILS until we reached 1000 TRAILS (54,18MB) since MANOs can have around

this number of components in their catalog. The results displayed in Figure 4.7 suggest that the time

necessary to compute both types of requests follows linearly the size of the ontology.

Figure 4.7: Time evolution to perform a request to the regard to the size of the ontology
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4.3.5 Discussion, Conclusion and Perspective

By design, TRAILS reflects the clauses of a contract as both are composed by obligations and

conditions of use, measurable objectives, rewards and penalties.

TRAILS profiles can be used as a preventive measure, describing security policies and configurations

to enhance the security of the device or to limit its attack surface, as the MUD, for example, is

intended to do. Indeed, they can be generated as part of existing IoT certification process such as the

industry-backed schemes GSMA IoT Security Assessment (IoTSA), the PSA Certified IoT Security

Framework (PSA) or Eurosmart IoT Certification Scheme (IoTCS) or a state-backed certification

frameworks such as Australia’s IoT Security Trust Mark (STM). Indeed, the responses to the IoTSA

or PSA questionnaires and IoTCS security profile can be mapped to the properties section of TRAILS

and signed by vendors or evaluators, depending on whether the certification relies on self or third party

assessment. Current certification schemes mainly focus on the certification and evaluation processes,

obtaining a security measurement of the device [169]. By linking the generation of the profile with the

cybersecurity certification process, we benefit from the information obtained during the evaluation,

recommending security measurements that could cope with the security issues detected. The usage

conditions and controls described in TRAILS can be also used as a preventive measure by analyzing

during the operation time if the device is behaving as expected. In case of a deviation of the conditions

imposed, it can be understood as a possible attack and appropriate measures should be applied. In

the same way, if a service depending on the device (services to which the device accesses or receives

information) has been compromised by a threat, fast mitigation is a key to avoid major consequences.

However, patches and updates delivered by the manufacturer can take days or even months. TRAILS

provides a dynamic way to reconfigure the device, applying the needed countermeasures to protect

it until the service is recovered from the attack. In particular, we can deny the access of the device

to the compromised service and/or redirect the requests of the device to other similar and reliable

services. To our knowledge, no certification scheme evaluates the trustworthiness of network function

validation. This task is traditionally performed by network operators through internally defined

processes. Regarding performance evaluation, vendors provide for each network function, required

resources that should be allocated to achieve a given service performance. For security assessment,

security auditing is also conducted by operator security teams. In the recent last years, the Network

Equipment Security Assurance Scheme (NESAS) has been created by 3GPP and GSMA to accelerate
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the industrialization of network function security evaluation. NESAS group aims at defining a baseline

security level that should be guaranteed by every network function vendor. Moreover, the group is

responsible for defining test case scenarios to be validated by network vendors that belong to NESAS.

While NESAS proved its benefit to both vendors and operators but also authorities as it provides

an overall framework for security evaluation, an equivalent initiative that targets virtual network

functions is still missing.

In addition to the software nature of virtual network functions, the multiplication of actors in

the deployment of virtual networks makes it more challenging to define an overall framework for

NFV validation. Indeed, in contrast to the legacy network ecosystem where the hardware is tightly

coupled with the software, the operation of virtual network functions involves multiple actors including

infrastructure providers, network vendors, and service operators. Security and performance evaluation

in such a context requires strong liability management mechanisms. Given that stakeholders sign

their claims, TRAILS requires a Public Key Infrastructure and certificate. This is not the case today

for ETSI NFV and would require setting up an organization to manage. Well-known and trusted

organisms such as Global Platform, GSMA or ETSI could register supply chain actors and manage

a Public Key Infrastructure. We propose to follow the example of the MUD file service hosted by

Global Platform1 or the eSIM certificate provisioning by GSMA2. TRAILS can be used in assurance

continuity workflows as a way to rapidly share with users updated usage conditions in the case where

vulnerabilities are disclosed. This scheme specifically includes an assurance continuity workflow in

case a vulnerability is disclosed. In terms of performance, we showed that the TRAILS model adds

a significant amount of information, which may significantly impact convergence, especially if the

ontology is populated with complex multi-actor and multi-layer network services. However, we also

showed that the system seems stable, given that the time required to perform a query seems to follow

linearly the size of the ontology. Further works could examine whether it is possible to optimize the

ontology or the data structure to improve these performances.

1https://globalplatform.org/iotopia/mud-file-service/
2https://www.gsma.com/esim/gsma-root-ci/
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5.0.1 Introduction

Previously, we introduced TRAILS, a descriptor designed to overcome the constraints of exist-

ing profiles in the Cloud-Edge-IoT domain, particularly in the context of describing responsibility,

accountability, and liability within the supply chain. This initial introduction serves as a cornerstone

for our second contribution, the establishment of liability and trust metrics. In fact, to enable a

liability-aware management of services, it is essential to furnish metrics that offer a quantifiable means

of measuring and monitoring liability-related elements. The absence of such metrics poses a significant

challenge in evaluating the present status, enhancements, or setbacks in liability management. This

contribution aligns with FB.2 as the metrics provide evidence for liability. This section clarify our

second contribution. The metrics are generated by a module within the LASM, the LAS. This

module adopts a framework structure. To clarify the tool’s functionality, we employed the example

of the microservices architecture commonly employed within the cloud-edge-IoT continuum. In the

following sections, we delve into the LAS framework, its architecture, the generated metrics, and their

evaluations. This contribution was submitted and accepted with major revisions at IEEE Transactions

on Network and Service Management (IEEE TNSM) journal paper special issue on networks, systems

and services operations and management through intelligence.

5.0.2 LASM Analysis Service (LAS) Architecture

This section describes the internal architecture of the proposed LAS as well as the trust and

liability metrics it computes. As shown by Figure 5.1, the LAS uses labelled data sets provided by

risk management experts, and the SLAs committed by Service Providers to generate three categories

of metrics: Commitment Trust Score, Financial Exposure, and Commitment Trends. The LAS

calculates three types of Commitment Trust Scores, namely Microservice Instance Trust Score (ITS),

Microservice Trust Score (MTS) and Service Provider Trust Score (SPTS). To achieve this, it uses the

MLP and k-means described in Chapter 2. The LAS computes the Financial Exposure to Penalty

Risk (FEPR) inspired from financial exposure metric calculated in the field of investments. Finally,

two types of Commitments Trends are generated. Using SOM, the LAS tracks the changes of the ITS

and the SLA Violation Risk over time. This generates two other outputs, namely the Instance Trust

Score Trend-Variation (ITS-TV) and the SLA Violation Risk Trend-Variation (SVR-TV). Next, we

outline the LAS step by step, breaking down each block for clarity.
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Figure 5.1: Overview of LASM Analysis Service (LAS)

Data Preparation The Data Preparation module has two roles. First, it prepares the labelled dataset

to train the MLP and the SOM models. Second, it generates the input used by the models in the

operational phase based on the SLAs collected from TRAILS descriptors and the observations which

correspond to the values of the SLI collected by GRALAF. Preparing labelled datasets for training,

each item of the dataset records the value of all the SLIs acquired at periodic intervals or when an

SLA violation occurs. The data are labelled with the risk management expert’s evaluation (“high”,

“medium”, “low”) of the given observation. The MLP requires a labelled dataset which contains a

balanced number of normal and abnormal situations. However, we expect that, in most cases, Service

Providers and their microservices tend to fullfil their commitments which would result in an imbalanced

dataset problem, potentially affecting learning and predictions.To address this issue, we adopted the

SMOTETomek algorithm as presented in Chapter 2. The dataset is split into training and testing

sets, with a ratio of 75% and 25%. It was randomly divided several times until it was verified that

the testing set represented behaviors that were unseen before. Finally, we use the GridSearchCV

117



CONTRIBUTION 2: THE LIABILITY AND TRUST METRICS

methodology to set the hyperparameters of the MLP, including the number of hidden layers, the

number of nodes in each layer, the activation function, the learning rate, and the solver. This method

does an exhaustive search over specified parameter values for the MLP. As recommended by the

methodology, we first define our GridSearchCV strategy by specifying the expected scores, then we

determine the cross-validation splitting strategy as Time Series Split.

Distance between committed SLA and observation The data preparation module produces a vector

D, consisting of a series of distances d, which measures the degree of compliance with the SLA. The

computation of these distances depends on the specific characteristics of the SLA. For example, the

following distance is suitable for an SLA which penalizes under-performance:

di = SLAi − Obsi

max(Obsi)
(5.1)

i is a unique pairing, with SLAi as the value for the ith SLA and Obsi as the corresponding ith

observation value.

Severity of deviation between committed SLA and observations Severity is measured on a scale ranging

from 0 to NCat, indicating the severity level of the distance between the committed SLAi and the

related observation Obsi.

si =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, R0(SLAi, Obsi)
1, R1(SLAi, Obsi)
...

N, RN (SLAi, Obsi)

(5.2)

si depends on the relationship between SLAi and Obsi as determined by various relational conditions

R0,R1,. . . ,RN . Each condition R(SLAi, Obsi) involves comparing SLAi and Obsi using relational

operators.

SLA Violation Rate The Data Preparation module computes the SVR for each SLAi as follows:

SV Ri,l = 1
TN

T N∑︂
t=0

f(si,t, l) (5.3)

l ranges from severity 0 to NCat. SVR is calculated for each l value. TN represents an observation

time frame, while the function f quantifies severity occurrences within a time range TN . It is defined

as follows:

f(x, l) =
{︄

1, x = l
0, x ̸= l

(5.4)
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Risk Priority Number The data preparation module computes a Risk Priority Number (RPN) for

each observation i and for each SLAi based on the severity of deviation si:

RPN i = si ∗ SV Ri,l (5.5)

5.0.3 Instance Trust Score (ITS)

Our objective is to classify each observation acquired by GRALAF. We opt for the MLP due to its

proficiency in handling multi-classification problems, being a renowned neural network for such tasks.

The input of the MLP is the distance vector D. The number of nodes in the input layer corresponds

to n, the size of the vector D. The number of nodes in the output layer corresponds to the number of

class of trusts we define. In our case, there are three classes of trust, namely ”High level of trust”,

”Medium level of trust” and ”Low level of trust”. We also use the function Softmax in the output layer.

To adapt to the dynamic and ever-changing nature of our environment, we train and test our

model offline and deploy it in the production environment. Periodically, we retrain the model using

newly labeled and validated data and evaluate its performance before redeploying it with metrics such

as accuracy, precision, recall, F1-score, the confusion matrix and the ROC curve using the one-vs-rest

method, with the “High level of trust” designated as the class of focus. Furthermore, if we detect any

issues during monitoring, such as drift, we may accelerate the retraining process.

5.0.4 MicroService Trust Score (MTS) and Service Provider Trust Score (SPTS)

The aim is to determine the level of trust in a microservice and the providers of that service

from multiple observations of the service instance at a specific time point, the level of trust in the

microservice and the providers of the service. (Note that one provider can offer multiple classes, and

one class may involve several providers). The method for computing the MTS involves using the

k-means algorithm, a Vector Quantization (VQ) technique. This algorithm is a popular clustering

technique due to its simplicity and ability to scale large data sets. We have opted to use k-means

algorithm because it is relatively easy to implement and is applicable to numeric and continuous data.

The k-means algorithm is used to perform VQ on several observations of a commitment on the

same instance of a microservice. Let n be the number of instances of a microservice and oj be

the observation of SLAj . At an instant T, we measure the observation o for the n microservice
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instances. These measurements form the observation vector O. Then we represent the observations by

a prototype (centroid) using k-means. The vector O and the number of cluster k are the parameters

of the algorithm. To determine k, we use the Elbow Method [170], which assists in determining the

ideal number of clusters in datasets. This method plots cluster numbers against a performance metric,

pinpointing the optimal cluster count where further additions don’t notably enhance the model. As

output, the algorithm gives the codebook as output. Using the codebook, we map the code to centroid

in order to obtain the prototype observation. The prototype observation and the commitment SLAj

are processed to obtain the distance d. This process is repeated for all commitments made on the

microservice, and the resulting vector D is presented to the MLP model to obtain the trust class.

For the SPTS, we need to make some modifications to the existing methodology. Specifically,

instead of inputting the observations into the k-means algorithm, we input the MTS of the relevant

service provider’s microservice. These values are encoded using one-hot encoding techniques. The

resulting prototype generated by the k-means algorithm represents the SPTS.

5.0.5 Temporal Evolution on the Self-Organized Map of the ITS and the SLA Violation
Risk

Our objective is to perform a real-time observation of the ITS and the SLA Violation Risk to

have an efficient tracking of the metric dynamics. Also, we want to determine when the metrics are

entering a non-desired state represented by a ”forbidden” area and a ”warning” area on a map. For

that purpose, we use a special class of ANN called Self-Organizing Maps (SOM). The following gives

an overview on how it is applied.

For each class of service, two SOM maps are created, i.e., one for each metric. Let map1 be the one

related to ITS and map2 the one related to the SLA Violation Risk. The process is the same for both

metrics. It is composed of a training phase (Step 1, 2 and 3) and a operation phase (Step 4) explained

below. We used minisom for implementation of the SOM algorithm, which is a Python-based tool to

train and construct SOM maps.

Step 1. The data acquired from measurements are transformed into input data for the SOM map.

Specifically, we compute the D vector (the input for the map1) and the RPN vector (the input for

the map2).

Step 2. The SOM is trained with all available data. The parameters for training, including the map’s
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dimension, learning rate, and neighborhood coefficient, are chosen based on empirical benchmarks.

The quality of the resulting mapping is assessed using metrics including the quantization error, the

topographic error, the silhouette score, the distortion and the neighborhood preservation [171].

Step 3. After the training phase, a label is assigned to each neuron in the grid. This label

corresponds to a particular class, determined by analyzing the u-matrix and the component planes

representation. Two types of area are defined: the ”forbidden” area, which corresponds to neurons

being labeled ”Low level of trust” and ”High level of risk” for map1 and map2, respectively and the

’warning’ area which correspond to neurons being labeled ”Medium level of trust” and ”Medium level

of risk” for map1 and map2, respectively.

Step 4. During the operational phase, the inputs are projected onto the map, the sequence of node

in time that forms a trajectory on the map depicting the movement of the metrics. A detailed alert

message is triggered if an input is projected in a restricted area.

5.0.6 Financial Exposure to Penalty Risk (FEPR)

Financial Exposure to Penalty Risk (FEPR) is a term that comes from the financial and risk

management world. It is used to measure the amount of money that an investor might lose on an

investment. In our context, we use it to quantify the financial risk a microservice architecture provider

integrating multiple microservice components is exposed to when it offers a service to a customer. It

is defined as

FEPRi,j =
3∑︂

i=0
SV Ri,j,l ∗ (rewl − penl) (5.6)

where rew corresponds to the reward that the microservice architecture provider earns if it honours

its commitments, and pen the penalty the microservice architecture provider must repay if it does not

meet its commitments. The SV R is the SLA Violation Rate.

5.0.7 Evaluation and Result

To evaluate our contribution, we showcase a practical application of the LAS through two use cases.

For both, we defined several scenarios to highlight the characteristics of our contribution. The LAS

was deployed on a Kubernetes container platform, with the help of Python library such as Numpy,

Pandas, Scikit-Learn and Matplotlib. In the following, we describe the use cases and exhibit the
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results obtained.

5.0.7.1 Use case n°1 - PacketFabric SLA

Use Case Description In the first use case, we work with synthetic data that we generated based

on the SLA of PacketFabric [172]. We assume that PacketFabric provides a service which consists

of deployment and management of network services. This use case also illustrates that the LAS is

applicable in scenarios beyond microservices.

Service Level Agreement PacketFabric commits to the following service level metrics which are denoted

as SLAi with its related observation Oi [172]:

• Network availability: Deliver availability of at least 99.988% in the network → SLA: SLA0,

related observation: O0.

• Latency: Deliver a network service with an end-to-end latency lower than 95ms → SLA: SLA1,

related observation: O1.

• Packet loss: Deliver a network service with a network packet loss across the network lower than

0.14% → SLA: SLA2, related observation: O2.

The Core Network Availability, Latency Metric Extended and Loss Metric Exceeded tables provided

in [172] summarize the levels of SLA penalties and the corresponding penalties that the service provider

is eligible to receive if SLA0, SLA1 and SLA2 are not met, respectively. The SP deploys the LAS in

order to evaluate the network service using the Liability and Trust metrics.

Dataset for training phase For this use case, we used synthetic data to overcome the lack of real-world

data. For dataset creation, we relied on the SLA details from packet fabric as our starting point.

Utilizing this information, we crafted a distribution function, employing both a Gaussian Mixture

Distribution (GMD) and a uniform distribution, to mimic the SLA attributes. Consequently, our

dataset mirrors the SLA specifications of the packetFabric service. The methodology used consists of

three steps. The first step involves generating five datasets with five GMDs that have the same mean

but different variances. The second step involves drawing a uniform number of samples from these

five datasets to create the final dataset. Finally, the final dataset is timestamped.
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We illustrate this methodology for the Core Network Availability service level. The first step will

be to generate the five datasets. The GMD takes the following form:

X ∼ 0.90 ∗ N (µ1, σ) + 0.04 ∗ N (µ2, σ) + 0.03 ∗ N (µ3, σ) + 0.01 ∗ N (µ4, σ)

+ 0.005 ∗ N (µ5, σ) + 0.005 ∗ N (µ6, σ)
(5.7)

The means µ1, µ2, µ3, µ4, µ5, and µ6 are computed as the average between each interval in the

Core Network Availability table. They are µ1 = 0.9999, µ2 = 0.9995, µ3 = 0.99673, µ4 = 0.991,

µ5=0.986, and µ6 = 0.961, and are the same for all five GMDs.

However, the standard deviation σ values differ for each dataset. Specifically, for dataset n°1,

σ[1,2,3,4,5,6] = 0.001, for dataset n°2, σ[1,2,3,4,5,6] = 0.005, for dataset n°3, σ[1,2,3,4,5,6] = 0.01, for dataset

n°4, σ[1,2,3,4,5,6] = 0.05, and for dataset n°5, σ[1,2,3,4,5,6] = 0.1.

To create the final dataset, we draw samples from the five datasets using a uniform distribution

and timestamp the resulting synthetic time-series dataset. This process is repeated for the other two

service levels, resulting in a final synthetic dataset of 4230 samples.

Datasets for operational phase Six datasets were created to evaluate our metrics. The first dataset is

used in our evaluation of ITS, ITS-TV, and SVR-TV. The other five datasets were created to evaluate

MTS and SPTS. They represent data generated by five instances of two difference microservices

provided by a unique Service Provider. The first dataset is illustrated in first three rows of Table 5.1

for SLA0, SLA1 and SLA2, respectively. The dataset spans over six Time Windows (TW), each

having a different scope.

TW0 TW1 TW2 TW3 TW4 TW5

O0 Comply 0.0048% ↓ 0.0048% ↓ 0.01288% ↓ 4.1% ↓ Comply

O1 Comply Comply 63% ↑ Comply 69% ↑ Comply

O2 Comply Comply Comply Comply 43% ↑ Comply

ITS High Medium Low Low Low High

Table 5.1: Time Windows and Corresponding ITS (Comply: as expected, ↓ : less than expected, ↑ :
higher than expected)

Nine case studies are included in the last five datasets, and they are all denoted using the notation

Ox,y,z, where x denotes the observation index, y the instance number and z the microservice number,

respectively. The following presents these nine case studies:
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• CS1 : All the observations behave as expected.

• CS2 : O1,1,1 result in 20% of MRC penalty. The remaining observations conform to the expected

behavior.

• CS3 : O2,1,1 result in 10% of MRC penalty. The remaining observations conform to the expected

behavior.

• CS4 : O2,1,1 result in 10% of MRC penalty and O3,2,1 result in 20% of MRC penalty. The

remaining observations conform to the expected behavior.

• CS5 : O1,1,1 result in 10% of MRC penalty, O2,2,1 result in 10% of MRC penalty and O3,3,1

result in 20% of MRC penalty. The remaining observations conform to the expected behavior.

• CS6 : O1,1,1 result in 20% of MRC penalty and O1,1,2 result in 10% of MRC penalty. The

remaining observations conform to the expected behavior.

• CS7 : O2,2,1 result in 20% of MRC penalty, O2,3,1 result in 20% of MRC penalty and O2,1,2

result in 30% of MRC penalty. The remaining observations conform to the expected behavior.

• CS8 : O3,2,1 result in 20% of MRC penalty, O2,3,1 result in 30% of MRC penalty and O3,1,2

result in 20% of MRC penalty. The remaining observations conform to the expected behavior.

5.0.7.2 Results

5.0.7.2.1 Instance Trust Score

Offline phase results First, the dataset for the training phase is labelled, resampled, scaled and split

into training and testing sets. The hyperparameters determined by the GridSearchCV algorithm

are the learning rate of 0.0001, a single hidden layer comprising 15 neurons, and the hyperbolic

tangent function as the activation function. We then start the evaluation with the confusion matrix

(Figure 5.2). As we can see, only three samples have been incorrectly predicted (predicted Medium

rather than Low Trust). Then, we evaluate the model using the metrics defined in Chapter 2 and

show the results in Table 5.2. The classifier performs with high precision and recall scores for all three

classes, along with high specificity and F1-scores. Additionally, the geometric means for all three

classes are also high, indicating that the classifier is unbiased towards any particular class.
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Precision Recall Specificity F1-score Geo.
mean

High
Trust

1.00 1.00 1.00 1.00 1.00

Medium
Trust

0.99 1.00 1.00 1.00 1.00

Low
Trust

1.00 0.99 1.00 1.00 1.00

Table 5.2: Classification Results

High Trust Medium Trust Low Trust
Predicted label

High Trust

Medium Trust

Low Trust

Tr
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 la
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l

357 0 0

0 366 0

0 3 332

Figure 5.2: Confusion matrix

Afterwards, we plotted the ROC curve (Figure 5.3) and determined the AUC (Area under the

ROC Curve). The AUC value of 1 indicates that the model can effectively distinguish instances that

belong to the target class with a high level of accuracy.

Operational phase results The goal is to assess whether the ITS progress for each TW aligns with

the anticipated trend of the three observations over time. The results displayed in the fourth row of

Table 5.1 shows that the LAS correctly evaluates the ITS over time. Indeed, the ITS is High at TW0

and TW5. This fits with the observations as the three SLAs are met. At TW1, the LAS indicates that

the ITS is Medium. This is accurate because it is clear that during this TW the SLA1 and the SLA2

are met but the O0 deviates slightly from the committed value SLA0 which is enough to bring down

the ITS to Medium as it is built as such. During TW2, TW3 and TW4 the ITS is Low. This can be

explained as at TW2 the O0 deviates slightly and O1 deviates moderately which brings the ITS down

to Low. At TW3 we can observe that O0 deviates totally and at TW4 the three observations totally
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Figure 5.3: One-vs-Rest ROC curves: High Trust vs (Medium Trust & Low Trust)

deviate.

5.0.7.2.2 Microservice Trust Score (MTS) and Service Provider Trust Score (SPTS)

Table 5.3 summarizes the MTS and SPTS for this use case in operational phase. In CS1, all observations

behave as expected, resulting in a High rating for CTS 1, CTS 2, and SPTS. In CS2, CTS 1 is rated

Medium due to a slight deviation in class instance availability, which is enough according to the Core

Network Availability table. However, CTS 2 is High resulting in a High rating for SPTS. In CS3, all

observations in CTS 1, CTS 2, and SPTS are High with only minor latency deviations in the first

class. In CS4, CTS 1 is Medium due to slightly high latency in the first instance and packet loss in

the second instance. However, CTS 2 is High resulting in a High rating for SPTS. In CS5, CTS 1 is

rated Low due to three deviating observations: availability in the first instance, latency in the second

instance, and packet loss in the third instance. CTS 2 is High resulting in a Medium rating for SPTS.

In CS6, CTS 1 and 2 are rated Medium due to a slight deviation in availability for the first instance

of each class, resulting in a Medium rating for SPTS. In CS7, CTS 1 is rated Low due to deviating

latency in the second and third instances. CTS 2 is rated Medium due to excessively high latency in
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the first instance, resulting in a Medium rating for SPTS. In CS8, CTS 1 is rated Medium due to

a slight deviation in error rate and in the latency for the second and third instance, CST 2 is High

because the deviation in latency is quite minor, resulting in a High SPTS.

CS1 CS2 CS3 CS4 CS5 CS6 CS7 CS8

CTS 1 H M H M L M L M

CTS 2 H H H H H M M H

SPTS H H H H M M M H

Table 5.3: MTS and SPTS (L: Low, M: Medium, H: High)

5.0.7.2.3 Trend Variations of Instance Trust Score and SLA Violation Rate

For both of our maps, we set the learning rate to 0.0001 to ensure a stable SOM map. Neuron

weights were randomly initialized, and the Gaussian function was chosen as the neighborhood function

due to its common usage. We chose to create a rectangular map with dimensions of 15 by 15 for the

ITS-TV map and 10 by 10 for the SVR-TV map.

Metrics ITS-TV map SVR-TV map

Quantization error 0.03 0.02

Topographic error 0.08 0.03

Silhouette score 0.65 0.78

Distortion 0.71 0.65

Neighborhood preservation 0.86 0.75

Table 5.4: SOM - Evaluation

Table 5.4 presents the evaluation results of two SOM maps. The low quantization and topographic

errors (0.03/0.08 for ITS-TV map, 0.02/0.03 for SVR-TV map) indicate that the SOM maintained

the spatial and topological relationships of input data points, accurately. The high silhouette scores

(0.65 for the ITS-TV map, 0.78 for the SVR-TV map) show excellent clustering quality, and the low

distortion values (0.71 for the ITS-TV map, 0.65 for the SVR-TV map) suggest tightly packed data

points in each cluster. The high neighborhood preservation score (0.86 for ITS-TV map, 0.75 for

SVR-TV map) demonstrates effective preservation of spatial relationships between neighboring data

points.
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Interpretation of the ITS-TV Map. After an initial analysis of the u-matrix and the components

plane, we have arrived at a comprehensive interpretation which is presented in detail in Figure 5.4.

Our analysis has led us to identify a total of six distinct areas on the map, which can be broadly

categorized into three forbidden areas and three warning areas. Each of these areas is associated with

a specific color code and a detailed description of the anomaly observed in that area. The uncolored

neurons indicate an area where there are no observations associated with them. The normal area

where no anomaly is detected is in green. The first forbidden area, in red, corresponds to cases where

the SLA0 is 3% above the committed value. In the second forbidden area, in blue, the SLA2 exceeds

the commitment by 26%. In the third forbidden area, in black, the SLA1 is 32% higher than the

committed value. In the first warning area, in orange, the SLA1 is 14% higher than the committed

value. In the second warning area, in yellow, the SLA0 is 1% higher than the committed value. Finally,

the third warning area, in cyan, the SLA2 is 16% above the committed value.

1

2

3

4 5

Figure 5.4: ITS-TV Map with data insight.

Operational Phase for the ITS-TV Map. To illustrate how the map can be practically employed,

we present the following scenario: the service begins functioning as expected, the input data is then

projected in the green area. However, the latency rises from 94ms to 95.5ms. The input data is then

projected in the first warning area, which raises an alert. Then, the service returns to its normal

state. Next, the packet loss rate increases to reach 0.2% and the input data is projected into the third
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Figure 5.5: SVR-TV Map with data insight.

forbidden area. Eventually, the Network Service returns to its normal behavior, which brings the

input data into the green zone. The path created by the various inputs is visualized Figure 5.4

Interpretation of the SVR-TV Map. Figure 5.5 presents an overview of the distribution of the training

dataset on the SOM map. Our analysis has led us to identify three forbidden areas and three warning

areas. As previously, the uncolored neurons mean no associated observations in that area, the normal

area is in green. The first forbidden area, in blue, corresponds to a probability of over 58% that SLA1

will be violated. The second forbidden area, in purple, corresponds to a probability of over 55% that

SLA2 will be violated. The third forbidden area, in red, corresponds to a probability of over 60%

that SLA0 will be violated. The first warning area, in orange, corresponds to a probability of over

27% that SLA0 will be violated. The second warning area, in cyan, corresponds to a probability of

about 13% that SLA1 will be violated. Finally, the third warning area, in yellow, corresponds to a

probability of about 18% that SLA2 will be violated.

Operational Phase for the SVR-TV Map. To demonstrate the practical application of the map, we

consider the following scenario: once the service is up and running as anticipated, the input data

is then mapped onto the green region. However, the packet loss rate start to slightly increase, the

input data is then projected into the third warning area and an alert is raised. The packet loss rate

continues to increase, and in turn the risk that this SLA will be violated increases, so the data are
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projected into the second forbidden area, an alert indicating that the high probability of this SLA

being violated is raised. Finally, the Network Service resumes its normal behavior, resulting in the

input data being brought back into the green zone.

5.0.7.2.4 Financial Exposure to Penality Risk

Highlight. In the following, we use the FEPR metric to analyze the PacketFabric use case and examine

the relationship between the increased risk of SLA failure and the corresponding FEPR. For that

purpose, we apply penalties for availability, latency, and packet loss rate, as defined in [172], using the

same scenario used previously to demonstrate the variation in SLA Violation Trend.

Result. At the start of the monitoring period, the FEPR metric is at 0$, indicating that the service is

operating as expected. However, as time goes on, there is a gradual degradation in packet Loss rate,

which increases the risk of SLA violations and causes the FEPR to decline to -200$ and eventually

to -1200$. The situation worsens, further raising the risk of SLA violations and resulting in a sharp

increase in the FEPR to -2200$. The service eventually returns to normal operation, reducing the risk

of SLA violations and causing the FEPR to go back to 0$.

5.0.7.3 Use case n°2 - Edgex SLA:

Use Case Description The testbed for the second use case is illustrated in Figure 5.6. It is developed

by the university of Zurich. The Edgex is used for IoT device management and is an open source

software framework that offers device and application interoperability at the IoT edge. Apart from the

main microservices from Edgex, we also deployed some additional services. MQTT-broker service serves

as an intermediary between the IoT devices supporting MQTT and the MQTT-device service. they

deployed multiple instances of a microservice application that emulates IoT devices, sends random

sensor data periodically and can be controlled via MQTT. To send the received sensor data to an

external server which hosts Fledge, a data exporter service called exporter-fledge is also deployed

in the Edgex environment. Fledge is an open source framework and community focused on IoT devices

for the industrial edge. Locust is an open source performance testing tool capable of simulating a

large number of concurrent users, and it is used to generate traffic on the Edgex ecosystem. GRALAF

periodically queries Prometheus, a widely-used open-source system for gathering, storing, and querying

metrics. Prometheus is configured to scrape the metrics every 60 seconds and to store them in a
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Figure 5.6: Test environment for Use Case 2, VM indicates in which virtual machine the services are
deployed

time-series database that is organized by SLA name.

For the infrastructure setup, we use five virtual machines running on an OpenStack cloud infras-

tructure. A MicroK8s based Kubernetes cluster, which hosts Edgex services, Locust and all other

required system services like Prometheus and Istio are deployed using three of the VMs. These three

virtual machines have 4 vCPUs, 8 GB of RAM, and 160 GB of SSD storage. Istio provides traffic

related metrics such as response time and error rate, while Prometheus scrapes all the metrics from

the available providers like Kubernetes infrastructure service and Istio. A Fledge server is hosted by

one VM, and 25 MQTT-based virtual IoT device applications are deployed in a MicroK8s environment

on the other VM. These two virtual machines have the following resource assignments: 1 vCPU, 2GB

of RAM, and 120GB of SSD storage. The service-VM mapping for this use case is illustrated in

Fig. 5.6.

Target Service. Edgex service is divided into four services, specifically the core, supporting, system

management and devices services. Each service is composed of one or several microservices. Each

service or microservice is provided by a service/microservice provider. For the evaluation, we focused on

the core service, namely the core-metadata microservice. It communicates with other microservices

such as core-command, UI and device-mqtt.

Service Level Agreement. An SLA is established between the two parties where the provider of the

core-metadata microservice committed to the following service level metrics:
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• Service Availability: Deliver availability of at least 99% for the service → SLA: SLA′
0, related

observation: O′
0.

• Service Latency: Deliver a service with a latency lower than 100ms → SLA: SLA′
1, related

observation: O′
1.

• Service Error Rate: Deliver a service with an error rate lower than 0.5 → SLA: SLA′
2, related

observation: O′
2.

Table 5.5 lists the penalty charges the consumer of the core microservice is entitled to receive if

the commitment is not met with a Monthly Recurring Charge (MRC) of 10000$.

Availability Penalty Latency Penalty Error
rate

Penalty

>=99.862%
<99.988%

10% of
MRC

10% above
SLA

10% of
MRC

10% above
SLA

10% of MRC

>=99.445%
<99.862%

20% of
MRC

20% above
SLA

20% of
MRC

25% above
SLA

25% of MRC

>=98.889%
<99.445%

30% of
MRC

40% above
SLA

30% of
MRC

50% above
SLA

50% of MRC

>=98.334%
<98.889%

40% of
MRC

60% above
SLA

40% of
MRC

75% above
SLA

40% of MRC

>=96.667%
<98.334%

60% of
MRC

75% above
SLA

50% of
MRC

100% above
SLA

60% of MRC

<96.667% 100% of
MRC

100%
above SLA

60% of
MRC

Table 5.5: SLA penalties for Edgex: Availability, Latency and Error Rate

Datasets for the operation phase Four datasets were created to evaluate our metrics. The first dataset

is used in our evaluation of ITS, ITS-TV, SVR-TV. The last three datasets were created to evaluate

MTS and SPTS. They represent data of three instances of one microservice provided by a unique

service provider. The first dataset is illustrated in the first three row of Table 5.6 for SLA′
0, SLA′

1

and SLA′
2 respectively. It spans over six TW, each having a different scope.

The last three datasets contain a total of nine case studies, each designated with the notation Ox,y

where x represents the observation index and y indicates the microservice number. Below are the

details of these nine case studies:

• CS0: All the observations behave as expected.
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TW0 TW1 TW2 TW3 TW4 TW5

O0 Comply Comply 0.0053% ↓ Comply 0.0053% ↓ Comply

O1 Comply 13% ↑ Comply 48% ↑ Comply 10% ↑
O2 Comply Comply Comply Comply 13% ↑ 9% ↑
ITS High Medium Low Low Low Low

Table 5.6: Time Windows and Corresponding ITS (Comply : as expected, ↓ : less than expected, ↑ :
higher than expected)

• CS1: O0,1 result in 10% of MRC penalty. The remaining observations conform to the expected

behavior.

• CS2: O1,1 result in 10% of MRC penalty. The remaining observations conform to the expected

behavior.

• CS3: Each observation O0,1 and O1,1 results in 10% of MRC penalty. The remaining observations

conform to the expected behavior.

• CS4: Each observation O0,1 and O1,1 results in 10% of MRC penalty. O2,1 result in 25% of MRC

penalty. The remaining observations conform to the expected behavior.

• CS5: Each observation O0,1 and O0,2 results in 10% of MRC penalty. The remaining observations

conform to the expected behavior.

• CS6: Each observation O0,1, O0,2 and O1,1 results in 10 % of MRC penalty. O1,2 iresult in 25%

of MRC penalty. The remaining observations conform to the expected behavior.

• CS7: Each observation O0,1, O0,2 and O1,1 results in 10% of MRC penalty. Additionally, O1,2,

O2,1 and O2,2 results in 20% of MRC penalty each. The remaining observations conform to the

expected behavior.

• CS8: Each observation O1,1, O1,2 and O1,3 results in 10% of MRC penalty. The remaining

observations conform to the expected behavior.

5.0.7.4 Results

5.0.7.4.1 Instance Trust Score

Offline phase results. Prometheus may produce raw data that contains missing values. To handle
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this, we use the Multivariate Imputer method outlined in [173]. We labelled, resampled, scaled and

split. The GridSearchCV procedure yielded identical values for learning rate and activation function.

However, some differences were noted in the values of other parameters such as the number of hidden

layers (two instead of one), and the size of the hidden layers (25 instead of 15). We evaluate the model

on the testing dataset. The confusion matrix is presented in Figure 5.7. We can see that only three

samples were misclassified. From the confusion matrix, we calculate the evaluation metrics presented

in Table 5.7.

High Trust Medium Trust Low Trust
Predicted label

High Trust

Medium Trust

Low Trust

Tr
ue

 la
be

l

2145 0 0

0 136 3

0 0 146

Figure 5.7: Confusion matrix

Precision Recall Specificity F1-score Geo.mean

High
Trust

1.00 1.00 1.00 1.00 1.00

Medium
Trust

1.00 0.98 1.00 0.99 0.99

Low
Trust

0.98 1.00 1.00 1.00 1.00

Table 5.7: Classification Results.

The classifier’s performance exhibits a precision of 1.00 for the first class, 1.00 for the second class,

and 0.99 for the last class, indicating a low false positive rate. Moreover, the model displays a high

accuracy in identifying positive cases for all three classes, as evidenced by a recall of 1.00 for the first

class, 0.98 for the second class, and 1.00 for the last class. Additionally, the specificity is high for all

three classes (1.00), signifying that the classifier excels at identifying negative cases. The F1-scores for
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Figure 5.8: One-vs-Rest ROC curves: High Trust vs (Medium Trust & Low Trust)

all three classes are high (1.00, 0.99, and 0.99), indicating that the classifier can accurately identify

most positive cases while minimizing false positives. Furthermore, a high F1-score suggests that the

classifier is effectively balancing the trade-off between the three classes. Similarly, the geometric means

are high for all three classes (1.00, 0.99, and 1.00), indicating that the classifier can correctly identify

both positive and negative cases without showing bias towards any particular class.

Finally, we generated a ROC curve (refer to Figure 5.8) and calculated AUC, with a result value

of 1, indicating the model’s precise identification of target class instances.

Operational phase results. To assess the performance of the offline model for online classification, the

results presented in the last row of Table 5.6 demonstrate that the LAS is successful in accurately

assessing the ITS over time. Indeed, at TW0, the ITS is classified as High since all three commitments

were met during that period, aligning with our expectations. However, at TW1, the ITS is deemed

Medium due to the unexpected behavior of O′
1, resulting in a decrease in the ITS. This deviation is

not considered critical, and the Latency is not significant based on the criteria outlined in Table 5.5.

Following this disruption, the ITS gradually improves as all three commitments are met. At TW2, the

ITS drops to Low, since even a minor variation in the availability of O′
0 is deemed crucial according to
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the delimitation provided in Table 5.5. From that moment, the ITS will remain low, indeed at TW3,

the ITS is Low since the latency is far too high compared to the commitment. At TW4, the ITS is

Low since both O′
0 and O′

1 deviate from their expected behavior. At TW5, the ITS falls to Low as

both O′
1 and O′

2 deviate slightly from their anticipated behavior. Finally, the ITS returns to High as

all three observations behave as expected.

5.0.7.4.2 Microservice Trust Score (MTS) and Service Provider Trust Score (SPTS)

We report the results in Table 5.8. Since the provider only offers one class in this particular case, the

score of the provider is equivalent to the score of the class. We observed that for CS1, all observations

behaved as expected, leading to a CTS rating of High. However, for CS2, the availability of the

microservice on cluster0 slightly deviated, resulting in a CTS rating of Medium. Similarly, for CS3,

the availability and latency did not behave as expected on cluster0, resulting in a CTS rating of Low.

For CS4, the three commitments on cluster0 were not met, leading to a CTS rating of Low, indicating

that the issue was with the cluster0 and not the microservice. For CS5, the microservice availability

on both cluster0 and cluster1 slightly deviated, leading to a CTS rating of Low. In CS6, unexpected

behavior was observed in O1 and O2 in two separate clusters, namely cluster0 and cluster1, resulting

in a CTS rating of Low. Similarly, in CS7, unexpected behavior was observed in O1, O2, and O3 in

two separate clusters, resulting in a CTS rating of Low. Finally, for CS8, the latency of the service

did not behave as expected in all three clusters, leading to a CTS rating of Medium. Based on these

observations, we can conclude that the microservice has an issue with delivering good latency.

CS1 CS2 CS3 CS4 CS5 CS6 CS7 CS8 CS9

CTS H M L L L L L M M

SPTS H M L L L L L M M

Table 5.8: Microservice Trust Score and Service Provider Trust Score (L: Low, M: Medium, H: High)

5.0.7.4.3 Trend Variations of Instance Trust Score and SLA Violation Rate

For both maps, the parameters are the same as for the ITS-TV map of use case n°1. We evaluate the

maps with the same metrics. Table 5.9 summarizes the results for the two SOM maps.

As shown, the quantization error and topographic error are both relatively low (0.013 and 0.02

for the first map and 0.23 and 0.026 for the second map), indicating that the SOM preserves the
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Metrics ITS-TV map SVR-TV map

Quantization error 0.013 0.23

Topographic error 0.02 0.026

Silhouette score 0.65 0.78

Distortion 0.75 0.65

Neighborhood preservation 0.92 0.75

Table 5.9: SOM: Evaluation

topological and spatial relationships between the input data points. The silhouette score is relatively

high (0.65 for the first map and 0.78 for the second map), indicating that the clustering obtained

by the SOM is of good quality. Distortion is 0.75 for the first map and 0.65 for the second map,

which suggests that the data points within each cluster are tightly packed around their cluster center.

Finally, the neighborhood preservation is 0.92 and 0.75 which indicates a high level of preservation.

Interpretation of the ITS-TV Map. After an initial analysis of the u-matrix and the components

plane, we conclude an interpretation presented in Figure 5.9. We defined five forbidden areas and four

warning areas. Each area is accompanied by a color code and a description of the anomaly. In the

first forbidden area, in brown, the SLA′
0 exceeds the commitment by 4%. In the second forbidden

area, in purple, the SLA′
2 exceeds the commitment by 21%. In the third forbidden area, in red, the

SLA′
1 with core-command is 32% higher than the committed value. In the fourth forbidden area, in

pink, the SLA′
1 with UI is 49% higher than the committed value. In the fifth forbidden area, in cyan,

SLA′
1 with device-mqtt is 52% higher than the committed value. In the first warning area, in orange,

the SLA′
1 with core-command is about 14% higher than the committed value. In the second warning

area, in yellow, the SLA′
1 with UI is 15% higher than the committed value. In the third warning area,

in blue, the SLA′
0 is 1% above the committed value. In the fourth warning area, in gray, the SLA′

2 is

8% higher than the committed value.

Operational Phase for the ITS-TV Map. To show how the map can be employed in practical situations,

we establish a scenario. Initially, the service is functioning normally as expected. However, over time,

the error rate gradually deteriorates from 0 to 0.53 and eventually to 0.75, while the latency improves

from 98.98ms to 96.23ms and then to 95.14ms. The input data are then directed toward the Warning

area n°4, an alert signaling the issue is triggered. Later on, the service returns to normal but with a

slight increase in latency. However, it is suddenly disrupted, due to an increase in latency with the

core-command microservice, The input data enter the forbidden area n°3 and an alert is triggered.

Finally, the service returns to normal and behaves as expected. The path created by the various
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Figure 5.9: ITS-TV Map with data insight.

inputs is visualized in Figure 5.9.

Interpretation of the SVR-TV Map. As illustrated in Figure 5.10, we defined five forbidden areas

and three warning areas have been identified. This first forbidden area, in blue, corresponds to a

probability of over 60% that SLA′
1 with core-command will be violated. In the second forbidden area,

in brown, the probability that SLA′
0 will be violated is over 55%. In the third forbidden area, in red,

there is a probability of over 60% that SLA′
2 will be violated. In the fourth forbidden area, in black,

there is a probability of over 62% that SLA′
1 with UI will be violated. In the fifth forbidden area, in

purple, there is a probability of over 62% that SLA′
1 with device-mqtt will be violated. In the first

warning area, in orange, there is a probability of about 22% that SLA′
0 will be violated. In the second

warning area, in cyan, there is a probability of about 14% that SLA′
1 will be violated. In the third

warning area, in yellow, the probability of violating SLA′
2 is about 16%.

Operational Phase for the SVR-TV Map. To demonstrate how the map can be applied in practical

situations, We establish the following scenario: the service performs according to expectations initially,

the input data is projected in the green area. Then there is a slight deterioration in latency. The

projected data gradually shifts toward the forbidden area n°1. After the fifth projection, an alert
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Figure 5.10: SVR-TV Map with data insight.

is triggered as the input data is projected into the forbidden area n°1. At the end, the neuron is

projected to the green area as the service resumes normal operation. The trajectory created by the

inputs data can be visualized in Figure 5.10.

5.0.7.4.4 Financial Exposure to Performance Risk

Highlight. The FEPR makes sense for the composition of microservices, not for an isolated microservice.

For that, we first perform an SLA composition process with all the microservices using decision rules

such as maximum and minimum. We reused the scenario defined for the operation phase of the SVR-TV

map. The penalties for the availability, the latency and the error rate are defined in Table 5.5.

Result. Initially, the FEPR remains at 0$ as the service operates as expected. However, over time,

there is a slight degradation in latency, which raises the risk of SLA violations and causes the FEPR to

decline to -100$ and eventually to -1000$. The error rate also starts to deteriorate, further increasing

the risk of SLA violations and resulting in an elevation of the FEPR to -1100$ and -2000$. Eventually,

the service returns to normal operation, which reduces the risk of SLA violations and leads to a

decrease in the FEPR to -900$ and back to 0$.
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5.0.8 Conclusion, Discussion and Future Work

In this section we introduce through the LASM Analysis Service (LAS), a framework for analyzing

liability and trust in multi-actor dynamic environment, three types of liability and trust metrics:

Commitment Trust Scores, which assess the trust that an instance, all instances of a service, or all

services of a provider will perform as expected based on SLA commitments; Financial Exposure, which

measures the potential monetary loss for the overall service architecture provider with the current

composition of services; and Commitment Trends, which monitors trends of SLA Violation Rates and

Instance Commitment Trust to predict violations. We used a microservice architecture in order to

demonstrate the LAS. The framework has been implemented on a Kubernetes platform. We apply our

framework to evaluate two services in different scenarios and case studies, namely a network service

which simulates the behavior of the packet-fabric service and Edgex service for IoT edge computing.

The results demonstrate the effectiveness of the LAS in accurately computing the trust and liability

metrics for both use cases.

We finalize this contribution number by discussing some practical remarks. Beginning with the ITS

metric, the MLP demonstrated favorable outcomes for both use cases and accurately identified the trust

level in various scenarios. Nevertheless, a significant drawback of utilizing this method is the necessity

to train a model for each service class. Furthermore, since we operate in a dynamic environment, it

is crucial to retrain the model to consider variations in the fundamental data distribution, adapt to

novel patterns and trends, and enhance the model’s overall effectiveness and precision. These two

adverse points can be computationally expensive and time-consuming.

During the evaluation, both MLP models had a size of approximately 16 MB. Using an Intel®

Xeon® W-2133 Processor with 32GB RAM, the first use case model required 42 seconds to train, while

the second model took slightly longer, about 55 seconds. This training time is considered reasonable.

For CTS and STS, we tried to use case studies to scan the most convincing cases. However, we only

had three clusters at our disposal for the Edgex use case, so we did not have enough data to show the

usefulness of k-means algorithm. Also, it can be interesting to explore alternative clustering algorithms

that are better suited, for example k-mode [174] or hierarchical clustering [175]. Additionally, it may

be helpful to validate the clustering results using other metrics and visualizations, such as silhouette

plots, to ensure that the clustering is meaningful and useful for the specific use case.
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One of the main limitations of using SOM in trending the variation of the ITS and the SLA

Violation Risk is their inability to adapt to changes in the underlying data distribution over time.

This means that if the input data changes significantly or new data is introduced, the original SOM

may no longer accurately represent the data and its performance may degrade. Another limitation of

SOM in dynamic environments is their sensitivity to initial conditions and the specific parameters

used during training. This implies that the resulting SOM may not always converge to the optimal

solution. To overcome these limitations, researchers have proposed various modifications to the SOM

algorithm, such as incorporating adaptive learning rates, incorporating online learning techniques, and

using incremental training approaches [176]. These modifications can be integrated into a new version

of the LAS as future work.

For the FEPR, we manage to demonstrate the correlation between the SLA Violation Risk and

the Financial Risk Exposure with the two use cases. However, it is important to note that this metric

should be presented in a clear and understandable manner, and any potential biases or limitations of

the metric should be thoroughly addressed and discussed. Additionally, the metric should be used as

a supplement to, rather than a replacement for, human judgement and expertise in the legal field.

As part of our future work, we didn’t address microservice dependencies, which could influence

responsibility-related indicators. We plan to investigate this aspect further. We also aim to explore

additional metrics from the SOM map and test the LAS in various use cases beyond Network Services

and microservices, like a 5G service involving IoT and Edge computing services.
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6.1. SYNTHESIS OF THE CONTEXT AND PROBLEM STATEMENT

6.1 Synthesis of the Context and Problem Statement

The IoT’s rapid expansion is revolutionizing industries through innovations like Smart Home

Automation and Autonomous Vehicles, supported by the integration of Cloud and Edge Computing

with microservices. This creates a complex Cloud-Edge-IoT continuum, marked by cross-domain

collaboration and a multi-layered responsibility structure.

A key challenge in the Cloud-Edge-IoT continuum is the management of liability. Indeed, in such a

diverse and interconnected environment, determining who is responsible and liable for various aspects

of the service delivery becomes complex. This complexity arises from several factors such as the

multiple stakeholders: the continuum involves a range of entities like service providers, infrastructure

providers, device manufacturers, and application developers. Each has distinct roles and responsibilities,

making it difficult to ascertain who is accountable in the event of a service failure or security breach.

The dynamic environment, the continual evolution of technology and services in the IoT landscape,

means that responsibilities and roles are not static. They can change as new services are developed

and deployed, further complicating liability management. Interoperability challenges, with various

technologies and platforms involved, ensuring integration while maintaining clear lines of responsibility,

is a hard task.

In cases of cyberattacks or service failures, identifying the liable party is crucial for legal and

financial recovery. The distributed nature of services in the Cloud-Edge-IoT continuum makes it

challenging to pinpoint where the fault lies and who bears the financial burden. SLAs in such

environments tend to be intricate. Ensuring compliance with these agreements, and determining

liability when SLAs are breached, requires a nuanced understanding of the entire service delivery

chain.

To effectively address the challenges of responsibility management in this kind of environment, it

is essential to develop responsibility management mechanisms that can adapt to the dynamic and

multi-actor nature of the Cloud-Edge-IoT continuum.
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6.2 Contributions

We address the challenge of responsibility management through two key aspects: first, by defining

the responsibilities within the supply chain, and second, by proposing metrics for liability and trust in

order to effectively quantify and assess compliance.

The cornerstone of this research is the development of TRAILS (sTakeholder Responsibility,

AccountabIlity, and Liability deScriptor), a novel descriptor and its accompanying ontology. TRAILS

tracks a component or service throughout its lifecycle, enabling all supply chain participants to outline

their commitment, addressing a significant gap in existing models. This innovative approach not

only delineates the roles and responsibilities of stakeholders but also lead to more transparent and

accountable services.

We developed the descriptor by enhancing an already existing descriptor in the Cloud-Edge-

IoT continuum, specifically the TOSCA NFV, which is used to deploy VNFs. Our enhancement

ensures that the descriptor is generic, suitable for any component or service within the continuum.

TRAILS aligns with the Inspire-5Gplus manifest’s criteria, including key aspects such as responsibility,

accountability, liability, and being both generic and modular. These features are critical for effective

responsibility management in the Cloud-Edge-IoT continuum. We also developed a user-friendly

interface for TRAILS, enabling stakeholders to easily comprehend and engage with the descriptor,

and to construct a TRAILS descriptor from scratch.

Further, this thesis presents the LAS, a framework that generates metrics for liability and trust.

These metrics are divided into three categories: Commitment Trust Scores, Financial Exposure, and

Commitment Trends. Developed using machine learning and neural network techniques, they provide

a comprehensive method for evaluating liability and trust. This includes assessing the reliability of

service commitments and estimating potential financial risks. These metrics form a strong tool for

service providers to accurately assess and manage the liabilities and responsibilities of a dynamic

and multi-actor environment. This framework employs the TRAILS descriptor to clearly outline

the responsibilities of supply chain stakeholders, set objectives, and define penalties for not meeting

these responsibilities. Additionally, the framework utilizes GRALAF, a Root Cause Analysis (RCA)

tool developed by the University of Zurich, which is used to monitor services targeted by the LAS,

providing the necessary observations for metric calculations.

145



6.3. PERSPECTIVES

This thesis has led to the development of the Liability-Aware Security Manager (LASM) framework.

This tool assists administrators in making informed decisions to ensure service commitments are met.

LASM is composed of several modules: the first, LASM Visualized Service (LVS), is dedicated to

displaying services and their related data. The second module, LASM Referencing Service (LRS),

organizes a catalog of network components and their associated TRAILS profiles. It uses an ontology

to facilitate the evaluation of new components’ TRAILS in accordance with a referencing policy, or

to search for profiles with specific attributes. The third module, LASM Analysis Service (LAS), is

designed to evaluate various metrics concerning trust, responsibility, or the reputation of components

and authors. Lastly, the LASM Creation Service (LCS) assists administrators in creating TRAILS

profiles. The LRS, the LVS and the LCS were implemented for the first contribution and the LAS

for the second contribution. A presentation showcasing the first contribution was delivered at the

Orange Salon De La Recherche 2022, while another presentation featuring the second contribution

was presented at the ACM MobiCom 2023 conference.

6.3 Perspectives

In the short term, our plans for TRAILS involve some enhancements, primarily by incorporating new

descriptors to more effectively manage responsibility and liability. A key part of this enhancement is

the integration of the SBOM descriptor, which provides a detailed inventory of all software components

in a product, including their versions and origins. This integration aims to foster greater transparency

within software supply chains. By merging TRAILS with SBOM, we are working towards establishing

a comprehensive system for supervising supply chains, effectively combining software component

tracking with a clear outline of stakeholder responsibilities. Additionally, we are exploring ways to

expand TRAILS’ compatibility with various SLA languages. Currently, TRAILS is compatible with

WS-Agreement, but we plan to extend its compatibility to include other SLA languages like CSLA or

WSLA. This expansion may involve the development of an interpreter that can adapt to different SLA

formats, thereby enhancing TRAILS’ versatility and applicability in diverse settings.

In the long term, we plan to delve into service instantiation using the TRAILS descriptor,

particularly in cloud infrastructures. This may involve adding new instantiation-specific fields to

TRAILS, drawing inspiration from existing descriptors like Kubernetes manifests or VNFDs. Another

ambitious goal is to update the ontology to include real-time liability and trust metrics, which would
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facilitate ontology-based searches for service components, using trust metrics as part of the criteria.

In the short term for the LAS, our focus is on extracting new metrics from the SOM map. Key

research inquiries involve understanding the implications of service trajectories on the map for trust and

liability assessment. Specifically, we are exploring how to interpret the trustworthiness of a service that

frequently moves between different zones. This also extends to risk mitigation strategies – determining

the significance of these movements and whether they warrant raising alerts. Also, regarding financial

exposure, we can extract information about whether to implement a countermeasure. For instance, if

the cost of the countermeasure is less than the potential loss, it is preferable to implement it. This

calculation can be automated within the LAS, triggering a message advising whether to proceed with

the countermeasure.

In the long term, conducting further evaluations with more complex services is a strategic approach.

This involves applying the framework to a wider range of services that have higher complexity in

terms of their operations, dependencies, and stakeholder interactions. Evaluating the tool in these

varied and intricate environments would provide deeper insights into its scalability and adaptability. It

would also reveal areas where the tool may require refinement or additional features to handle complex

service scenarios effectively. Additionally, experimenting with other ML algorithms, such as dynamic

SOM, which allow on-line and continuous learning on both static and dynamic data distributions,

could be highly beneficial. Dynamic SOMs are particularly well-suited for situations where the data

environment is constantly evolving. Unlike static models, dynamic SOMs can adapt to changes over

time, making them more aligned with the dynamic nature of service environments. Implementing these

in the context of the tool could enhance its ability to learn from and adapt to new data, patterns, and

changes in the service landscape. This would potentially lead to more accurate predictions and more

effective management of liabilities and trust in services. Overall, these long-term strategies aim to

evolve the tool into a more versatile and powerful solution for managing complex service environments.
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Listing A.1: TRAILS Grammar

1

2tosca_definitions_version: tosca_simple_yaml_1_2

3description: TRAILS types definitions version 0.1

4metadata:

5 template_name: TRAILS_types

6 template_author: Orange

7 template_version: 0.1

8

9

10

11data_types:

12

13 tosca.datatypes.nfv.direction:

14 description: Identify which way are we talking about

15 derived_from: string

16 constraints:

17 - valid_values: [to-device, from-device]

18

19 tosca.datatypes.nfv.mud-grouping:

20 description: MUD related information, as specified by RFC-8520.

21 properties:

22 mud-version:

23 description: This is the version of the MUD specification. This memo

specifies version 1.

24 type: string

25 required: true

26 mud-url:

27 description: This is the MUD URL associated with the entry found in a MUD

file.

28 type: string

29 required: true

30 last-update:

31 description: This is intended to be when the current MUD file was generated.

MUD Managers SHOULD NOT checkfor updates between this time plus cache

validity

32 type: timestamp

33 required: true

34 mud-signature:

35 description: A URI that resolves to a signature as described in this

specification.

36 type: string

37 required: false

38 cache-validity:

39 description: The information retrieved from the MUD server is valid for
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these many hours, after which it should be refreshed. N.B. MUD manager

implementations need not discard MUD files beyond this period.

40 type: integer

41 constraints:

42 - in_range: [1,168]

43 required: false

44 default: 48

45 is-supported:

46 description: This boolean indicates whether or not the Thing is currently

supported by the manufacturer.

47 type: boolean

48 required: true

49 systeminfo:

50 description: A UTF-8 description of this Thing. This should be a brief

description that may be displayed to the user to determine whether to

allow the Thing on the network.

51 type: string

52 required: false

53 mfg-name:

54 description: Manufacturer name, as described in the ietf-hardware YANG

module.

55 type: string

56 required: false

57 model-name:

58 description: Model name, as described in the ietf-hardware YANG module.

59 type: string

60 required: false

61 firmware-rev:

62 description: firmware-rev, as described in the ietf-hardware YANG module.

Note this field MUST NOT be included when the device can be updated but

the MUD-URL cannot.

63 type: string

64 required: false

65 software-rev:

66 description: software-rev, as described in the ietf-hardware YANG module.

Note this field MUST NOT be included when the device can be updated but

the MUD-URL cannot.

67 type: string

68 required: false

69 documentation:

70 description: This URL points to documentation that relates to this device

and any classes that it uses in its MUD file. A caution MUD managers

need not resolve this URL on their own, but rather simply

71 provide it to the administrator. Parsing HTML is not an intended function

of a MUD manager.
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72 type: string

73 required: false

74 extensions:

75 description: A list of extension names that are used in this MUD file. Each

name is registered with the IANA and described in an RFC.

76 type: list

77 entry_schema:

78 type: string

79 constraints:

80 - min_length: 1

81 - max_length: 40

82 from-device-policy:

83 description: The policies that should be enforced on traffic coming from the

device. These policies are not necessarily intended to be enforced at a

single point, but may be rendered by the controller to any relevant

enforcement points in the network or elsewhere.

84 type: tosca.datatypes.nfv.access-lists

85 to-device-policy:

86 description: The policies that should be enforced on traffic going to the

device. These policies are not necessarily intended to be enforced at a

single point, but may be rendered by the controller to any relevant

enforcement points in the network or elsewhere.

87 type: tosca.datatypes.nfv.access-lists

88

89 tosca.datatypes.nfv.access-list:

90 description: Each entry on this list refers to an ACL that should be present in

the overall access list data model. Each ACL is identified by name and type.

91 properties:

92 name:

93 description: The name of the ACL for this entry.

94 type: string

95 required: false

96

97 tosca.datatypes.nfv.access-lists:

98 description: The access lists that should be applied to traffic to or from the

device.

99 properties:

100 access-list:

101 description: Each entry on this list refers to an ACL that should be present

in the overall access list data model. Each ACL is identified by name

and type.

102 type: list

103 entry_schema: tosca.datatypes.nfv.access-list

104

105 tosca.datatypes.nfv.mud:
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106 description: MUD-specific matches.

107 properties:

108 manufacturer:

109 description: A domain that is intended to match the authority section of the

MUD URL. This node is used to specify one or more manufacturers a

device should be authorized to access.

110 type: string

111 required: false

112 same-manufacturer:

113 description:

114 This node matches the authority section of the MUD URL

115 of a Thing. It is intended to grant access to all

116 devices with the same authority section.

117 type: string

118 required: false

119 model:

120 description: Devices of the specified model type will match if they have an

identical MUD URL.

121 type: string

122 required: false

123 local-networks:

124 description: IP addresses will match this node if they are considered local

addresses. A local address may be a list of locally defined prefixes and

masks that indicate a particular administrative scope.

125 type: string

126 required: false

127 controller:

128 description: This node names a class that has associated with it zero or

more IP addresses to match against. These may be scoped to a manufacturer

or via a standard URN.

129 type: string

130 required: false

131 my-controller:

132 description: This node matches one or more network elements that have been

configured to be the controller for this Thing, based on its MUD URL.

133 type: string

134 required: false

135

136 tosca.datatypes.nfv.matches:

137 description: adding abstractions to avoid need of IP addresses

138 properties:

139 mud:

140 description: MUD-specific matches.

141 type: tosca.datatypes.nfv.mud

142
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143 tosca.datatypes.nfv.MUD_profil:

144 description: #

145 properties:

146 name:

147 description :Name of the mud profil file

148 required :true

149 direction:

150 description: Identify which way are we talking about

151 type: tosca.datatypes.nfv.direction

152 required :false

153 mud-grouping:

154 description: MUD related information, as specified by RFC-8520.

155 type: tosca.datatypes.nfv.mud-grouping

156 required: false

157 access-lists :

158 description: The access lists that should be applied to traffic to or from

the device.

159 type : tosca.datatypes.nfv.access-lists

160 required: false

161 mud:

162 description : MUD-specific matches

163 type : tosca.datatypes.nfv.mud

164 required: false

165 matches:

166 description: adding abstractions to avoid need of IP addresses

167 type: tosca.datatypes.nfv.matches

168 required: false

169

170

171

172

173 tosca.datatypes.nfv.author:

174 derived_from: tosca.datatypes.Root

175 description: Give a set of information about the author involved in the

creation of the manifest.

176 properties:

177 name:

178 type: string

179 description:

180 required: true

181 role:

182 type: string

183 description:

184 required: true

185 country:
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186 type: string

187 description:

188 required: true

189 mail :

190 type : string

191 required :false

192 url:

193 type: string

194 description:

195 required: false

196

197

198 tosca.datatypes.nfv.header:

199 derived_from: tosca.datatypes.Root

200 description: Hold manifest’s metadata.

201 properties:

202 title:

203 type: string

204 description: Title of the manifest

205 required: false

206 lead_author:

207 type: tosca.datatypes.nfv.author

208 description: Identifying the author who is responsible for the present

manifest.

209 required: true

210 version:

211 type: string

212 description: Version of the present manifest. MUST be modified at each

update.

213 required: true

214 url:

215 type: string

216 description: Url where the last updates of the manifest can be found.

217 required: false

218 last_update:

219 type: timestamp

220 description: Date and time where the manifest was last updated. MUST be

modified at each update.

221 required: false

222 cache-validity:

223 type: integer

224 description: The period of time in hours that a network management station

MUST wait since its last retrieval before checking for an update.

225 required: false

226 system_info:
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227 type: string

228 description: Humain readable description of the component described by the

present manifest.

229 required: false

230 component_type:

231 type: string

232 description: Describes the type of Component. A SimpleObject is a physical

component without hosting capacities which exposes fixed ressources (e.g.

an IoT device) or HostingObject or VNF.

233 required: true

234 model:

235 type: string

236 description: Identifies the model or the version of the Component.

237 required: true

238

239 tosca.datatypes.nfv.validation:

240 derived_from: tosca.datatypes.Root

241 description: Give a set of information about the validation process.

242 properties:

243 author:

244 type: tosca.datatypes.nfv.author

245 description: Specify the entity responsable for the validation process.

246 required: true

247 last_validation:

248 type: timestamp

249 description: Specify the date-time of the last validation.

250 required: true

251 validation_compliance :

252 type: string

253 description: Security score asigned to the component.

254 required: false

255 validation_scope:

256 type: string

257 required: false

258

259

260 tosca.datatypes.nfv.documentation:

261 derived_from: tosca.datatypes.Root

262 description: #add description

263 properties:

264 doc_type:

265 type: string

266 description: Indicates which type of documentation is defined

267 required: true

268 constraints:
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269 - valid_values: ["openAPI","lwm2m-model", "test-file", "API-guide", "

Features", "SUIT-manifest", "User-guide", "Datasheet", "Deployment-

guides"]

270 openAPI:

271 type: tosca.datatypes.nfv.openAPI

272 description: Machine-readable interface file for describing, producing,

consuming, and visualizing RESTful service.

273 required: false

274 lwm2m-model:

275 type: tosca.datatypes.nfv.lwm2m-model

276 description: # add description

277 required: false

278 suit-manifest:

279 type: tosca.datatypes.nfv.suit-manifest

280 description: # add description

281 required: false

282 url:

283 type: string

284 description: Url points to the documentation.

285 required: false

286 doc_description:

287 type: string

288 description: Humain-readable description of the documentation provided.

289 required: false

290

291

292 tosca.datatypes.nfv.performanceMetric:

293 derived_from: tosca.datatypes.Root

294 description: Contains information about the measurment performance method.

295 properties:

296 name:

297 type: string

298 description: The name of the performance performance metric

299 required: false

300 interface:

301 type: string

302 description: The interface used to calcul the performance metric.

303 required: false

304 metric:

305 type: string

306 description: The metric used to calcul the performance.

307 required: false

308 SLI:

309 type: string

310 description: Reference to the service level indicator of the metric
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311 required: false

312

313

314 tosca.datatypes.nfv.slo:

315 derived_from:

316 description:

317 properties:

318 slo_name:

319 type : string

320 description :Name of the SLO

321 required :true

322 slo_type:

323 type: string

324 description : Type of the SLO

325 required: true

326 constraints:

327 - valid_values :[energy,communication,availability,cpu_speed]

328 slo_min_value:

329 type : float

330 description: Min value of the SLO

331 required: true

332 slo_max_value :

333 type : float

334 description: Max value of the SLO

335 required :true

336

337 tosca.datatypes.nfv.sla:

338 derived_from: tosca.datatypes.Root

339 description: Contains information about the service level agreement

340 properties:

341 sla_name:

342 type: string

343 description: Name of the SLA

344 required: true

345 sla_model:

346 type: string

347 description: The type of the SLA

348 required: true

349 constraints:

350 - valid_values :[’WS-Agreement’,’ETSI-SLA-Model’]

351 slo:

352 type: list

353 description: Identifies the service level objectives commits to deliver

354 required :true

355 entry_schema:
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356 type: tosca.datatypes.nfv.slo

357

358

359

360

361

362

363 tosca.datatypes.nfv.commitment:

364 derived_from: tosca.datatypes.Root

365 description: Give a set of information about the property of the component.

366 properties:

367 title:

368 type: string

369 description: The title of the property description. MUST be unique.

370 required: true

371 author:

372 type: tosca.datatypes.nfv.author

373 description: Identify the author of the property description.

374 required: true

375 documentations:

376 type: list

377 description: Identifies the documentation files of the component.

378 required: false

379 entry_schema :

380 type: tosca.datatypes.nfv.documentation

381 performanceMetrics:

382 type: list

383 description: Identifies the performance metrics of the component.

384 required: false

385 entry_schema:

386 type: tosca.datatypes.nfv.performanceMetric

387 sla:

388 type: list

389 description: Identifies the service level agreement commits to deliver.

390 required: false

391 entry_schema:

392 type: tosca.datatypes.nfv.sla

393

394

395 tosca.datatypes.nfv.recommendedPatch:

396 derived_from: tosca.datatypes.Root

397 description: Give recommendations in terms of vulnerability and weakness

correction.

398 properties:

399 name:
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400 type: string

401 description: Name of the patch.

402 required: true

403 patch_type:

404 type: string

405 description: Type of the patch.

406 required: false

407 constraints:

408 - valid_values: ["vulnerability_patch","weakness_patch"]

409 patch_description:

410 type: string

411 description: Humain-readable description of the vulnerability or the

weakness.

412 required: false

413 risk:

414 type: string

415 description: The level of risk the the device is exposed to.

416 required: false

417 constraints:

418 - valid_values: ["low", "medium", "high"]

419 patch:

420 type: string

421 description: Url points to the patch.

422 required: true

423

424

425 tosca.datatypes.nfv.VNFD:

426 derived_from: tosca.datatypes.Root

427 description: # add description

428 properties:

429 descriptor_id:

430 type: string

431 description: Globally unique identifier of the VNFD

432 required: true

433

434

435 tosca.datatypes.nfv.NSD:

436 derived_from: tosca.datatypes.Root

437 properties:

438 descriptor_id:

439 type: string

440 description: Identifier of this NS descriptor

441 required: true

442

443 tosca.datatypes.nfv.VNF:
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444 derived_from: tosca.nodes.Root

445 description: The generic abstract type from which all VNF specific node types

shall be derived to form, together with other node types, the TOSCA service

template(s) representing the VNFD

446 properties:

447 descriptor_id: # instead of vnfd_id

448 type: string # UUID

449 description: Identifier of this VNFD information element. This attribute

shall be globally unique

450 required: true

451 descriptor_version: # instead of vnfd_version

452 type: string

453 description: Identifies the version of the VNFD

454 required: true

455 provider: # instead of vnf_provider

456 type: string

457 description: Provider of the VNF and of the VNFD

458 required: true

459 product_name: # instead of vnf_product_name

460 type: string

461 description: Human readable name for the VNF Product

462 required: true

463 software_version: # instead of vnf_software_version

464 type: string

465 description: Software version of the VNF

466 required: true

467 product_info_name: # instead of vnf_product_info_name

468 type: string

469 description: Human readable name for the VNF Product

470 required: false

471 product_info_description: # instead of vnf_product_info_description

472 type: string

473 description: Human readable description of the VNF Product

474 required: false

475 vnfm_info:

476 type: list

477 required: true

478 description: Identifies VNFM(s) compatible with the VNF

479 entry_schema:

480 type: string

481 localization_languages:

482 type: list

483 description: Information about localization languages of the VNF

484 required: false

485 entry_schema:
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486 type: string #IETF RFC 5646string

487 default_localization_language:

488 type: string #IETF RFC 5646string

489 description: Default localization language that is instantiated if no

information about selected localization language is available

490 required: false

491 lcm_operations_configuration:

492 type: tosca.datatypes.nfv.VnfLcmOperationsConfiguration

493 description: Describes the configuration parameters for the VNF LCM

operations

494 required: false

495 monitoring_parameters:

496 type: map # key: id

497 entry_schema:

498 type: tosca.datatypes.nfv.VnfMonitoringParameter

499 description: Describes monitoring parameters applicable to the VNF.

500 required: false

501 flavour_id:

502 type: string

503 description: Identifier of the Deployment Flavour within the VNFD

504 required: true

505 flavour_description:

506 type: string

507 description: Human readable description of the DF

508 required: true

509 vnf_profile:

510 type: tosca.datatypes.nfv.VnfProfile

511 description: Describes a profile for instantiating VNFs of a particular NS DF

according to a specific VNFD and VNF DF

512 required: false

513

514 tosca.datatypes.nfv.dependencies:

515 derived_from: tosca.datatypes.Root

516 description: #add description

517 properties:

518 name:

519 type: string

520 description: Name of the dependencies.

521 required: false

522 dependency_type:

523 type: string

524 description: Type of the dependencies.

525 required: true

526 constraints:

527 - valid_values: ["Hardware" ,"Software"]
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528 dependency_description:

529 type: string

530 description: Humain-readable description of the dependency.

531 required: false

532 virtual_network_interface_requirements:

533 type: tosca.datatypes.nfv.VirtualNetworkInterfaceRequirements

534 description: Describes requirements on a virtual network interface.

535 required: false

536 virtual_memory:

537 type: tosca.datatypes.nfv.VirtualMemory

538 description: Supports the specification of requirements related to virtual

memory of a virtual compute resource.

539 required: false

540 virtual_cpu_pinning:

541 type: tosca.datatypes.nfv.VirtualCpuPinning

542 description: Supports the specification of requirements related to the

virtual CPU pinning configuration of a virtual compute resource.

543 required: false

544 virtual_cpu:

545 type: tosca.datatypes.nfv.VirtualCpu

546 description: Supports the specification of requirements related to virtual

CPU(s) of a virtual compute resource.

547 required: false

548 vnf:

549 type: tosca.datatypes.nfv.VNF

550 description: # add description

551 required: false

552

553 tosca.datatypes.nfv.composition:

554 derived_from: tosca.datatypes.Root

555 description: #add description

556 properties:

557 connectivity:

558 type: string

559 description: Specifies the type of connectivity required for the link.

560 required: false

561 max_instance:

562 type: integer

563 description: Specifies the maximum number of instances that can be included

in the composition.

564 required: false

565 Connectivity_type:

566 type: tosca.datatypes.nfv.ConnectivityType

567 description: Describes additional connectivity information of a virtualLink.

568 required: false
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569 NSD:

570 type: tosca.datatypes.nfv.NSD

571 description: # add description

572 required: false

573

574 tosca.datatypes.nfv.networkBehavior:

575 derived_from: tosca.datatypes.Root

576 description: #add description

577 properties:

578 file_type:

579 type: string

580 description: Indicates the type of the file.

581 required: true

582 constraints:

583 - valid_values: ["MUD profil", "VNFD"]

584 MUD_profil:

585 type: tosca.datatypes.nfv.MUD_profil

586 required: false

587 VNFD:

588 type: tosca.datatypes.nfv.VNFD

589 required: false

590

591

592 tosca.datatypes.nfv.usageRecommendation:

593 derived_from: tosca.datatypes.Root

594 description: Contains recommendation on term of security, resources required and

dependencies.

595 properties:

596 title:

597 type: string

598 description: The title of the usage description. MUST be unique.

599 required: true

600 author:

601 type: tosca.datatypes.nfv.author

602 description: Identify the author of the usage description.

603 required: true

604 dependencies:

605 type: list

606 description: Give description about the dependencies needed by the device in

ordre to operate.

607 required: false

608 entry_schema :

609 type: tosca.datatypes.nfv.dependencies

610 recommended_patchs:

611 type: list
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612 description: Give recommendations in terms of vulnerability and weakness

correction.

613 required: false

614 entry_schema:

615 type: tosca.datatypes.nfv.recommendedPatch

616 compositions:

617 type: list

618 description: specify the requirements for the composition of several

components described in the present manifest.

619 required: false

620 entry_schema:

621 type: tosca.datatypes.nfv.composition

622 networkBehavior:

623 type: tosca.datatypes.nfv.networkBehavior

624 description: contains a description of the network behavior of the device.

625 required :false

626

627#####################

628

629capability_types:

630 tosca.capabilities.nfv.exposedSecurityService:

631 derived_from: tosca.capabilities.Node

632 description: Describes the capabilities related to the security service.

633 properties:

634 security_type:

635 type: string

636 description: The type of security service

637 required: false

638 constraints:

639 - valid_values: [confidentiality, integrity,authentication,"DDOS

protection", "signature-generation", "signature-verification", Antispam

, Antivirus, DLP, DPI, Honeypot, Identifies, IPS, NAT, "Packet Filter

Firewall", "Parental Control", "VPN Gateway", WAF, "zero-day protection

", "Signature-based detection"]

640 keys:

641 type: string

642 description: Key type

643 required: false

644 constraints:

645 - valid_values: [EC, RSA, oct]

646 algorithm:

647 type: string

648 description: Algorithm used

649 required: false

650 constraints:
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651 -valid_values: [SHA256, SHA384, RSA256, RSA384, RSA512, AES256]

652 length:

653 type: string

654 description: Key length in bits.

655 required: false

656 key_ops:

657 type: string

658 description: Key operations.

659 required: false

660 constraints:

661 -valid_values: [sign,verify,encrypt,decrypt,wrapKey,unwrapKey,deriveKey,

deriveBits]

662

663 tosca.capabilities.nfv.domainEvidenceCollector:

664 derived_from: tosca.capabilities.Node

665 description: Describes the capabilities related to domain evidence collector

666 properties:

667 rate:

668 type : float

669

670 tosca.capabilities.nfv.criticalMode:

671 derived_from: tosca.capabilities.Node

672 description: Describes the capabilities related to critical mode

673 properties:

674 activation:

675 type : string

676

677 tosca.capabilities.nfv.container:

678 derived_from: tosca.capabilities.Node

679 description: Describes the capabilities related to container

680 properties:

681 cpu:

682 type : float

683 cpuFreq :

684 type : float

685 memory :

686 type: float

687 disk :

688 type: float

689

690 tosca.capabilities.nfv.E2E_evidence_collection:

691 derived_from: tosca.capabilities.Node

692 description: Describes the capabilities related to domain evidence collector

693 properties:

694 rate:
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695 type : float

696

697 tosca.capabilities.nfv.evidenceCollector:

698 derived_from: tosca.capabilities.Node

699 description: Describes the capabilities related to evidenceCollector

700 properties:

701 rate:

702 type : float

703

704 tosca.capabilities.nfv.VNFmanager:

705 derived_from: tosca.capabilities.Node

706 description: Describes the capabilities related to VNF manager

707 properties:

708 cpu:

709 type : float

710 cpuFreq :

711 type : float

712 memory :

713 type: float

714 disk :

715 type: float

716

717 tosca.capabilities.nfv.VIM:

718 derived_from: tosca.capabilities.Node

719 description: Describes the capabilities related to VIM

720 properties:

721 cpu:

722 type : float

723 cpuFreq :

724 type : float

725 memory :

726 type: float

727 disk :

728 type: float

729

730 tosca.capabilities.nfv.deployImg:

731 derived_from: tosca.capabilities.Node

732 description: Describes the capabilities related to deployImg

733 properties:

734 image:

735 type : string

736

737 tosca.capabilities.nfv.bindable:

738 derived_from: tosca.capabilities.Node

739 description: Describes the capabilities related to bindable
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740 properties:

741 bind:

742 type : string

743

744

745 tosca.capabilities.nfv.orchestrator:

746 derived_from: tosca.capabilities.Node

747 description: Describes the capabilities related to orchestrator

748 properties:

749 cpu:

750 type : float

751 cpuFreq :

752 type : float

753 memory :

754 type: float

755 disk :

756 type: float

757

758

759

760 tosca.capabilities.nfv.VirtualLink:

761 derived_from: tosca.capabilities.Node

762 description: Describes the capabilities related to VNF manager

763 properties:

764 protocol:

765 type : string

766

767 tosca.capabilities.nfv.cameraActivation:

768 derived_from: tosca.capabilities.Node

769 description: Describes the capabilities related to the camera activation.

770 properties:

771 mode :

772 type : string

773

774

775

776

777

778

779##########################################################################

RELATIONSHIP TYPE

#######################################################################################

780relationship_types:

781 tosca.relationships.nfv.securityLinkto:
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782 derived_from: tosca.relationships.Root

783 description: Represents an association relationship between two manifest

784 valid_target_types: [tosca.capabilities.nfv.exposedSecurityService]

785

786

787

788

789

790######################################################################### NODE TYPE

#####################################################################

791

792

793node_types:

794 tosca.nodes.nfv.TRAILS.E2E_service:

795 derived_from: tosca.nodes.Root

796 properties:

797 header:

798 type: tosca.datatypes.nfv.header

799 description: Metadata of the manifest.

800 required: true

801 validations:

802 type: list

803 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

804 required: false

805 entry_schema:

806 type: tosca.datatypes.nfv.validation

807 authors:

808 type: list

809 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

810 required: true

811 entry_schema:

812 type: tosca.datatypes.nfv.author

813 commitments:

814 type: list

815 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

816 required: false

817 entry_schema:

818 type: tosca.datatypes.nfv.commitment

819 usageRecommendations:

820 type: list

821 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and
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dependencies.

822 required :false

823 entry_schema:

824 type: tosca.datatypes.nfv.usageRecommendation

825

826 requirements:

827 - external_virtual_link :

828 capability: tosca.capabilities.nfv.VirtualLinkable

829 relationship: tosca.relationships.nfv.VirtualLinksTo

830 occurrences: [1,1]

831 capabilities:

832 external_virtual_link :

833 type: tosca.capabilities.nfv.VirtualLinkable

834

835#####################################################

836

837 tosca.nodes.nfv.TRAILS.5G-core:

838 derived_from: tosca.nodes.Root

839 properties:

840 header:

841 type: tosca.datatypes.nfv.header

842 description: Metadata of the manifest.

843 required: true

844 validations:

845 type: list

846 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

847 required: false

848 entry_schema:

849 type: tosca.datatypes.nfv.validation

850 authors:

851 type: list

852 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

853 required: true

854 entry_schema:

855 type: tosca.datatypes.nfv.author

856 commitments:

857 type: list

858 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

859 required: false

860 entry_schema:

861 type: tosca.datatypes.nfv.commitment

862 usageRecommendations:
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863 type: list

864 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

865 required :false

866 entry_schema:

867 type: tosca.datatypes.nfv.usageRecommendation

868

869 requirements:

870 - critical-mode:

871 capability: tosca.capabilities.nfv.criticalMode

872

873 - virtual_link :

874 capability: tosca.capabilities.nfv.VirtualLinkable

875 relationship: tosca.relationships.nfv.VirtualLinksTo

876 occurrences: [1,1]

877 capabilities:

878 virtual_link :

879 type: tosca.capabilities.nfv.VirtualLinkable

880 domainEvidence-collector:

881 type: tosca.capabilities.nfv.domainEvidenceCollector

882

883################################################

884

885 tosca.nodes.nfv.TRAILS.E2E_management:

886 derived_from: tosca.nodes.Root

887 properties:

888 header:

889 type: tosca.datatypes.nfv.header

890 description: Metadata of the manifest.

891 required: true

892 validations:

893 type: list

894 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

895 required: false

896 entry_schema:

897 type: tosca.datatypes.nfv.validation

898 authors:

899 type: list

900 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

901 required: true

902 entry_schema:

903 type: tosca.datatypes.nfv.author
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904 commitments:

905 type: list

906 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

907 required: false

908 entry_schema:

909 type: tosca.datatypes.nfv.commitment

910 usageRecommendations:

911 type: list

912 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

913 required :false

914 entry_schema:

915 type: tosca.datatypes.nfv.usageRecommendation

916

917 requirements:

918 - domainEvidence-collector:

919 capability: tosca.capabilities.nfv.domainEvidenceCollector

920 - virtual_link :

921 capability: tosca.capabilities.nfv.VirtualLinkable

922 relationship: tosca.relationships.nfv.VirtualLinksTo

923 occurrences: [1,1]

924 - container :

925 capability: tosca.capabilities.nfv.container

926

927 capabilities:

928 external_virtual_link :

929 type: tosca.capabilities.nfv.VirtualLinkable

930 E2E_evidence_collection:

931 type: tosca.capabilities.nfv.E2E_evidence_collection

932 critical-mode :

933 type: tosca.capabilities.nfv.criticalMode

934

935#####################

936

937 tosca.nodes.nfv.TRAILS.RAS:

938 derived_from: tosca.nodes.Root

939 properties:

940 header:

941 type: tosca.datatypes.nfv.header

942 description: Metadata of the manifest.

943 required: true

944 validations:

945 type: list
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946 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

947 required: false

948 entry_schema:

949 type: tosca.datatypes.nfv.validation

950 authors:

951 type: list

952 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

953 required: true

954 entry_schema:

955 type: tosca.datatypes.nfv.author

956 commitments:

957 type: list

958 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

959 required: false

960 entry_schema:

961 type: tosca.datatypes.nfv.commitment

962 usageRecommendations:

963 type: list

964 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

965 required :false

966 entry_schema:

967 type: tosca.datatypes.nfv.usageRecommendation

968

969 requirements:

970 - evidence:

971 capability: tosca.capabilities.nfv.evidenceCollector

972

973 capabilities:

974 domainEvidence :

975 type: tosca.capabilities.nfv.domainEvidenceCollector

976

977

978#################

979

980 tosca.nodes.nfv.TRAILS.argoCD:

981 derived_from: tosca.nodes.Root

982 properties:

983 header:

984 type: tosca.datatypes.nfv.header

985 description: Metadata of the manifest.
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986 required: true

987 validations:

988 type: list

989 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

990 required: false

991 entry_schema:

992 type: tosca.datatypes.nfv.validation

993 authors:

994 type: list

995 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

996 required: true

997 entry_schema:

998 type: tosca.datatypes.nfv.author

999 commitments:

1000 type: list

1001 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1002 required: false

1003 entry_schema:

1004 type: tosca.datatypes.nfv.commitment

1005 usageRecommendations:

1006 type: list

1007 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1008 required :false

1009 entry_schema:

1010 type: tosca.datatypes.nfv.usageRecommendation

1011

1012 capabilities:

1013 image :

1014 type: tosca.capabilities.nfv.deployImg

1015

1016

1017#################

1018

1019 tosca.nodes.nfv.TRAILS.deep-attestation:

1020 derived_from: tosca.nodes.Root

1021 properties:

1022 header:

1023 type: tosca.datatypes.nfv.header

1024 description: Metadata of the manifest.

1025 required: true
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1026 validations:

1027 type: list

1028 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1029 required: false

1030 entry_schema:

1031 type: tosca.datatypes.nfv.validation

1032 authors:

1033 type: list

1034 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1035 required: true

1036 entry_schema:

1037 type: tosca.datatypes.nfv.author

1038 commitments:

1039 type: list

1040 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1041 required: false

1042 entry_schema:

1043 type: tosca.datatypes.nfv.commitment

1044 usageRecommendations:

1045 type: list

1046 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1047 required :false

1048 entry_schema:

1049 type: tosca.datatypes.nfv.usageRecommendation

1050

1051 requirements:

1052 - bind:

1053 capability: tosca.capabilities.nfv.bindable

1054

1055 capabilities:

1056 evidence :

1057 type: tosca.capabilities.nfv.evidenceCollector

1058

1059

1060###################

1061 tosca.nodes.nfv.TRAILS.kubernetes:

1062 derived_from: tosca.nodes.Root

1063 properties:

1064 header:

1065 type: tosca.datatypes.nfv.header
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1066 description: Metadata of the manifest.

1067 required: true

1068 validations:

1069 type: list

1070 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1071 required: false

1072 entry_schema:

1073 type: tosca.datatypes.nfv.validation

1074 authors:

1075 type: list

1076 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1077 required: true

1078 entry_schema:

1079 type: tosca.datatypes.nfv.author

1080 commitments:

1081 type: list

1082 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1083 required: false

1084 entry_schema:

1085 type: tosca.datatypes.nfv.commitment

1086 usageRecommendations:

1087 type: list

1088 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1089 required :false

1090 entry_schema:

1091 type: tosca.datatypes.nfv.usageRecommendation

1092

1093 requirements:

1094 - img:

1095 capability: tosca.capabilities.nfv.deployImg

1096

1097 capabilities:

1098 VNFmanger:

1099 type: tosca.capabilities.nfv.VNFmanager

1100 VIM:

1101 type : tosca.capabilities.nfv.VIM

1102

1103############

1104 tosca.nodes.nfv.TRAILS.NFVI:

1105 derived_from: tosca.nodes.Root
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1106 properties:

1107 header:

1108 type: tosca.datatypes.nfv.header

1109 description: Metadata of the manifest.

1110 required: true

1111 validations:

1112 type: list

1113 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1114 required: false

1115 entry_schema:

1116 type: tosca.datatypes.nfv.validation

1117 authors:

1118 type: list

1119 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1120 required: true

1121 entry_schema:

1122 type: tosca.datatypes.nfv.author

1123 commitments:

1124 type: list

1125 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1126 required: false

1127 entry_schema:

1128 type: tosca.datatypes.nfv.commitment

1129 usageRecommendations:

1130 type: list

1131 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1132 required :false

1133 entry_schema:

1134 type: tosca.datatypes.nfv.usageRecommendation

1135

1136 requirements:

1137 - VIM:

1138 capability: tosca.capabilities.nfv.VIM

1139

1140 capabilities:

1141 container :

1142 type: tosca.capabilities.nfv.container

1143 bindable:

1144 type : tosca.capabilities.nfv.bindable

1145
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1146###########

1147 tosca.nodes.nfv.TRAILS.sec-by-orc:

1148 derived_from: tosca.nodes.Root

1149 properties:

1150 header:

1151 type: tosca.datatypes.nfv.header

1152 description: Metadata of the manifest.

1153 required: true

1154 validations:

1155 type: list

1156 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1157 required: false

1158 entry_schema:

1159 type: tosca.datatypes.nfv.validation

1160 authors:

1161 type: list

1162 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1163 required: true

1164 entry_schema:

1165 type: tosca.datatypes.nfv.author

1166 commitments:

1167 type: list

1168 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1169 required: false

1170 entry_schema:

1171 type: tosca.datatypes.nfv.commitment

1172 usageRecommendations:

1173 type: list

1174 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1175 required :false

1176 entry_schema:

1177 type: tosca.datatypes.nfv.usageRecommendation

1178

1179 requirements:

1180 - critical-mode:

1181 capability: tosca.capabilities.nfv.criticalMode

1182

1183

1184 capabilities:

1185 orchestrator :
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1186 type: tosca.capabilities.nfv.orchestrator

1187

1188##############

1189

1190 tosca.nodes.nfv.TRAILS.VNF:

1191 derived_from: tosca.nodes.Root

1192 properties:

1193 header:

1194 type: tosca.datatypes.nfv.header

1195 description: Metadata of the manifest.

1196 required: true

1197 validations:

1198 type: list

1199 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1200 required: false

1201 entry_schema:

1202 type: tosca.datatypes.nfv.validation

1203 authors:

1204 type: list

1205 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1206 required: true

1207 entry_schema:

1208 type: tosca.datatypes.nfv.author

1209 commitments:

1210 type: list

1211 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1212 required: false

1213 entry_schema:

1214 type: tosca.datatypes.nfv.commitment

1215 usageRecommendations:

1216 type: list

1217 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1218 required :false

1219 entry_schema:

1220 type: tosca.datatypes.nfv.usageRecommendation

1221

1222 requirements:

1223 - container:

1224 capability: tosca.capabilities.nfv.container

1225 - virual_link :
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1226 capability: tosca.capabilities.nfv.VirtualLinkable

1227 relationship: tosca.relationships.nfv.VirtualLinksTo

1228 occurrences: [1,1]

1229 - orchestrator:

1230 capability: tosca.capabilities.nfv.orchestrator

1231 - VNFmanager:

1232 capability: tosca.capabilities.nfv.VNFmanager

1233

1234 capabilities:

1235 virtual_link :

1236 type: tosca.capabilities.nfv.VirtualLink

1237

1238##############

1239

1240 tosca.nodes.nfv.TRAILS.IoT-campus:

1241 derived_from: tosca.nodes.Root

1242 properties:

1243 header:

1244 type: tosca.datatypes.nfv.header

1245 description: Metadata of the manifest.

1246 required: true

1247 validations:

1248 type: list

1249 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1250 required: false

1251 entry_schema:

1252 type: tosca.datatypes.nfv.validation

1253 authors:

1254 type: list

1255 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1256 required: true

1257 entry_schema:

1258 type: tosca.datatypes.nfv.author

1259 commitments:

1260 type: list

1261 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1262 required: false

1263 entry_schema:

1264 type: tosca.datatypes.nfv.commitment

1265 usageRecommendations:

1266 type: list

1267 description: Hold a list of ’usageRecommendation-Object’. Each object
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contains recommendation on term of security, resources required and

dependencies.

1268 required :false

1269 entry_schema:

1270 type: tosca.datatypes.nfv.usageRecommendation

1271

1272 requirements:

1273 - critical-mode:

1274 capability: tosca.capabilities.nfv.criticalMode

1275

1276 - external_virtual_link :

1277 capability: tosca.capabilities.nfv.VirtualLink

1278

1279 capabilities:

1280 virtual_link :

1281 type: tosca.capabilities.nfv.VirtualLink

1282 domainEvidence:

1283 type: tosca.capabilities.nfv.domainEvidenceCollector

1284

1285

1286##############

1287 tosca.nodes.nfv.TRAILS.camera:

1288 derived_from: tosca.nodes.Root

1289 properties:

1290 header:

1291 type: tosca.datatypes.nfv.header

1292 description: Metadata of the manifest.

1293 required: true

1294 validations:

1295 type: list

1296 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1297 required: false

1298 entry_schema:

1299 type: tosca.datatypes.nfv.validation

1300 authors:

1301 type: list

1302 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1303 required: true

1304 entry_schema:

1305 type: tosca.datatypes.nfv.author

1306 commitments:

1307 type: list

1308 description: Hold a list of ’commitment-Object’. Each object contains a set
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of information about the property of the device.

1309 required: false

1310 entry_schema:

1311 type: tosca.datatypes.nfv.commitment

1312 usageRecommendations:

1313 type: list

1314 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1315 required :false

1316 entry_schema:

1317 type: tosca.datatypes.nfv.usageRecommendation

1318

1319 requirements:

1320 - camera:

1321 capability: tosca.capabilities.nfv.cameraActivation

1322 capabilities:

1323 virtual_link :

1324 type: tosca.capabilities.nfv.VirtualLink

1325

1326#############

1327

1328 tosca.nodes.nfv.TRAILS.IOT-server:

1329 derived_from: tosca.nodes.Root

1330 properties:

1331 header:

1332 type: tosca.datatypes.nfv.header

1333 description: Metadata of the manifest.

1334 required: true

1335 validations:

1336 type: list

1337 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1338 required: false

1339 entry_schema:

1340 type: tosca.datatypes.nfv.validation

1341 authors:

1342 type: list

1343 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1344 required: true

1345 entry_schema:

1346 type: tosca.datatypes.nfv.author

1347 commitments:

1348 type: list
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1349 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1350 required: false

1351 entry_schema:

1352 type: tosca.datatypes.nfv.commitment

1353 usageRecommendations:

1354 type: list

1355 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1356 required :false

1357 entry_schema:

1358 type: tosca.datatypes.nfv.usageRecommendation

1359

1360

1361 capabilities:

1362 bind:

1363 type: tosca.capabilities.nfv.bindable

1364 container:

1365 type: tosca.capabilities.nfv.container

1366

1367################

1368

1369 tosca.nodes.nfv.TRAILS.IoT-gateway:

1370 derived_from: tosca.nodes.Root

1371 properties:

1372 header:

1373 type: tosca.datatypes.nfv.header

1374 description: Metadata of the manifest.

1375 required: true

1376 validations:

1377 type: list

1378 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1379 required: false

1380 entry_schema:

1381 type: tosca.datatypes.nfv.validation

1382 authors:

1383 type: list

1384 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1385 required: true

1386 entry_schema:

1387 type: tosca.datatypes.nfv.author

1388 commitments:
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1389 type: list

1390 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1391 required: false

1392 entry_schema:

1393 type: tosca.datatypes.nfv.commitment

1394 usageRecommendations:

1395 type: list

1396 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1397 required :false

1398 entry_schema:

1399 type: tosca.datatypes.nfv.usageRecommendation

1400

1401 requirements:

1402 - external_virtual_link :

1403 capability: tosca.capabilities.nfv.VirtualLink

1404 relationship: tosca.relationships.nfv.VirtualLinksTo

1405 occurrences: [1,1]

1406 - virtual_link :

1407 capability: tosca.capabilities.nfv.VirtualLink

1408 relationship: tosca.relationships.nfv.VirtualLinksTo

1409 occurrences: [1,1]

1410 capabilities:

1411 virtual_link :

1412 type: tosca.capabilities.nfv.VirtualLink

1413

1414##################

1415

1416 tosca.nodes.nfv.TRAILS.IoT-MMT:

1417 derived_from: tosca.nodes.Root

1418 properties:

1419 header:

1420 type: tosca.datatypes.nfv.header

1421 description: Metadata of the manifest.

1422 required: true

1423 validations:

1424 type: list

1425 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1426 required: false

1427 entry_schema:

1428 type: tosca.datatypes.nfv.validation

1429 authors:
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1430 type: list

1431 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1432 required: true

1433 entry_schema:

1434 type: tosca.datatypes.nfv.author

1435 commitments:

1436 type: list

1437 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1438 required: false

1439 entry_schema:

1440 type: tosca.datatypes.nfv.commitment

1441 usageRecommendations:

1442 type: list

1443 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1444 required :false

1445 entry_schema:

1446 type: tosca.datatypes.nfv.usageRecommendation

1447

1448 requirements:

1449 - container:

1450 capability: tosca.capabilities.nfv.container

1451 - virtual_link :

1452 capability: tosca.capabilities.nfv.VirtualLink

1453 - evidence-collector:

1454 capability: tosca.capabilities.nfv.evidenceCollector

1455 - critical-mode:

1456 capability: tosca.capabilities.nfv.criticalMode

1457

1458 capabilities:

1459 virtual_link :

1460 type: tosca.capabilities.nfv.VirtualLink

1461 evidence:

1462 type : tosca.capabilities.nfv.evidenceCollector

1463 domainEvidence:

1464 type : tosca.capabilities.nfv.domainEvidenceCollector

1465 camera:

1466 type: tosca.capabilities.nfv.cameraActivation

1467

1468#########################

1469 tosca.nodes.nfv.TRAILS.IoT-RCA:

1470 derived_from: tosca.nodes.Root
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1471 properties:

1472 header:

1473 type: tosca.datatypes.nfv.header

1474 description: Metadata of the manifest.

1475 required: true

1476 validations:

1477 type: list

1478 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1479 required: false

1480 entry_schema:

1481 type: tosca.datatypes.nfv.validation

1482 authors:

1483 type: list

1484 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1485 required: true

1486 entry_schema:

1487 type: tosca.datatypes.nfv.author

1488 commitments:

1489 type: list

1490 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1491 required: false

1492 entry_schema:

1493 type: tosca.datatypes.nfv.commitment

1494 usageRecommendations:

1495 type: list

1496 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1497 required :false

1498 entry_schema:

1499 type: tosca.datatypes.nfv.usageRecommendation

1500

1501 requirements:

1502 - container:

1503 capability: tosca.capabilities.nfv.container

1504 relationship: tosca.relationships.nfv.securityLinkto

1505 - virtual_link :

1506 capability: tosca.capabilities.nfv.VirtualLink

1507 relationship: tosca.relationships.nfv.VirtualLinksTo

1508 occurrences: [1,1]

1509 capabilities:

1510 virtual_link :
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1511 type: tosca.capabilities.nfv.VirtualLink

1512 evidence:

1513 type: tosca.capabilities.nfv.evidenceCollector

1514

1515##################

1516

1517 tosca.nodes.nfv.TRAILS.sniffer:

1518 derived_from: tosca.nodes.Root

1519 properties:

1520 header:

1521 type: tosca.datatypes.nfv.header

1522 description: Metadata of the manifest.

1523 required: true

1524 validations:

1525 type: list

1526 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1527 required: false

1528 entry_schema:

1529 type: tosca.datatypes.nfv.validation

1530 authors:

1531 type: list

1532 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1533 required: true

1534 entry_schema:

1535 type: tosca.datatypes.nfv.author

1536 commitments:

1537 type: list

1538 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1539 required: false

1540 entry_schema:

1541 type: tosca.datatypes.nfv.commitment

1542 usageRecommendations:

1543 type: list

1544 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1545 required :false

1546 entry_schema:

1547 type: tosca.datatypes.nfv.usageRecommendation

1548

1549 requirements:

1550 - virtual_link :
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1551 capability: tosca.capabilities.nfv.VirtualLink

1552 relationship: tosca.relationships.nfv.VirtualLinksTo

1553 occurrences: [1,1]

1554 capabilities:

1555 virtual_link :

1556 type: tosca.capabilities.nfv.VirtualLink

1557

1558#################

1559 tosca.nodes.nfv.TRAILS.systemic:

1560 derived_from: tosca.nodes.Root

1561 properties:

1562 header:

1563 type: tosca.datatypes.nfv.header

1564 description: Metadata of the manifest.

1565 required: true

1566 validations:

1567 type: list

1568 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1569 required: false

1570 entry_schema:

1571 type: tosca.datatypes.nfv.validation

1572 authors:

1573 type: list

1574 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1575 required: true

1576 entry_schema:

1577 type: tosca.datatypes.nfv.author

1578 commitments:

1579 type: list

1580 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1581 required: false

1582 entry_schema:

1583 type: tosca.datatypes.nfv.commitment

1584 usageRecommendations:

1585 type: list

1586 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1587 required :false

1588 entry_schema:

1589 type: tosca.datatypes.nfv.usageRecommendation

1590
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1591 requirements:

1592 - bind:

1593 capability: tosca.capabilities.nfv.bindable

1594

1595 capabilities:

1596 evidence :

1597 type: tosca.capabilities.nfv.evidenceCollector

1598

1599##########

1600

1601 tosca.nodes.nfv.TRAILS.dashboard:

1602 derived_from: tosca.nodes.Root

1603 properties:

1604 header:

1605 type: tosca.datatypes.nfv.header

1606 description: Metadata of the manifest.

1607 required: true

1608 validations:

1609 type: list

1610 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1611 required: false

1612 entry_schema:

1613 type: tosca.datatypes.nfv.validation

1614 authors:

1615 type: list

1616 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1617 required: true

1618 entry_schema:

1619 type: tosca.datatypes.nfv.author

1620 commitments:

1621 type: list

1622 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1623 required: false

1624 entry_schema:

1625 type: tosca.datatypes.nfv.commitment

1626 usageRecommendations:

1627 type: list

1628 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1629 required :false

1630 entry_schema:
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1631 type: tosca.datatypes.nfv.usageRecommendation

1632

1633 requirements:

1634 - container:

1635 capability: tosca.capabilities.nfv.container

1636 - orchestrator:

1637 capability: tosca.capabilities.nfv.orchestrator

1638 - VNFmanger:

1639 capability: tosca.capabilities.nfv.VNFmanager

1640 - virtual_link :

1641 capability: tosca.capabilities.nfv.VirtualLink

1642 relationship: tosca.relationships.nfv.VirtualLinksTo

1643 occurrences: [1,1]

1644 capabilities:

1645 virtual_link :

1646 type: tosca.capabilities.nfv.VirtualLink

1647

1648###############

1649

1650 tosca.nodes.nfv.TRAILS.MEC_infra:

1651 derived_from: tosca.nodes.Root

1652 properties:

1653 header:

1654 type: tosca.datatypes.nfv.header

1655 description: Metadata of the manifest.

1656 required: true

1657 validations:

1658 type: list

1659 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1660 required: false

1661 entry_schema:

1662 type: tosca.datatypes.nfv.validation

1663 authors:

1664 type: list

1665 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1666 required: true

1667 entry_schema:

1668 type: tosca.datatypes.nfv.author

1669 commitments:

1670 type: list

1671 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1672 required: false
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1673 entry_schema:

1674 type: tosca.datatypes.nfv.commitment

1675 usageRecommendations:

1676 type: list

1677 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1678 required :false

1679 entry_schema:

1680 type: tosca.datatypes.nfv.usageRecommendation

1681

1682 requirements:

1683 - VIM:

1684 capability: tosca.capabilities.nfv.VIM

1685 capabilities:

1686 evidence :

1687 type: tosca.capabilities.nfv.evidenceCollector

1688 container:

1689 type: tosca.capabilities.nfv.container

1690

1691###############

1692

1693 tosca.nodes.nfv.TRAILS.sec-by-orc_mec:

1694 derived_from: tosca.nodes.Root

1695 properties:

1696 header:

1697 type: tosca.datatypes.nfv.header

1698 description: Metadata of the manifest.

1699 required: true

1700 validations:

1701 type: list

1702 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1703 required: false

1704 entry_schema:

1705 type: tosca.datatypes.nfv.validation

1706 authors:

1707 type: list

1708 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1709 required: true

1710 entry_schema:

1711 type: tosca.datatypes.nfv.author

1712 commitments:

1713 type: list
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1714 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1715 required: false

1716 entry_schema:

1717 type: tosca.datatypes.nfv.commitment

1718 usageRecommendations:

1719 type: list

1720 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1721 required :false

1722 entry_schema:

1723 type: tosca.datatypes.nfv.usageRecommendation

1724

1725 requirements:

1726 - container:

1727 capability: tosca.capabilities.nfv.container

1728 - critical-mode :

1729 capability: tosca.capabilities.nfv.criticalMode

1730 - evidence:

1731 capability: tosca.capabilities.nfv.evidenceCollector

1732 capabilities:

1733 VNFmanger :

1734 type: tosca.capabilities.nfv.VNFmanager

1735 orchestrator:

1736 type : tosca.capabilities.nfv.orchestrator

1737 domainEvidence:

1738 type: tosca.capabilities.nfv.domainEvidenceCollector

1739 VIM:

1740 type: tosca.capabilities.nfv.VIM

1741

1742#################

1743

1744 tosca.nodes.nfv.TRAILS.streaming-service:

1745 derived_from: tosca.nodes.Root

1746 properties:

1747 header:

1748 type: tosca.datatypes.nfv.header

1749 description: Metadata of the manifest.

1750 required: true

1751 validations:

1752 type: list

1753 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1754 required: false
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1755 entry_schema:

1756 type: tosca.datatypes.nfv.validation

1757 authors:

1758 type: list

1759 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1760 required: true

1761 entry_schema:

1762 type: tosca.datatypes.nfv.author

1763 commitments:

1764 type: list

1765 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1766 required: false

1767 entry_schema:

1768 type: tosca.datatypes.nfv.commitment

1769 usageRecommendations:

1770 type: list

1771 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1772 required :false

1773 entry_schema:

1774 type: tosca.datatypes.nfv.usageRecommendation

1775

1776

1777 requirements:

1778 - container:

1779 capability: tosca.capabilities.nfv.container

1780 - orchestrator:

1781 capability: tosca.capabilities.nfv.orchestrator

1782 - VNFmanger:

1783 capability: tosca.capabilities.nfv.VNFmanager

1784 - virtual_link :

1785 capability: tosca.capabilities.nfv.VirtualLink

1786 relationship: tosca.relationships.nfv.VirtualLinksTo

1787 occurrences: [1,1]

1788 capabilities:

1789 virtual_link :

1790 type: tosca.capabilities.nfv.VirtualLink

1791

1792

1793#################

1794

1795 tosca.nodes.nfv.TRAILS.server:
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1796 derived_from: tosca.nodes.Root

1797 properties:

1798 header:

1799 type: tosca.datatypes.nfv.header

1800 description: Metadata of the manifest.

1801 required: true

1802 validations:

1803 type: list

1804 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1805 required: false

1806 entry_schema:

1807 type: tosca.datatypes.nfv.validation

1808 authors:

1809 type: list

1810 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1811 required: true

1812 entry_schema:

1813 type: tosca.datatypes.nfv.author

1814 commitments:

1815 type: list

1816 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1817 required: false

1818 entry_schema:

1819 type: tosca.datatypes.nfv.commitment

1820 usageRecommendations:

1821 type: list

1822 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1823 required :false

1824 entry_schema:

1825 type: tosca.datatypes.nfv.usageRecommendation

1826

1827

1828 capabilities:

1829 container :

1830 type: tosca.capabilities.nfv.container

1831

1832##################

1833

1834 tosca.nodes.nfv.TRAILS.MEC:

1835 derived_from: tosca.nodes.Root
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1836 properties:

1837 header:

1838 type: tosca.datatypes.nfv.header

1839 description: Metadata of the manifest.

1840 required: true

1841 validations:

1842 type: list

1843 description: Hold a list of "validation-object". Each object give a set of

information about the validation process.

1844 required: false

1845 entry_schema:

1846 type: tosca.datatypes.nfv.validation

1847 authors:

1848 type: list

1849 description: Hold a list of ’author-Object’. Each object give a set of

information about the author involved in the creation of the manifest.

1850 required: true

1851 entry_schema:

1852 type: tosca.datatypes.nfv.author

1853 commitments:

1854 type: list

1855 description: Hold a list of ’commitment-Object’. Each object contains a set

of information about the property of the device.

1856 required: false

1857 entry_schema:

1858 type: tosca.datatypes.nfv.commitment

1859 usageRecommendations:

1860 type: list

1861 description: Hold a list of ’usageRecommendation-Object’. Each object

contains recommendation on term of security, resources required and

dependencies.

1862 required :false

1863 entry_schema:

1864 type: tosca.datatypes.nfv.usageRecommendation

1865

1866 requirements:

1867 - critical-mode:

1868 capability: tosca.capabilities.nfv.criticalMode

1869 - virtual_link :

1870 capability: tosca.capabilities.nfv.VirtualLinkable

1871 relationship: tosca.relationships.nfv.VirtualLinksTo

1872 occurrences: [1,1]

1873 capabilities:

1874 virtual_link :

1875 type: tosca.capabilities.nfv.VirtualLinkable
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1876 domainEvidence:

1877 type : tosca.capabilities.nfv.domainEvidenceCollector

1878

1879

1880

1881

1882

1883interface_types:

1884 tosca.interfaces.nfv.operationLimitation:

1885 derived_from: tosca.interfaces.Root

1886 operation_limitation:

1887 description: Invoke before instanciation.

1888

1889

1890policy_types:

1891 tosca.policies.nfv.operationLimitation:

1892 derived_from: tosca.policies.Root

1893 description: The operationLimitation is a policy type that describe restriction

imposed by the infrastructure administrator before the component is

referenced in the operator’s catalog.

1894 targets: [tosca.nodes.nfv.manifest]

1895 triggers: [tosca.triggers.nfv.operationLimitation]
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ACM MOBICOM2023 POSTER

Demonstrating Liability and Trust Metrics for Multi-Actor, Dynamic Edge
and Cloud Microservices

Abstract Contribution – LAS

Yacine Anser, Romain Cajeat, Chrystel Gaber, Jean-Philippe Wary, Samia Bouzefrane, Méziane Yacoub, Onur Kalinagac, Gürkan Gür

Running use case

Use case 1: Following the Instance Trust Score and the ITS Trend Variation

•Instance Trust Score (ITS) 
•Class Trust Score (CTS)
•Service Provider Trust Score (SPTS)

•ITS-Trend Variation (ITS-TV) 
•SLA Violation Rate – Trend Variation (SVR-TV) 
•Financial Exposure to Penality Risk (FEPR)

Observing three SLAs :
1. Availability
2. Latency
3. Error Rate

H

M

L

Time

Trust

Use case 3: Following the Financial Exposure of the E2E Service

Use case 2: Infer trust level on Component Class & Service Provider

Three instances 
of Edgex
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Transitioning edge and cloud computing in 5G networks towards service-based architecture increases their complexity as they
become even more dynamic and intertwine more actors or delegation levels. We present the Liability-aware security manager
Analysis Service (LAS), a framework that computes liability and trust indicators for service-based architectures. Based on the
commitments of Service Providers (SPs) and real-time observations collected by a Root Cause Analysis (RCA) tool GRALAF, the LAS
computes three categories of liability and trust indicators, specifically, a Commitment Trust Score, Financial Exposure, and
Commitment Trends.
, and Commitment Trends.

Transitioning edge and cloud computing in 5G
networks towards service-based architecture increases
their complexity as they become even more dynamic
and intertwine more actors or delegation levels. We
present the Liability-aware security manager Analysis
Service (LAS), a framework that computes liability and
trust indicators for service-based architectures. Based
on the commitments of Service Providers (SPs) and
real-time observations collected by a Root Cause
Analysis (RCA) tool GRALAF, the LAS computes three
categories of liability and trust indicators, specifically, a
Commitment Trust Score, Financial Exposure, and
Commitment Trends.

Figure B.1: ACM MobiCom2023 Poster Presenting the Liability-Aware Analysis Service
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