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Title: Two Problems in constructive stochastic Quantisation 

Keywords: Probabilities, Analysis of PDEs, Stochastic PDEs, Mathematical Physics, Constructive Field Theory 

Abstract:  The subject of the thesis is the study of 
singular stochastic partial differential equations 
(SPDEs), in connection with questions of 
mathematical physics and constructive field theory.  

The first part of the thesis is an introduction to 
constructive field theory, stochastic quantisation, 
and the resolution of singular SPDEs, topics in which 
the rest of the manuscript fits.  

The second part of the thesis, based on a paper writ- 

ten in collaboration with Ajay Chandra, is about the 
stochastic quantisation of non-local Euclidean field 
theories analogous to $Phi^4_2$ and $Phi^4_3$, 
called tensor field theories.  

The last part of the thesis deals with the construction 
of the $Phi^4$ measure on three-dimensional closed 
manifolds. This study, publishedin two works, was 
carried out in collaboration with Ismaël Bailleul, Viet 
Dang and Tat Dat Tô. 

 
 

Titre : Deux problèmes de quantification stochastique constructive 

Mots-clefs : Probabilités, Analyse des EDP, EDP stochastiques, Physique mathématique, Théorie des champs 
constructive 

Résumé : La thèse porte sur l’étude d’équations aux 
dérivées partielles stochastiques (EDPS) singulières, en 
connexion avec des questions de physique mathématique 
et de théorie constructive des champs.  

La première partie de la thèse est une introduction à la 
théorie constructive des champs, à la quantification 
stochastique, et à la résolution d'EDPS singulières, 
thématiques dans lesquelles s'insère le reste du 
manuscrit.   

Dans la deuxième partie de la thèse, basée sur un article  
rédigé en  collaboration avec Ajay Chandra, est étudiée la 

 

quantification stochastique de théories des 
champs euclidiennes non-locales intitulées 
théories tensorielles des champs, analogues 
non-locales des mesures $Phi^4_2$ et 
$Phi^4_3$. 

La dernière partie de la thèse porte sur la 
construction de la mesure $Phi^4$ sur les 
variétés fermées tri-dimensionnelles. Cette 
étude publiée en deux travaux a été réalisée en 
collaboration avec Ismaël Bailleul, Viet Dang et 
Tat Dat Tô. 
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Introduction

The common thread connecting all my research is the mathematical study of analytically singular
problems. Analytic singularity is the question of making sense of nonlinear operations on distributions,
and in particular of the product of two distributions. The space D′(Rd) of all distributions on Rd is
the topological dual of D(Rd), the space of all smooth and compactly supported functions, or test
functions. A distribution Λ is therefore a continuous linear form mapping a function f ∈ D(Rd)
to a real number ⟨Λ, f⟩, and any bounded function g : Rd → R can be promoted to a distribution
f 7→

∫
f (x)g(x)dx. Distributions are of interest since many divergent sequences of bounded functions

converge as distributions, which is why they can be thought of as generalised functions. Think for instance
of

χε(x) def
=

{
−1/ε on [−ε/2, ε/2] ,
0 outside ,

which converges as distributions to the Dirac distribution δ, the distribution assigning to any test function
f its value at 0. As such, distributions share multiple nice features with test functions, D′(Rd) being
a nuclear Fréchet space right as D(Rd), and distributions can be derived, setting ⟨∂Λ, f⟩ def

= −⟨Λ, ∂f⟩,
and multiplied by any smooth function g, setting ⟨gΛ, f⟩ def

= ⟨Λ, fg⟩. Yet, contrary to bounded or test
functions, distributions are not an algebra. To see this, just look at the sequence (χ2

ε)ε>0 which fails to
converge, ruling out the possibility to define δ2. Even bounded functions (that are of course an algebra)
viewed as distributions can not be multiplied: indeed, letting

θ(x) def
=

{
1 on (0,∞) ,
0 on (−∞, 0] ,

in spite of the fact that as bounded functions one has θn = θ, if this relation were to hold as distributions,
by differentiating it, one would also have for n ⩾ 1 nθn−1θ′ = nθδ = θ′, where we used θ′ = δ, which
is a contradiction since the l.h.s. is linear in n while the r.h.s. is independent of n1.

The question of how to multiply distributions therefore seems at best hopeless, at worst ill-posed.
Yet a more rigorous analysis reveals that in some favourable cases, this operation remains possible. For
instance, when the two distributions have disjoint singular support, or even more precisely micro-support.
The micro-support denotes the fact that a distribution, at a point where it is singular, might only be
singular in certain directions in Fourier space, think for instance of δ(x − y), which not only is just
singular on the diagonal, but also is singular only in directions normal to the diagonal, and can therefore
be multiplied with distributions whose singularities reaches the diagonal tangently. Distributions can
also be multiplied with some functions that are rougher than smooth, see Young’s products introduced in
Lemma 1.14.

If nonlinear operations involving distributions sound like an abstract analytic question, analytically
singular problems arise in various domains of mathematics and mathematical physics.

A first example comes from Partial Differential Equation (PDE) analysis, since the study of any PDE
of the form

Lu(t, x) = F (u(t, x)) + f (t, x) ,

u(0, x) = ϕ(x) ,

where L is a linear operator (say the l.h.s. of a dissipative of dispersive equation) and F is a (typically
polynomial) nonlinearity, in the case where the forcing f or the initial condition ϕ are so rough that the

1This counterexample is drawn from [BDH14].
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solution u can not be expected to be bounded, yields one to try to make sense of F (u(t, x)) in spite of the
fact that u is merely distributional. Such equations are called singular PDEs.

A second example comes from probabilities and stochastic analysis, when trying to define polynomials
in a Gaussian process which is almost surely not function valued, such as a white-noise in d = 1 or a free
field in d ⩾ 2. A paradigmatic example being the fact that, denoting by B a Brownian motion,

∫ t
s BudBu,

despite involving a product of a distribution Ḃ with a non-smooth function B, when approximated by
means of Riemann series, converges as a random variable. Similar constructions can be performed for
some other polynomials of a Gaussian free field ϕ, like its square, in which case it can be necessary to
remove the expectation which would be divergent, rather looking at

: ϕ2 := ϕ2 − E[ϕ2] (0.1)

Note that the above equation is informal, since the l.h.s. is in fact defined after an approximation
procedure, and is truly a limit in probability of a sequence of random variables. Such a construction is
called a singular random field.

A last example comes from mathematical physics, and the rigorous definition of Quantum Field
Theories (QFTs). A promising path towards the non-perturbative construction of QFTs indeed consists in
trying to construct a measure in the Euclidean space, and to analytically continue its moments in order to
define the correlators in Lorentzian signature. Such measures corresponding to QFTs of interest generally
take the form of perturbed Gaussian integrals

ν(dϕ) ∝ e−Sint(ϕ)µ(dϕ) ,

where µ is a Gaussian supported on distributions but not on bounded functions, and the interaction
Euclidean action Sint(ϕ) involves performing nonlinear operations on the distribution ϕ. Such a formally
ill-defined probability measure is called a singular measure.

It turns out that these three examples, in addition to presenting a similar difficulty, are also deeply
connected. Indeed, singular measures can be invariant under some suitably chosen singular PDEs, and the
solution to some singular singular PDEs can be formally expanded into some possibly singular random
fields that are some arbitrarily large polynomials in a Gaussian (the Picard iterates of the initial condition
and/or random driving term of the PDE).

Moreover, in all of the three settings, according to the roughness of the Gaussian/noise, it may become
necessary, it order to handle the singularity –that is to say to define the nonlinear operation on some
distribution–, to perform a renormalisation procedure generalising the idea of removing the expectation
in (0.1). Finally, in all the three settings, such a procedure becomes more and more difficult with the
dimension, and there exists a threshold dimension such that it even stops being possible. For instance, the
renormalisation made in (0.1) is possible in one dimension (where there is no singularity) and in two and
three dimensions, but not in four dimensions and beyond.

Summary of the thesis

My work fully fits into this context, which is why the content of the present manuscript thus lies at the
interface between PDE analysis, stochastic analysis, and constructive QFT. Moreover, the purpose of this
manuscript is both to introduce and motivate these topics and their relations, and to present the problems
that I have studied as a PhD candidate.

Chapter 1 is an introduction to several problems in constructive QFT, with an emphasis on the interest
of stochastic analytic and PDE methods to tackle them. There I introduce three different stochastic
quantisations, and in particular the Langevin dynamic. This leads me to briefly describe some of the
main ideas of the three main approaches to solving singular parabolic SPDEs, that is to say regularity
structure, paracontrolled calculus, and the Renormalisation Group (RG) flow approach. The construction
of a nonlocal Euclidean QFT measure dubbed tensor field theory by stochastic quantisation is performed
in Chapter 2. The nonlocality of the interaction makes regularity structures and paracontrolled calculus
inefficient, which is why a new ansatz based on some reinjections is introduced. Chapter 3 is devoted
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to the study of the construction of the Φ4
3 measure on compact closed manifolds using paracontrolled

calculus. The estimates on the enhancement of the noise are performed thanks to a new inductive approach
inspired by Epstein-Glaser renormalisation. Together these two chapters constitute the main body of the
thesis, and are the two problems in constructive stochastic quantisation to which the title refers.

Contribution of the author

This manuscript is based on some of the works in which I have taken part during the 3 years of my PhD:
A
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abs/2312.15511
A
[BDFT23] I. BAILLEUL, N. V. DANG, L. FERDINAND and T.D. TÔ. Global harmonic analysis for Φ4

3

on closed Riemannian manifolds. arXiv e-prints (2023). https://arxiv.org/abs/2306.07757
A
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arXiv e-prints (2023). https://arxiv.org/abs/2306.05305
A
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Résumé détaillé en français

Une théorie quantique des champs scalaire sur l’espace de Minkowski R1,3 consiste en un espace de

HilbertH = L2(S ′(R3), ν) équipé d’une algèbre d’opérateurs (Ψ(f ))f∈S(R3) indicée par S(R3). H doit

également être doté d’une représentation unitaire du groupe de Poincaré, et d’un élément particulier

intitulé le vide, qui doit être stabilisé par l’action du groupe de Poincaré. La capacité prédictive de la

théorie quantique des champs provient de ce que cette construction peut formellement être utilisée afin

de calculer des amplitudes de probabilité de désintégration de particules, quantités qui peuvent in fine

être mesurées expérimentalement, notamment dans les accélérateurs de particules. Les amplitudes de

probabilités sont tout d’abord exprimées en fonction des éléments de matrice de produits d’opérateurs

de la forme Ψ(f ) entre deux bases correspondant à un passé et un futur lointains où les particules

n’interagissent hypothétiquement pas. Il se trouve qu’en dehors de cas exactement solvables, de telles

expression ne peuvent généralement pas être calculés, ni même définies mathématiquement. Parmi les

cas exactement solvables d’intérêt, citons notamment celui de particules libres, c’est-à-dire ne subissant

absolument aucune désintégration, et n’ayant donc pas d’interactions. La tentative la plus aboutie de

donner corps aux éléments de matrice d’intérêt en vue de calculer des probabilités de désintégration est

celle qui consiste à les réexprimer à l’aide d’une autre algèbre d’opérateurs, celle-ci correspondant à des

particules libres, et pour laquelle certaines quantités peuvent être calculées. Il se trouve que l’on est alors

conduit à évaluer des expressions prenant formellement la forme d’intégrales oscillantes de dimension

infinie,

W (n)(z1, · · · , zn) =

∫ n∏
i=1

ϕ(zi)eıS
cl[ϕ]/ℏdϕ∫

eıS
cl[ϕ]/ℏdϕ

, (0.2)

où Scl est l’action de la théorie classique qui doit être obtenue dans le régime ℏ ↓ 0, et dϕ est une mesure

de Lebesgue formelle sur un hypothétique espace de fonctions sur R1,3.

Si autant calculer que donner une définition mathématique à des expressions de la forme (0.2) reste

absolument hors de porté des connaissances actuelles, il existe deux manières d’employer cette expression,

toutes deux reposant sur l’idée suivante : les quantités W (n), où fonctions de Wightman, peuvent être

obtenues comme valeurs au bord des quantités

S(n)(x1, · · · , xn) =
∫
S′(R4)

n∏
i=1

ϕ(xi)e−S
E,int[ϕ]µ(dϕ)

quand les premières composantes de x1, · · · , xn tendent vers des valeurs imaginaires pures. Ici, µ est

une mesure Gaussienne sur S ′(R4) de covariance C, et SE,int[ϕ] + 1
2⟨ϕ,C−1ϕ⟩ est la quantité obtenue
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par continuation analytique de Scl/ℏ, où il est entendu que SE,int est non-quadratique et en général

C−1 = m2 −∆. Une telle approche consistant à travailler dans l’euclidien et à prendre ensuite un temps

imaginaire pur est connue sous le nom de rotation de Wick, et elle était déjà pratiquée avant la naissance

de la théorie quantique des champs, afin d’extrapoler les propriétés du propagateur des ondes de celles

de la fonction de Green du Laplacien. Elle a le grand avantage que la mesure de Lebesgue perturbée

par une phase est remplacée par une théorie quantique des champs euclidienne, c’est-à-dire une mesure

Gaussienne perturbée par une quantité a priori bornée, du moins dans le cas où l’interaction est par

exemple un polynôme de degré pair. Pour en revenir aux deux manières d’employer cette expression, la

première est le développement perturbatif, qui consiste à écrire

S(n)(x1, · · · , xn) =
∑
k⩾0

(−1)k

k!

∫
S′(R4)

(SE,int[ϕ])k
n∏
i=1

ϕ(xi)µ(dϕ) ,

permutant formellement la série exponentielle et l’intégrale Gaussiennne. Il se trouve que quand la

croissance de SE,int est plus de quadratique, cette permutation est illicite. Cependant, le développement

perturbatif permet de calculer des nombres, et de donner des approximations des différents paramètres

du système standard de la physique des particules. La seconde manière d’employer cette expression est

de tâcher de vérifier qu’elle soit bien définie, afin d’en conclure l’existence de la théorie quantique des

champs sous-jacente. Il se trouve qu’en règle générale, construire une mesure Gaussienne perturbée n’est

a priori pas évident. En effet, pourC−1 = m2−∆, µ n’est pas supportée sur des fonctions lisses, mais sur

des distributions, ce qui rend la définition de SE,int[ϕ] problématique : il s’agit là du problème ultraviolet.

D’autre part, si ϕ est tirée au hasard selon µ, elle n’a pas de décroissance à l’infini, ce qui ajoute encore à

la difficulté à définir SE,int[ϕ] : il s’agit là du problème infrarouge. Enfin, si le développement perturbatif

permet d’obtenir une expression pour SE,int
ε après application d’une régularisation ultraviolette à l’échelle

ε qui permette de formellement résoudre le problème ultraviolet, l’action nue SE,int
ε obtenue à la suite de

cette procédure intitulée renormalisation perd toute propriété de positivité – et ce car elle est obtenue

par ajout de quantités divergeant avec ε, appelées contre-termes: il s’agit enfin là du problème de grand

champ.

Une approche à la définition des mesures Gaussiennes perturbées à récemment connu une grande

activité : il s’agit d’un ensemble de méthodes utilisant les techniques du calcul stochastique, et connues

sous le nom de quantification stochastique. La principale quantification stochastique est la dynamique de

Langevin, qui consiste à construire la théorie quantique des champs euclidienne comme mesure invariante

pour la dynamique

∂tu = −∇ΦS
E,int[u] + ξ ,

où ξ est un bruit blanc d’espace-temps. Les travaux présentés dans le présent manuscrit s’inscrivent

pleinement dans ce contexte, puisque le premier chapitre 1 consiste en une présentation des difficultés
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inhérentes à la définition non-perturbative des théories quantiques des champs, et en une introduction à la

quantification stochastique. Dans le deuxième chapitre 2, je présente des résultats d’un travail commun

avec Ajay Chandra [CF24b], où est construite une théorie quantique des champs non locale de type

tensoriel. Quant au troisième chapitre 3, j’y rapporte les principaux arguments d’un travail réalisé en

commun avec Ismael Bailleul, Tat Dat Tô, et Viet Dang, et publié en deux parties [BDFT24, BDFT23],

portant sur la construction de la mesure Φ4
3 sur les variétés.

Le deuxième chapitre du présent manuscrit porte donc sur la quantification stochastique d’une théorie

quantique des champs non locale, de type tensoriel, dénommée Théorie tensorielle des champs quartique

melonique, où T4
d en dimension d. Les théories tensorielles des champs sont des théories scalaires dont le

comptage de puissance perturbatif est lié à la limite à grand N des modèles de tenseurs aléatoires. Cela

tient au fait que les mesures T4
d sont des mesures gaussiennes perturbées par une interaction qui, dans

l’espace de Fourier, correspond à évaluer un invariant de trace tensoriel de la transformée de Fourier du

champ F(ϕ)(m1, · · · ,md) ≡ ϕ̂m1,··· ,md
qui peut être vue comme un tenseur de rang d, et de dimension

infinie. Tandis que pour les matrices aléatoires, ce sont les graphes planaires qui sont sélectionnés dans la

limite à grand N , ce sont des graphes dits meloniques (une classe de graphes en bijection avec des arbres)

qui subsistent pour les tenseurs : ce sont donc les seuls graphes divergents pour les théories tensorielles

des champs. De plus, la non localité du graphe tadpole fait qu’en dimension 5, dimension où la théorie est

critique, la renormalisation de fonction d’onde de ce graphe l’emporte sur la renormalisation de constante

de couplage, ce qui fait que la théorie est asymptotiquement libre dans l’ultraviolet.

En dimension 4, la théorie T4 présente des divergences ultraviolettes analogues à celles de Φ4
3. Des

solutions locales à la dynamique de Langevin pour T4
4 sont d’abord construites, à l’aide d’opérateurs

aléatoires permettant de prendre en compte la non localité de la non linéarité, et d’un ansatz en deux

composantes : d’une part, de nombreux champs aléatoires au-delà du seul bruit blanc sont éliminés

à l’aide de répétitions de la méthode de Da Prato et Debussche, d’autre part, un nouvel ansatz propre

à ce modèle est développé pour tenir compte de la divergence d’un opérateur aléatoire. Ce nouvel

ansatz se base sur le fait qu’en réinjectant l’équation dans elle-même, l’on crée un opérateur aléatoire

ayant de meilleures propriétés, et permettant de résoudre l’équation. Notons que cette méthode ne

fonctionnerait bien sûr pas dans le cas local, mais qu’en même temps, les structures de régularité et le

calcul para-contrôlé ne s’appliquent pas dans ce contexte non local. La mesure T4
4 est ensuite construite

grâce à des estimées d’énergie L2 sur la solution de la dynamique de Langevin, et également grâce à la

méthode variationnelle introduite par Barashkov et Gubinelli [BG20]. Notons que dans les deux cas, il

est nécessaire de tirer avantage de la coercivité de l’interaction afin de contrôler le problème de grand

champ. Il se trouve que l’interaction quartique melonique est bien positive et que, bien que plus petite

que la norme L4, elle permet tout de même de contrôler les termes croisés. Cependant, comme cette

interaction est plus petite que la norme L2, les meilleures estimées d’énergies qui soient accessibles sont

des estimées L2, qui ne permettent pas de redémarrer la dynamique de Langevin, ni de prouver que cette

équation admet des solutions globales. Pour conclure, tous les champs et opérateurs aléatoires nécessaires
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à la construction de solutions locales à la dynamique de Langevin de T4
4, ainsi qu’à la construction de

la mesure, sont construits à l’aide de l’analyse multi-échelle. Il s’agit d’une construction relativement

insensible à la taille des objets, mais qui tire parti de la structure melonique des divergences.

Le troisième et dernier chapitre du présent manuscrit est consacré à la construction de la mesure

Φ4
3 sur les variétés fermées. Cette construction est réalisée en utilisant la dynamique de Langevin, et

en démontrant que celle-ci admet des solutions globales, et définit un processus markovien vérifiant la

propriété de Feller. Les solutions locales sont d’abord construites grâce à un ansatz multiplicatif, d’abord

introduit par Jagannath et Perkowski [JP23]. Il est ensuite démontré que ces solutions sont globales grâce

à une estimée d’énergie du type

√
t ∨ 1∥u(t)∥Lp(M ) ⩽ C(ξ̂) ,

où ξ̂ désigne l’ensemble des champs aléatoires nécessaires à la résolution de l’équation. Cette estimée,

souvent nommée coming down from infinity, a en effet la particularité d’être uniforme en la condition

initiale, ce qui est déterminant pour montrer le caractère Feller du processus de Markov. Elle est obtenue

à l’aide d’estimées d’énergie, suivant la méthode introduite par Mourrat et Weber [MW14] dans le cas

d’un ansatz para-contrôlé.

La nouveauté de ce chapitre consiste en une construction de l’ensemble des champs aléatoires sur

les variétés. La renormalisation et le contrôle des covariances des champs aléatoires sont inspirés des

travaux d’Epstein et Glaser sur la renormalisation, ainsi que des travaux de Brunetti et Fredenhagen. La

première étape est de définir des espaces fonctionnels capturant à la fois les propriétés microlocales des

noyaux, et leur homogénéité sous dilatation de diagonales. Sont donc définis des espaces SaΓ(X2) de

noyaux K(x, y), x, y ∈ X , dont le front d’onde soit supporté dans Γ, et qui soient faiblement homogènes

de degré a sous dilatation d’une sous variété Y ⊂ X2, telle que N∗(Y ) ⊂ Γ. En pratique, l’on a

K ∈ SaN∗({(x,t)=(y,s)})((R×M )2)⇒ |∂α
x,y,

√
t,
√
s
K((x, t), (y, s))| ≲ (|x− y|+

√
|t− s|)a−|α| ,

et le noyau de la chaleur, la covariance du champ libre dynamique, ainsi que le noyau [⊙](x, y, z) du

terme résonnant appartiennent à des espaces SaΓ. Est ensuite démontré un théorème d’extension de

distributions, affirmant qu’une suite Λε de distributions sur X convergent vers Λ ∈ Sa(X \ Y ) peut être

étendue à une suite convergente de distributions sur la totalité de X , pourvu que l’on ait

a > −codim(Y ⊂ X) .

Notons qu’un résultat similaire existe si codim(Y ⊂ X) ⩾ a > −codim(Y ⊂ X)− 1, cette fois modulo

soustraction d’une suite locale de distributions supportées sur Y . Grâce à ce résultat, les amplitudes

apparaissant lorsque sont évaluées les covariances des objets stochastiques peuvent être construites

de manière inductive. Les sous-amplitudes divergentes sont prises en charge grâce à la possibilité
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de soustraire une suite locale, correspondant au contre-terme. Enfin, un élément important de cette

construction consiste en la gestion des sous-amplitudes convergentes, qui pourraient causer des pertes

de régularité pour les champs aléatoires. Cette gestion s’appuie sur une analyse fine des propriétés

micro-locales du noyau [⊙(x, y, z)] du terme raisonnant. Ces propriétés correspondent au fait que pour

f ∈ C∞(M ) et g ∈ D′(M ), f ⊙ g ∈ C∞(M ), et impliquent que les sous-amplitudes convergentes ne

sont pas responsables de pertes de régularité. Il s’agit d’un phénomène analogue à la renormalisation

positive dans le cas des structures de régularité.
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Chapter 1

Constructive Quantum Field Theory and Stochastic
Quantisation

The general mathematical context of the work which is presented in this manuscript is the study of
singular stochastic partial differential equations, and the construction of singular Gibbs measures, an area
which lies on the boundary between probabilities and stochastic analysis, and the analysis of PDEs. The
aim of the present chapter is to introduce several aspects of this field, motivating them by the question
of how to define a Quantum Field Theory (QFT). The quest for a non-perturbative definition of QFT
dates back from the pioneering works of Nelson [Nel66] in d = 2, and Glimm and Jaffe [GJ73] in d = 3
based on some discrete renormalisation group techniques or phase space expansions. It was shortly
after that Parisi and Wu [PW81] raised the idea that the construction of QFTs could be achieved by
solving a formal singular stochastic partial differential equation, a relationship that was dubbed stochastic
quantisation. If for twenty years, solving such equations has remained out of the scope of the available
tools, the recent advances by Da Prato and Debussche [DPD03] followed by the groundbreaking work by
Hairer [Hai14] paved the way for a general solution theory for these equations, and for some important
progress in the study of singular Gibbs measures. This introduction is organised as follows: in the first
section, we introduce the main problems in constructive QFT, before in the second section we discuss
several stochastic quantisations, that is to say several ways in which some stochastic analytic tools can be
leveraged in order to solve some of these problems. The last section is an introductory overview of some
solutions theories to singular SPDEs, presenting some of the main ideas and techniques of this field.

1.1 The Euclidean approach to Quantum Field Theory

In this section, we aim to motivate the so-called “Wick rotation”, which states that the starting point for a
rigorous and non-perturbative study of Quantum Field Theory on Lorentzian space-time is a probability
measure on a Riemannian manifold. To do so, we start by briefly reviewing what is meant by a QFT,
before introducing the difficulties that arise when trying to define it beyond perturbation theory. The
connection between QFT and stochastic analysis will be formulated thanks to a heuristic based on the
Feynman-Kac formula. We conclude by presenting the renormalisation group flow technique, showing
that it is well-suited to a non-perturbative study of the Euclidean Φ4 measure in d = 2, and by shortly
discussing the Osterwalder-Schrader axioms allowing to recover the QFT from the measure.

1.1.1 From Lorentzian to Euclidean Quantum Field Theory

1.1.1.1 What is a Quantum Field Theory?

A QFT is primarily the description of a quantum mechanical system with an infinite number of degrees
of freedom, indexed by space positions on R3.

Recall that in the case of a finite number of degrees of freedom say p (a paradigmatic example
being the p components of the space position of some particle), quantum mechanics is formalised as
the datum of some Hilbert space of the form L2(Rp), endowed with an algebra of Hermitian operators
known as observables whose commutation relations reflect the symplectic structure of classical variables.
This Hilbert space is furthermore equipped with a distinguished vector called the vacuum, and with a
unitary representation (eıtH )t∈R of time translations that stabilises the vacuum, and whose generator H is
called the Hamiltonian (here we make the assumption that the underlying classical theory is invariant by
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time translations). However, in general, one does not view the time translations as acting on vectors in
the Hilbert space, but rather on observables, promoting any observable A to a time-indexed family of
operators defined as

A(t) def
= eıtHAe−ıtH ,

and known as the Heisenberg representation of A.
This picture of quantum mechanics generalises to some extent to the infinite dimensional case of

QFT, but in this latter situation, the Hilbert space has to be much bigger, more precisely of the form
H = L2(S ′(R3)). This Hilbert space still comes with a vacuum state, along with an algebra of observables,
but the algebra now turns out to be indexed by S(R3), and hence infinite dimensional. Denoting by
Ψ = (Ψ(f ))f∈S(R3) such observables, we will use the informal notation Ψ(x) to denote the operator-
valued distribution still requiring a pairing with some smooth function. Moreover, rather than solely
representing time translations, one aims to implement at the quantum level the invariance under the
full group of isometries of Minkowski space R1,3, so that the Hilbert space must be equipped with a
unitary representation of the whole Poincaré group. In the same spirit, one often views the Heisenberg
representation of an observable Ψ as a family of operators indexed by space-times Schwartz functions,
sometimes called a quantum field. Thus, again, given the Hamiltonian H , we define the Heisenberg
representation of Ψ by

Ψ(t, x) def
= eıtHΨ(x)e−ıtH .

1.1.1.2 S-matrix and time-ordered vacuum expectation values

In scattering experiments, particle physicists have access to the decay of some in-going particles into
some other out-going particles, and the predictive power of QFT lies in its capacity to give an approximate
value for the probabilities of such events. A first example of QFT is therefore that in which one in-going
particle propagates forever with probability one, without ever decaying, called free theory. Though
idealised, the case of a free theory is of practical importance, since it allows for exact computations. It
even turns out to be one of the few cases in which exact computations are possible, which is why it is
also viewed as a basis to construct richer QFTs. Indeed, a general assumption often made in scattering
theory is that in the far past and future, particles propagate freely, so that there exist Hilbert spacesHin,
Hout isomorphic toH and corresponding to free theories that can be used to compute the probabilities of
decays. Indeed, all these probabilities are gathered in the unitary matrix S called S-matrix mapping a
basis ofHin on a basis ofHout. It turns out that S = limt↑∞ S(t) where S(t) solves

dS(t) = −ıH int(Ψ)(t)S(t)dt , lim
t↓−∞

S(t) = 0 .

Here, H int the interaction Hamiltonian stands for the part of the Hamiltonian which is not quadratic in Ψ,
and we now have to specify the dependence of the Hamiltonian H on the family of observable Ψ. The
particular case of a free theory corresponds to S = Id, and one has H int = 0.

The celebrated LHZ formula states that the knowledge for all n ⩾ 1 and (z1, . . . , zn) ∈ R1,3 of the
time-ordered vacuum expectation values

⟨Ωout, T (Ψ(z1), . . . ,Ψ(zn))Ωin⟩ ,

is sufficient to recover the coefficients of the S-matrix. Here, T denotes time-ordering and Ωin, Ωout
denote the two vacuum states of Hin, Hout. More precisely, when working with the interacting field
Ψ, one always computes the expectation values between two a priori different and free vacuums: the
incoming and outgoing ones. This corresponds to the aforementioned assumption that the propagation is
free in the far past and future. Note that the idea of the LHZ formula stems from the fact that informally
S can be written as

S = T (e−ı
∫∞
−∞H int(Ψ)(t)dt) .
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Moreover, the Gell-Mann-Low formula expresses these vacuum expectation values in terms of another
set of observables Φ corresponding to a free theory with vacuum Ω (in general, just take Ω = Ωin):

⟨Ωout, T (Ψ(z1), . . . ,Ψ(zn)) Ωin⟩ =
⟨Ω, T (Φ(z1), . . . ,Φ(zn)eı

∫
R1,3 Lint(Φ(z))dz)Ω⟩

⟨Ω, T (eı
∫

R1,3 Lint(Φ(z))dz)Ω⟩
,

where Lint(Φ(z)) is the interaction Lagrangian density, that is to say the non-quadratic in Φ part of the
Lagrangian density, which we suppose to be local in Φ, and we note that it holds

∫
R1,3 Lint(Φ(z))dz =

−
∫∞
−∞H int(Ψ)(t)dt.

At this point, some additional notation is required. We denote by Q = (Qıt)t∈R
def
= (e−ıtH )t∈R the

unitary group generated by the total Hamiltonian H = H0 +H int, and define accordingly Q0, Qint as the
unitary groups generated by H0, H int (pay attention to the fact that with our notation we rather define Q
as a semigroup evaluated at an imaginary time). For simplicity, we assume tn ⩾ tn1 · · · ⩾ t2 ⩾ t1 and
enforce it in the sequel. Though computing ⟨Ω, T (F (Φ)) Ω⟩ for functionals F of the form

F (Φ) =
∏
j∈[n]

Φ(zj) eı
∫

R1,3 Lint(Φ(z))dz =
∏
j∈[n]

Φ(zj) e−ı
∫

R1,3 H int(Φ)(t)dt (1.1)

=
∏
j∈[n]

Φ(zj)Qint
ı(∞−(−∞)) = Qint

ı(∞−tn)Φ(zn)Qint
ı(tn−tn−1) . . . Q

int
ı(t2−t1)Φ(z1)Qint

ı(t1−(−∞))

does not seem particularly straightforward, we can combine the invariance of the (free) vacuum |Ω⟩ under
time translations generated by the free Hamiltonian H0 (i.e. under the action of the unitary group Q0)
with the fact that writing z = (t, x) we have Φ(z) = Q0

−ıtΦ(x)Q0
ıt to reexpress ⟨Ω, T (F (Φ)) Ω⟩ is terms

of the unitary group Q. We obtain

⟨Ω, T (F (Φ)) Ω⟩ = ⟨Ω, Qint
ı(∞−tn)Q

0
−tnΦ(xn)Qı(tn−tn−1) . . . Qı(t2−t1)Φ(x1)Q0

ıt1Q
int
ı(t1−(−∞)) Ω⟩

= ⟨Ω, Qı(∞−tn)Φ(xn)Qı(tn−tn−1) . . . Qı(t2−t1)Φ(x1)Qı(t1−(−∞)) Ω⟩ , (1.2)

where for j ∈ [n] we write zj = (tj , xj) and we used the invariance of Ω under Q0 to sandwich the
whole expression with Q0

ı∞.
Finally, we conclude this section by making a choice of free Lagrangian/Hamiltonian again dictated

by locality, fixing

L0(Φ(z), ∂µΦ(z)) def
= L(Φ(z), ∂µΦ(z))− Lint(Φ(z)) = −1

2
Φ(z)(□+ 1)Φ(z) ,

where □
def
= ∂2t −∆. Introducing the conjugate variable ϖ(z) def

= ∂tΦ(z) and writing ϖ(x) def
= ϖ(0, x) for

the Schrödinger representation of ϖ, the Hamiltonian is given by

H = H0 +H int =

∫
R3

(1
2
ϖ(x)2 +

1

2
Φ(x)(1−∆)Φ(x)− Lint(Φ(x))

)
dx .

Moreover, in order to represent at the level of the algebra of observables the classical anti-commutation
relationships between ϖ and Φ, as in quantum mechanics, we have ϖ(x) = −ı∂Φ(x). Overall, we have
thus expressed the unitary-group Q generated by H as

Qıt = exp
(
− ıt

∫
R3

(
− 1

2
∂2Φ(x) +

1

2
Φ(x)(1−∆)Φ(x)− Lint(Φ(x))

)
dx
)
. (1.3)

What have we learnt? That formally, much of the information about a QFT is contained in the action
of the unitary-group of time-translations Qıt. While a priori not much more can be said about this unitary-
group, thinking of the fact that unitary-groups can sometimes be defined as boundary-values of analytic
semigroups gives hope. In the next section, we introduce the Feynman-Kac formula, which states that
Markov semigroups can be represented as an infinite-dimensional integral, the expectation over a Markov
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stochastic process. Heuristically, extending this principle to the above unitary-group was Feynman’s first
step towards a means to approximate the scattering probabilities through perturbative computations. On
the other hand, taking literally the Feynman-Kac formula, and thus going from a heuristic unitary group
to a hopefully well-defined semigroup was the first step towards a rigorous interpretation of QFT, known
as Euclidean Quantum Field Theory (EQFT).

1.1.1.3 The Feynman-Kac formula

In the late 40s, Feynman and Kac discovered that they were respectively trying to relate some unitary and
semigroups to some functional integrals. The rigorous result that they finally established is a relation
between Markov semigroups and Markov stochastic processes that we describe hereafter.

Definition 1.1 A Markov semigroup on a Hilbert space H is a family P = (Pt)t⩾0 of maps B(H) →
B(H) satisfying:

i) the semigroup property Pt+s = PtPs for s, t ⩾ 0 and P0 = Id;
ii) for all t ⩾ 0 and x ∈ H there exists a probability measure on H πt(x, dy) such that for all

F ∈ B(H),

PtF (x) =
∫
H
F (y)πt(x, dy) ;

iii) the map x 7→ πt(x,A) is measurable for every Borel set A and t ⩾ 0.
A Markov semigroup can therefore act both on bounded measurable functions on H and on Borel
measures onH. For such a measure µ, we denote the latter action as

P ⋆t µ(dy) def
=

∫
H
πt(x, dy)µ(dx) .

Definition 1.2 The domain of a Markov semigroup P onH is the setD(H) of those functions F ∈ C(H)
such that the limit

lim
t↓0

PtF − F
t

exists. For F ∈ D(H), we denote by LF this limit, the infinitesimal generator of the Markov semigroup.

Definition 1.3 A stochastic process (Xt)t⩾0 on a filtered probability space (Ω,F ,P) with filtration
(Ft)t⩾0 of F verifies the Markov property if for every t ⩾ s ⩾ 0 it holds

E[Xt|Fs] = E[Xt|σ(Xs)] .

Such a stochastic process is called a Markov process.

Definition 1.4 AH-valued Markov process is called a time-homogeneous Markov process with semigroup
P if for every A ∈ F and t ⩾ s ⩾ 0 we have

P(Xt ∈ A|σ(Xs)) = πt−s(Xs, A) .

Definition 1.5 A probability measure µ onH is invariant for the Markov semigroup P if for all t ⩾ 0
and F ∈ B(H), ∫

H
PtF (x)µ(dx) =

∫
H
F (x)µ(dx) ,

that is to say P ⋆t µ = µ.
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Lemma 1.6 If a measure µ is invariant for some Markov semigroup P with infinitesimal general L it
holds

L⋆µ = 0 ,

where L⋆ denotes the dual action of L on measures.

In (1.3), the generator of the unitary group contains a (formal, functional) Laplacian. We have the
following lemma about Markov semigroup with generators of the form Laplacian perturbed by a transport
term.

Lemma 1.7 Suppose that the infinitesimal generator L0 of a Markov semigroup P on a finite dimensional
Hilbert spaceH is of the form

L0 = µi(x, t)∂i +
1

2
σki(x, t)σkj(x, t)∂i∂j .

Then, the stochastic process Xt solving

dXt = µ(Xt, t)dt+ σ(Xt, t)dWt (1.4)

with Wt aH-valued Wiener process is a time-homogeneous Markov process with semigroup P .

Theorem 1.8 (The Feynman-Kac formula) Let V : H → R be bounded from below, Xx
s be the

solution to (1.4) on [0, t] with initial condition x ∈ H, and denote by Q = (Qt)t⩾0 the Markov semigroup
with generator L0 − V (x). We have

QtF (x) = E[F (Xx
t )e−

∫ t
0 V (Xx

s )ds] .

The Feynman-Kac formula therefore states that the action of some semigroup of a function F can
be computed by evaluating F at some random walk, and taking the expectation. Feynman’s idea was to
formally apply this statement in order to view the r.h.s. of (1.2) as an expectation over a random process
indexed by space-times points, evaluated at imaginary times. With hopefully suggestive notation, this can
be summarised as

⟨Ω, T (F (Φ)) Ω⟩ = E[
∏
j∈[n]

ϕ(zj)eı
∫

R1,3 Lint(ϕ(z))dz] ,

where we recall that F (Φ) is of the form (1.1). Here, the expectation is taken over an Ornstein–Uhlenbeck
process ϕ(t, x) which is a Gaussian measure with covariance given by C = (□ + 1)−1. Thus, we can
formally rewrite the expectation over this process as a Gaussian integral with covariance given by C,
which finally yields

⟨Ω, T (F (Φ)) Ω⟩ =
∫
F (ϕ)eı

∫
R1,3 L0(ϕ(z),∂µϕ(z))dzdϕ =

∫ ∏
j∈[n]

ϕ(zj)eı
∫

R1,3 L(ϕ(z))dzdϕ .blabl (1.5)

Such an expression is known as a path integral.

Remark 1.9 The path integral reformulation of QFT of course remains purely formal, since there is
no Lebesgue measure dϕ in infinite dimension, and due to the lack of a theory of oscillatory infinite
dimensional integrals to make sense of it. Nevertheless, it is extensively used in a perturbative way,
expanding the non-Gaussian part in series, permuting the series with the remaining imaginary Gaussian
integral, and performing the Gaussian integration. These computations, though they do not prove the
existence of the underlying QFT, are sufficient to draw out of it a great predictive power.

To conclude this first presentation of the Feynman-Kac formula, and of its relation with QFT, let us
mention that it will turn out later that the Feynman-Kac formula is such an important tool that it will also
be at the heart of the following sections about stochastic quantisation, since two of the three approaches
we will describe, the Langevin dynamic and the forward-backward equations will be obtained by a
Feynman-Kac type argument.
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1.1.2 The challenges of Euclidean Quantum Field Theory

1.1.2.1 The scalar Euclidean Quantum Field Theory

While properly defining (1.5) seems hopeless, taking an imaginary time turns out to be a good starting
point. Indeed, the ill-defined oscillatory integral based on a formal Lebesgue measure is replaced by a
perturbed Gaussian measure or Euclidean QFT (EQFT) ν formally defined as

ν(dϕ) ∝ e−
∫

R4 LE (ϕ(z))dzµ(dϕ) , (1.6)

where µ is Gaussian with covariance given by the analytic continuation of the original covariance C,
and LE is the Euclidean interaction Lagrangian, equally obtained by analytic continuation. In this
change of perspective, the fundamental object becomes the measure, and one shall now verify that it
is possible to reconstruct the time-ordered vacuum expectation values starting from the moments of ν.
While we postpone this discussion to Section 1.1.4, let us already mention than the analytic continuation
of the moments yields the vacuum expectation values, or Wightman functions, and that a theorem by
Wightman ensures that the knowledge of these functions is sufficient to reconstruct the time-ordered
vacuum expectation values.

If having got rid of the infinite dimensional Lebesgue measure sounds promising, making sense
of ν as defined in (1.6) still poses several problems. Some of them can be read by investigating some
properties of the Gaussian measure µ with covariance (1−∆)−1, known as the (massive) Gaussian Free
Field (GFF), that are presented hereafter.

Lemma 1.10 Let ϕ denote a random field with law µ given by the GFF on the torus. One has in any
dimension d

µ(Cs(Td)) = 1 , for all s < 1− d

2
, (1.7)

µ(Cs(Td)) = 0 , for all s ⩾ 1− d

2
.

Moreover, for all ϵ, κ > 0 it holds

E[∥ϕ∥pC1−d/2−ϵ(Td)
] ≲ pp/2 (1.8)

and

E[∥⟨x⟩−κφ∥pC1−d/2−ϵ(Rd)
] ≲ pp/2 , (1.9)

where φ denotes a GFF on the full space.

Remark 1.11 The first two estimates show that µ is not supported on smooth functions, and that in
d ⩾ 2, it is not even supported on bounded functions. In particular, (1.7) implies that in d ⩾ 2, Φ is
almost surely merely a distribution, and there is no canonical way to define non-linear operations on it. In
particular, in d ⩾ 2, one has ∫

Td
LE(ϕ(z))dz =∞ a.s. ,

as soon as the interaction is non-linear. This issue is called the UV problem. While it is harmless in d = 1,
i.e. in the context of quantum mechanics, it deteriorates with the dimension. This is the reason why, in
the sequel, we no longer keep the dimension d = 4, but rather let it vary.

Estimate (1.8) is almost optimal, in the sense that Φ is not a bounded random variable on its underlying
probability space. In particular, when integrating a quantity against the Gaussian measure µ, one has to
take some care about the convergence of the integral when the value of Φ becomes large. This large field
problem makes it, even in d = 1, impossible to construct a EQFT whose interaction is not integrable
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against a Gaussian. If bounded below interactions should a priori not pose any problem, we will see later
that the UV and large field problem conspire one against the other, and that treating the UV problem
forces one to work with some interactions that are not explicitly bounded below. The large field problem
is the reason why, in the sequel, we mostly focus on the quartic case LE(ϕ(z)) = ϕ(z)4.

As for the estimate (1.9), it translates the fact that the GFF, even with a massive covariance, has no
decay at infinity. This implies that even if we could make sense of

∫
Td LE(ϕ(z))dz, this integral would

probably become divergent if the volume of the torus were to be taken larger and larger. This fact is
known as the IR problem.

Remark 1.12 In order to obtain some approximations of the entries of the S-matrix, the QFTs and
thus the EQFT measures defined by (1.6) in any dimension d are primarily studied via a perturbative
expansion, writing

Eν[F (ϕ)] = Eµ[e−g
∫

Rd LE (ϕ(z))dzF (ϕ)] = Eµ[
∑
n⩾0

(−g)n

n!

∫
Rd
· · ·
∫

Rd

∏
i∈[n]

LE(ϕ(zi))dziF (ϕ)] ,

and pretending that it is possible to commute the expectation and the integrals. When doing this, one
ends up commuting Gaussian expectations of polynomials using Wick’s rule. These are the computations
that we call perturbative amplitudes or Feynman graphs.

In this context, the UV and IR problems translate in the facts that the perturbative amplitudes are
divergent respectively at short and long distances, and the large field problem is related to the divergence
of the perturbative series itself.

1.1.2.2 Beyond scalar theories

In the previous discussion, we pretended for the sake of presentation that all the quantum fields one has
to deal with are scalar fields. However, scalar fields turn out to play a rather minor part in the standard
model of particle physics, which mostly relies on the quantisation of the Yang-Mills-Dirac theory.

Recall that in QFT, a quantum field is a family of operators, which do not commute. More precisely,
two fields evaluated at space-like separated points do commute, but this is not the case if they are
evaluated at two points that are causally dependent. This non-commutativity therefore translates causality,
and vanishes at the Euclidean level – where one can thus rely on bona fide commutative probabilities.
This is not the case of the non-commutativity of the Dirac quantum field, which is intrinsically non-
commutative and even in the Euclidean setting requires one to forego probability theory, and to work on
non-commutative C∗-algebras, trying to extend some notions of probability to this setting.

Regarding the Yang-Mills quantum field, another difficulty appears. Recall that Euclidean Yang-Mills
theory is a model for a random connection on a (say trivial) principal bundle P over R4 with structure
group any semi-simple finite dimensional Lie group G with Lie algebra g. Even in the case of a trivial
principal bundle, one cannot simply think of it as R4 × G, since one still has the freedom to rotate G
above each point of R4. In other words, the trivial bundle P is really equal to R4 ×G modulo a choice
of global section. This freedom to choose a global section is called gauge freedom, and the Yang-Mills
action

SYM(A) def
=

∫
R4
⟨∗dAA ∧ dAA⟩g dx

is invariant under the action of the gauge group G def
= C∞(P, g) corresponding to changes of section, that

acts on connections has

Ag = g−1Ag − g−1dg .

The Yang-Mills EQFT can therefore a priori not yield a well-defined probability measure, since being
invariant under the action of an infinite dimensional group, it can not be normalised. A possible solution
would be to work on the quotientA/G, whereA = Ω1(P, g) is the affine space of all smooth connections,
but this space has no linear structure, and in general it is unclear whether it can be turned into a linear
space by gauge fixing.
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1.1.2.3 Renormalisation

In Section 1.1.2.1, we gave a first glimpse at the UV problem. In this section, we aim to illustrate the
philosophy behind a set of very different ideas, tools and techniques all designed to tackle this difficulty.

In the very same years in which Feynman obtained a way to compute the vacuum expectation values
with a path integral, and realised that many of the perturbative amplitude generated by the evaluation
of the path integral were divergent, Ito made a significant progress in stochastic analysis, known as Ito
integration.

Lemma 1.13 (Ito integration) Fix a probability space (Ω,F ,P) equipped with a Brownian motion
(Bt)t⩾0. Then, for any interval [a, b] ⊂ R⩾0, we have the convergence in Lp(Ω) for every p ⩾ 1 (and
hence in probability)

n−1∑
i=0

(Bti −Ba)(Bti+1 −Bti) −→
n↑∞

(Bb −Ba)2

2
− b− a

2
,

where a = t0 < t1 < · · · < tn = b.

Though the connection of Ito integration with the UV problem in EQFT may not be obvious at first, a
moment of reflection shows that Ito was actually struggling with the very same problem as Feynman:
defining a classically forbidden non-linear operation on a rough Gaussian random function/distribution.
By classically ill-defined, we more precisely mean that the operation falls outside the scope of Young’s
product and Young’s integration.

Lemma 1.14 The product of two smooth functions f, g : Rd → R extends to a bilinear operator
Cα(Rd)× Cβ(Rd)→ Cα∧β(Rd) if and only if α+ β > 0. Moreover, the Riemann integral

∫ b
a f (s)g′(s)ds

extends to a bilinear operator Cα(Rd)× Cβ(Rd)→ R if and only if α+ β + 1 > 0.

In our case, the Brownian motion being (12 − ϵ)-Hölder continuous, the condition α + β + 1 > 0 to
define

∫
BdB marginally fails. In spite of this failure, Ito was able to make sense in a probabilistic way

of an explicit polynomial non-linearity in a Gaussian process. Ito integration thus paves the way towards
constructing more complicated polynomial operations in the GFF.

Moreover, an important remark about the way Ito made sense of
∫
BdB is in order. As explained

above, he showed that a regularised version of
∫
BdB (typically with a finite number of degrees of

freedom, such as a Riemann sum) converges in Lp(Ω) to a limit. The next natural question to ask is
whether this limit is universal, i.e. independent of the regularisation. The answer is ambivalent: different
regularisations can yield different limits, but all of the form

(Bb −Ba)2

2
− c(b− a) , for c ∈ R ,

which means that
∫
BdB is really defined modulo an ambiguity, or equivalently that one still has some

freedom in defining it. Two important cases are of course c = 0, in which case the integration which
is defined verifies the chain rule (it is called a Stratonovich integral, or geometric rough path lift of the
Brownian motion), and the former case c = 1/2, in which case one obtains a martingale.

Something even more interesting happens when one tries to replace the first instance of B by a
fractional Brownian motion with Hurst parameter H ∈ (14 ,

1
2 ) constructed by convolution of Ḃ with a

H + 1
2 regularising kernel K, that we denote C def

= K ∗ Ḃ. Indeed, denoting by Bϵ, Cϵ some mollified
versions of B,C, ∫ b

a
Cϵ(t)dBϵ(t)
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fails to converge in Lp(Ω), but there exists a divergent sequence cϵ such that∫ b

a
BH
ϵ (t)dBϵ(t) + cϵ(b− a)

does converge as ε ↓ 0 – see [FH14, Chapter 14]. In this case, one can therefore leverage the freedom
we have in the definition of the polynomial in Ḃ in order to make sense of it. This is done modulo a
regularisation and a renormalisation procedure, that is to say modulo the insertion of a divergent quantity
in the space of freedom which is available to define the polynomial. Note that again, the limiting object
is still defined up to the choice of a number, the finite part of the counterterm cε. Renormalisation of
singular SPDEs and QFTs is nothing more than a far-reaching generalisation of this idea.

Going back to the definition of
∫

Td ϕ(z)4dz when the law of ϕ is the GFF, we can convert the
knowledge we drew from Ito integration into the following result.

Lemma 1.15 Let ϕ be a random field with law the GFF, and define ϕϵ
def
= ϱϵ ∗ ϕ where ϱϵ is a sequence

of smooth mollifiers. In d = 2, then

: ϕ4ϵ :
def
= ϕ4ϵ − 6E[ϕ2ϵ ]ϕ

2
ϵ + 3E[ϕ2ϵ ]

2

converges in Lp(Ω, C−κ(Td)) for every κ > 0 to some limit : ϕ4 : called the fourth Wick power of the
GFF. In particular, it can be tested against the constant function, which provides us with a definition of
the interaction.

Proof. The first step of the proof is a reduction to a covariance computation. Fix a small κ > 0 and
p ⩾ 2/κ even, and let τϵ =: ϕ4ϵ :. By Sobolev embedding,

E[∥τϵ∥pC−2κ] ≲ E[∥τϵ∥pB−κ
p,p

] =
∑
h⩾−1

2−κhp
∫

T2
E[|∆hτϵ(x)|p]dx =

∑
h⩾−1

2−κhp
∫

T2
E[|

∑
m∼2h

e−ıx·mτ̂ϵ(m)|p]dx ,

where (∆h)h⩾−1 denotes Littlewood-Paley blocks and τ̂ϵ is the Fourier transform of τϵ. The next step is
to leverage Gaussian hypercontractivity, which states that the moments of a polynomial of a Gaussian
can be controlled by the covariance of the polynomial (extending a result which is trivial for Gaussians).
Therefore, one has

E[|
∑
m∼2h

e−ıx·mτ̂ϵ(m)|p] ≲ (E[|
∑
m∼2h

e−ıx·mτ̂ϵ(m)|2])p/2 = (
∑

m1,m2∼2h

e−ıx·(m1+m2)E[τ̂ϵ(m1)τ̂ϵ(m2)])p/2 .

By stationarity in law of the GFF with respect to space translations, and hence of τϵ, one has E[τ̂ϵ(m1)
τ̂ϵ(m2)] = 0 unless m1 +m2 = 0. Thus, by Jensen’s inequality and Parseval’s theorem, it holds

E[∥τϵ∥pC−κ] ≲ (
∑
h⩾−1

2−2κh
∑
m∼2h

E[[τ̂ϵ(m)τ̂ϵ(−m)])p/2 = (E[∥τϵ∥H−κ])p/2 .

It remains to evaluate the covariance of τϵ. This is done by noting that τϵ is precisely the projection of ϕ4ϵ
onto the fourth Gaussian chaos, so that one has

E[τϵ(x)τϵ(y)] = (Cϵ(x, y))4 ,

where Cϵ denote the covariance of the regularised GFF. One can then conclude that the H−κ norm of τϵ
is finite uniformly in ϵ, since Cϵ is in L4 uniformly in ϵ, the divergence being merely logarithmic.

Remark 1.16 In d = 2, similar results hold for every powers of the free field. However, in d = 3, only
the second Wick power remains well defined, while no Wick power survives until dimension four.
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We have learnt from the two dimensional case that a good starting point to make sense of the interacting
measure ν in the quadratic case is to consider a sequence of approximations

νϵ(dϕ) ∝ e−
∫

R4 (gϕϵ(z)4+aϵ(g)ϕϵ(z)2+bϵ(g))dzµ(dϕ) ,

where aϵ(g) and bϵ(g) are divergent polynomial in g, encoding a finite number of necessary subtraction to
be performed at the level of the Lagrangian in order to make all the perturbative amplitudes finite. In
the sequel, we therefore denote by LEϵ the bare interaction Lagrangian, and by Vϵ

def
=
∫

R4 LEϵ the bare
potential.

It turns out that indeed in d = 2, 3, a finite number of renormalisations are sufficient to obtain a
regularised measure whose perturbative contributions are finite. In this regime, one says that the theory is
super-renormalisable.

This is no longer the case above d = 4. However, something very special happens in four dimensions.
While the number of necessary subtraction is infinite, these subtractions only affect a finite number
of terms in the Lagrangian, more precisely the terms that were originally present, that is to say that
renormalisation is limited to vacuum, mass, coupling constant and wave function. In d = 4, the theory
is therefore said to be just-renormalisable. Starting from d = 5, not only the number of elementary
renormalisations is infinite, but also they would affect more and more terms in the Lagrangian that were
originally not present.

To conclude this section, let us point out that the statements of (super)renormalizability in low
dimension and (just)renormalizability in d = 4 are known as some BPHZ theorems. Their original proofs
rely on a careful analysis of the way the perturbative expansion reorganises when renormalisation is
performed.

1.1.3 Perturbative and constructive renormalisation group

In this section, we aim to give a bit of the flavour of some of the oldest ideas to make sense of EQFTs.
Recall that in the previous section, we showed that in low dimension a finite number of subtractions is
sufficient to solve the UV problem, and that in particular in d = 2 it is directly solved by Wick ordering.
If this procedure fixes the UV problem, the wick polynomials are no longer bounded below uniformly in
the cut-off, so that dealing with the large-field problem has now become a lot more difficult. Fortunately,
it was noticed by Nelson [Nel66] that the probability of the event that the GFF takes a large value is
sufficiently small to be able to integrate the exponential of the Wick renormalised interaction against the
GFF.

Here, we choose to present a different argument based on the discrete renormalisation group, and
known a vertical expansion. We describe it because there are already very good references about Nelson’s
argument, and because it will allow us to draw the reader’s attention to several interesting facts about
EQFTs. Finally, it is also a nice occasion to introduce the renormalisation group (RG) ideas, which will
end up being very useful in the next section about stochastic quantisation.

1.1.3.1 The renormalisation group

The renormalisation group techniques all rely on the idea that a splitting of the covariance of some
Gaussian µ always induces a splitting of µ into two independent Gaussians. Separating the high and low
modes of µ, and integrating over the high modes, one can therefore hope to obtain a quantity which is
defined uniformly in the cut-off. Explicitly, denoting for a parametrisation L ∈ [0, 1] of Fourier scales by
C = C⩽L + C>L a split of the covariance into high and low modes, one has the decomposition of Φ as
Φ = Φ⩽L +Φ>L, and we denote by E⩽L, E>L the expectation operators associated with Φ⩽L and Φ>L.
For good functionals F (Φ), there exists a scale L such that F (Φ) only depends on Φ⩽L. In this case, one
has

Eµ[F (Φ)e−V1,ϵ(Φ)] = E⩽L[F (Φ⩽L)E>L[e−V1,ϵ(Φ⩽L+Φ>L)]] , (1.10)
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where V1,ϵ the bare potential is typically of the form V1,ϵ = Vϵ =
∫
(gΦ4 + aϵ(g)Φ2 + bϵ(g)). Letting

VL,ϵ(Φ⩽L) def
= − log E>L[e−V1,ϵ(Φ⩽L+Φ>L)] , (1.11)

be the effective potential, (1.10) implies that the knowledge of the effective potential at scales arbitrarily
close to one is sufficient to know the whole measure. On the other hand, one can hope that contrary
to V1,ϵ, for L < 1 VL,ϵ could be defined uniformly in ϵ. Indeed, representing Gaussian expectations as
differential operators implies that e−VL,ϵ(Φ) formally solves a functional heat equation, so that VL,ε can
be thought of as a heat regularised version of V1,ε in an infinite dimensional setting, and should therefore
be smooth as long as L < 1. From this functional heat equation, we finally deduce that the effective
potential solves the Polchinski equation

∂LVL,ϵ +
1

2
⟨∂Φ, ∂Φ⟩ĊL

VL,ϵ =
1

2
⟨∂ΦVL,ϵ, ∂ΦVL,ϵ⟩ĊL

, (1.12)

where ĊL
def
= ∂LC⩽L. The Polchinski equation was first derived by Polchinski in [Pol84]. To conclude

this short presentation of the renormalisation group, let us mention that choosing a well-suited basis for
the renormalisation group, the Polchinski equation can be used to prove perturbative renormalisability,
i.e. a BPHZ theorem – see for instance [KKS92]. The proof has the nice feature that it is inductive, and
insensitive to combinatorial issues. It relies on the fact that most contributions to Vϵ,L will decay at high
energies, and that in the super-renormalisable regime, only a finite number of contributions will blow-up,
imposing a blowing-up final condition V1,ϵ.

1.1.3.2 The vertical expansion for Φ4
2

With the notion of renormalisation group in mind, we are ready to introduce a non-perturbative approach
to the Φ4

2 EQFT based on a discrete version of the renormalisation group. The ideas that we present
here are sketched in chapter III.1.D of the book [Riv91], and were carefully explained to me by Fabien
Vignes-Tourneret in a private communication. Note that this approach is of course more cumbersome
than Nelson’s argument, but we chose to include it here in order to give a brief account of old constructive
techniques, and to introduce a notion of weak UV problem which we discuss at the end of this section. For
a modern discussion about Nelson’s argument, we refer to [Lin24], where it is applied to prove Segal’s
axioms for P (Φ)2.

Definition 1.17 One is interested in showing convergence of the regularised partition function of the
Φ4
2 EQFT on the unit torus T2. With the Wick renormalisation described in the previous section already

performed, it reads for I ⩾ 0 and g ∈ {z ∈ C : Rz > 0} as

ZI
def
= EµI [e−g

∫
T2 :ϕ

4
I :I ] ,

where the law µI of ϕI is the heat regularised GFF with covariance

CI
def
=
e−M

−2I (1−∆)

(1−∆)
=

∫ ∞

M−2I

e−t(1−∆)dt ,

and in any dimension d

: ϕ4I :I
def
= ϕ4I − 6CI (0, 0)ϕ2I + 3CI (0, 0)2 = (ϕ2I − 3CI (0, 0))2 − 6C2

I (0, 0) ⩾ −6C2
I (0, 0) = −KI ,

where

KI
def
=

{
KI2 in d = 2 ,

KM i2(d−2) in d ⩾ 3 ,

for some universal constant K. In the sequel, we always keep d = 2, so that KI = KI2, but it will be
convenient for a future discussion to keep track of the general expression of KI .
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This estimate implies the naive bound ∣∣∣e−g ∫T2 :ϕ
4
I :I
∣∣∣ ≲ eKIRg (1.13)

which holds almost surely, and uniformly in I ⩾ 0.

Definition 1.18 We implement the discreet renormalisation group by splitting the field ϕI as ϕI =∑I
i=0 ϕ

i where ϕi are independent Gaussians with covariances given by

Ci
def
=
e−M

−2(i−1)(1−∆) − e−M−2i(1−∆)

(1−∆)
=

∫ M−2(i−1)

M−2i

e−t(1−∆)dt , and C0 def
=
e−(1−∆)

(1−∆)
=

∫ ∞

1
e−t(1−∆)dt .

Finally, we also introduce for i ∈ {0, . . . , I} the notations

ϕi
def
=

I∑
k=0

ϕk , Ci
def
=

I∑
k=0

Ck , : ϕ4i :i
def
= ϕ4i − 6Ci(0, 0)ϕ2i + 3Ci(0, 0)2 ≳ −i2 ,

and let

: (ϕi)4 :def
=: ϕ4i :i − : ϕ4i−1 :i−1

stand for the vertex with at least one field at scale i. With this notation, observe that one has

: ϕ4I :I=
I∑
i=0

: (ϕi)4 : .

Definition 1.19 We set, for any n ∈ N, JnK def
= {0, . . . , n}, along with J−2K = J−1K = ∅. For any subset

S ⊂ JIK we write tS
def
= (ti)i∈S and 1S

def
= (ti = 1)i∈S , and it is understood that if S = J−2K, J−1K, then

there is no variable in tS . With this notation in hand, we define a (random) function f : [0, 1]JIK → C by

f (tJIK)
def
=

I∏
i=0

e−tig
∫

T2 :(ϕ
i)4: ,

which verifies

ZI = EµI [f (1JIK)] .

Note that the parameters tJIK are meant to allow us to interpolate between the scales.

Lemma 1.20 Fix for every i ∈ JIK a large integer Ni ⩾ 1 whose value will be specified later on, and set
N−1 = 0. Then, setting for i ∈ JIK

Z(i)
I

def
=

∑
ki+1∈JNi+1−1K

· · ·
∑

kI∈JNI−1K

∫ 1

0

(−g)Ni

(Ni − 1)!

I∏
j=i+1

(−g)kj

kj !
(1− ti)Ni−1

EµI
[
e−g

∫
T2 ti:ϕ

4
i :i+(1−ti):ϕ4i−1:i−1

(∫
T2

: (ϕi)4 :
)Ni

I∏
j=i+1

(∫
T2

: (ϕj)4 :
)kj]

dti ,

and

Z(−1)
I

def
=

∑
k0∈JN0−1K

· · ·
∑

kI∈JNI−1K

I∏
j=0

(−g)kj

kj !
EµI
[ I∏
j=i+1

(∫
T2

: (ϕj)4 :
)kj]

,

it holds

ZI =

I∑
i=−1

Z(i)
I .
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Proof. The proof follows from recursive applications of some Taylor formulas with integral remainder to
f .

Denote for any j ∈ JIK by TNj−1
tj

the Taylor expansion up to order Nj − 1 in the variable tj defined
as

T
Nj−1
tj

f (tJIK\{j}) def
=

Nj−1∑
k=0

1

k!
∂ktjf (t1, . . . , 0, . . . , tI ) ,

and by and RNj

tj
the Taylor remainder at order Nj in the variable tj defined as

R
Nj

tj
f (tJIK\{j}) def

=

∫ 1

0

(1− tj)Nj−1

(Nj − 1)!
∂
Nj

tj
f (tJIK)dtj .

We first interpolate between scales I and I − 1, which yields

f (1JIK) = TNI−1
tI

f (1JI−1K) +RNI
tI
f (1JI−1K) .

The second term of the r.h.s. is now well-prepared, and is equal to Z(I)
I . We apply the same Taylor

expansion to the variable tI−1 in the first term of the r.h.s. Applying this procedure inductively until scale
0 yields

ZI = EµI [f (1JiK)] =
I∑

i=−1

EµI
[(
RNi
ti

I∏
j=i+1

T
Nj−1
tj

)
f (1Ji−1K)

]
,

which is the desired result.

We now aim to disentangle the perturbative amplitudes that arise falling from the exponentials from the
remaining exponentials. To do so, the following piece of notation is required.

Definition 1.21 We let G be the set of those graphs (G,V,E) such that

• G has no self-loops, that is to say that for every edge ℓ ∈ E, ℓ = (v1, v2) with v1, v2 ∈ V and
v1 ̸= v2;
• G is quartic, that is to say that for each vertex v ∈ V there are four edges ℓ ∈ E incident to v (of

the form ℓ = (v, v′) = (v′, v) for some v′ ∈ V ); we denote by Ev the set of those edges, and we
have |Ev| = 4.

In the sequel, we sometimes just write G instead of (G,V,E).
A graph with scale assignment (G,V,E, σ) is a graph (G,V,E) ∈ G together with a map σ : E → JIK.

Given a graph with scale assignment (G,V,E, σ), we let, for v ∈ V ,

ev(σ) def
= max

ℓ∈Ev

σ(ℓ) ,

and we define, for (G,V,E) ∈ G, S(G) def
= JIKE the space of all scale assignments to the graph (G,V,E).

Fix (G,V,E, σ) a graph with scale assignment. We define the amplitude Aσ(G) of the graph by

Aσ(G) def
=
∏
v∈G

∫
T2

dxv
∏

ℓ=(v1,v2)∈E
Cσ(ℓ)(xv1 , xv2) .

Fix any i ∈ {−1, . . . , I}. Given ki+1 ∈ JNi+1 − 1K, . . . , kI ∈ JNI − 1K, we always write Pi
def
=

Ni +
∑I

j=i+1 kj , and let

G ⊃ Gki+1,...,kI
i

def
= {(G,V,E) ∈ G : |V | = 2Pi} .

Moreover, for (G,V,E) ∈ Gki+1,...,kI
i we say that σ ∈ S(G) is compatible if it holds

#{v ∈ V : ev(σ) = j} = 2kj for every j ∈ {i+ 1, . . . , I} , and #{v ∈ V : ev(σ) = i} = 2Ni .blablablablab(1.14)

Finally, we denote by Sc(G) the set of all scale assignments to G that are compatible.
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With this notation in hand, we have the following lemma.

Lemma 1.22 There exists a universal constants C1 > 0 such that it holds

|ZI | ≲
I∑

i=−1

eKiRg

Ni!

∑
ki+1∈JNi+1−1K

· · ·
∑

kI∈JNI−1K

(
(C1|g|)2Pi

(Pi!)4∏I
j=i+1(kj !)2

sup
G∈G

ki+1,...,kI
i

∑
σ∈Sc(G)

Aσ(G)
)1/2

.

Proof. The proof follows in two steps. First, using (1.13), one has∣∣∣e−g ∫T2 ti:ϕ
4
i :i+(1−ti):ϕ4i−1:i−1

∣∣∣ ≲ eKiRg . (1.15)

Then, one controls the L1(D′(T2), µI ) norm of the other terms by the L2(D′(T2), µI ) norm. The
L2(D′(T2), µI ) norm is computed using Wick’s theorem, which produces a sum indexed by G ∈
Gki+1,...,kI
i and σ ∈ Sc(G). Finally, for the enumeration of the graphs in Gki+1,...,kI

i , we can bound the
number of quartic graphs with 2Pi vertices by (4× 2Pi − 1)!! ≲ C2Pi

1 (Pi!)4.

We now turn to controlling the perturbative amplitudes, which is done through multiscale analysis.

Lemma 1.23 (multiscale analysis) Fix G ∈ G and σ ∈ S(G), and let n = |V |. There exist a universal
constant C > 0 such that it holds

|Aσ(G)| ≲ Cn
∏
v∈V

M−2ev(σ) .

Remark 1.24 A similar bound holds for convergent and renormalised graphs of any super-renorma-
lisable Φ4 theory, with M−2ev(σ) replaced by M−(4−d)ev(σ). In the just-renormalisable case, the decay at
a vertex no longer occurs between the highest scale and zero, but between the highest and lowest scales
of the propagators attached at the vertex, since the power counting is purely logarithmic. However, to
keep the proof short, we refrain from showing the result in dimension d > 2, but rather refer to [Riv91,
pp. 66-70].

Proof. The proof essentially follows from the following estimate on the propagator in the slice i ∈ [I],
which for the reader’s convenience, we state in any dimension d: there exists a universal constant δ > 0
such that

|Ci(x, y)| ≲M (d−2)(i+1)e−δM
i+1|x−y| . (1.16)

The main idea of the proof is then to benefit the exponential decay in space (which always takes place
since we consider graphs with no self-loops) only along the edges of a (rooted) spanning tree of G that
also spans all the high subgaphs of G, that is to say the subgraphs Gki of G that have all internal edges
with scale assignment bigger than i and all external edges with have scale assignment smaller than i. More
precisely, we first define, for i ⩾ 0, Gi as the subgraph of G with edge set Ei

def
= σ−1{j ∈ N : j ⩾ i},

and denote by Gki for k ⩾ 1 its connected components. Given such a spanning tree T of G that also spans
every Gki , denoting its root v0, we have∏

v ̸=v0

∫
T2

dxv
∏

ℓ=(v1,v2)∈E
e−δM

σ(ℓ)+1|xv1−xv2 | ≲
∏
v ̸=v0

∫
T2

dxv
∏

ℓ=(v1,v2)∈E(T )

e−δM
σ(ℓ)+1|xv1−xv2 |

≲ Cn
∏
v ̸=v0

M−2(iv(T )+1) = Cn
∏
v ̸=v0

iv(T )∏
i=0

M−2 ,

where E(T ) is the set of those edges of G that also are edges of T , and where edges of T are ordered
starting from the root v0, and iv(T ) def

= σ(ℓ) with ℓ the edge in T which is before v with respect to this
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(partial) order. A moment of reflection shows that every vertex v ∈ V (Gki ) (the vertex set of Gki ) but one
verify iv(T ) ⩾ i. We denote by vki this one vertex such that ivki (T ) < i. For example, at scale 0, we have
G0 is connected so that G0 = G1

0 = G and v10 = v0. This observation implies that

∏
v ̸=v0

iv(T )∏
i=0

M−2 =
∏
i⩾0

∏
v:iv(T )⩾i

M−2 =
∏
i⩾0

∏
k⩾1

M−2(|V (Gk
i )|−1) =

∏
i⩾0

∏
k⩾1

∏
v∈V (Gk

i )\{vki }

M−2 .

We can now conclude since any vertex v ∈ V belongs to exactly one Gki for every i ⩽ ev(σ) and to no
Gki otherwise.

At this stage, we have to make our assumption on the value of Ni more precise. To do so, we first have to
fix ϵ > 0 small enough so that 2−ϵ

1+ϵ ⩾ 2− 2ϵ. Then, we assume that, for every i ∈ JIK, Ni verifies the
following:

Ni ⩾
Rg

ϵ logM
× Ki

i
, and Ni ⩽M (4−d−3ϵ)i . (1.17)

Lemma 1.25 Fix ϵ and (Ni)i∈JIK as above. Then, we have

|ZI | ≲|g| 1 .

Proof. Recall that for a graph G ∈ Gki+1,...,kI
i and σ ∈ Sc(G), the conditions (1.14) hold. Therefore, we

have

∏
v∈V

M−ev(σ) =M−2iNi

I∏
j=i+1

M−2jkj .

We split this good factor and use a small fraction of it M−ϵiNi
∏I
j=i+1M

−ϵjkj to control the sum over
σ ∈ EJIK which yields a factor CPi .

We use another fraction of the good bound to control the bad factors (1.15). The upper bound on Ni

in (1.17) implies that

M−ϵiNi ⩽ e−KiRg .

Therefore, we have

|ZI | ≲
I∑

i=−1

M−(2−2ϵ)iNi

Ni!

∑
ki+1∈JNi+1−1K

· · ·
∑

kI∈JNI−1K

(
(C2|g|)2Pi(Pi!)4

I∏
j=i+1

M−(2−ϵ)jkj

(kj !)2

)1/2
.

Denote Ri
def
=
∑I

j=i+1 kj , and recall that Pi = Ni +Ri. Using the relationship (p+ q)! ⩽ p!q!, we have
(Pi!)4 ⩽ (Ni!)4(Ri!)4, so that

|ZI | ≲
I∑

i=−1

Ni!M
−(2−2ϵ)iNi

1

(Ri!)ϵ
∑

ki+1∈JNi+1−1K

· · ·
∑

kI∈JNI−1K

(C2|g|)Pi

( Ri!∏I
j=i+1 kj !

)2+ϵ I∏
j=i+1

(kj !)1+ϵM−(2−ϵ)jkj

≲
I∑

i=−1

Ni!M
−(2−2ϵ)iNi(C2|g|)Ni ×

∑
R⩾0

(C2|g|)R
(R!)ϵ

∑
k0,...,kI∑I
j=0 kj=R

( R!∏I
j=0 kj !

)2+ϵ I∏
j=0

(kj !M
−(2−2ϵ)jkj )1+ϵ .

Note that on the last line we used the hypothesis that 2−ϵ
1+ϵ ⩾ 2− 2ϵ. We handle both terms in the product

on the r.h.s separately.
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For the first one, the lower bound on Ni in (1.17) implies that

Ni!M
−(2−3ϵ)iNi ⩽ 1 ,

so that the first sum is bounded uniformly in I as

I∑
i=−1

Ni!M
−(2−2ϵ)iNi(C2|g|)Ni ⩽ 1 +

∑
i⩾0

(C2|g|M−ϵi)Ni ≲|g| 1 .

For the second sum we use the fact that our upper bound on Nj also implies that

kj !M
−(2−3ϵ)jkj ⩽ 1 .

We can therefore bound the second sum as

∑
R⩾0

(C2|g|)R
(R!)ϵ

∑
k0,...,kI∑I
j=0 kj=R

( R!∏I
j=0 kj !

)2+ϵ I∏
j=0

(kj !M
−(2−2ϵ)jkj )1+ϵ ≲

∑
R⩾0

(C2|g|)R
(R!)ϵ

∑
k0,...,kI∑I
j=0 kj=R

( R!∏I
j=0 kj !

)2+ϵ I∏
j=0

M−ϵ(1+ϵ)jkj

≲
∑
R⩾0

(C2|g|)R
(R!)ϵ

( ∑
k0,...,kI∑I
j=0 kj=R

R!∏I
j=0 kj !

I∏
j=0

M−ϵ(1+ϵ)jkj/(2+ϵ)
)2+ϵ

≲
∑
R⩾0

(C2|g|)R
(R!)ϵ

( I∑
j=0

M−ϵ(1+ϵ)j/(2+ϵ)
)(2+ϵ)R

,

where in the last inequality we used the multinomial theorem. The series
∑

j⩾0M
−ϵ(1+ϵ)j/(2+ϵ) is

convergent, so that one finally has that

∑
R⩾0

(C2|g|)R
(R!)ϵ

∑
k0,...,kI∑I
j=0 kj=R

( R!∏I
j=0 kj !

)2+ϵ I∏
j=0

(kj !M
−(2−2ϵ)jkj )1+ϵ ≲

∑
R⩾0

(C3|g|)R
(R!)ϵ

≲|g| 1 .

A similar argument would allow us to show that ZI − ZI−1 is decaying exponentially with I , which
shows that ZI converges to some limit Z. The remainder of ZI minus its Taylor expansion in g can also
be controlled similarly, which yields a proof of the Borel summability of the limit in g. Overall, minor
modifications of our proof yield the following.

Theorem 1.26 The limit limI↑∞ ZI exists and is a holomorphic function of g on {Rg > 0}. Moreover,
though it is not analytic in g = 0, it is smooth and Borel summable.

Remark 1.27 To conclude about the philosophy of old constructive techniques, their purpose is therefore
to view the large field problem (once renormalisation is already implemented) as a purely combinatorial
problem, expressing the balance between bad factors coming from UV divergences, and good factors
coming from scale expansions/the renormalisation group, that is to say from the fact that we integrate a
field at some fixed scale, and not at every scales.

It is therefore of utmost importance to understand why integrating at a fixed scale yields some
better factors. The answer can be read from the bound on the sliced propagator (1.16): while the sliced
propagator diverges at small scales (which corresponds to the factor M i(d−2)) it is more convergent at
large scales (which corresponds to the exponential decay). However, if one works with the full propagator,
and not with the sliced propagator equipped with an IR cut-off, then one does not benefit from this
convergence, because

UV converges imply IR divergences .
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To rephrase this, in (constructive) EQFT, if a quantity is convergent in the UV then, in general, it
can lead to a divergence in the IR coming from the fact that we can not benefit from its good factor, and
simply get a constant. Think for instance of the function x 7→ 1/x2: it is indeed convergent at large scales,
and power counting predicts that its integral over [1, L) should give us a good factor 1/L. However, this
is of course not the case, since the integral will just be bounded by one.

Note that these new IR divergences coming from UV convergences are very different from the IR
divergences that we described in Remark 1.11. Moreover, they should not be understood as an IR problem,
since they truly originate not from a phenomenon taking place in the IR, but in the UV, and are therefore
some UV convergences. We will thus refer to them as the weak UV problem, while we call the former
UV problem (the ill-posedness of the interaction due to the roughness of the free field) the strong UV
problem.

To conclude about the weak UV problem, let us mention that we already know a way to overcome it.
Since the weak UV problem implies IR divergences, it is absent when the propagator is endowed with
an IR cut-off, which is precisely what the renormalisation group does. In Section 1.3, we will see other
techniques that serve the same purpose, like recentering and paraproducts.

Remark 1.28 One could now wonder where the approach that we presented in this section breaks, and
how far in the superrenormalisable regime it can go. The answer can be read from the conditions on Ni

in (1.17). Indeed, recall that in general dimension d, Ki ∝M i2(d−2), since the most divergent graph is
always the double tadpole. Therefore, it is only possible to fulfil both inequalities in (1.17) provided

d <
8

3
.

The fact that this dimension is not an integer should be taken very seriously: it is indeed possible to
probe what goes on in fractional dimensions, for instance working with a fractional Laplacian. The
question now is, what is so special about dimension 8/3? It turns out that it is precisely the dimension in
which a new renormalisation beyond Wick ordering becomes necessary: the vacuum graphs with two
vertices indeed become logarithmically divergent in d = 8/3. Moreover, one can see (for instance using
the variational approach presented in Section 1.2.2) that this new renormalisation corresponds to the
fact that the Φ4 measure can be expressed as GFF shifted by a quantity which is no longer in H1, the
Cameron-Martin space of the GFF (see Lemma 1.38). The reader familiar with trees should think of the
fact that is of regularity 1− in d = 8/3. Therefore, in d = 8/3, the Φ4 measure stops being absolutely
continuous with respect to the GFF.

This fact definitely rules out the approach that we presented in the present section, that is to say trying
to show that the density of the Φ4 measure with respect to the free field can be controlled uniformly in the
UV cut-off. Old constructive studies have overcome this difficulty by making the following observation.
The new difficulty arising in d = 8/3 is ultimately not related to the strong UV problem, since we
still know what counterterms to remove, but with the weak UV problem, and could be avoided if it
were possible to extract some more decay from the propagators. It turns out that working on a smaller
space, one gains better factors. The spirit of old constructive physics is therefore to integrate fields at
scale i in a small box of size M−i, which allows to inductively obtain some control on the partition
function at different scales, again rephrasing the large field problem as a combinatorial problem. For
more explanations in this direction, we refer to the third section of [Riv91].

1.1.4 Osterwalder-Schrader axioms

At the beginning of this section, we tried to give some motivation to base a rigorous analysis of QFT on
its Euclidean counterpart. While this motivation was heuristic, it is important to know whether one can
recover a full QFT starting from a EQFT. Osterwalder and Schrader formulated a reconstruction theorem
that guarantees that a scalar EQFT ν is sufficient to recover the original QFT provided it verifies a set of
axioms. There are several ways to formulate them, but all boil down to requiring that the following four
properties hold.
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1) the moments of ν must not grow too fast, stretched exponential integrability being sufficient. This
property is generally called a regularity property.

2) the moments of ν must be covariant with respect to the action of the Euclidean group. Moreover, ν
should be a commutative probability measure in the bosonic case, or respect the anti-symmetry conditions
of fermions in the fermionic case.

3) ν must exhibit a reflection positivity in the sense that if F is a functional supported on a half-space
(say x0 ⩾ 0), then it should hold

Eν[θFF ] ⩾ 0 ,

where θF = F (θϕ) and θϕ is the pull-back of ϕ under the reflection preserving the hyper-plan {x0 = 0}.
Here the fact that the functional is supported on a half-space means that if ϕ is of law ν, then F (ϕ) is only
sensitive to the fluctuations of ϕ on this half-plane.

4) a last property is necessary to ensure the uniqueness of the vacuum. There are various ways to
state it, saying for instance that the measure ν must be ergodic with respect to time translations, or that if
ϕ is of law ν, then ϕ(x) and ϕ(y) must decorrelate when y and x become far. This last version is known
as clustering, and when the theory is massive, one expects the clustering to occur exponentially fast.

Remark 1.29 The crucial property is reflection positivity, since it allows in the first place to construct
the Hilbert space, which is defined as follows. One endows the space of all (suitable, say smooth and
with exponential growth) functionals supported on the positive half-plane with the inner product

(F,G) def
= Eν[θFG] ,

and let E+ be the space of all functionals such that (F, F ) <∞, and N by the null space gathering all
functionals in E+ such that (G,G) = 0. Then, the Hilbert spaceH is defined as the completion of E+/N .

Time-translation invariance then implies that the time translations act as a semi-group onH, whose
generator is positive and self-adjoint, and that can be analytically continued to a unitary group. The
reconstruction of Lorentz boosts is more subtle, since rotations are only local semi-groups, but some
theorem by [FOS83] allows to extend some local semi-groups to full analytic semi-groups, which is
sufficient for the purpose of reconstruction of QFT.

Remark 1.30 Reflection positivity can be replaced by the stronger requirement that ϕ verifies some
spatial Markov property, which in turn should stem from the locality of the Lagrangian. The spatial
Markov property roughly states that given an open subdomain A of Rd, the fluctuations of ϕ on A and
Āc should be independent knowing the value of ϕ on the boundary of A. However, there exists some
Gaussian measure corresponding to some non-local Lagrangian that are reflection positive, but fail to
verify this Markov property, like for instance the Gaussians with covariance (1−∆)−s for s ∈ (0, 1).

Remark 1.31 Constructions of EQFT generally come with enough information about their integrability.
An optimal integrability criterion was proven for Φ4

3 in [HS21b] using regularity structures. Proving
both Euclidean invariance and reflection positivity can turn out to be more challenging, since there is
no regularisation that preserves both properties. Indeed, regularisations based on the functional calculus
of the Laplacian (such as heat regularisation) are of course Euclidean invariant, but break locality and
reflection positivity, while local regularisations preserving say an hyperplane fail to be Euclidean invariant.
Regarding the exponential decay of correlators, it was proven in the scalar case by means of the cluster
expansion. However, there are less results in this direction in the stochastic analytic context beyond the
case of an exponential interaction [VGT22] with convex renormalised potential.

1.2 Some stochastic quantisations of Euclidean QFTs

In the previous section devoted to the presentation of the relationship between infinite dimensional
probability measures and Quantum Field Theory, we insisted on some stochastic analytic aspects of the
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study of QFT, in particular we established a connection between renormalisation and Ito integration, and
we derived the path integral formula with a heuristic based on the Feynman-Kac formula. Moreover, as
we saw in Remark 1.28, close to the critical dimension d = 4, the EQFTs are singular with respect to the
GFF, which rules out any naive approach consisting in trying to show that the density is well-defined and
integrable with respect to the GFF. We therefore need to come up with a new strategy, better suited to
some problems where singularity comes into play. It turns out that stochastic analysis has two powerful
tools that are rather insensitive to the singularity of the measure: coupling arguments, and push-forwards.
The philosophy of stochastic quantisation is therefore to identify a way to exhibit a coupling of EQFTs
with some Gaussian measure, or to show that a EQFT is the pushed-forward of a Gaussian. This section
is devoted to introducing several realisations of this idea at a formal level – that is to say working with
regularised measures for the moment, without caring about UV or convergence issues. We start by
presenting the Langevin dynamic, before we introduce the variational approach and the forward-backward
equations.

1.2.1 The Langevin dynamic

The Langevin dynamic turns out to be the original proposal of Parisi and Wu [PW81], which is to view a
EQFT ν as the invariant measure of a noisy gradient descent. This approach relies on the idea that to
establish a connection between a well-characterised measure µ (in general µ is just a Gaussian) and the
EQFT ν one has to come-back to the notion of Markov semigroup introduced in Section 1.1.1.3, and to
postulate that there exists such a semigroup P acting on smooth functionals such that

Eν[F ] = lim
t↑∞

Eµ[PtF ] . (1.18)

If this is the case, then ν must be an invariant measure for the Markov semigroup P . Indeed, applying
(1.18) to PsF for s ⩾ 0 yields

Eν[PsF ] = lim
t↑∞

Eµ[Pt+sF ] = lim
t↑∞

Eµ[PtF ] = Eν[F ] .

In particular, one must L⋆ν = 0, L being the infinitesimal generator of P . The question now boils
down to finding a Markov semigroup verifying this property. It turns out that recalling that formally
ν(dϕ) ∝ e−S(ϕ)dϕ where S is the Euclidean action functional and dϕ is a formal Lebesgue measure, one
thus has L⋆ν = 0 for the infinitesimal generator L formally defined as

L
def
= ∂2Φ − ⟨∂ΦS, ∂Φ •⟩ = ⟨∂Φ, e−S∂Φ(eS •)⟩ .

A good candidate to construct the measure ν starting from µ is therefore the Markov semigroup P =
(Pt)t⩾0 with generator L, called Glauber dynamic. We can now express its actions on some smooth
functional F with the Feynman-Kac formula, writing

PtF (ϕ) = E[F (uϕt )] ,

where uϕt = u(t, x) is the solution to

du(t, x) = −∂ΦS(u(t, x))dt+
√
2dWt(x) , (1.19)

u(0, x) = ϕ(x) .

Since it takes a form analogous to the Langevin equation, (1.19) is called the Langevin dynamic for the
EQFT ν.

Remark 1.32 Let us point out a few interesting facts about the Langevin dynamic.
The first thing one should note is that in the previous section, we saw that there is no hope to construct

the density of the Φ4 EQFT with respect to the GFF. The Langevin dynamic formally allows to construct
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the EQFT as a push-forward of the driving Gaussian noise by the solution map, so that the issue with the
singularity is absent.

Then, a nice feature of the Langevin dynamic is that it is a parabolic (semi-linear) equation. In
particular, a small parameter, the time of existence of solutions, is already present. Contrary to what we
saw in the previous section about the way the UV and large field problem combine to generate bigger
difficulties, this existence time allows to totally disentangle the UV problem from the large field problem.
In the Langevin dynamic context, solving the UV problem just reduces to showing that the equation has
local-in-time solutions, while solving the large field problem amounts to showing that these solutions are
actually global.

We have thus reexpressed the question of the existence of some EQFT ν as the question whether a
Markov semigroup has an invariant measure. In the sequel, we will briefly recall a few key general results
in order to prove existence and uniqueness of the invariant measure of a Markov semigroup.

Definition 1.33 A Markov semigroup P onH verifies the Feller property if it maps bounded continuous
functions into themselves. Moreover, it has the strong Feller property if it maps bounded measurable
functions into bounded continuous functions.

Lemma 1.34 (Krylov-Bogolioubov) Consider a Feller Markov semigroup P = (Pt)t⩾0 on H, and
suppose that there exists a Borel measure µ0 onH such that (P ⋆t µ0)t⩾0 is tight. Then, any accumulation
point of

1

t

∫ t

0
Psµ0 ds

is an invariant measure of P .

Definition 1.35 Fix a Markov semigroup P = (Pt)t⩾0 onH and a point z ∈ H. We define the resolvent
operator ϱλ of P by

ϱλ(x, dy) = λ

∫ ∞

0
e−λtπt(x, dy)dt

which also generates a Markov semigroup. Then, z is said to be accessible for P if for every x ∈ H, one
has z ∈ suppϱλ(x, •).

Lemma 1.36 Fix a Markov semigroup P = (Pt)t⩾0 onH which is Strong Feller at an accessible point
x ∈ H (in the sense that PtF is continuous in x for every bounded measurable F ). Then, it has at most
one invariant measure.

Remark 1.37 The proof of this last lemma relies on the structure of the set of invariant measures for P .
Indeed, the invariant measures are a convex set whose extremal points are some ergodic measures, that is
to say some measures µi verifying

lim
t↑∞

1

t

∫ t

0
PsF ds =

∫
H
F (x)µi(dx) .

Moreover, the ergodic invariant measures µi are all mutually singular. The hypothesis that P is Strong
Feller at x ensures that any invariant measure has support in x, which finally implies that no two invariant
measures can be singular.
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1.2.2 The variational approach

A second stochastic quantisation procedure that we aim to describe is a variational characterisation of a
EQFT ν, that was introduced by Barashkov and Gubinelli in [BG20]. This variational approach is based
on a property of Gibbs measures of the form

ν(dϕ) =
1

Z
e−S(ϕ)dϕ .

Indeed, in finite dimension, denoting by λ the Lebesgue measure, a Gibbs measure satisfies the variational
problem

− logZ = min
µ≪λ

Eµ[S + log
dµ
dλ

] . (1.20)

Here, note that the second term in the expectation is the relative entropy of µ with respect to λ, and that
the variational problem can thus be interpreted as a balance between energy and entropy. It turns out that
(1.20) rewrites nicely when combined with the Girsanov transformation.

Lemma 1.38 (Girsanov) Let (Ω,F ,P) be a probability space equipped with a Brownian motion (Bt)t⩾0.
Then a probability Q on (Ω,F) is absolutely continuous with respect to P if and only if there exists
a (random) drift h = (ht)t⩾0, progressively measurable with respect to the filtration of F = (Ft)t⩾0

induced by (Bt)t⩾0 and belonging to L2(R⩾0) P-almost surely, such that it holds

Q = (Th)∗P ,

where Th(x) def
= x + h is the translation by h. If this is the case, then for any t ∈ [0,∞] one has the

Girsanov transformation

dQ
dP

∣∣∣
Ft

= exp
(∫ t

0
hsdBs −

1

2

∫
h2sds

)
.

It turns out that the EQFT ν can be constructed as limit of a sequence of finite dimensional approxi-
mations (νt)t⩾0 defined as

νt(dϕ) =
1

Zt
e−S

int
t (ϕt)µ(dϕ) ,

where ϕt is almost surely smooth, limt↑∞ ϕt = ϕ, and only a finite number of Fourier modes of ϕt are
nonzero. Then, fixing a probability space (Ω,F ,P) endowed with a process (Wt)t⩾0 depending on a
finite number of Brownian motions on (Ω,F ,P) and such that for every t ⩾ 0 LawPWt =Lawµϕt, by
Girsanov’s theorem, the sequence (νt)t⩾0 can be promoted to a sequence (Qt)t⩾0 of probabilities on
(Ω,F) defined as

dQt

dP
def
=

1

Zt
e−S

int
t (Wt) = exp

(∫ ∞

0
⟨uts, dXs⟩L2 − 1

2

∫ ∞

0
∥uts∥2L2ds

)
. (1.21)

In the second equality (Xt)t⩾0 is a cylindrical Brownian motion on L2(Td), and ut = (uts)s⩾0 is a random
drift progressively measurable with respect to the filtration of F induced by (Xt)t⩾0 and which belongs
to L2(R⩾0 × Td) P−almost surely (denote by Ha the space of such drift). (1.20) therefore rewrites as

− logZt = min
v∈Hc

EQv [Sint
t (W v

t + It(v)) +
1

2

∫ ∞

0
∥vs∥2L2ds] , (1.22)

where Qv is defined by the second equality in (1.21) with ut replaced by v, Hc is the space of those drifts
that are such that Qc(Ω) = 1, and It(v) is defined through Girsanov’s transformation by the relation
W v
t =Wt − It(v), where LawQvW v

t =LawPWt.
It turns out that (1.22) is not very convenient, due to the rather intricate definition of Hc, and to the

fact that the expectation operator depends on the drift v. An important contribution of [BG20] has been
to use the Boué-Dupuis formula to reformulate the variational problem as follows.
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Lemma 1.39 (Boué-Dupuis) Suppose that Sint
t is a tame functional, in the sense that it holds

EP[|Sint
t (Wt)|p] + EP[e−qS

int
t (Wt)] ≲ 1

for some p, q ⩾ 1 Hölder conjugate. Then, we have

− logZt = inf
v∈Ha

EP[Sint
t (Wt + It(v)) +

1

2

∫ ∞

0
∥vs∥2L2ds] . (1.23)

Remark 1.40 Let us point out two nice features of the Boué-Dupuis formula. Firstly, in the regime
where ν is absolutely continuous with respect to µ, then (1.23) easily gives some upper and lower bounds
on − logZt that are uniform in the cut-off t. Secondly, it provides a coupling of ν with µ of the form

ν = LawP(W∞ + I∞) .

Similar results hold when ν is singular with µ but still super-renormalisable, but it becomes necessary to
take renormalisation into account, which is done by shifting the drift in (1.23). The Boué-Dupuis formula
was used in [BG20] to construct the Φ4

3 measure. In [BG21], the authors use it to give a proof of the fact
that the Φ4

3 measure is singular with respect to the GFF.

1.2.3 The Forward-Backward equations

We now turn to a third stochastic quantisation, which is known as the Forward-Backward Stochastic
Differential Equations (FBSDE) approach. Similarly to the way in which we derived the Langevin
dynamic as a Feynman-Kac version of the Glauber dynamic, we would like to use the Feynman-Kac
formula to treat the Polchinski renormalisation group introduced in Section 1.1.3.1 by probabilistic means.
The FBSDE approach can be thought of as an implementation of the Feynman-Kac formula for the
semigroup corresponding to the action of the renormalisation group, that we introduce hereafter.

Definition 1.41 Let Φ be a random field with law the GFF, and following the notation of the beginning
of Section 1.1.3.1, denote by Φ[M,N ] a heat regularised version of Φ at scale M in the IR and N ⩾M in
the UV, and set Φ⩽M

def
= Φ[0,M ], Φ>M

def
= Φ[M,1]. Moreover, denote respectively by E[M,N ], E⩽M and

E>M their expectation operators. The renormalisation group induces a semigroup T = (TM,N )0⩽M⩽N⩽1

called Polchinski semigroup, which is defined for 0 ⩽M ⩽ N ⩽ 1 as

TM,NF (Φ⩽M ) def
= eVM,ϵ(Φ⩽M )E[M,N ][e−VN,ϵ(Φ⩽M+Φ[M,N ])F (Φ⩽M +Φ[M,N ])] ,

where the effective potential (VL,ϵ)L∈[0,1] was defined in (1.11). Note that it is a time-dependent semi-
group, and verifies the semigroup property

TL,MTM,N = TL,N , and TL,L = Id .

Finally, its time-dependent infinitesimal generator is given by

LMF
def
=

1

2
⟨∂Φ, ∂Φ⟩ĊM

F − ⟨∂ΦVM,ϵ, F ⟩ĊM
.

The definition of the Polchinski semigroup along with the expression of its infinitesimal generator imply
that extending the Feynman-Kac formula to non-time-homogeneous semigroups, one has

TM,NF (Φ⩽M ) = E[F (φN )] ,

where (φL)L∈[M,N ] solves

dφL = −ĊL∂ΦVL,ϵ(φL)dL+ Ċ
1/2
L dBL , (1.24)

φM = Φ⩽M .
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Writing this equation requires prior knowledge of the full effective potential, which amounts to having
already solved the Polchinski equation. In particular, solving it a priori ends up being difficult. However,
Ito’s lemma which we recall for the reader’s convenience provides us with an interesting rewriting of
(1.24).

Lemma 1.42 (Ito’s lemma) Consider the solution (Xt) to the SDE dXt = µtdt+ σtdBt. Then, for any
C2 function f , it holds

df (t,Xt) =
(
∂tf + µt∂xf +

σ2t
2
∂2xf

)
(t,Xt)dt+ σt∂xf (t,Xt)dBt .

From now on, we denote by (φL)L∈[0,1] the solution to (1.24) with null initial condition at L = 0. Ito’s
lemma implies that, denoting FL,ϵ

def
= ∂ΦVL,ϵ, one has

d
dL
FL,ϵ(φL) = ∂LFL,ϵ(φL)− ⟨∂ΦFL,ϵ(φL), FL,ϵ(φL)⟩ĊL

+
1

2
⟨∂Φ, ∂Φ⟩ĊL

FL,ϵ(φL) + Ċ
1/2
L ∂ΦFL,ϵ(φL)

dBL
dL

= Ċ
1/2
L ∂ΦFL,ϵ(φL)

dBL
dL

,

where in the second line we used the equation for FL,ϵ obtained by taking the functional derivative of
(1.12). Therefore, denoting by (Ω,F ,P) the ambient probability space, (FL,ϵ(φL))L∈[0,1] is a martingale
with respect to the filtration (FL)L∈[0,1] of F induced by (BL)L∈[0,1]. This last fact implies that one has

E>L[F1,ϵ(φ1)] = FL,ϵ(φL) ,

where we used the fact that E>L[•] ≡ E[•|F>L]. Plugging this last equation in (1.24) finally yields the
Polchinski forward-backward SDE

dφL = −ĊLE>L[∂ΦV1,ϵ(φ1)]dL+ Ċ
1/2
L dBL . (1.25)

Though this equation looks more complicated than (1.24) due to its forward-backward structure, it allows
for approximate solutions to the Polchinski equation. In other words, one no longer needs to know the
whole solution to the Polchinski equation in order to construct the semigroup. More precisely, letting

WL
def
=

∫ L

0
Ċ

1/2
L dBM , ZL

def
= φL −WL ,

and

E>L[∂ΦV1,ϵ(φ1)] = FL,ϵ(φL) +RL,ϵ = FL,ϵ(WL + ZL) +RL,ϵ ,

where RL,ϵ is a remainder term such that R1,ϵ = 0, (1.25) rewrites as
ZL = −

∫ L

0
ĊM (FM,ϵ(WM + ZM ) +RM,ϵ)dM ,

RL,ϵ = E>L
[ ∫ 1

L
(HM (WM + ZM ) + ⟨∂ΦFM (WM + ZM ), RM,ϵ⟩ĊM

)dM
]
.

Here, HM
def
= ∂MFM + 1

2⟨∂Φ, ∂Φ⟩ĊM
FM,ϵ − ⟨∂ΦFM,ϵ, FM,ϵ⟩ĊM

is the Polchinski equation, and solving
it approximately thus makes the remainder term non-zero.

Remark 1.43 At this stage, the goal is to find a suitable ansatz for the effective force (FL)L∈[0,1] to take
the UV problem/renormalisation into account. If the theory is singular, such an ansatz will necessarily
result in a final condition V1,ϵ which is divergent with the UV cut-off ϵ. On the other hand, the large
field problem is now relocated at the level of the equation for the remainder R. Indeed, in general, this
equation will only have local solutions close to the UV.

To conclude, the FBSDEs approach was applied in [VFG22] to a purely fermionic model in the full-
subcritical regime, and to the sine-Gordon model up to 6π in [GM24].
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1.2.4 Other PDEs related with EQFTs

Let us conclude this section by pointing out that the three methods that we described are not the only
connections between stochastic analysis and PDEs, and the EQFTs.

Indeed, an argument based on dimensional reduction and supersymmetry and first formulated by
Parisi and Sourlas [PS82] suggests that formally the solution to the elliptic problem on Rd+2

(1−∆)u+ ∂ΦV (u) = ξ ,

where ξ is a space-time white noise on a probability space (Ω,F ,P), is related to the scalar EQFT ν on
Rd with interaction potential V by the relation

Eν[F ] = EP[F (u(x1, . . . , xd, 0, 0))] .

This elliptic stochastic quantisation was studied is [ADVG20], where the authors justified this heuristic
for a range of potentials including polynomial interactions.

A last relationship between PDEs and EQFTs is through the Hamiltonian systems. It roughly states
that the scalar EQFT ν on Rd with interaction potential V should be invariant under the non-linear wave
(NLW) equation

(∂2t + 1−∆)u+ ∂ΦV (u) = 0 . (1.27)

More precisely, setting v def
= ∂tu and

H(u, v) def
=

1

2

∫
v2 +

1

2

∫ (
u(1−∆)u+ V (u)

)
,

(1.27) rewrites as

∂t

(
u

v

)
=

(
∂vH

−∂uH

)
.

Therefore, provided one can use an approximation argument based on a finite dimensional system, by
Liouville theorem, the measure

ϱ(du, dv) def
= ν(du)⊗ ξ(dv)

is formally invariant under (1.27), where ξ denotes the law of the white noise on Rd. Moreover, a similar
heuristic holds for the non-linear Schrödinger (NLS) equation, the random field u being complex (i.e. R2

valued).
Note that this invariance of ν under the flow of some dispersive equation is a very different statement

from its invariance under the Langevin dynamic, since solutions to the Langevin dynamic will flow
towards the invariant measure, while in the case of dispersive equations, starting from an initial condition
which is not drawn according to ν (or to a measure absolutely continuous with respect to ν) yields a
solution totally unrelated to ν. Therefore, the Hamiltonian system can not be regarded as a true stochastic
quantisation, since it is unlikely that PDE arguments applied to these equations can help to construct the
EQFTs.

A second argument confirming this statement is that the dispersive equations are expected to be
critical below the dimension in which their invariant measure is just-renormalisable. Indeed, contrarily
to the heat operator that, by Schauder estimates, gives two degrees of smoothing, by a naive power
counting argument, the wave and Schrödinger operators are expected to give respectively 0 and 1 degree
of smoothing. This would rule out the possibility to show well-posedness of the equation started from
the Φ4 measure beyond dimensions respectively 2 and 3. It turns out that the situation is more subtle,
since in some cases a non-linear smoothing effect can be expected, at least on the torus. This effect can
be described using Fourier analysis, and observing that the expressions of the wave and Schrödinger
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operators give some restrictions on the volume of the Fourier space which is integrated on, which
ultimately entails some improvements in the regularities of the non-linear objects, by a half in the case of
NLW, and by one for NLS. This results in the fact that on the torus, the cubic wave equation started from
the Φ4 measure is expected to be critical in d = 3.5, while the Schrödinger equation is expected to be
critical in d = 3.

In [DNY20], leveraging this non-linear smoothing effect, the authors have studied the Schrödinger
equation with cubic interaction in the full-subcritical regime. In [BDNY22], the authors have shown
that the cubic non-linear wave equation has almost surely global solutions where the null set is a set
of measure 0 with respect to ν. Their analysis relies on a sophisticated paracontrolled ansatz (see
Section 1.3.2), combined with some random tensors estimates used to prove the non-linear smoothing,
and a globalisation argument à la Bourgain, leveraging the fact that the Φ4 measure is invariant under the
flow of the equation.

1.3 Solving singular SPDEs

Three main approaches to stochastic quantisation were presented in the previous section, but in a very
formal way, since we did not describe any renormalisation procedure allowing for a removal of the
regularisation. Moreover, as discussed before, most of the effort in the stochastic quantisation program
thus amounts to solving some Stochastic Partial Differential Equations (SPDEs). It turns out that, due to
the roughness of their driving noise, these equations are singular, in the sense that their solutions can not
be obtained by a simple application of the contraction mapping theorem.

In the sequel, we will focus on parabolic equations, with linear term given by ∂t −∆. Let us first
informally identify three classes of semi-linear singular parabolic SPDEs.

1) the generalized Kardar–Parisi–Zhang equation (gKPZ):

(∂t −∆)u = f1(u)(∇u)2 + f2(u)∇(u) + f3(u) + g(u)ξ ,

where ξ is a rough noise and f1, f2, f3 and g are smooth functions.
2) the exponential Langevin dynamics (ELD)

(∂t −∆)u =

∫ β

−β
etuµ(dt) + η , and (∂t −∆)u = sin(βu) + η ,

where η is a Gaussian noise that lies in C−2−κ for every κ > 0, and µ is a Borel measure on [−β, β].
3) the polynomial Langevin dynamic (PLD)

(∂t −∆)u = P1(u)∇u+ P2(u) + ζ ,

where ζ is a rough noise and P1, P2 are polynomials.
We will now present a scaling heuristic that will be sufficient to determine some regimes of roughness

of the noises in which it should be possible to solve the above three equations.
Regarding gKPZ first, it must be possible to plug the solution into some smooth function, which

entails that it has to be of positive (Hölder-Besov) regularity. The application of the parabolic operator
increasing the regularity by two, the regularity α of the driving noise ξ must therefore verify

α > −2 , (1.28)

which includes the space-time white noise in d = 1.
The situation for ELD is subtle, and relies on some regularity estimates for some (possibly complex)

exponentials of the Gaussian, or multiplicative Gaussian chaoses. It turns out that solutions are expected
to exist for

β2 ∈ [0, 8π) . (1.29)
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Finally, in the case of the PLD, one needs the regularity properties of the two non-linearities to be
better than the regularity γ of the noise ζ. Denoting by n1 for i ∈ [2] the degrees of the polynomial Pi,
one has the two constraints

(n1 + 1)(γ + 2)− 1 > γ , and n2(γ + 2) > γ ,

which finally imply

γ > −
( 2n2
n2 − 1

∧ 2n1 + 1

n1

)
. (1.30)

In particular, taking n1 = 1 and n2 = 3, which covers the power countings of the stochastic Navier-Stokes
equation and of the Langevin dynamic for the Yang-Mills EQFT yields α > −3, which includes the
space-time white noise in d ⩽ 3 (the white noise fails marginally in d = 4).

This very sketchy discussion motivates the definition of subcriticality given in [Hai14].

Definition 1.44 When the conditions (1.28), (1.29) or (1.30) are satisfied respectively for gKPZ, ELD,
and PLD, then the equation is subcritical. If this condition marginally fails, the equation is critical.
Otherwise, the equation is supercritical. Moreover, the (sub)criticality of the Langevin dynamic of
some EQFT ν matches the (super)renormalisability of ν, in the sense that taking the driving noise of
PLD or ELD to be a space-time white noise, the equation is subcritical if and only if the measure is
superrenormalisable.

Remark 1.45 While subcriticality is an essential condition in order to expect the well-posedness of a
singular equation, there is another obstacle to solving singular PDEs. Indeed, subcriticality states that
only a finite number of expectations of the polynomials in the driving noise generated by the nonlinearity
are divergent. However, it does not rule out the fact that higher moments of these polynomials are
divergent. It turns out that while the divergence of some moment of order higher than 3 is not compatible
with subcriticality, the divergence of some covariance can still occur in the subcritical regime. Since a
covariance is divergent provided it is not L1, this phenomenon becomes less and less likely to occur as
the dimension increases, but takes place for instance if one studies the Φ4 or KPZ equations in d = 1
driven by the spatial derivative of the white noise. By appropriately rescaling the noise, Hairer studied
in [Hai24] a KPZ equation such that the covariance of the second Picard iteration of the noise is only
marginally convergent, and goes to a Dirac. He showed that this object then converges in law to a new
white noise, and that the solution converges in law to the solution to the KPZ equation driven by this new
noise.

Remark 1.46 Here, the denomination PLD should be understood as purely heuristic, since in full
generality, this equation is of course not the Langevin dynamic of some invariant measure. It covers for
instance the cases of the Navier-Stokes equation with a stochastic forcing, or of the wrong-sign dynamical
Φ4 model with P1(u) = 0 and P2(u) = +u3. However, this naming is indeed suggestive, since the
Langevin dynamics for Yang-Mills and Φ4 theory fall in that category.

The same discussion holds of the ELD, that covers the Langevin dynamic for the sine-Gordon and
Liouville theories, along with many equations which we do not expect to have any invariant measure nor
global solutions.

With this heuristic in hand, we are now going to review three approaches to making sense locally in time
of singular SPDEs: the theory of regularity structure, paracontrolled calculus, and the flow approach.
As alluded to, all the approaches to singular SPDEs that we will present hereafter break in the critical
regime. This is why, in the sequel, we will always discuss subcritical equations. Moreover, we will mostly
introduce them on the paradigmatic example of the Φ4 Langevin dynamic driven by a Gaussian noise.
Finally, we will not discuss IR divergences, which is why we restrict our study to the case of the torus Td,
and consider the massive heat operator as linear term.
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1.3.1 The Da Prato-Debussche trick

Consider the Langevin dynamic for Φ4 in d = 2 (the case d = 1 not being singular):

(∂t + 1−∆)u = −u3 + ζ . (1.31)

The singularity makes it necessary to forgo the formulation (1.31), and to rather start with a regularised
equation, and try to remove the regularisation. Both the noise or the interaction can be regularised, by
convolution with a smooth function called mollifier, or with a Fourier cut-off making the number of
Fourier modes undergoing a non-linear evolution finite. For the moment, it is not necessary to specify
what regularisation is adopted, but we will assume that we have regularised the noise, substituting it with
a smooth noise ζϵ converging to ζ as ϵ ↓ 0 in C−2−κ for some κ > 0 arbitrarily small. We also denote by
uϵ the solution to (1.31) with ζ replaced by ζϵ.

The question now boils down to finding an interpretation of the non-linear term u3ϵ uniformly in ϵ.
The crucial observation made by Bourgain in [Bou94] in the context of dispersive equations, and then
by Da Prato and Debussche [DPD03] in the present context, is that if uϵ simply were the solution to the
linear equation (which can be taken stationary in law equal to the GFF), then in view of the discussion
taking place in Section 1.1.2.3, modulo renormalisation, we would have a definition of u3ϵ given by Wick
ordering. There idea is then to express the solution uϵ as

uϵ = ϵ + vϵ , with ϵ
def
= L−1ζϵ , (1.32)

and to consider the equation for the remainder vϵ. Here, L−1 denotes the inverse massive heat operator
with null initial condition at t = −∞. Note that this choice ensures that ϵ is stationary in law. Indeed,

ϵ(t, x) =
∫ t

−∞
e−(t−s)(1−∆)ξϵ(s, x) ds ,

which implies that letting = limϵ↓0 ϵ, one has

E[ (t, x) (s, y)] =
e−|t−s|(1−∆)

(1−∆)
(x, y) .

The equation for vϵ reads

(∂t + 1−∆)vϵ = −v3ϵ − 3 ϵv
2
ϵ − 3 2

ϵvϵ − 3
ϵ .

In the above equation, the products 2
ϵ and 3

ϵ are ill-posed, but they now are explicit and polynomial in the
noise. This implies that, provided the equation from which one started actually were

(∂t + 1−∆)uϵ = −u3ϵ + 3E[ 2
ϵ ]uϵ + ζϵ . (1.33)

instead of (1.31) driven by ζϵ, then performing the substitution (1.32) one would end up with

(∂t + 1−∆)vϵ = −v3ϵ − 3 ϵv
2
ϵ − 3 ϵvϵ − ϵ , (1.34)

where

ϵ
def
= 2

ϵ − E[ 2
ϵ ] , and ϵ

def
= 3

ϵ − 3E[ 2
ϵ ] ϵ .

With this choice of renormalisation, we have the following.

Lemma 1.47 Fix κ > 0. There exist random fields , such that ε, ε converge in probability to
, in CTC−2κ × CTC−3κ as ϵ ↓ 0.
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Remark 1.48 The convergence actually takes place in Lp(P), and the proof relies on some moment
computations that are similar to the proof of Lemma 1.15. Throughout the rest of this chapter, we will
not prove the stochastic estimates. However, let just mention that they can always be proved by means of
a reduction to the evaluation of the covariance using Gaussian hypercontractivity, Sobolev embeddings,
and a classical Kolmogorov criterion in time. Covariance computations become more involved than in
the proof of Lemma 1.15, but still rely on a decomposition in Gaussian chaoses, and power counting.

With this Lemma in hand, one can conclude that the dynamical Φ4 equation has local-in-time solutions.

Theorem 1.49 Fix κ > 0 and ϕ ∈ C2−κ(T2). Then there exists a random T ⋆ > 0 such that uniformly in
ϵ > 0, (1.34) with initial condition ϕ admits a unique maximal solution on C([0, T ⋆), C2−κ(T2)), such
that limt↑T ⋆ ∥vϵ(t)∥C2−κ =∞. For every T < T ⋆, the solution on [0, T ] depends continuously on ϕ and
on the restriction of , to [0, T ].

The proof relies on a fixed point argument, and makes use of the smoothing effect of the heat kernel,
which implies that the inverse heat operator increases the regularity by two. For completeness, we state a
classical Schauder estimate about the effect of convolution with the heat kernel.

Lemma 1.50 (Schauder estimate) Fix d ⩾ 1, α ∈ R, β > 0, and a smooth function u on Td. We have

∥et∆u∥Cα+β ≲ t−β/2∥u∥Cα .

1.3.2 Paracontrolled calculus

We saw above that the Da Prato-Debussche trick allows to take care of additive stochastic forcings by
shifting the solution of the equation. It turns out that even for the sake of stochastic quantisation, if
dealing with additive noises is sufficient in d = 2, it is necessary starting from d = 3 to have in hand a
solution theory for equations with multiplicative noise. Indeed, in d = 3, the object turns out to be of
regularity −1− κ, which rules out any hope to make sense of the product ϵvϵ appearing on the r.h.s. of
(1.34) uniformly in ϵ. This is due to the fact that, by Young’s estimate for product (see Lemma 1.14), if
the product εvε were well-defined, then it would be of regularity −1− κ, and by Schauder estimates,
vϵ would thus be of regularity at most 1− κ, which in turn would hinder the classical definition of the
product of vϵ with ϵ.

Remark 1.51 We see that the two UV problems that we identified in Remark 1.27 when discussing
the construction of Φ4

2 with the renormalisation group conspire one against the other. The strong UV
problem (UV divergences/singularity) makes it impossible to define the product ϵvϵ, while the weak
UV problem (UV convergences/bad regularity) makes this product too rough, in the sense that we do
not benefit from the fact that the rough object ϵ is multiplied by vϵ which is more regular. Solution
theories to singular SPDEs must therefore face two challenges: the strong UV problem, or making sense
of ill-defined products (modulo some renormalisation), and the weak UV problem, or exhibiting some
improvement coming from multiplications with smoother terms.

The idea behind paracontrolled calculus is to separate the two difficulties by splitting the product of two
distributions into one piece which is rough but not singular and one other piece which is more regular but
rough. A way of performing this splitting is by using Fourier analysis.

Lemma 1.52 Let (∆i)i⩾−1 denote Littlewood-Paley blocks on Td (that is to say ∆i = χi(
√
−∆) where

χi is smooth and supported on an annulus of size 2i for i ⩾ 0 and a ball of size 1 for i = −1), and define
for f, g ∈ C∞(Td)

f ≺ g def
=
∑
i>j

∆jf∆ig
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the paraproduct of g with f . Define accordingly f ⪰ g
def
= fg − f ≺ g. Then, for all α, β ∈ R \ N, it

holds

∥f ≺ g∥Cβ+0∧α ≲ ∥f∥Cα∥g∥Cβ .

Moreover, provided α+ β > 0, we have

∥f ⪰ g∥Cβ+α ≲ ∥f∥Cα∥g∥Cβ .

Remark 1.53 The paraproducts precisely disentangle the strong and weak UV problems, in the sense that
putting a UV cut-off on the better-behaved function f in f ≺ g suppresses the singularity of the product,
while putting an IR cut-off on the better-behaved function f in f ⪰ g screens the UV convergence/IR
divergence of f , so that one can benefit from the regularizing effect coming from the multiplication with
f .

The idea of paracontrolled calculus is to treat the rough term f ≺ g as an additive noise, and to add it
to the ansatz for the solution, while showing independently that the singular term f ⪰ g can be made
sense of with renormalisation.

Going back to the case of the Φ4 Langevin dynamic in d = 3, we can rewrite (1.34) as

(∂t + 1−∆)vϵ = − ϵ − 3vϵ ≺ ϵ − 3vϵ ⪰ ϵ +Rϵ ,

where Rϵ is a better behaved term, which we do not explicit for clarity. In general, during the following
discussion, we will systematically gather under the notation Rϵ some better terms that we do not want to
specify, so that Rϵ is free to change from line to line.

In the sequel, we let L−1 denote the fundamental solution to the massive heat equation with null
initial condition at t = 0. We first deal with the term − ϵ by means of a second Da Prato-Debussche
trick, and write wϵ

def
= vϵ + ϵ, where ϵ

def
= L−1

ϵ.
Treating the paraproduct as an additive noise amounts to introducing Xϵ

def
= L−1(−3wϵ ≺ ϵ). When

this is done, we focus on the equation for Yϵ
def
= wϵ −Xϵ that reads

(∂t + 1−∆)Yϵ = −3L−1(−3wϵ ≺ ϵ) ⪰ ϵ − 3Yϵ ⪰ ϵ +Rϵ

= −3L−1(−3wϵ ≺ ϵ)⊙ ϵ +Rϵ , (1.35)

where f ⊙ g def
= f ⪰ g − f ≻ g. Such a choice of variables is called a paracontrolled ansatz.

The renormalisation is implemented by means of the following commutator lemma.

Lemma 1.54 Fix f, g, h three smooth functions on Td, and define a trilinear map C as

C(f, g, h) def
= L−1(f ≺ g)⊙ h− f (L−1g ⊙ h) .

Then, for α ∈ (0, 1), β + γ + 2 < 0, and α+ β + γ + 2 > 0, we have the estimate

∥C(f, g, h)∥Cα+β+γ+2 ≲ ∥f∥Cα∥g∥Cβ∥h∥Cγ .

With this lemma in hand, 1.35 can be recast as

(∂t + 1−∆)Yϵ = 9wϵ( ϵ ⊙ ϵ) +Rϵ ,

where def
= L−1 . Note that the singular term is now still singular, but we rewrote it as an explicit

polynomial is the noise, so that there is hope that it can be defined in the same way we defined , , but
modulo a different renormalisation.

Lemma 1.55 Fix κ > 0. There exists a random fields such that ε ⊙ ε − E[ ε ⊙ ε] converges in
probability to in CTC−4κ as ϵ ↓ 0.
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The proof is similar to that of Lemma 1.15, and relies on Kolmogorov estimate combined with a covariance
computation.

Remark 1.56 More trees are necessary to take care of Rϵ, but they can all be constructed using the
second renormalisation counterterm E[ ε ⊙ ε]. In general, the further in the subcritical domain, the
more trees are necessary to make sense of the non-linearity. These polynomials in the noise are also
known as enhancement of the noise. While theoretically they can all be constructed by some covariance
computations, it becomes difficult to keep precisely track of the estimates when the trees grow big.

Thanks to the paracontrolled ansatz that we described, it is now possible to make sense of the Φ4

Langevin dynamic in d = 3 uniformly in the regularisation. Moreover, the second renormalisation that
we introduced in Lemma 1.55 implies that rather than (1.33), in d = 3, the starting equation should really
be

(∂t + 1−∆)uϵ = −u3ϵ + (3E[ 2
ϵ ]− 9E[ ϵ ⊙ ϵ])uϵ + ζϵ . (1.36)

By means of a paracontrolled ansatz, it is therefore possible to show the following.

Theorem 1.57 Fix κ > 0 and ϕ ∈ C3/2−κ(T3). Then, uniformly in ϵ > 0, solutions to (1.36) with initial
condition ϵ(0) + ϕ can be constructed as

uϵ = ϵ − ϵ +Xϵ + Yϵ ,

where (Xϵ, Yϵ) solve a coupled system of (random) PDEs of the form{
(∂t + 1−∆)Xϵ = −3(Xϵ + Yϵ) ≺ ϵ ,

(∂t + 1−∆)Yϵ = 9(Xϵ + Yϵ) +Rϵ ,

and there exists a random time T ⋆ > 0 such that uniformly in ϵ > 0, the system solved by (Xϵ, Yϵ) admits
a unique maximal solution on C([0, T ⋆), C1−κ(T3))× C([0, T ⋆), C1+κ(T3)).

Remark 1.58 Beyond this local-in-time result, paracontrolled calculus is well-suited to the study of
global properties of solutions to singular SPDEs. The first proof of the “coming down from infinity”
property (an a priori estimate uniform in the initial condition) was indeed given in [MW17a], combining a
paracontrolled ansatz with some energy estimates. In [GH19], the authors use the maximum principle to
slightly improve this result. Let us also point out the work [HR23] where paracontrol and energy estimates
are used to show some a priori estimates on the solutions to the stochastic Navier-Stokes equation in
d = 2.

Remark 1.59 To conclude this section about paracontrolled calculus, let us mention that the range of
application of the paracontrolled ansatz is wider that singular SPDEs, and applies to other singular
problems, like the variational method for Φ4

3. Indeed, combining the variational representation (1.23)
with a paracontrolled ansatz, Barashkov and Gubinelli were able to construct the Φ4

3 measure in [BG20],
and with the same technique they gave a proof that it is singular with respect to the GFF in [BG21].

1.3.3 Regularity structures

Let us now briefly introduce the main ideas of the theory of regularity structures. Our intention is definitely
not to explain in great detail the theory, but to present some of the main ingredients, in connection with
the questions and issues arising in the study of constructive QFT.

When discussing the paracontrolled approach used to deal with singular equations involving a
multiplicative noise, we saw that the ansatz used to take into account an ill-defined product splits the
original equation into two equations. Repeating the operation to handle more singular problems makes
the analytic theory of paracontrolled calculus less suitable to situations where the singularity is stronger.
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Fortunately, in 2014 Hairer introduced in [Hai14] a general framework allowing to renormalise any
singular semi-linear parabolic SPDE. To present it, let us first go back to the discussion of the split of the
product of a function f with a distribution g into a rough part inheriting the worst regularity, but which
is not singular, and a singular part which captures the good regularity of f . We first performed such a
decomposition in Fourier space, using a paraproduct decomposition. The analytic theory underpinning
the theory of regularity structures is based on an equivalent decomposition, but taking place in direct
space. Indeed, observe that for any active point y and base point x one has

f (y)g(y) = (f (y)− f (x))g(y) + f (x)g(y) .

Here, the second term is now well-posed, since it actually no longer involves any product, and of course
inherits the regularity of g. On the other hand, one can expect that the first term, while being still singular,
is now better behaved (at least locally), since assuming that f is α-Hölder continuous, the space increment
of f vanishes as y becomes close to x.

Note that in this case the weak UV problem is solved by expanding the more regular function f
locally, so as to only see its short-scale behaviour, and so that in particular its IR divergences are screened.

We deduce from the above discussion that the hope is that close to a fixed base point x, vϵ(y)− vϵ(x)
solves a better equation than vϵ. Starting again from (1.34) (for simplicity, we just ignore the mass term),
we have

(∂t −∆)(vϵ − vϵ(x)) = −3(vϵ − vϵ(x)) ϵ + 3vϵ(x) ϵ +Qϵ ,

where again, as in the previous section, we gather all the other terms of the r.h.s. in the inexplicit
remainder Qϵ. Note that importantly, we were able to introduce by hand the term vϵ(x) on the l.h.s..
In the spirit of the Da Prato-Debussche trick, we again treat the new term 3vϵ(x) ϵ on the r.h.s. as an
additive noise which we add to our ansatz, which yields the equation

(∂t + 1−∆)(vϵ − vϵ(x)− 3vϵ(x)( ϵ − ϵ(x))

=− 3(vϵ − vϵ(x)− 3vϵ(x)( ϵ − ϵ(x)) ϵ + 9vϵ(x)( ϵ − ϵ(x)) ϵ +Qϵ ,

where

ϵ
def
= L−1

ϵ ,

and we took the freedom to recenter it by hand, replacing the occurrences of ϵ by Πϵx
def
= ϵ − ϵ(x).

The reason for this lies in the fact that recentering ϵ (which is of positive regularity) removes its large
scale behaviour, and allows one to fully benefit from its small scale properties. In particular, we have the
following counterpart of Lemma 1.55.

Lemma 1.60 Define

Πϵx
def
= ϵΠ

ϵ
x − E[ ϵ ϵ] .

Fix a smooth compactly supported function φ on T3 and λ ∈ (0, 1], we let φλx
def
= λ−3φ((• − x)/λ). Fix a

small κ > 0. Then, it holds

⟨Πϵx , φλx⟩ ≲ λ−κ (1.38)

uniformly in x ∈ T3, λ ∈ (0, 1], and ϵ > 0. Similarly, there exists a limiting object Πx such that Πϵx
converges in probability to Πx as ϵ ↓ 0 in the topology induced by (1.38) (which is equivalent to that of
C−κ in a neighbourhood of x).

Remark 1.61 Again, one is able to construct some polynomials of the noise having the desired regularity
(that is to say the one we infer from the object by power counting). While this was realised by means of a
paraproduct decomposition in the paracontrolled context, here, this is the recentering that allows for such
a result. The price to pay is that the object now exists only locally, close to a base point. In his work,
Hairer calls such a localised enhancement of the noise a model. Note that Hairer’s model actually also
comes with enough information to be able to perform a change of base point.
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Regarding the proof, again the result is obtained with a Kolmogorov argument, and some covariance
computation. The key step is to read the effect of recentering on kernels, which we present in the
following lemma.

Lemma 1.62 ([Hai14][Lemma 10.14) ] Let K1,K2 be two compactly supported translation-invariant
convolution kernels on R×Td, verifying for some α, β ∈ (0, d+2) such that α+ β− (d+2) ∈ R⩾0 \N

|K1(x− y)| ≲ |x− y|−(d+2)+α , and |K1(x− y)| ≲ |x− y|−(d+2)+β ,

along with similar bounds on their derivatives. Then the kernel K defined as

K(x− y) def
= K1 ∗K2(x− y)−

∑
k<α+β−(d+2)

(x− y)k

k!
∂k(K1 ∗K2)(0)

verifies

|K(x− y)| ≲ |x− y|−(d+2)+α+β ,

along with similar bounds on its derivatives.

Gathering all the necessary polynomials in the noise/the model yields an abstract algebraic structure that
Hairer calls the regularity structure. We informally define this concept based on the example of the Φ4

3

Langevin dynamic.

Definition 1.63 A regularity structure T = (A, T,G) is a triplet consisting of

• a finite subset A of R of regularity assignments of elements of the model, such that 0 ∈ A.
• the span T of all elements of the model. We have T =

⊕
α∈A Tα where Tα is the span of all

elements with regularity α, and T0 = span(1). Denote by ∥ • ∥Tα any norm on Tα.
• the structure group G which is the group of those linear operators G ∋ Γ : T → T that are such

that (Γ− Id)Tα ⊂ T<α def
=
⊕

β<α Tβ . We have Γ1 = 1.

In this context, the model M = (Γ, Z) is a collection of

• maps Γxy ∈ G indexed by points x, y ∈ R⩾0 × Td encoding the changes of base point, that verify
Γxx = Id and ΓxyΓyz = Γxz .
• maps Πx : T → S ′(R⩾0×Td) indexed by points x ∈ R⩾0×Td corresponding to the realisation of

the abstract element of the regularity structure, that verify Πy = Πx◦Γxy for every x, y ∈ R⩾0×Td.

The model comes with the topology suggested by (1.38), in the sense that we demand that

|⟨Πxτ, φλx⟩| ≲ λα∥τ∥Tα , for every τ ∈ Tα ,

where φλx is as in Lemma 1.60. Finally, the maps Γxy must verify

∥Γxyτ∥Tβ ≲ |x− y|α−β∥τ∥Tαfor every τ ∈ Tα .

Remark 1.64 In the above Definition, and from now on, the distance |x− y| is the parabolic distance,
that is to say that, writing x = (x0, x) ∈ R⩾0×Td and y = (y0, y) ∈ R⩾0×Td, |x− y| def

=
√
|x0 − y0|+

|x− y|.

We can now consider the model as a given data of the problem, and turn back to the setting of the
analytic framework. We saw that replacing the original unknown vϵ by some local expansion indexed
by some stochastic objects yields a better equation. More precisely, taking the constant term − ϵ into
account, we established an ansatz for vϵ taking the form of local expansion around the base point x

vϵ = vϵ(x)Πϵx1−Πϵx − 3vϵ(x)Πϵx + . . . (1.39)
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where Πϵx1 = 1 and again Πϵx
def
= L−1

ϵ −L−1
ϵ(x). Such an expansion tells us that the solution can

be modelled by the enhancement of the noise, in a similar way that a Hölder-continuous function can be
modelled by polynomials. Hairer therefore calls such an ansatz a modelled distribution, and his idea is to
lift the fixed point problem to an abstract space of modelled distributions taking values in the regularity
structure.

Definition 1.65 Fix T > 0. Given a regularity structure T = (A, T,G) and a model M = (Γ,Π), the
space Dγ of modelled distributions of order γ ∈ R is the space of those functions [0, T ]× Td → T<γ
that are such that

sup
x∈[0,T ]×Td

sup
β<γ
∥f (x)∥Tβ + sup

x,y∈[0,T ]×Td

sup
β<γ

∥f (x)− Γxyf (y)∥Tβ
|x− y|γ−β

is finite.

Remark 1.66 The second condition for f to lie in Dγ can be read as a base point continuity. Indeed, it
says that the regularity of the coefficient fτ in front of some object τ in the expression of the modelled
distribution f must ”compensate” the lack of regularity of τ , in the sense that if the realisations of τ are
only of regularity β, then fτ has to be of regularity γ − β. It matches with the intuition that we can draw
from the case of C1 functions: a function is C1 if it is modelled close to x by polynomials of degree one
centered in x and if the coefficient in front of Xk is of regularity 1− k in the base point x for k ∈ {0, 1}.
To rephrase, a function verifying for every x in a domain and every y close to x

f (y) ≈ f0(x) + f1(x)(y − x)

is continuously differentiable only if f0 is differentiable, and if f1 is continuous, in which case of course
it holds fk = f (k)/k!.

Solving the Langevin dynamic for Φ4 in d = 3 now amounts to finding the correct order γ up to which
one should model the solution. It turns out that the description (1.39) (for which γ = 1 − κ) is still
insufficient. Indeed, ϵ being of regularity −1− κ, it is necessary to go beyond one in the modelling to
make sense of the product. We reexpress this observation in the following lemma – see [Hai14, Theorem
4.7].

Lemma 1.67 Fix α1, α2 ⩽ 0, and γ1, γ2 ⩾ 0. Suppose that T = (A, T,G) is such that for i ∈ [2],
T γiαi

def
=
⊕γi

ι=αi
is stable by the action of G. Denote for i ∈ [2] by Dγiαi the set of those modelled

distributions of order γi that take values in T γiαi . Furthermore, suppose that for every δi ∈ [αi, γi) such
that δ1+ δ2 < γ, τ ∈ Tδ1 ,σ ∈ Tδ2 and Γ ∈ G, it holds Γ(τ ·σ) = Γτ ·Γσ, where · stands for the product
of two elements of T which is defined whenever one can construct via renormalisation the associated
random field. Then, for any f1 ∈ Dγ1α1 , f2 ∈ Dγ2α2 the product f1, f2 is a well-defined modelled distribution
of order γ def

= (γ1 + α2) ∧ (γ2 + α1).

Therefore, provided vϵ is modelled up to order 1+κ for some κ > 0, then the r.h.s. of the equation can be
modelled to a slightly positive order. The importance of this fact will become manifest when we discuss
the reconstruction. But before we do so, let us conclude about the modelled distribution for vϵ. When
modelling vϵ, one might want to implement the fact that we extract some local terms by Taylor expanding.
Therefore, some polynomials can appear in the model. In particular, in order to lift vϵ to D1+κ for some
κ > 0, we must add to T an object X of regularity assignment 1 which is such that ΠϵxX(y) = y − x.
With this new object in hand, we can introduce the modelled distribution

Vϵ(x) = vϵ(x)1− − 3vϵ(x) + νϵ(x)X ,

where νϵ is a new Cκ function a priori unrelated to vϵ. Now that the equation is lifted to a fixed point
problem at the level of modelled distributions, it is possible to solve this fixed point problem in an
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appropriate space Dγ , and ultimately to construct the modelled distribution Vϵ or, equivalently, the pair
(vε, νε).

It remains to verify that the knowledge of the modelled distribution is sufficient to make sure that a
solution actually exists. The answer to this question is provided by the reconstruction theorem stated in
[Hai14, Theorem 3.10].

Lemma 1.68 (Reconstruction theorem) Fix T > 0, and a regularity structure T = (A, T,G), a
model M = (Γ,Π) on T , and let α = minA. For any γ > 0, there exists a unique linear map
R : Dγ → Cα([0, T ]× Td) such that for every f ∈ Dγ it holds

|⟨Rf −Πxf (x), φλx⟩| ≲ λγ , (1.40)

uniformly in λ ∈ (0, 1], x ∈ [0, T ]× Td, and functions φ as in Lemma 1.60.

Remark 1.69 The reconstruction theorem is the reason why, in order to make sense of the product vϵ ϵ,
one needs vϵ to be modelled up to order 1 + κ. Indeed, if this is not the case, then vϵ ϵ fails to be
modelled up to a positive order, and the reconstruction does not hold (there is actually a similar statement
in the context of γ negative, but the reconstruction is no longer unique).

Remark 1.70 As long as one still works with the smooth noise ζϵ, it is sufficient to take Rf : x 7→
(Πϵxf (x))(x). In particular, in our case, one hasRVϵ = vϵ so that the bound (1.40) translates into a local
representation of the solution close to x

vε(y) = vε(x)− ( ε(y)− ε(x))− 3vε(x)( ε(y)− ε(x)) + νε(x)(y − x) + o((y − x)1+κ) .blablablabla(1.41)

Applying ∇y to the above local representation and evaluating at y = x therefore yields

νϵ(x) = ∇(vϵ + ϵ + 3vϵ(x) ϵ)(x) ,

from which we can conclude that νϵ is actually related to vε but not in a naive way (in the sense that it
does not hold νε = ∇vε), and that νε should rather be interpreted as a renormalised gradient of vϵ.

Applying the reconstruction operator to the fixed point problem for the modelled distribution Vϵ, we
can therefore return to an equation for vϵ, and ultimately for uϵ. It turns out that, due to the fact that
the trees appearing in the local description (1.41) need some renormalisation, the equation solved by
vε keeps track of the necessary counterterms. In particular, the solution vε also depends on the choices
made to fix the freedom we have in defining the renormalised trees, as was described at the beginning of
Section 1.1.2.3 in the case of the iterated integral of the Brownian motion. This freedom is known in the
theory of regularity structures as the renormalisation group. It is a different concept from the notions of
renormalisation group flow (be it discrete or continuous), though in the subcritical case, its dimension
matches the dimension of the relevant sector of the RG flow.

In the case of the Langevin dynamic for Φ4
3, the renormalised equation which is solved by vε thus

includes the necessary counterterms that we had to add at the level of modelled distributions to make
sense of the non-linearity. It turns out that one can verify that this equation takes a from which is similar
to (1.36), but with E[ ϵ⊙ ϵ] in front of the linear term replaced by E[ ϵ ϵ] (both counterterms actually
differ by a finite quantity). In this case, the renormalisation group thus acts by finite shift of the linear
term (or renormalised mass). This matches with the fact that the Φ4 measure is really a one-parameter
family of measure.

We gather the main conclusion of the analysis in the following theorem, which was proved in [Hai14].

Theorem 1.71 Fix κ > 0 and ϕ ∈ C3/2−κ(T3). Then, uniformly in ϵ > 0, solutions to (1.36) with initial
condition ϵ(0) + ϕ can be constructed as

uϵ = ϵ + vϵ ,
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where vϵ solves a (random) PDE of the form

(∂t + 1−∆)vϵ = − ϵ − 3 ϵvϵ − 3 ϵv
2
ϵ − v3ϵ − 9E[ ϵ ϵ]( ϵ + vϵ) ,

and there exists a random time T ⋆ > 0 such that uniformly in ϵ > 0, the PDE solved by vϵ admits a
unique maximal solution on C([0, T ⋆), C1/2−κ(T3)).

To conclude, the theory of regularity structures was extended to a black box to solve locally-in-time a
wide class of parabolic singular SPDEs in [BHZ19, BCCH21] and, in [CH16], the authors established
the convergence of the regularised model using multiscale analysis. A similar statement was also proved
in [HS23b] using the spectral gap inequality.

Remark 1.72 Beyond this local-in-time statement, modelled distributions can also be used to establish
global existence of the solutions to the dynamical Φ4

3 model. A “coming down from infinity” result
was indeed obtained in [MW20] using regularity structures. It was extended in [CMW19] to the full
subcritical regime. In the recent work [CdLFW24], the authors have used similar ideas to show a priori
bounds on solutions to the generalised parabolic Anderson model.

To conclude this presentation of regularity structures, and more generally of classical solution theories
to singular parabolic PDE, let us observe that both regularity structures and paracontrolled calculus
rely on a careful decomposition of the product of a rough distribution with a smoother function. It
turns out that usual local products do not cover all the possible interactions that can be considered. In
Chapter 2, we present a singular SPDE with a nonlocal interaction, to which both regularity structures and
paracontrolled calculus do not apply. We therefore introduce a new solution theory based on a reinjection
argument which is adapted to this nonlocal case.

1.3.4 The flow approach to singular SPDEs

To conclude, let us introduce a last approach to solving singular SPDEs, that finds its roots in the
renormalisation group à la Polchinski which we described in Section 1.1.3.1. Again, the idea is to
cure the weak UV problem due to the IR convergences by introducing an IR cut-off on top of the UV
cut-off. This flow approach was introduced by Duch in [Duc21], where he applied it to some parabolic
polynomial Langevin dynamic type equations, before extending it to the case of elliptic equations, still
with polynomial interaction in [Duc23]. These works are themselves inspired by a series of papers of
Kupiainen [Kup16] and coauthors, in which they set up a similar solution theory for singular SPDEs, but
based on a discrete RG flow, and where the polynomials of the noise must be constructed by hand.

Concretely, the IR cut-off on the propagator is implemented at the level of the equation by introducing
a second UV cut-off, on top of the usual regularisation. Still considering the example of the Φ4 Langevin
dynamic, say in d = 3, (1.31) with initial condition ϕ can be rewritten as

uϵ = G(10Fϵ[uϵ] + δ0 ⊗ ϕ) , (1.42)

where δ0 is a Dirac distribution in time, 10 is the indicator function of positive times, G ≡ L−1 is the
fundamental solution to the massive heat equation, Fϵ[uϵ]

def
= −gu3ϵ + gC1

ϵ uϵ + gC2
ϵ uϵ + ξϵ and as usual

ξϵ is a smooth approximation of as space-time white-noise ξ, for instance using a mollifier. Here C1
ϵ and

C2
ϵ are two counterterms present to take care of the two renormalisations that we saw in the previous

sections, and we added a coupling constant g for convenience, which will eventually be put to one at the
end of the analysis. In the sequel, we will often refer to Fϵ as the force and, for the sake of clarity of the
discussion, we will assume that the initial condition ϕ is equal to zero.

Definition 1.73 In order to construct a solution to (1.42), one introduces a second UV cut-off that makes
that the propagator cancels on small times, defining Gµ(t, x) def

= χµ(t)G(t, x) where χµ is a smooth
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increasing function supported outside [0, µ2] and which is equal to one on [2µ2,∞). With this notation
in hand, one defines for µ ⩾ 0 the effective solution uε,µ as

uε,µ
def
= Gµ(10Fϵ[uϵ]) = GµF̃ϵ[uϵ] , (1.43)

where we also define F̃ϵ[uϵ]
def
= 10Fϵ[uϵ]. Then, one postulates the existence of an effective force F̃ε,µ

which is such that it holds

F̃ϵ[uϵ] = F̃ε,µ[uε,µ] (1.44)

uniformly in µ.

Since the above equality holds for every µ ⩾ 0, one has

0 =
d

dµ
(F̃ε,µ[uε,µ]) = ∂µF̃ε,µ[uε,µ] + ∂ΦF̃ε,µ[uε,µ]∂µuε,µ .

Moreover, we can read from (1.43) that ∂µuε,µ = ĠµF̃ϵ[uϵ] = ĠµF̃ε,µ[uε,µ], so that we have obtained
the flow equation

∂µF̃ε,µ[uε,µ] + ∂ΦF̃ε,µ[uε,µ]ĠµF̃ε,µ[uε,µ] = 0 . (1.45)

Finding a solution to (1.45) with initial condition F̃ϵ,0 = 10Fϵ and such that F̃ε,µ[ψ](t, x) only depends
on the values of ψ before time t is therefore sufficient to realise (1.44). But most importantly, this is also
sufficient to solve the original equation, as is shown in the following lemma.

Lemma 1.74 For T > 0 let µT
def
=
√
T . Then (1.42) on [0, T ] with ϕ = 0 is formally equivalent to

uϵ = GF̃ϵ,µT [0] .

In other words, the knowledge of F̃ε,µ up to scale µT is sufficient to reconstruct the solution uϵ.

Proof. By (1.44), one has uϵ = GF̃ϵ,µT [uϵ,µT ]. Moreover, by (1.43), uϵ,µT = GµT (10Fϵ[uϵ]). The
support properties of χµT therefore imply that uϵ,µT is supported after time T . Finally, by assumption,
the effective only depends one the past of its argument, so that F̃ϵ,µT [uϵ,µT ](t, x) = F̃ϵ,µT [0](t, x) for
every t ⩽ T .

Remark 1.75 The solution F̃ε,µ to (1.45) with initial condition 10Fϵ is not going to be stationary in time,
and will also imply working with a time-dependent renormalisation. However, it was shown in [Duc21]
that it is possible to construct F̃ε,µ starting from the stationary effective force Fε,µ, the solution to (1.45)
with initial condition Fϵ.

Remark 1.76 A reader familiar with the Polchinski equation that we introduced in Section 1.1.3.1 will
identity that the non-linearity of (1.45) is the same as the non-linearity of the equation obtained by taking
the gradient of the Polchinski equation (but the linear term does not contain the functional laplacian).
Solving (1.45) is therefore as difficult as solving (1.12). To solve this flow equation, it is thus necessary to
make an ansatz, a good choice being an ansatz similar to the one used in order to solve the renormalisation
group. In the case of (1.31), a reasonable assumption is to choose

Fε,µ[ψ](z) =
∑
i⩾0

∑
m⩾0

gi
∫

(T3×R)m
F i,mε,µ (z, w1, . . . , wm)ψ(w1) . . . ψ(wm) dw1 . . . dwm .

Moreover, as was described in the context of forward-backward SDEs, it is also possible to only solve
(1.45) approximately, introducing a remainder Rε,µ such that

F̃ϵ[uϵ] = F̃ε,µ[uε,µ] +Rε,µ .
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Now that one has an ansatz for the effective force, it remains to construct the effective force coefficients
F i,mε,µ , that correspond to the enhancement of the noise in paracontrolled calculus/the model in regularity
structures, in the sense that each of them is a polynomial in the noise.

A naive way of constructing them could therefore be to write their expression, and to combine a
Kolmogorov estimate with a covariance computation. Indeed, their expressions can be inferred from
the projection of (1.45) for Fε,µ at the level of the force coefficients, which yields a hierarchy of flow
equations reading

∂µF
i,m
ε,µ = −

m∑
k=0

(k + 1)
i∑

j=0

F i−j,k+1
ε,µ ĠµF

j,m−k
ε,µ . (1.46)

However, in [Duc21], Duch observed that their cumulants also obey a flow equation, which can be
derived from (1.46). This observation paves the way for an inductive construction of the force coefficients,
avoiding the tedious moment computations. Indeed, these flow equations for the cumulants are hierarchical
in the size of the coefficients, and can therefore be solved by induction, starting from the covariance of
the noise.
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Chapter 2

Stochastic Quantisation of Tensor Field Theories

2.1 Introduction

As described in the previous chapter, a class of heavily studied and paradigmatic models in constructive
quantum field theory are the Φ4

d measures. In finite volume, these are non-Gaussian probability measures
µ supported on distributions (over space) which are formally written

dµ(ϕ) ∝ exp
(
− λ

4
∥ϕ∥4

L4(Td) +
a

2
∥ϕ∥2

L2(Td)

)
dg(ϕ) . (2.1)

where λ > 0 and g denotes the Gaussian measure with covariance (1−∆)−1, that is a massive Gaussian
free field on Td. When d = 1 it is straightforward to make (2.1) rigorous but much less so when d > 1 – in
this case the measure g is supported on distributions so rough that the nonlinear expressions ∥ϕ∥4

L4(Td)
and ∥ϕ∥2

L2(Td)
above are ill-defined.

When d ∈ {2, 3} the measure µ can be obtained as a weak limit of regularized and appropriately
renormalized measures [Nel73, GJ73, Fel74, FO76] – for instance, the N ↑ ∞ limit of

dµN (ϕ) ∝ exp
(
− λ

4
∥ϕ∥4

L4(Td) +
a+ aN

2
∥ϕ∥2

L2(Td)

)
dgN (ϕ) . (2.2)

where gN is the pushforward of g under ϱN , which is a Fourier multiplier in space with 0 ⩽ ϱ̂ ⩽ 1,
ϱ̂N (k) = 1 for |k| ⩽ N and ϱN (k) = 0 for |k| ⩾ 2N .

The constant aN in (2.2) is a renormalization constant diverging to infinity as N ↑ ∞. One can
identify the suitable choices of aN using perturbation theory, that is formally calculating moments of
µN by expanding the exponential on the right hand side of (2.2) as a formal series and using Wick’s rule
for Gaussian moments to integrate out ϕ term by term – one chooses aN to make these expansions finite
order by order in λ as N ↑ ∞. However this series itself is far from convergent and proving µN weakly
converges as N ↑ ∞ requires more work.

In the case of d = 2, one can show that µ is absolutely continuous with respect to g, the renor-
malization procedure is simply passing from ill-defined polynomials of a rough Gaussian field to the
corresponding well-defined Hermite polynomials / Wick powers. The situation when d = 3 is much more
complicated due to the presence of so-called “non-local divergences” – it has been shown in [BG21] that
µ is singular with respect to g. Even though aN is chosen to cancel the divergences of infinitely many
terms in the perturbation expansion, when d = 2, 3 one can write aN explicitly as the expectation of a
polynomial in ϕ, λ and a under g. For this reason Φ4

2 and Φ4
3 are called super-renormalizable.

In the case where d = 4 the model is just-renormalizable, in particular perturbative renormalization
requires including a diverging renormalization counterterm λN∥ϕ∥4L4(T4) in the exponential in (2.2) along
with a wave-function renormalization ZN . Moreover, perturbation theory gives infinite series (in λ)
for λN , aN , and ZN which do not all have positive radius of convergence. When d > 4 the model is
non-renormalizable, and in addition to the above perturbative renormalization would require inserting
infinitely many other counterterms (such as ∥ϕ∥2j

L2j (Td)
) inside of the exponential factor in (2.2).

Turning from questions of perturbative renormalization to those of the convergence of measures,
[Aiz82, Frö82] shows that one cannot obtain non-Gaussian limits when d ⩾ 5, while the case of d = 4
is more subtle and was only settled recently in [ADC21]. The analysis of renormalization problems in
just-renormalizable models is quite subtle and there are other examples [GK86] where one can obtain
non-Gaussian limits. An important step of one of the Millenium Problems is investigating whether one
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can obtain a non-trivial limit for non-abelian Yang-Mills in 4-dimensions. A major frustration has been
the lack of a simple scalar field theory to investigate the construction of a just-renormalizable model.
However, a newer class of models, so-called “non-local models” of which tensor field theories are an
example, are promising candidates for obtaining non-Gaussian limits in the just-renormalizable case.

2.1.1 Tensor field theories

The regularized, renormalized measures µN in (2.2) are non-Gaussian because of the quartic L4 term.
The models we study in this article are T4

d models, they are examples of tensor field models [GR12]
and they are obtained by replacing this quartic L4 term with a non-local quartic nonlinearity which we
introduce now.

For d ⩾ 2 and any fixed c ∈ [d] def
= {1, . . . , d}, we define the function

Td × Td ∋ (x, y) 7→ χc(x, y) = (χc(x, y)i)
d
i=1 ∈ Td

by setting, for each 1 ⩽ i ⩽ d and x = (xj)dj=1, y = (yj)dj=1 ∈ Td,

χc(x, y)i =

{
xi if i ̸= c ,
yc if i = c .

(2.3)

For each c ∈ [d] we introduce a norm ∥ • ∥M4
c

on scalar functions ϕ on Td by setting

∥ϕ∥4
M4

c (Td)
def
=

∫
Td

∫
Td
ϕ(x)ϕ(y)ϕ(χc(x, y))ϕ(χ̄c(x, y)) dxdy , (2.4)

where χ̄c(x, y) def
= χc(y, x). We also write

∥ • ∥M4(Td)
def
=
( d∑
c=1

∥ • ∥4
M4

c (Td)

)1/4
.

In Appendix 2.H we confirm that ∥ • ∥M4
c

is indeed a norm and why it may be called a tensor norm.
Formally, the T4

d model is given by

dν(ϕ) ∝ exp
(
− λ

4
∥ϕ∥4

M4(Td) +
a

2
∥ϕ∥2

L2(Td)

)
dg(ϕ) . (2.5)

Like the local Φ4
d models, analysis of higher dimensional T4

d models goes via regularisation, introduc-
ing renormalization, and then obtaining bounds that are uniform in the regularisation. Heuristically, the
level of renormalization needed for a T4

d model is comparable to that of the corresponding Φ4
d−1 model.

In particular, T4
d is super-renormalizable for d < 5 and T4

2 can be defined without renormalization.
For d ∈ {3, 4} the measures ν can be obtained as weak N ↑ ∞ limits of the measures

dνN (ϕ) ∝ exp
(
− λ

4
∥ϕ∥4

M4(Td) +
a+ aN

2
∥ϕ∥2

L2(Td)

)
dgN (ϕ) , (2.6)

where again aN diverges as N ↑ ∞.
Moreover, T4

3 is absolutely continuous with respect to g and only requires Wick type renormalization
while the renormalization of T4

4 is more difficult and its limit is expected to be singular with respect to g.
The models T4

3 and T4
4 [RVT19] are also both super-renormalizable and were constructed and shown to be

Borel summable in [DR16] and [RVT19]. However, the technique used in these constructions seems to
break-down in d = 4, thereby not allowing for an exploration of the full subcritical regime. The model T4

5

is just-renormalizable and requires an additional counterterm λN∥ϕ∥4M4(T4) along with a wave-function
renormalization ZN . However, in contrast with Φ4

4, there is evidence [RV21] obtaining a non-Gaussian
limit for T4

5 might be possible.



INTRODUCTION 51

Another feature of the T4
d models that makes them seem more tractable is a topological constraint that

must be satisfied for a Feynman graph to be divergent, such graphs must be “melonic”. For the T3
4 and T4

4

models the melonic constraint plays a role in greatly simplifying the stochastic analysis approach to these
models. For T4

5 the melonic constraint imposes that the infinite collection of divergent Feynman graphs
in this model, when organized by the number of their edges, proliferate like trees instead of connected
graphs – in particular one could hope that perturbative formula for renormalization constants would be
summable for small coupling λ.

Finally, we mention that tensor field theories are not the only examples of toy non-local field theories
that have been investigated. For instance, Hartree type nonlinearities can be defined by substituting the
L4 norm with ∥ϕ2∥2

H−β/2 where for the Sobolev space H−β/2 one takes β ∈ (0, d). However, the Hartree
nonlinearity is closer to being a regularized version of the local product while the tensor field theory
nonlinearity behaves very differently from the local product in its renormalization. Another non-local
model which is closer to our setting and which has been shown to give a non-Gaussian limit in the
just-renormalizable case is the Moyal model [GW14].

2.1.2 Main results

Much of the earlier work on both local and non-local field theories constructs the limiting measures by
showing convergence of their moments as cut-offs are removed, using expansions and computations of
expectations under g. In the stochastic analysis approach one instead tries to prove convergence of a
limiting random field through a coupling to an underlying Gaussian field.

In this chapter we construct the T4
3 and T4

4 measures, employing two approaches – the first approach
is a Langevin-type dynamical stochastic quantization [PW81, GH21] while the other is a variational
approach introduced in [BG20] reminiscent of the Gibbs variational principle. The two approaches give
two independent ways of constructing the T4

3 and T4
4 measures.

We also study the local well-posedness theory of the limiting Langevin dynamic, but

2.1.2.1 Langevin dynamic

A natural Langevin dynamic for the Φ4
d model (2.1) is formally given by

∂tϕ = (∆− 1)ϕ− λϕ3 − aϕ+
√
2ξ , (2.7)

where ξ is a d-dimensional space-time white noise on a probability space (Ω,B,P) and now ϕ is also a
distribution over space and a new “fictitious” time t. When d ⩾ 2, (2.7) is a singular stochastic partial
differential equation – the roughness of the noise ξ prevents us from using classical arguments for local
well-posedness since ϕ belongs to spaces where ϕ3 is not well-defined. Local well-posedness for (2.7)
was first obtained for d = 2 in [DPD03] and was one of the first examples in combining probabilistic
estimates with path-wise analysis to solve a singular SPDE. The case d = 3 was much more difficult
and remained open until the development of more sophisticated path-wise methods such as regularity
structures and paracontrolled calculus [Hai14, CC13].

At a formal level, the Φ4
d measure should be invariant for the dynamic (2.7) and this can be made

rigorous for the regularized dynamic and measure. The corresponding Langevin dynamic for the T4
d

model is given (with λ = 1− a = 1) by

∂tϕ = (∆− 1)ϕ−N (ϕ, ϕ, ϕ) +
√
2ξ . (2.8)

where, ξ is as in (2.7) and, for f, g, h : Td × R→ R, we have

N (f, g, h)(x, t) def
=

d∑
c=1

N c(f, g, h)(x, t) , where
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N c(f, g, h)(x, t) def
=

∫
Td
f (χc(x, y), t)g(y, t)h(χ̄c(x, y), t) dy .

The regularized dynamic we study is given by

∂tϕ = (∆− 1)ϕ−ΠNN (ϕ, ϕ, ϕ) + aNϕ+
√
2ΠNξ , (2.9)

where ΠN = 1{|∇|∞ ⩽ N} projects onto Fourier modes k with |k|∞ ⩽ N and aN again refers to a
renormalization constant. Note if one takes ϱN = ΠN in (2.6) then the dynamic (2.9) keeps the ΠN
marginal of (2.6) invariant – see Remark 2.44.

To show solutions to (2.9) converge is writing, for N ≤ ∞, ϕ = + v where is an explicit, rough
(when N = ∞) 2 space-time stochastic process and v is the local in time solution to a better behaved
and locally well-posedness remainder equation involving renormalized stochastic objects. In d = 3, =
where is the space-time stationary solution to the linear problem (∂t + 1−∆) = ΠNξ, while in d = 4
the random field is given by (2.50).

By proving uniform in N energy estimates for the dynamic (2.9) at stationarity, we obtain the
following tightness result.

Theorem 2.1 For d = 3, 4, any p ∈ [1,∞), and any ϵ > 0, the family of measures (νN )N∈N satisfy

sup
N∈N

EνN [∥ϕ∥p
H− d−2

2 −ϵ(Td)
] <∞ , (2.10)

and it follows that the measures (νN )N∈N are tight on H− d−2
2

−ϵ(Td).
Moreover, for any subsequential limit ν, there exists a coupling (ϕ, ) of ν with the law of limiting

process (as described under (2.9)) such that, for any p ∈ [1,∞),

E[∥ϕ− (0, ·)∥p
L2(Td)

] <∞ . (2.11)

While the power counting of T4
4 resembles that of Φ4

3, it turns out we can bypass the use of more advanced
analytic theories for singular SPDE (such as the theory of regularity structures or paracontrolled calculus)
when proving the above energy estimates.

In fact, if one sets up the model with the dimension as a real parameter (say by changing the regularity
of the noise ξ or using fractional Laplacians) we conjecture that one can control the Langevin dynamic in
the in the entire subcritical / super-renormalizable regime without having to use more advanced singular
SPDE theory. In particular, we conjecture as one goes gets closer to the critical dimension d = 5, it
suffices to just include progressively more terms are included in the ansatz and perform “equation
re-injections” – we do not see this second issue for tightness in d ≤ 4 but it does appear in the d = 4
local well-posedness theory.

While the result proven in [RVT19] for T4
4 is stronger than ours, the machinery is heavier and it seems

unlikely that the arguments of [RVT19] generalize as easily to the full subcritical / super-renormalizable
regime.

Another way to use a Langevin dynamic to build a Euclidean quantum field theory measure is to
prove local and global well-posedness for arbitrary initial data of the same regularity class expected of
the measure along with long-time control of the measure. One can then treat the dynamic as a Markov
process use the coming down from infinity estimate to prove a Krylov-Bogoliubov argument. Our analysis
appears to be less suited for this approach, our main results in this direction are given below.

Theorem 2.2 Let d ∈ {3, 4}, then there exist a choice of the constants aN such that one has the N ↑ ∞
convergence of local (in time) solutions to (2.9) when the dynamic is started from (0) + C 3

2
−ϵ(Td). See

Theorem 2.7 and Proposition 2.52 for a precise statement.
Moreover, one has an L2-coming down from infinity bound for v(t) = ϕ(t)− (t) , see Proposition 2.33

for a precise statement.
2Note, while is rough when N = ∞, we do show it can be evaluated at fixed times.
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Note that we cannot start with arbitrary initial data in the expected regularity class of the solution which is
C−(d−2)/2−. Much of the improvement in regularity of the non-local product N (ϕ, ϕ, ϕ) versus the local
product ϕ3 appears to be probabilistic which limits our ability to deal with rough deterministic initial
data. However, with extra work one should be able to show that the limiting measure ν has a coupling of
the form (0) + C 3

2
−ϵ(Td) – in this case the above local well-posedness would allow one to start from the

dynamic from the invariant measure.
We also believe the local well-posedness result itself could be upgraded to allow initial data (0) +

L2(Td) (see Remark 2.35). With our L2-coming down from infinity result, this would mean the remainder
equation for v is globally well-posed in L2.

We do not pursue either of these directions in this article since our main focus is the construction
of the measure. Our main interest in presenting the proof of local well-posedness in (2.2) is presenting
a re-injection argument which we believe is of its own interest – it points to an important structural
feature of the T4

d Langevin dynamic that we believe could be leveraged to study this models entire
subcritical/super-renormalizable regime without using theories like regularity structures or paracontrolled
calculus (see Remark 2.36).

The following technical remark, which assumes some familiarity with Feynman diagrams in field
theory and perturbative tree expansions for singular SPDE, gives some intuition for why more advanced
singular SPDE tools are not needed for the T4

4 dynamic.

Remark 2.3 We first give more detail about the power counting for Feynman graphs in Φ4
d and T4

d. The
superficial degree of divergence of a Feynman graph G in the the local Φ4

d theory is given by

ωΦ4
d
(G) = d− (4− d)|V (G)| − d− 2

2
|Lext(G)| ,

where |V (G)| and |Lext(G)| denote the number of vertices and external edges of G. Recall that a graph G
with Lext(G) = n is called an n-point graph, and a graph G with Lext(G) = 0 is called a vacuum graph.
In the subcritical/super-renormalizable regime d < 4 only a finite number of graphs are superficially
divergent.

For Φ4
2, apart from the vacuum graphs, only the so-called tadpole graph (the one-vertex two-point

graph) is superficially divergent, while in three dimensions, the sunset graph and the snowball graph (the
two two-vertex two-point graphs) are superficially divergent.

Moreover, in the case of Φ4
3, the snowball graph does not require the introduction of a counterterm,

since it already contains a nested tadpole graph whose renormalized amplitude vanishes – that is since
the tadpole graph is exactly canceled by its renormalization, this same renormalization also cancels the
snowball graph. Therefore, in the local case, one only has to add two counterterms, one for the tadpole
and the other for the sunset.

The superficial degree of divergence of the T4
d theories is given by

ωT4
d
(G) = d− (5− d)|V (G)| − d− 3

2
|Lext(G)| − δ(G)− C(∂G) (2.12)

= ωΦ4
d−1

(G)− δ(G)− (C(∂G)− 1) ,

where C(∂G), the number of connected components of the boundary graph, and δ(G), the degree of the
graph which is a positive integer, are defined in Section 2.6. This power counting strongly suggests that
T4
d is to be compared with Φ4

d−1. However a difference with Φ4
d−1 is that (apart from the vacuum graphs)

only graphs G with δ(G) = 0 can be superficially divergent. Such graphs G are called melonic graphs.
The non-local vertex for T4

d is less symmetric than the local vertex, so in the non-local theory there are
many different Feynman graphs corresponding to the local tadpole, sunset, and snowball graphs. Some
of these are melonic, some of them are not - in particular there are tadpole and snowball type non-local
graphs that can be melonic but none of the sunset type non-local graphs are melonic. Another difference
in the non-local case is that the renormalized amplitude of the tadpole is no longer equal to zero (the
tadpole is no longer a completely local divergence since the vertex itself is non-local) which is why one



INTRODUCTION 54

has to add two counterterms, one for the (melonic) tadpole and the other one for the (melonic) snowball.
We summarise this in Figure 1 below.

tadpole snowball sunset

Φ4
3 ✓ ✗ ✓

T4
4 ✓ ✓ ✗

Tree E[ 2] E[ ] E[ ]

Figure 1: Comparison between the primary divergences of the Φ4
3 and T4

4 measures. The top row lists
divergent Feynman graphs and the bottom row lists the expectations of the stochastic trees that generate
these graphs in the dynamic picture.

The main takeaway is that the divergence , which is the significant non-local divergence of Φ4
3, does

not pose a problem for T4
4 and instead we must be careful with (which is not a problem in Φ4

3 if the
tadpole has already been renormalized). Since is “missing” a branch at the root rather than the top
internal vertex, we can use an analog of the Da Prato - Debussche argument.

2.1.2.2 The variational approach

Our second approach using the variational method of [BG20] proceeds by representing the Laplace
transform of the regularized and renormalized T4

3 and T4
4 measures as a stochastic control problem.

In this approach instead of introducing a time that corresponds to evolution under a Langevin dynamic
we instead introduce a time that represents scale.

− log Eνt[e
−f (ϕ)] = logZt + inf

u∈Ha

EP

[ ∥ t + It(u)∥4
M4(Td)

− at∥ t + It(u)∥2
L2(Td)

− bt
+f ( t + It(u)) + Ent(u)

]
where logZt is a constant uniformly bounded in t, Ha is a certain space of adapted random drifts
u : R⩾0 × Td → R which should be thought of as a shift of an underlying white noise process, I•(u) is
the corresponding shift of the free field process t, P is the law of the entire process ( t)t∈[0,T ], Ent(u) is a
relative entropy term which is a quadratic in u, and bt is a constant independent of f . This variational
representation can be used to obtain bounds on the Laplace transform of νt uniform in t, which gives the
following main result (proven at the end of Section 2.4).

Theorem 2.4 Let d ∈ {2, 3, 4}, ϵ > 0, and f : C− d−2
2

−ϵ(Td) → R have at most linear growth. Then,
uniform in t ⩾ 0 one has

Eνt[e
−f (ϕ)] ≲ 1 , (2.13)

Since the embedding C− d−2
2

−2ϵ ↪→ C− d−2
2

−ϵ is compact, the family (νt)t⩾0 is tight on

C− d−2
2

−2ϵ(Td).
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2.1.3 Notation and conventions

Given n ∈ N we write [n] = {1, . . . , n}. For Banach spaces (A, ∥ • ∥A) and (B, ∥ • ∥B), we write L(A,B)
for the Banach space of bounded linear operators A → B equipped with the operator norm:

∥L∥L(A,B) = sup
u:∥u∥A=1

∥L(u)∥B .

For any θ ∈ (0, 1], Banach space (B, ∥ • ∥B), and T ⩾ 0, we write CθTB
def
= Cθ([0, T ],B) for the

Banach space of θ-Hölder continuous functions from [0, T ] into B (with respect to the parabolic scaling)
and equip this space with the norm ∥ • ∥Cθ

TB
def
= ∥ • ∥CTB + ∥ • ∥

Ċ
θ
TB where

∥u∥CTB
def
= sup

t∈[0,T ]
∥u(t)∥B and ∥u∥Ċθ

TB
def
= sup

0⩽s,t⩽T
|t−s|⩽1

∥u(t)− u(s)∥B
|t− s| θ2

.

We write CTB for the Banach space of bounded continuous B-valued functions on [0, T ] with norm
∥ • ∥CTB.

For any d ⩾ 2 and x, y ∈ Rd we use the scalar product x · y =
∑d

c=1 xcyc, ℓ
2 norm |x| def

=
√
x · x,

ℓ∞ norm |x|∞ def
= maxi∈[d] |xi|, and the “bracket” norm ⟨x⟩ def

=
√
1 + x · x.

We often work on the torus Td = (R/2πZ)d and denote by | · |∞ the distance on Td induced by the
ℓ∞ norm on Rd. We also write, for N ∈ N, ZdN

def
= {k ∈ Zd : |k|∞ ⩽ N} = {−N, . . . , N}d.

For any spatial function u : Td → R, we use the (spatial) Fourier transform to define a function û on
Zd by setting

ûm ≡ Fx(u)(m) def
=

1

(2π)d

∫
Td
eıx·mu(x)dx ,

whose inverse is given by

u(x) = F−1
x (û)(x) =

∑
m∈Zd

e−ıx·mûm .

Note that we only perform Fourier transforms in space, and extend the above notation to space-time
functions u(x, t) by writing Fx(u(·, t))(m) = ûm(t).

The Littlewood-Paley blocks (∆j)j⩾−1 that we define in Appendix 2.G act in Fourier space by
multiplication with ∆̂j

m = 1[2−1,1)(2−j |m|∞) for i ⩾ 0, which is why for any sequence v : Zd → C we
introduce the notation ∑

m∼2i

vm
def
=
∑
m∈Zd

∆̂i
mvm =

∑
m∈Zd

1[2−1,1)(2
−j |m|∞)vm ,

with the usual understanding when i = −1.
For p, q ∈ [1,∞] and α ∈ R we denote by Bα

p,q(Td) the corresponding Besov spaces on Td – see

Appendix 2.G. In the special cases (p, q) = (∞,∞) and (p, q) = (2, 2) we denote by Cα def
= Bα

∞,∞ the

corresponding Hölder-Besov space and Hα def
= Bα

2,2 the Sobolev spaces. We denote the L2 pairing of two
functions u, v ∈ L2(Td) as

(u, v)L2(Td)
def
=

∫
Td
u(x)v(x)dx ,

often dropping the subscript L2(Td).
For c ∈ [d], we allow N c : (f, g, h) 7→ N c(f, g, h) to act on a function f (resp. h) depending only

on yc (resp. yĉ). When this is the case,N c(f, g, h)(x, t) is independent of xĉ (resp. xc), and we write that
f : Tc → R (resp. h : Td−1

ĉ → R).
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m

n

p

−(m+ n+ p)
x

ϕ
ϕϕ

Figure 2: Local vertices

We make frequent use of Kolmogorov estimates that reference various parameters p, T, ϵ where ϵ > 0
is an exponent drop to turn a statement in expectation into a pathwise one, p ∈ 2N is a degree of stochastic
integrability, and T ∈ (0, 1] is a finite time cut-off on the relevant process. It is always implied that
p, T > 0 can be taken arbitrarily large and ϵ > 0 arbitrarily small, with this only changing implicit or
explicit constants.

We introduce the shorthand I(•) def
= ∥ • ∥4

M4(Td)
for the tensor nonlinearity and, for c ∈ [d], write

Ic(•) def
= ∥ • ∥4

M4
c (Td)

. We fix ϵ > 0, which later will be taken sufficiently small, and write K(•) def
=

∥ • ∥2
H1−ϵ(Td)

for kinetic term (the Gaussian action).

For t ⩾ 0, we denote by Pt
def
= e−t(1−∆) the massive heat operator on Td, we view Pt as an operator

on functions / distributions over space. For nice enough space-time distributions F we write

L−1F (x, t) def
=

∫ t

0
Pt−s(F (·, s))(x)ds , L−1F (x, t) def

=

∫ t

−∞
Pt−s(F (·, s))(x)ds .

2.1.3.1 Some graphical notation

We use a variety of graphical representations in the article, some of which might be unfamiliar even if
one is familiar with diagrams in local field theories. A more careful explanation of our graphical notation
can be found in Section 2.6.2.

Suppose ϕ ∈ C∞(Td), and let us write ϕ̂m = ϕ̂(m) viewing the Fourier mode as an index. Then we
can write the local nonlinearity as

∥ϕ∥4L4 =
∑

m,n,p,q∈Zd

ϕ̂mϕ̂nϕ̂pϕ̂qδm+n+p+q,0 . (2.14)

In Figure 2 we draw the local ∥ϕ∥4L4 non / vertex as a diagram on the left (in Fourier space) and the
corresponding dynamical / stochastic vertex ϕ3(x) on the right (in direct space).

In Figure 2 the dashed lines on the left correspond to fields ϕ, and the vertex in the middle represents
the delta function imposed on the sum of incoming momentum from the dashed lines.

For c ∈ [d] and m ∈ Zd, we write mĉ = χc(m, 0). We have the following formula for the
monochrome nonlinearity of the non-local theory

Ic(ϕ) =
∑

m,n,p,q∈Zd

δmc,−ncδpc,−qcδmĉ,−qĉδnĉ,−pĉ ϕ̂mϕ̂nϕ̂pϕ̂q . (2.15)

The corresponding vertex for the non-local nonlinearity Ic(ϕ) is drawn on the left below (in Fourier
space) and we draw the dynamical / stochastic vertex N c(f, g, h)(x) on the right (in direct space). For
the picture on the right, we have labeled the dashed lines corresponding to fields f, g, h to clarify the
asymmetric nature of the vertex.

One way to introduce a diagrammatic approach for the tensor field theory is to start with the graphs
of the local theory and replace the local vertices of Figure 2 with the colored non-local vertices of
Figure 3 – we will call the result graphs tensor graphs.

Note that the non-local vertex has less symmetries than the local vertex, in particular a single Feynman
graph in the local theory gives rise to many different graphs in the non-local theory.
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cc

m

(−nĉ,−mc)n

(−mĉ,−nc) f

g h

cc

x

Figure 3: Non-local vertices

Definition 2.5 We define the melonic pairing of ϕ and ψ as N c(•, ϕ, ψ) – for ϕ, ψ ∈ C∞(Td), it can
be viewed as an operator C∞(Td) ∋ h 7→ N c(h, ϕ, ψ) ∈ C∞(Td) (which also acts naturally on
h ∈ C∞(Tc)). We draw a melonic pairing as

cc

ϕ ψ

Figure 4: The melonic pairing of ϕ and ψ

Similarly, N c(ϕ, ψ, •) is the non-melonic pairings of ϕ and ψ that acts on h ∈ C∞(Td) (and also
h ∈ C∞(Td−1

ĉ )) and N c(ϕ, •, ψ) is the exterior pairing that acts on h ∈ C∞(Td). Note that contrarily to
the melonic and non-melonic pairings, the exterior pairing can be extended to an operator C∞(Td) ∋
h 7→ N c(ϕ, h, ψ) ∈ D′(Td) for ϕ, ψ ∈ D′(Td).

We also talk about melonic pairings in the context of the particular pairings in Wick’s formula that lead to
divergences, this again refer to pairings that maximize the number of Wick pairings between terms sitting
in the second and third arguments of N c(•, •, •) – see the discussion above (2.17) and at the beginning of
Section 2.3.1.

Definition 2.6 Following the discussion in Figure 1, we define the primary divergent subgraphs for the
T4
4 measure. For c ∈ [d], M1,c is the melonic tadpole of color c and for c, c′ ∈ [d], c ̸= c′, M2,c,c′ is the

melonic snowball of colors c, c′. The color index can be dropped when the color of the graph is of no
importance. They are pictured as

c c

c c

c′ c′

M1,c

M2,c,c′

Figure 5: The two primary divergent graphs M1,c and M2,c,c′

2.2 Renormalization and local theory for dynamical T4
3

In this section we prove the following local (in both time and space) well-posedness result for the
parabolic stochastic quantization of the T4

d equation for d ∈ {2, 3}. This will also be a warm-up for
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describing some of the power-counting and stochastic estimates needed for tensor field theories before
we treat the T4

4 model.
Recall from the introduction that we define a regularized noise ξN

def
= ΠNξ where ΠN is the Fourier

multiplier that projects onto the Fourier modes of size lower or equal to N . We introduce the stationary
(in both space and time) process N over Td × R given by

N
def
=
√
2L−1ξN .

Theorem 2.7 For d = 2, 3, there exist constants aN such that one has uniform in N control of the
local in time solutions to (2.9) with initial condition of the form N (0) +ΠNv(0) with v(0) ∈ C 3

2
−ϵ. In

particular, using the ansatz ϕ = N + v for the equation with cut-off N , one has that v converges in
C([0, T̄ ), C 3

2
−ϵ(T3)) where T̄ ∈ (0,∞] is a random blow-up time.

As mentioned earlier, the local theory for the dynamical T4
3 is quite similar to that of dynamical Φ4

2,
and as in the latter model we will be able to apply a Da Prato - Debussche [DPD03] argument. The
idea of the argument is that limN↑∞ N = is rough, but explicit and Gaussian, while v is an inexplicit
remainder that should have better regularity. One then derives a remainder PDE for v involving Wick
powers/Hermite polynomials of (constructed via a probabilistic argument) and shows this PDE for v is
locally well-posed (with stability as the regularisation is removed).

We start with the following standard estimate.

Lemma 2.8 For any fixed T > 0 and ϵ > 0, N converges to a limit = ∞ in CTC−
d−2
2

−ϵ – see
Remark 2.80. Moreover, for any N ⩾ 0 and t1, t2 ∈ R⩾0,

E[ N (t1) N (t2)] = ΠN
P|t1−t2|

1−∆
. (2.16)

In particular, for fixed t and as a random field on Td, one has ∞(t) law= g.

In what follows we write N (c)
N

def
= ΠNN (c). A natural first question is how to renormalize NN ( N , N , N )

so it has a meaningful limit as N ↑ ∞. In Φ4
d the corresponding (Wick) renormalization is 3

N (z) 7→
3
N (z) − 3E[ 2

N (z)] N (z) which cancels the divergence E[ 2
N (z)] produced when any two of the three

copies of N Wick contract.
The product N is less symmetric, each choice of which two copies of N Wick contract, that is

NN (•, N , N ), NN ( N , •, N ) or NN ( N , N , •), should be treated differently. The second two terms are
well-defined without renormalization as N ↑ ∞ in any dimension d, while the first term is melonic – it is
well-defined for d = 2 but requires renormalization for all d ⩾ 3.

Our “Wick”, or tadpole, renormalization is given by setting, for any d ⩾ 2 and c ∈ [d],

C1,c
N (d) def

= E[N c
N (1, N (t), N (t))(x)] . (2.17)

Note that by stationarity C1,c
N (d) does not depend on (t, x). This is the renormalization constant shown in

the first column of Figure 11

Notation 2.9 Recall that we can view N c and N as either acting on functions/distributions over space
and returning a function over space, or acting on and producing functions/distributions over space-time.
We jump between the two viewpoints often.

We can then write the promised renormalized product by setting, for any ψ : Td → R,

N c
N (ψ, N , N )(x)− C1,c

N (d)ψ(x) . (2.18)
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Note that unlike the local Wick square 2
N (x)− E[ N (x)2], (2.18) may not have vanishing expectation

since we replaced ψ with 1 in (2.17). Unlike the local case, in (2.18) we are compensating a non-local3

divergence with a local counterterm. The next lemma is an instructive computation4 showing how the
renormalization cancellation in (2.18) works.

Lemma 2.10 For d ⩾ 2 and c ∈ [d], one has

C1,c
N (d) =

∑
mĉ∈Zd−1

N

1

⟨mĉ⟩2
.

In particular C1,c
N (d) is independent of c ∈ [d]. Writing

C1
N (d) def

=

d∑
c=1

C1,c
N (d) = dC1,c

N (d) , (2.19)

we have, for d ∈ {2, 3, 4} and any ψ, f ∈ C∞(Td),

sup
N∈N

E[(NN (ψ, N , N )− C1
Nψ)(f )2] <∞ , (2.20)

sup
N∈N

E[(NN ( N , ψ, N ))(f )2] ∨ E[(NN ( N , N , ψ))(f )2] <∞ .

We sometimes suppress d from the notation, just writing C1
N .

Proof. We start with (2.20), but we only sketch this bound in order to demonstrate the need for renor-
malization. We state more detailed estimates in Lemma 2.16, steps skipped over here can be reviewed
in the proof of that lemma. In what follows we sometimes drop N from our notation and write Fourier
variables as subscripts.

Thanks to hypercontractivity and orthogonality of the homogeneous Gaussian chaoses it suffices to
bound the second moments of projections onto each homogeneous chaos. We first deal withNN ( , ψ, ) =
NN ( , ψ, )(2) +NN ( , ψ, )(0) – superscripts indicate the Gaussian chaos. As in the local case, one does not
need renormalization to obtain uniform in N bounds on the highest chaos. Regarding the NN ( , ψ, )(0) –
the expectation of NN ( , ψ, ) – we have

N c
N ( (t), ψ, (t))(0)(x) =

∑
m∈Zd

N

e−ıx·m
∑
n∈Zd

ψ̂nE[̂ −mĉ,−nc(t)̂ −nĉ,−mc(t)]

=
∑
m∈Zd

N

e−ıx·m
∑
n∈Zd

ψ̂nδm,−n
1

⟨m⟩2

= ΠN (1−∆)−1ψ(x) ,

which is clearly well behaved as N ↑ ∞. Turning to NN ( (t), (t), ψ), we have

N c
N ( (t), (t), ψ)(0)(x) =

∑
m∈Zd

N

e−ıx·m
∑
n∈Zd

ψ̂−nĉ,−mcE[̂ −mĉ,−nc(t)̂ n(t)]

=
∑
m∈Zd

N

e−ıx·m
∑
n∈Zd

ψ̂−nĉ,−mcδmĉ,nĉ

ΠN (mĉ, nc)
⟨(mĉ, nc)⟩2

=
∑
m∈Zd

N

e−ıx·mψ̂−m
∑
nc∈Z

ΠN (mĉ, nc)
⟨(mĉ, nc)⟩2

,

3We recall that non-locality of Wick renormalization has important consequences for our model, see Remark 2.3
4In fact we don’t use Lemma 2.10 as we need more quantitative regularity estimates, see the sequel.
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which poses no problem as N ↑ ∞ since the sum over nc above is convergent. Now we turn to
NN (ψ, (t), (t)) where we see the need for renormalization.

N c
N (ψ, (t), (t))(0)(x) =

∑
m∈Zd

N

e−ıx·m
∑
n∈Zd

ψ̂−mĉ,−ncE[̂ n(t)̂ −nĉ,−mc(t)] (2.21)

=
∑
m∈Zd

N

e−ıx·m
∑
n∈Zd

ψ̂−mĉ,−ncδmc,nc

ΠN (nĉ,mc)
⟨(nĉ,mc)⟩2

=
∑
m∈Zd

N

e−ıx·mψ̂−m
∑

nĉ∈Zd−1

ΠN (nĉ,mc)
⟨(nĉ,mc)⟩2

.

Observe that in d ⩾ 3 the sum over nĉ becomes divergent when we take N ↑ ∞. We renormalize to
compensate this divergence, and since we want to accomplish this with a local counter-term we only
subtract the divergent term evaluated at mc = 0 rather cancelling the whole quantity above. Indeed,
subtracting C1,c

N ψ yields

N c
N (ψ, N , N )(0)(x)− C1,c

N ψ(x) =
∑
m∈Zd

N

e−ıx·mψ̂−m
∑

nĉ∈Zd−1

R1,c
N (χc(n,m)) , (2.22)

where
R1,c
N (m) def

=
ΠN (m)
⟨m⟩2 −

ΠN (mĉ)
⟨mĉ⟩2

. (2.23)

We see that (2.22) is uniformly bounded as we take N ↑ ∞ when d ⩽ 4.
Finally, the formula for C1

N in (2.19) directly comes from inserting ψ = 1 in (2.21) since the Fourier
transform of 1 is δm,0.

Remark 2.11 C1
∞ is finite when d = 2 and we see that the dynamic T4

2 model, while being singular5,
does not require renormalization. C1

N diverges like logN when d = 3 and like Nd−3 when d ⩾ 4.
Viewing C1

N as the analogue of the “Wick constant” in the local theory, this is consistent with the idea
that divergences in the T4

d model resemble those in the Φ4
d−1 model for d ∈ {3, 4, 5}.

We introduce some symbolic notation, writing, for N ∈ N,

N =
N

def
= N ( N , N , N )− C1

N N . (2.24)

In Lemma 2.12 we prove that, for d ∈ {3, 4}, N converges to a limiting distribution over space-time as
N ↑ ∞. Note that N is not in the homogeneous third Gaussian chaos associated to ξ, since only one of
the three Wick self-contractions is cancelled, and it is not even fully cancelled.

With this notation at hand, we are going to study the following regularized equation:

LϕN = −NN (ϕN , ϕN , ϕN ) + C1
NϕN +

√
2ξN , ϕN (0) = N (0) +ΠNv0 . (2.25)

Given that we can expect that the noise is the most singular term of the equation, in order to solve the
equation, we first have to perform an expansion around the solution to the linear equation, which is known
as the Da Prato-Debussche method. Let vN

def
= ϕN − N that solves

LvN =−NN (vN , vN , vN )−NN ( N , vN , vN )−NN (vN , N , vN ) (2.26)

−NN (vN , vN , N )−NN ( N , N , vN )−N ( N , vN , N )

− (NN (vN , N , N )− C1
NvN )− (NN ( N , N , N )− C1

N N ) ,

5N (ϕ, ϕ, ϕ) is not defined for ϕ ∈ C0− so the equation is indeed singular, but N ( , , ) can be constructed with a stochastic
estimate without any need for renormalization.
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with initial condition ΠNv0. In the rest of the section, the cut-offN is often suppressed from notation – for
instance we write N (v, , v) to denote NN (vN , N , vN ). However, all estimates in this section will be
uniform in N . We now state regularity estimates for the stochastic objects appearing in (2.26), all of our
proofs of stochastic estimates are deferred to Section 2.5.

Lemma 2.12 (Random fields 1) Let

N

def
= NN ( N , N , N )− C1

N (d) N . (2.27)

Then, for d ∈ {2, 3, 4}, p ∈ [1,∞),

sup
N∈N

E[∥
N
∥p
CT C− 3d−8

2 −ϵ(Td)
] <∞ . (2.28)

Moreover, one has convergence of the above object in the corresponding Lp(Ω) space as N →∞.

Remark 2.13 In (2.28) we see our non-local “Wick cube” has an improvement of regularity by 1 versus
the local/pointwise Wick cube. On the other hand, two of our non-local “Wick squares” see a regularity
gain of 1/2 versus the local product. More precisely, defining

c
N (xc, yc)

def
=

∫
Td−1

N (yĉ, yc) N (yĉ, xc)dyĉ − C1,c
N (d)δ(xc − yc) ,

c

N
(xĉ, yĉ)

def
=

∫
T
N (xĉ, yc) N (yĉ, yc)dyc ,

(2.29)

we have

sup
N∈N

E[∥ c
N∥p

CT C− 2d−5
2 −ϵ(T2)

] <∞ for d ≥ 2 ,

sup
N∈N

E[∥ c

N
∥p
CT C− 2d−5

2 −ϵ(T2d−2)
] <∞ for d ∈ {2, 3, 4} .

(2.30)

We present (2.30) to give intuition about the power-counting but in our main proofs we will use define
and control these “Wick squares” as random operators6, see Lemma 2.16

Notation 2.14 We often use a pictorial representation of the nonlinearity N (v, v, v) by writing v
vv . We

also often use the same notation for the mixed terms of v and the stochastic objects. For instance, we let
v v stand for N ( , v, v), v v for N ( , v, v), v

v for N (v, , v), v
v for N (v, v,X), v for N ( , , v), and

v for v . Exceptions to this convention are product for which we need renormalization, that is (2.27)

and also v = N (v, , )− C1v =
∑d

c=1

∫
T

c(xc, yc)v(xĉ, yc)dyc.

We can then rewrite (2.26) as

Lv = − v
vv − v v − v

v − v
v − v − v − v − , (2.31)

with initial condition v(0) = ΠNv0.

2.2.1 Random operators for T4
3

In d = 3, is of regularity −1
2− and, by (2.30), we see that and are of the same regularity, so

N ( , v, v) , N (v, , v) , N (v, v, ) , N (v, , )− C1v , and N ( , , v) (2.32)

are all well-defined in the limit as N ↑ ∞ as long as v can be taken to be of regularity better than 1
2 ,

and are of regularity at worst −1
2−. However, the term N ( , v, ) = v remains problematic. We get for

6Proofs for (2.30) are contained in our proofs of random operator bounds, see Sections 2.6.6.1 and 2.6.6.2
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free that the exterior product of two copies of the free field, denoted ⊗ , is well-defined without any
renormalization but we cannot assume regularity better than −1−. Feeding only this into a deterministic
argument would give v of regularity −1− which means the equation for v could only be solved in
CTC1−ϵ, but pairing v with ⊗ to obtain N ( , v, ) requires v of regularity better than 1.

The same issue is encountered in dynamical Φ4
3 where the product v is problematic – it requires

that v is of regularity greater than 1, which is hindered by the regularity −1− of . However we can
overcome this issue in T4

3 with much less work - since the roughness of the two free fields appearing is (in
law) isotropic, we could hope the integration in the non-local product v compensates their irregularity.

We make this intuition rigorous by promoting ⊗ to a random operator, and viewing v as this random
operator acting on v. To simplify our presentation we write all the mixed terms in (2.32) as random
operators.

Definition 2.15 Given G ∈ C∞(R⩾0 × Td) and J ⊂ [d], we define operators GJ : C∞(R⩾0 × TĴ )→
C∞(R⩾0 × TJ ), where Ĵ = [d] \ [J], by setting

GJN (f )(t, yJ ) def
=

∫
TĴ
G(t, yJ̄ , yJ )f (yJ̄ )dyJ̄ . (2.33)

For the case of c ∈ [d] we also write Gc = G{c} and Gĉ = G[d]\{c}. We write J
N , c

N , and ĉ
N for the

above convention applied with G = N .

Lemma 2.16 (Random operators 1) Let p ∈ [1,∞).
For any d ⩾ 2, 0 ≤ k ≤ d, J ⊂ [d] with |J | = k, and α > d−k−2

2 ,

sup
N∈N

E[∥ JN∥pL(CTHα(Td−k),CT Cβ−ϵ(Tk))
] <∞ with β = min (− k−2

2 , α− d−2
2 ) . (2.34)

We also define, for any c ∈ [d], the three random operators

c
N (f ) def

= N c
N (f, N , N )− C1,c

N (d)f , for f : R⩾0 × Tc → R ,
c

N
(f ) def

= N c
N ( N , N , f ) , for f : R⩾0 × Td−1

ĉ → R ,

•

N
(f ) def

= NN ( N , f, N ) , for f : R⩾0 × Td → R .

(2.35)

Then, in any dimension d ⩾ 2, for all c ∈ [d] and α > d−3
2 ,

sup
N∈N

E[∥ c

N
∥pL(CTHα(Td−1),CT Cβ−ϵ(Td−1))

] <∞ with β = min (− d−3
2 , α− 2d−5

2 ) ,

sup
N∈N

E[∥ •
N
∥pL(CTHα(Td),CT Cβ−ϵ(Td))

] <∞ with β = min (− d−3
2 , α− (d− 2)) . (2.36)

Finally, for d ∈ {2, 3, 4}, c ∈ [d], and α > −1
2 ,

sup
N∈N

E[∥ c
N∥pL(CTHα(T),CT Cβ−ϵ(T))] <∞ with β = min (12 , α− 2d−5

2 ) . (2.37)

Moreover, one has convergence of the above objects in the corresponding Lp(Ω) spaces as N →∞.

Notation 2.17 We again omit the superscript c on c and
c

when the color c is being summed, for
instance =

∑
c∈[d]

c
. Overloading the notation, we will also write

∥ ∥L(CTHα(T),CT Cβ−ϵ(T)) = max
c∈[d]
∥ c∥L(CTHα(T),CT Cβ−ϵ(T)) ,

∥ ∥L(CTHα(Td−1),CT Cβ−ϵ(Td−1)) = max
c∈[d]
∥ c∥L(CTHα(Td−1),CT Cβ−ϵ(Td−1)) ,

∥ (k)
N ∥L(CTHα(Td−k),CT Cβ−ϵ(Tk)) = max

J⊂[d], |J |=k
∥ JN∥L(CTHα(Td−k),CT Cβ−ϵ(Tk)) .
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Remark 2.18 In Remark 2.13 we claim that and see a +1/2 regularizing effect versus in the
local theory. However, we are only able to obtain stochastic regularisation of the non-local product
N (f, g, h) when two consecutive arguments of N – that is (f, g) or/and (g, h) – are explicit stochastic
objects. We don’t obtain a stochastic regularization effect for • which makes this term more difficult in
d = 4, more so than or – see Remark 2.32.

2.2.2 Closing the fixed point problem

We now formulate (2.31) as a fixed point problem in CTC
3
2
−. We will use the following deterministic

estimates on our nonlinearity.

Notation 2.19 At this point of the article we will start presenting deterministic estimates that will also be
useful to apply when is replaced by the more complicated ansatz we use when d = 4. For this reason,
we extend our definitions of random fields and random operators and corresponding norms (for instance,
(2.35) along with Notations 2.14 and 2.17) to the situation where all instances of the cut-off are replaced
by a cut-off of an unknown random field . However, we eventually finalize the definition of in our main
proof and the statements of our main theorems for the Langevin dynamic setting – choosing = when
d ∈ {2, 3} and being given by (2.50) when d = 4.

Note that in our definition of renormalized quantities such as c and c , we use the same (dimension-
dependent) renormalization constants whether we are working with or .

Lemma 2.20 Let d ∈ {3, 4}. Let , v :∈ C∞(R⩾0 × Td). We then have the following estimates

∥ v v ∥
CT C− 1+ϵ

2
≲ ∥ (d−1)∥

L(CTH
3
2−3ϵ(T),CT C− 1

2− ϵ
4 (Td−1))

∥v∥CTL∞∥v∥
CT C

3
2−2ϵ , (2.38)

∥ v
v ∥

CT C− 1+ϵ
2

≲ ∥ (1)∥
L(CTH

3
2−3ϵ(Td−1),CT C− 1

2− ϵ
4 (T))
∥v∥CTL∞∥v∥

CT C
3
2−2ϵ , (2.39)

∥ vv ∥
CT C− 1+ϵ

2
≲ ∥ (1)∥

L(CTH
3
2−3ϵ(Td−1),CT C− 1

2− ϵ
4 (T))
∥v∥CTL∞∥v∥

CT C
3
2−2ϵ , (2.40)

∥ v ∥
CT C− 1+ϵ

2
≲ ∥ ∥

L(CTH
3
2−3ϵ,CT C− 1

2− ϵ
4 )
∥v∥

CT C
3
2−2ϵ , (2.41)

∥ v ∥
CT C− 1+ϵ

2
≲ ∥ ∥

L(CTH
3
2−3ϵ,CT C− 1

2− ϵ
4 )
∥v∥

CT C
3
2−2ϵ . (2.42)

Remark 2.21 The 2ϵ’s in the regularity of v in the RHS are here for convenience, for a reason that will
become clear when we study T4

4.

Proof. We only prove the inequalities for one term quadratic in v, v v , and one term linear in v, v . The

proofs for the three other terms are very similar (taking into account the renormalization in v ) and left
to the reader. These bounds rely on the random operators estimates from Lemma 2.16 as well as the
bilocal Sobolev embeddings given in Appendix 2.G.1, equations (2.122) and (2.122).

We first prove (2.38). Using the embedding L∞
xcC

− 1
2
− ϵ

4
xĉ ↪→ C−

1+ϵ
2

xc,xĉ given in (2.123), we have

∥ v v ∥
CT C− 1+ϵ

2
≲

d∑
c=1

∥N c( , v, v)(xc, xĉ)∥
CT C

− 1+ϵ
2

xc,xĉ

≲
d∑
c=1

∥N c( , v, v)(xc, xĉ)∥
CTL∞

xc
C
− 1

2− ϵ
4

xĉ

≲ ∥v∥CTL∞

d∑
c=1

∥ (v(·, yĉ))(xĉ)∥
CTL∞

yĉ
C
− 1

2− ϵ
4

xĉ

.

Here, we can use the estimate (2.34) on the random tensor (d−1):

∥ v v ∥
CT C− 1+ϵ

2
≲ ∥ (d−1)∥

L(CTH
3
2−3ϵ,CT C− 1

2− ϵ
4 )
∥v∥CTL∞∥v(yc, yĉ)∥

CTL∞
yĉ

C
3
2−3ϵ
yc

.
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Finally, we can conclude using the embedding C
3
2
−2ϵ

yc,yĉ ↪→ L∞
yĉ
C

3
2
−3ϵ

yc (2.121).

Let us now deal with (2.41). Once again, using the embedding L∞
xcC

− 1
2
− ϵ

4
xĉ ↪→ C−

1+ϵ
2

xc,xĉ yields:

∥ v ∥
CT C− 1+ϵ

2
≲

d∑
c=1

∥N c( , , v)(xc, xĉ)∥
CT C

− 1+ϵ
2

xc,xĉ

≲
d∑
c=1

∥N c( , , v)(xc, xĉ)∥
CTL∞

xc
C
− 1

2− ϵ
4

xĉ

≲
d∑
c=1

∥ c
(v(xc, ·))(xĉ)∥

CTL∞
xc

C
− 1

2− ϵ
4

xĉ

.

Using (2.54), we have

∥ v ∥
CT C− 1+ϵ

2
≲ ∥ ∥

L(CTH
3
2−3ϵ,CT C− 1

2− ϵ
4 )
∥v(xc, yĉ)∥

CTL∞
xc

C
3
2−3ϵ
yĉ

,

and we can conclude using (2.121).

Define (XLD
f,3)N to the tuple of all the random fields defined in Lemma 2.12 and (XLD

o,3 )N to be the
tuple of all the random operators defined in Lemma 2.16, both taken at the same N ∈ N⊔ {∞}We again
often suppress N from the notation.

We define our enhanced noise in d = 3, XLD
3 = XLD

f,3 ⊔ XLD
o,3 to be the concatenation of these tuples.

It is an element of the product of the Banach spaces in which the random fields and random operators
live. In particular, for T > 0 we introduce the following norm7:

∥XLD
3 ∥T = max

(
max
τ∈XLD

f,3

∥τ∥CT Cβτ−ϵ , max
τ∈XLD

o,3

∥τ∥L(CTHατ ,CT Cβτ−ϵ)

)
, (2.43)

where for any stochastic object τ , ατ and βτ are the inner and outer regularities of τ as stated in
Lemmas 2.12 and 2.16. The stochastic estimates in the above mentioned lemmas imply that, for any
T <∞, and for any 1 ≤ p <∞, XLD

3 converges as N →∞ in the stochastic space Lp(Ω; ∥ · ∥T ).

Notation 2.22 Note that in the discussion around (2.43) we are badly overloading notation by using the
same sets and symbols to denote indexing set of a tuple and the actual components of the tuple – we do
this to keep notation to a minimum since the meaning should be clear.

We writeA ≲XLD
3

B whenever there exists two positive constants C and c such thatA ⩽ C∥XLD
3 ∥c1B.

With this notation, we have the following proposition.

Proposition 2.23 For any v0 ∈ C
3
2
−ϵ(T3), there exists random time T̄ ∈ (0, 1] such that equation

(2.31) with initial condition v(0) = ΠNv0 admits a unique solution v converging as N ↑ ∞ in
C([0, T̄ ), C 3

2
−ϵ(T3)). If T̄ < 1, then we have limt↑T̄ ∥v(t)∥

C
3
2−ϵ = ∞. Moreover, if T < T̄ , the

solution on [0, T ] depends continuously on x and on the enhanced noise set XLD
3 (w.r.t the topology of

∥ · ∥T ).

Proof. We write the mild formulation of (2.31) as a fixed point map for the map

Ξ(v) = Ptx−
∫ t

0
Pt−s( v

vv
+ v v + v

v
+

v
v + v + v + v − )(s)ds .

It suffices to show that Ξ is a contraction mapping a ball in CTC
3
2
−ϵ to itself. We first argue that, for any

given R > 0, one can take T ∈ (0, 1] small enough to make Ξ a well-defined contraction on the ball of
radius R in CTC

3
2
−ϵ. Let v1, v2 ∈ CTC

3
2
−ϵ with ∥v1∥

CT C
3
2−ϵ , ∥v2∥CT C

3
2−ϵ ≤ R. Throughout this proof

we write v = v1 − v2.
7Technically a semi-norm, but in practice we will only work with these objects up to the given time T
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By the Schauder estimate (2.120), one has

∥Ξ(v1)−Ξ(v2)∥
CT C

3
2−ϵ ≲ T

ϵ
4 ∥ v

vv
+ v v + v

v
+

v
v + v + v + v ∥

CT C− 1+ϵ
2
.

For the first term v
vv
= N (v, v, v), we have

∥ v
vv ∥

CT C− 1+ϵ
2

≲ ∥ v
vv ∥CTL∞ ≲ ∥v∥3CTL∞

≲ (1 + ∥v1∥2
CT C

3
2−ϵ

+ ∥v2∥2
CT C

3
2−ϵ

)∥v1 − v2∥
CT C

3
2−ϵ . (2.44)

Using (2.38)- (2.42) for the mixed terms, we obtain

∥ v v + v
v
+

v
v + v + v ∥

CT C− 1+ϵ
2

≲XLD
3

(1 + ∥v∥CTL∞)∥v∥
CT C

3
2−ϵ

≲XLD
3

(1 + ∥v1∥
CT C

3
2−ϵ + ∥v2∥CT C

3
2−ϵ)∥v1 − v2∥CT C

3
2−ϵ ,

Finally, by the random operator estimate (2.37),

∥ v ∥
CT C− 1+ϵ

2
≲ ∥ • ∥

CTL(H
3
2−ϵ,C− 1+ϵ

2 )
∥v1 − v2∥

CT C
3
2−ϵ .

We have thus obtained that

∥Ξ(v1)− Ξ(v2)∥
CT C

3
2−ϵ ≲XLD

3
T

ϵ
4 (1 + ∥v1∥2

CT C
3
2−ϵ

+ ∥v2∥2
CT C

3
2−ϵ

)∥v1 − v2∥
CT C

3
2−ϵ .

Our contractive estimate follows from taking T < 1 small enough, depending only on R and ∥XLD
3 ∥1.

By a standard modification of the above argument that one can take R > 0 sufficiently big, depending
only on ∥v0∥C 3

2−ϵ , so that Ξ maps the ball of radius R in C1C
3
2
−ϵ to itself.

The Banach fixed point theorem then gives us an existence time T depending only on ∥v0∥C 3
2−ϵ and

∥XLD
3 ∥1. Existence up to time to the time T̄ and blow up if T̄ < 1 then follows by a standard iteration

argument. Continuity in the data (both the initial data and XLD
3 up to time 1) follows along similar lines

to our contractive estimate. The convergence as N ↑ ∞ follows from convergence of the stochastic data
and ΠNv0.

2.3 Renormalization and analysis of dynamical T4
4

In this section we cover the renormalization of T4
4 and also give results on energy estimates and local

well-posedness.
We now give an overview of the issues that appear in d = 4. While writing ϕ = + v was enough for

d = 3, in d = 4 such a remainder v would not have positive regularity – the purely stochastic term in
(2.31) is of regularity −2−.

There are three main arguments that appear in this section.

• We can remove the term by doing a second term in our ansatz for ϕ given by L−1 , this
introduces new stochastic nonlocal products of the form N (•, ,L−1 ) and reveals to us the need
to introduce a second renormalization constant (see Lemma 2.25).
• Even after we introduce this additional renormalization to control these new products, we will see

the renormalized products of the form × × L−1 have regularity −1−. This turns out to be
a problem for our L2 estimates used for tightness since the pairing of this object with v requires
more regularity from v than is given by its H1 norm – this good term only lets us to pair v with
something of regularity −1+ see the proof of (2.130). To overcome this we introduce a third
term in our ansatz (see (2.49)) after which the remaining purely stochastic terms are of regularity
−1/2−.



RENORMALIZATION AND ANALYSIS OF DYNAMICAL T4
4 66

• We have one more challenge for local well-posedness, the estimate (2.36) in d = 4 shows that if
v is of regularity α ∈ (12 ,

3
2 ), then L−1N ( , v, ) is of regularity α − ϵ for ϵ > 0, so that one can

not close the fixed point. This is why we also reinject the remainder equation into itself to make
it a well-posed remainder equation (see the discussion at the beginning of Section 2.3.5, and in
Remark 2.51).

The second and third item below are mostly arguments for the deterministic part of the analysis,
while we will see we can avoid the use of regularity structures or paracontrolled calculus, the third item
shows we will need more complicated expansions for local well-posedness than we need in order to prove
energy estimates. Since our main interest here is using energy estimates on the dynamic at stationary to
prove tightness of cut-off T4

4 measures, we’ll discuss energy estimates first and afterwards study local
well-posedness.

While we do not use our local well-posedness to construct any measure, the difficulties that we
encounter in this result also appear when trying to prove energy estimates in dimensions d ∈ (4, 5),
therefore we still include the argument for local well-posedness for T4

4 as it sheds light on how the
behavior of subcritical T4 differs from that of T4

4.

2.3.1 Snowball renormalization and stochastic objects

The second term of our ansatz is given in the following lemma.

Lemma 2.24 Define

N

def
= L−1

N .

Then is stationary in space and time, and, for p ∈ [1,∞), verifies

sup
N∈N

E[∥
N
∥p
CT C−ϵ(T4)] <∞ . (2.45)

Moreover, one has convergence of the above object in the corresponding Lp(Ω) space as N →∞.

Since we are subtracting both and from the solution, we must controll cross terms mixing and .
Indeed, it turns out that nonlinearities of the form N (•, , ) or N (•, , ) are divergent. We introduce a
second renormalization constant to compensate the divergence caused by the melonic pairings of with

, this renormalization is shown in the second column of Figure 2.3.
We now make precise what we mean by the contribution from the melonic pairing. We write

E[N c(ϕ, , c′)] = E(1234)[N c(ϕ, 1,L−1(N c′( 2, 3, 4)− C1,c′ 2))]

= E(12)(34)[N c(ϕ, , c′)] + E(13)(24)[N c(ϕ, , c′)] + E(14)(23)[N c(ϕ, , c′)] ,

In the first equality above we view the four instances of the white noise as four different random variables
(distinguished by their superscripts) that are almost surely equal. In the second equality, we work with two
independent copies of the white noise – in E(12)(34) we have ξi = ξj almost surely for (ij) ∈ {(12), (34)}
but ξ1 / ξ2 is independent of ξ3 / ξ4. The notation E(13)(24) is defined analogously – the second equality is
then just a cumbersome way to write Wick’s rule. The term with subscript (12)(34) above is the melonic
part of E[N c(ϕ, , c′)].

We then define, for d ⩾ 2 and c ∈ [d],

C2,c
N (d) def

= E(12)(34)[N c
N (1, N (t),

N
(t))(x)] + E(12)(34)[N c

N (1,
N

(t), N (t))(x)] , (2.46)

where for the second term we are using the convention

E(12)(34)[N c
N (ϕ,

N
(t), N (t))(x)] = E(12)(34)[N c(ϕ,L−1(N c′( 2, 3, 4)− C1,c′ 2), 1)] .



RENORMALIZATION AND ANALYSIS OF DYNAMICAL T4
4 67

Note that both terms on the RHS of (2.46) are equal. Moreover, by stationarity C2,c
N (d) does not depend

on (t, x). The renormalized products are given by setting for any function ψ of space,

N c
N (ψ, N , N

)− 1

2
C2,c
N (d)ψ and N c

N (ψ,
N
, N )− 1

2
C2,c
N (d)ψ .

Lemma 2.25 For d ⩾ 2 and c ∈ [d],

C2,c
N (d) =

∑
c′ ̸=c

∑
mĉ∈Zd−1

N

∑
nĉ∈Zd−1

1

⟨mĉ⟩4
R1,c′

N (χc
′
(n,m)) ,

where R1
N is as defined in equation (2.23). Unlike C1,c

N , C2,c
N (d) does depend on c. Writing

C2
N (d) def

=
d∑
c=1

C2,c
N (d) , (2.47)

we have, for d ∈ {2, 3, 4} and any ψ, f ∈ C∞(Td),

sup
N∈N

E[(NN (ψ, N , N
)− 1

2
C2
Nψ)(f )2] <∞ ,

sup
N∈N

E[(NN (ψ,
N
, N )− 1

2
C2
Nψ)(f )2] <∞ .

Moreover, the same statement holds for the four other ways of substituting ψ, N and into NN (with no
renormalization). We sometimes suppress d from the notation, just writing C2

N .

Proof. Let us pause one moment to prove that C2 indeed renormalizes products of the formN (ψ, , ) and
N (ψ, , ). This will be the occasion to verify that it is correctly defined, and that its second expression
is correct. In the proof, to lighten the notations, we drop the dependence of the stochastic objects in N .
Let us start from

E[N c
N (ψ, (t), (t))(x)]

=
∑

m,n∈Zd
N

e−ıx·mψ̂−mĉ,−ncE[ ˆ
n

(t)̂ −nĉ,−mc(t)]

=
∑

m,n,p∈Zd
N

d∑
c′=1

e−ıx·mψ̂−mĉ,−nc

∫ t

−∞
ds e−(t−s)⟨n⟩2

E[(̂ pĉ′ ,nc′ (s)̂ −p(s)̂ nĉ′ ,pc′ (s)− C1,c′

N n̂(s))̂ −nĉ,−mc(t)]

=
∑

m,n,p∈Zd
N

d∑
c′=1

e−ıx·mψ̂−mĉ,−nc

∫ t

−∞
ds e−(t−s)⟨n⟩2(A1 + A2 + A3) ,

We expand the expectation as the sum of three terms A1, A2 and A3 according to whether the fourth noise
contracts with respectively third one, the second one, or the first one. A1 corresponds to the melonic part
of the expectation and includes the counterterm C1,c′ . More explicitly,

A1 = δnc,mcδpc′ ,nc′
e−(t−s)⟨n⟩2

⟨n⟩2
(
ΠN (pĉ′ , nc′)
⟨(pĉ′ , nc′)⟩2

− ΠN (pĉ′)
⟨pĉ′⟩2

)
,

while A2 and A3 are given by

A2 = δp,−nδnc,mc

e−(t−s)⟨n⟩2

⟨n⟩4 , A3 = δpĉ′ ,nĉ′ δnc,mc

e−(t−s)⟨n⟩2

⟨n⟩2
ΠN (nĉ′ , pc′)
⟨(nĉ′ , pc′)⟩2

.
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The contributions from A2 and A3 are convergent while A1 gives

∑
m∈Zd;nĉ,pĉ′∈Zd−1

ΠN (nĉ,mc)
d∑

c′=1

e−ıx·mψ̂−m

∫ t

−∞

e−(t−s)⟨(nĉ,mc)⟩2

⟨(nĉ,mc)⟩2
R1,c′

N (χc
′
(p, n))

=
1

2

∑
m∈Zd;nĉ,pĉ∈Zd−1

d∑
c′=1

e−ıx·mψ̂−m
ΠN (nĉ,mc)
⟨(nĉ,mc)⟩4

R1,c′

N (χc
′
(p, n)) .

As we did with the first renormalisation, we only subtract the value of the divergent expression at zero
external Fourier mode, that is mc = 0, since this is sufficient in order to obtain a convergent expression.
Thus, the quantity we subtract from E[N c

N (ψ,
N

(t), N (t))(x)] is given by

1

2
ψ(x)

∑
nĉ∈Zd−1

N

∑
pĉ∈Zd−1

d∑
c′=1

1

⟨nĉ⟩4
R1,c′

N (χc
′
(p, n)) .

Here, we can observe that when c′ = c, R1,c′

N is evaluated at (pĉ′ , 0) and we recall from (2.23) that
R1,c′

N (pĉ′ , 0) = 0. This means that the first renormalization totally renormalizes the melonic product of
times c = L−1(N c( , , )− C1,c ). Therefore, we have finally obtained that

E(12)(34)[N c
N (ψ,

N
(t), N (t))(x)] =

1

2
C2,c
N ψ(x) +O(1) ,

where the quantity O(1) is a convergent sum uniformly in N , while the non melonic part involving
E(13)(24) and E(14)(23) is finite. The computations for E[N c

N (ψ, N (t),
N

(t))(x)] are similar. Finally,
setting ψ = 1 proves (2.47).

Inspired by the previous discussion, we define for d ⩾ 4 and c, c′ ∈ [d], c ̸= c′ the second renormalized
amplitude:

R2,c,c′

N (m,n) def
=
1

2

(
ΠN (m)
⟨m⟩4 −

ΠN (mĉ)
⟨mĉ⟩4

)
R1,c′(n) .

The renormalized melonic pairing
∑

n∈Zd ψ̂−mĉ,−ncE[ ˆ
n

(t)̂ −nĉ,−mc(t)]− 1
2C

2ψ̂m (as well as its coun-
terpart with and switched) thus contains

ψ̂m
∑

nĉ∈Zd−1

∑
pĉ∈Zd−1

∑
c′ ̸=c

R2,c,c′

N (χc(n,m), χc
′
(p, n)) .

We denote its value at N =∞ by R2,c,c′(m,n) def
= R2,c,c′

∞ (m,n).

Remark 2.26 C2
∞ is finite when d = 3 so we didn’t encounter it in Section 2.2. C2

N diverges like logN
when d = 4, while it diverges like N2d−8 for d ⩾ 5.

With the second renormalization constant C2
N defined, our regularized and renormalized Langevin

dynamic for T4
4 is given by

LϕN = −NN (ϕN , ϕN , ϕN ) + (C1
N − C2

N )ϕN +
√
2ξN . (2.48)

We now give the third contribution to our ansatz along with a stochastic estimate.
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Lemma 2.27 (Random fields 2) Let

N

def
=(NN (

N
, N , N )− C1

N (d)
N
) + (NN ( N , N

, N ) +NN ( N , N , N
)− C2

N (d) N ) ,

and

N

def
= L−1

N
, (2.49)

which is stationary in space and time. Then, in d = 4, for p ∈ [1,∞)

sup
N∈N

E[∥
N
∥p
CT C−1−ϵ(T4)] <∞ and sup

N∈N
E[∥

N
∥p
CT C1−ϵ(T4)] <∞ .

Moreover, one has convergence of the above objects in the corresponding Lp(Ω) spaces as N →∞.

We now introduce the total ansatz needed for us to solve the T4
4 dynamic, it is given by

def
= − + . (2.50)

Note that is stationary in space and time. The term is the roughest term in and so one expects and
to have the same path-wise regularity. However, for probabilistic estimates, is a more complicated

non-Gaussian object.
Below we adopt much of the same notation from Section 2.2 but where we replace instances of

with , for instance writing (k), , and • – see Lemma 2.31 for explicit formula. We also define the
random field

N
def
= NN ( N , N , N )− (C1

N − C2
N ) N .

They share the regularity properties of (k), , , • and stated in Lemmas 2.12 and 2.16. In particular,
we recall that in d = 4, is of regularity −2−.

Notation 2.28 In the end of the present section, we again use the pictorial notations introduced in the
three dimensional case. In particular, recall that v stands for N (v, , ) − (C1 − C2)v and that we
systematically drop the dependencies in N .

Shifting the unknown by and introducing v = vN
def
= ϕN − N in (2.48) gives

Lv = − v
vv − v v − v

v − v
v − v − v − v − S , v(0) = ΠNv0 , (2.51)

where the S is a purely stochastic random field that does not involve v, it is of the form

SN def
= N − N +

N

= (NN (
N
, N , N )− C1

N
N
) + (NN (

N
, N , N

)− 1

2
C2
N N

) +NN ( N , N ,
N

) + 20 terms .

S consists of purely stochastic objects that contains at least seven instances of the noise, for that reason we
call it the “septic” object, Lemma 2.29 below shows that S will not need any additional renormalization.

Lemma 2.29 (Random fields 3) In d = 4 and for p ∈ [1,∞),

sup
N∈N

E[∥SN∥p
CT C− 1

2−ϵ(T4)
] <∞ .

Moreover, one has convergence of the above object in the corresponding Lp(Ω) space as N →∞.
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Remark 2.30 The regularity estimate we obtain for S is worse than what would expect from a direct
power counting argument, see Notation 2.65. The reason is analogous to the standard fact that in
deterministic estimates, objects of positive regularity don’t give a gain in product estiamtes - recall that
for f ∈ Cα and g ∈ Cβ with α < 0 < −α < β, one has fg ∈ Cα, there is no gain from β. Similar things
happen with our non-local product, and we will not get a gain from objects like which are positive
regularity in d = 4.

In regularity structures, one can work with a power counting that does see this gain by working
with generalized increments of objects of positive regularity but translating this to our non-local setting
is unclear. We deal with this issue by mixing stochastic and deterministic estimates, see the proof of
Lemma 2.29 in Section 2.6.7.2.

As mentioned in the introduction, we point out that the remainder equation (2.51) involves only
stochastic objects that are well-defined in the N →∞ limit and no renormalization constants. This is
in contrast with dynamic Φ4

3 where, regardless of how far one goes in the perturbative ansatz, one will
always see a term CN v where v is again the remainder and CN is a divergent renormalization constant.
While this difference makes it possible to use more classical machinery to solve (2.51) versus what is
needed it for Φ4

3, the argument is still not completely straightforward – see Remark 2.32 below.

2.3.2 Random operators for T4
4

As in d = 3, we view the mixed terms in (2.51) as random operators acting on the solution.

Lemma 2.31 (Random operators 2) Let k ∈ [3] and c ∈ [4]. The random operators made with the
rough shift are defined as

(k)
N (f ) def

=

∫
T4−k

N (·, y)f (y)dy , for f : R⩾0 × T4−k → R ,

c
N (f ) def

= N c
N (f, N , N )− (C1,c

N − C2,c
N )f , for f : R⩾0 × Tc → R ,

c

N
(f ) def

= N c
N (f, N , N ) , for f : R⩾0 × T3

ĉ → R ,

•

N
(f ) def

= NN ( N , f, N ) for f : R⩾0 × T4 → R .

Then, in d = 4, for all α > 2−k
2 ,

sup
N∈N

E[∥ (k)
N ∥

p

L(CTHα(T4−k),CT Cβ−ϵ(Tk))
] <∞ with β = min(−k−2

2 , α− 1) . (2.52)

Moreover, in d = 4, for all c ∈ [4] and α > 0,

sup
N∈N

E[∥ c
N∥pL(CTHα(T),CT Cβ−ϵ(T))] <∞ with β = min(0, α− 3

2 ) . (2.53)

Finally, in d = 4, for all p ∈ [1,∞), c ∈ [4], and α > 1
2 ,

sup
N∈N

E[∥ c

N
∥pL(CTHα(T3),CT Cβ−ϵ(T3))] <∞ with β = min(−1

2 , α− 3
2 ) , (2.54)

sup
N∈N

E[∥ •
N
∥pL(CTHα(T4),CT Cβ−ϵ(T4))] <∞ with β = min(−1

2 , α− 2) . (2.55)

Moreover, one has convergence of the above objects in the corresponding Lp(Ω) spaces as N →∞.

Remark 2.32 Lemmas 2.20 and 2.31 control the mixed terms v
v , v

v , v v , v and v in C− 1
2
−ϵ if v

is of regularity 3
2 − ϵ. However, v remains problematic. Regardless of our assumption on the regularity

of v, the best regularity estimate we can hope for v is −1
2−, which means we can not expect v to better
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than 3
2 − ϵ. However, if v ∈ C 3

2
−ϵ, then v ∈ C− 1

2
−2ϵ, and the argument never closes. This term in the

T4
4 dynamic requires a bigger departure from the approach we used for T4

3, in that sense it is analogous to
the product v in dynamical Φ4

3.

We now turn to proving energy estimates and tightness, deferring our solution to Remark 2.32 until
Section 2.3.5.

2.3.3 Energy estimates and coming down from infinity

In this section, we show two different kinds of estimates on the L2 norm of the solution to (2.51). In
Proposition 2.33 we use the damping effect of the nonlinearity to establish a bound on the L2 norm
of v that is uniform in the initial condition – this is called a “coming down from infinity” estimate. In
Proposition 2.40 we use the nonlinearity to prove an energy estimate which is better suited for proving
tightness of the invariant measures.

Key ingredients here are estimates on mixed terms of the remainder v with stochastic objects that
show they can be bounded by the coercive terms. Since we will want to state and prove these estimates on
mixed terms in a way where they can be used for both the Langevin dynamic and the variational approach,
we postpone these estimates to Appendix 2.I and only cite them here.

We first collect the stochastic objects that will appear in our analysis. Define XLD
f,4 to be the tuple of

all the random fields defined in Lemmas 2.27 and 2.29, and XLD
o,4 the tuple of all the random operators

defined in Lemmas 2.31. We define the enhanced noise set (XLD
4 )N = XLD

4 = XLD
f,4 ⊔ XLD

o,4 to be the
concatenation of these tuples. For any T > 0, we equip the space of such objects with the norm ∥ • ∥T
defined as in (2.43) with the maximum over the larger sets XLD

f,4 and XLD
o,4 , and with d = 3 replaced with

d = 4 in the computation with of ατ and βτ .
The stochastic estimates in the above mentioned lemmas imply that, for any T < ∞, and for any

1 ≤ p <∞, XLD
4 converges as N →∞ in the stochastic space Lp(Ω; ∥ • ∥T ) – however for the present

section we only need to know that they are bounded uniformly in N . In this section and Section 2.3.3, we
work with N ∈ N finite but arbitrary, but these statements would extend to N =∞ without much more
effort.

We also use the notation A ≲XLD
4

B as the natural analog of the notation given in Notation 2.22.

Proposition 2.33 (L2 coming down from infinity) Recall from Section 2.3.5 the definition of the en-
hanced noise XLD

4 and its norm ∥ · ∥t (see equation (2.43)). Pick T < T̄ and v0 ∈ C
3
2
−2ϵ(T4), and let

vx = X + Y with (X,Y ) the solution to (2.68) at fixed N with initial condition (0,ΠNv0). There exists
a constant γ > 0 such that for all t ∈ [0, T ], vx obeys the bound:

∥v(t, v0)∥L2(T4) ≲ ∥XLD
4 ∥γt max(1, t−

3
2 ) . (2.56)

Observe that the upper bound on ∥v(t, v0)∥L2(T4) is a positive random variable, uniform in N , that only
depends on the randomness on [0, t] (not in the future of t), is in Lp(Ω) for all 1 ⩽ p <∞, and that it is
independent of the initial condition v0.

Remark 2.34 Analogous estimates in Lp(Td) for p > 2 seems to be out of the reach. When pairing the
nonlinearity with some higher powers of v, we obtain expressions such as (vp−1,N (v, v, v)), which are
neither norms, nor even easily provable to be positive. Moreover, establishing some Mp estimates is
not very useful, since we would only obtain them for p ⩾ 2 only, and they would therefore be weaker
than the L2 one. We also note that the non-locality of the nonlinearity prevents us from easily using a
maximum principle.

Remark 2.35 The estimate (2.56) would be sufficient to infer that (2.68) has global solutions if it were
possible to restart the equation for Y from an L2 initial condition. While we choose not to dive further
into this direction, there is hope that this is possible, paying the price of solving the equation in H

3
2
−ϵ
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rather than C 3
2
−ϵ. Indeed, in the same way that ∥v3∥L∞ ≲ ∥v∥3L∞ , by definition the nonlinearity satisfies

the estimate

∥N (v, v, v)∥L2 ≲ ∥v∥3M6 ≲ ∥v∥3L2 ,

where we used the embedding L2 ↪→M6 stated in (2.124). The second Picard iteration of an L2 initial
condition would therefore be easily controlled in a Sobolev space.

Remark 2.36 In a previous section we pointed out that the term v will be a challenge for the local
in time existence of (2.51), and will require the re-injected system (2.68) in the sequel. However, this
re-injection is not necessary when proving tightness or L2 a priori estimates for dynamic T4

4. When
pairing the equation with its solution to derive an L2 energy estimate, v becomes v

v
, which, by

Cauchy Schwarz inequality, is bounded by
v
v
v

. The crucial fact is that can be defined without any new

renormalization – after the pairing the term v becomes similar to the better-behaved term v so the
ansatz is not necessary. This observation is also used for treating T4

4 in Section 2.4.
While we can use this simplification for d = 4, it is not generic in the full subcritical regime. Closer

to the critical dimension, formally when d becomes larger than 4.5 – that is to say when the noise is of
regularity worse than −13/4−, the term L−1 v (and also L−1

v ) maps Cα to Cα−ϵ for some ϵ > 0. In
this case closing tightness and a priori bound estimates will require both a more complicated ansatz but
also re-injections similar to what we will use to handle the term v for local well-posedness of T4

4.

In order to prove Proposition 2.33, we need this a priori estimate on the solution to (2.51):

Proposition 2.37 (A priori estimate) Let T < T̄ ∧ 1 and v = X + Y with (X,Y ) the solution to (2.68)
on [0, T ]×T4 with initial condition (0,ΠNv0) for v0 ∈ C

3
2
−2ϵ, and pick s, t ∈ [0, T ], s < t. There exists

a constant κ > 0 such that v obeys the following a priori estimate:

∥v(t)∥2L2 +

∫ t

s

(
∥v(r)∥2H1 + ∥v(r)∥4M4

)
dr ≲ ∥XLD

4 ∥κt + ∥v(s)∥
3
2

H1 + ∥v(s)∥3M4 .

Proof. Recall that by the solution theory established in Section 2.3.5, v solves (2.51). Therefore, let us
pair Equation (2.51) with the solution v. For r ∈ [s, t], we obtain

1

2
∂r∥v(r)∥2L2 + ∥v(r)∥2H1 + ∥v(r)∥4M4 = −

(
3 v

vv
+

v
v
v
+ v

v
+

v v
+ (S, v)

)
(r) , (2.57)

where v
vv

def
= ( v

v
, v),

v
v
v

def
= ( v , v), v

v

def
= ( v , v) and

v v

def
= ( v , v).

We now use the bounds on the mixed terms that are proven in Appendix 2.I. It is at this step that we
take advantage of the fact that we have pushed the Da Prato - Debussche expansion far enough so that
all the remaining purely stochastic terms on the RHS are of regularity −1/2−, this allows us to control
the pairing (S, v) using the H1 norm of v. By (2.130), (2.131), (2.132), (2.133) and (2.135), we infer the
existence of an exponent κ > 0 such that

1

2
∂r∥v(r)∥2L2 + ∥v(r)∥2H1 + ∥v(r)∥4M4 ⩽ 8(δ−1∥XLD

4 ∥r)κ + 8δ(∥v(r)∥2H1 + ∥v(r)∥4M4) .

Setting δ = 1
16 yields

∂r∥v(r)∥2L2 + ∥v(r)∥2H1 + ∥v(r)∥4M4 ≲ ∥XLD
4 ∥κr , (2.58)

which we finally integrate between s and t. We thus have

∥v(t)∥2L2 +

∫ t

s

(
∥v(r)∥2H1 + ∥v(r)∥4M4

)
dr ≲ ∥XLD

4 ∥κt + ∥v(s)∥2L2 .
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We deduce from the interpolation inequality (2.127) that

∥v(s)∥2L2 ≲ ∥v(s)∥M4∥v(s)∥H1 ≲ ∥v(s)∥
3
2

H1 + ∥v(s)∥3M4 ,

We need the following rewriting of the previous proposition:

Corollary 2.38 Define F (t) def
= ∥v(s)∥

3
2

H1 + ∥v(s)∥3M4 , uniform in T < T̄ ∧ 1, s, t ∈ [0, T ], s < t,

∥v(t)∥2L2 ≲ ∥XLD
4 ∥κt + F (s) , (2.59)∫ t

s
F (r)

4
3 dr ≲ ∥XLD

4 ∥κt + F (s) . (2.60)

Finally, we also need this comparison principle introduced by Mourrat & Weber:

Lemma 2.39 (Comparison: [MW17b], Lemma 7.3) Let G : [0, T ) → R+ continuous and such that
for all s, t ∈ [0, T ), s < t,

∫ t
s G(r)

4
3 dr ≲ cG(s). Then there exists a sequence of times 0 < t1 < · · · <

tN = T such that for all n ∈ {0, . . . , N − 1}, we have

G(tn) ≲ c3t−3
n+1 .

With these lemmas at hand, we can now prove Proposition 2.33:

Proof of Proposition 2.33. Pick t ∈ [0, T ] for T < T̄ ∧1. If there exists s < t such that F (s) ⩽ ∥XLD
4 ∥κt ,

then using (2.59), we immediately conclude that ∥v(t)∥L2 ≲ ∥XLD
4 ∥

κ
2
t . Otherwise, suppose that for all

s ∈ [0, t], we have F (s) ⩾ ∥XLD
4 ∥κt . Then, by Lemma 2.39, we thus have a sequence 0 < t1 < · · · <

tN = T such that F (tn) ≲ t−3
n+1. On the other hand, there exists a n such that t ∈ [tn, tn+1), so that

taking s = tn in (2.59) yields ∥v(t)∥L2 ≲ max (1, t
− 3

2
n+1) ≲ max (1, t−

3
2 ). Letting T = 1, we then iterate

the argument on [1, 2], starting the solution from v(1), and then keep iterating in the same way. The proof
then follows from the fact that the estimate we have obtained is uniform in the initial condition.

We also have the weaker bound on the L2 norm of v, that depends on the initial condition:

Proposition 2.40 Pick p ⩾ 2 and 0 ⩽ s < t < T̄ . There exists a constant γ > 0 such that it holds∫ t

s
∥v(r)∥p

L2(Td)
dr ≲ (t− s)∥XLD

4 ∥γt + ∥v(s)∥p
L2(Td)

. (2.61)

Proof. We start from (2.58) and use the positivity of the M4 norm to obtain

∂r∥v(r)∥2L2 + ∥v(r)∥2H1 ≲ ∥XLD
4 ∥κr .

Multiply this inequality by ∥v(r)∥p−2
L2 yields for all δ ∈ (0, 1)

∂t∥v(r)∥p
L2 + ∥v(r)∥p

L2 ≲ ∥XLD
4 ∥κr∥v(r)∥p−2

L2 ⩽ Cδ∥XLD
4 ∥

pκ
2
r + δ∥v(r)∥p

L2 ,

where we used the embedding H1 ↪→ L2, and then Young’s inequality. The L2 norm can then be
reabsorbed on the LHS, and integrating between s and t finally yields the desired result.
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2.3.4 Tightness of the invariant measure

This section is devoted to the proof of Theorem 2.1. We recall from the introduction the definition of
νN , (2.2) and the fact that (2.48) is chosen in a way such that at fixed N ∈ N, it leaves νN invariant.
Combining this with our L2 estimates for the Langevin dynamic allows us to show tightness of the
regularized and renormalized T4

4 measures.
We first rewrite 2.48 with N <∞ in Fourier variables. This gives us a system of (2N + 1)4 scalar

stochastic ordinary differential equations: for m ∈ Z4
N we have

dϕ̂m =
(
CN ϕ̂m − ⟨m⟩2ϕ̂m −

4∑
c=1

∑
n∈Z4

N

ϕ̂mĉ,nc ϕ̂−nϕ̂nĉ,mc

)
dt+

√
2 dBm

t (2.62)

=: bm(ϕ)dt+
√
2 dBm

t ,

where Bm
t

def
= 1

(2π)4
∫

T4×R⩾0
1[0,t](s)eıx·mξ(dx, ds) is a complex Brownian motion, and we write CN =

C1
N − C2

N . Note that we will always assume the reality condition ϕ̂m = ϕ̂−m which means we can view
(2.62) as a random dynamic on R(2N+1).

Since the dynamic is now finite dimensional, we can now use the following explosion criterion of
Khasminskii to argue for global-in-time well-posedness.

Lemma 2.41 ([Kha11], Theorem 3.5) Fix N ∈ N. Consider a complex random vector valued pro-
cess (Xm(t))m∈Z4

N
satisfying the reality condition X−m = Xm and solving the system of stochastic

differential equations

dXm(t) = bm(X(t))dt+
√
2 dBm

t , m ∈ IN , (2.63)

where (Bm
t )m∈IN is a collection of complex Brownian motions such that B−m

t = Bm
t and Bm, Bn are

independent provided m+ n ̸= 0, and (bm)m∈IN is a family of functions bm : CIN → C verifying the
reality condition b−m = bm.

Then if b is locally Lipschitz, and if there exists a Lyapounov function V (X) and a positive constant
C such that infx:|x|>R V (x) ↑ ∞ when R ↑ ∞ and LV (x) ⩽ CV (x) with L the infinitesimal generator
of X given by

L
def
=

1

2

∑
m∈IN

(
bm∂m + bm∂−m

)
+
∑
m∈IN

∂m∂−m , (2.64)

the solution starting from X0 at t = 0 is a regular almost surely continuous Markov process.

Corollary 2.42 For fixed N ∈ N, (2.62) admits global in time solutions for any initial data and the same
holds for (2.48) for data of the form ΠNv0.

Remark 2.43 In contrast to Proposition 2.52, we only prove Corollary 2.42 for fixed cut-off N make not
claim about the global in time existence of the limiting N ↑ ∞ local in time solution.

Proof. We apply Lemma 2.41 to the system (2.62). We use for a Lyapounov function the L2 norm:

V (ϕ̂) def
= 1 +

∑
m∈Z4

N

|ϕ̂m|2 = 1 + ∥ΠNϕ∥2L2(T4) .

Whenever V (ϕ̂) is a function of (ϕ̂m)m∈Z4
N

we write ∂mV
def
= ∂ϕ̂mV and ∂mV

def
= ∂ϕ̂−m

V . With this
notation, one has

LV (ϕ̂) =
1

2

∑
m∈Z4

N

(
bm(ϕ̂)∂mV (ϕ̂) + bm(ϕ̂)∂mV (ϕ̂)

)
+
∑
m∈Z4

N

∂m∂mV (ϕ̂)
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=
∑
m∈Z4

N

(
(CN − ⟨m⟩2)|ϕ̂m|2 −

4∑
c=1

∑
n∈Z4

N

ϕ̂−mϕ̂mĉ,nc ϕ̂−nϕ̂nĉ,mc + 1
)

= CN∥ΠNϕ∥2L2(T4) − ∥ΠNϕ∥
2
H1(T4) − I(ΠNϕ) + (2N + 1)4

⩽ |CN |∥ΠNϕ∥2L2(T4) + (2N + 1)4 ≲N V (ϕ̂) ,

where we used the positivity of ∥ΠNϕ∥2H1(T4) and I(ΠNϕ). Above we write ≲N to indicate the inequality
holds up to a constant that grows with N .

Lemma 2.41 then shows the explosion time of ûm is almost surely infinite.

Remark 2.44 Rewriting (2.64) for our dynamic, we can read off that the infinitesimal generator L of the
system of stochastic ODEs (2.63), seen as an evolution on ΠNϕ ∈ R(2N+1), is given by −∆+∇SN ·∇
where SN (ΠNϕ) = 1

2∥ΠNϕ∥2H1(Td)
+ 1

4∥ΠNϕ∥4M4(Td)
− CN

2 ∥ΠNϕ∥2L2(Td)
Here ∆ and ∇ denote the

Laplacian and gradient on R(2N+1), and in SN (ϕ) we are naturally using our Fourier variables to identify
R(2N+1) with a space of trigonometric polynomials.

This implies that the dynamic does preserve the ΠN marginal of the measure νN defined by (2.6)
with a = 0, λ = 1 and aN = CN .

We turn to the stationary solution ϕN to (2.48) with stationary measure νN as defined in (2.6). In
particular, (ϕ̂N,m)m∈Z4

N
solves (2.62). Note that, for N < ∞, we can construct a stationary in time

coupling between the laws of ϕN , N ,
N

and
N

, by using a finite dimensional Krylov-Bogolubov type

argument for (2.62). Using this coupling we can then write vN = ϕN − N where vN is also stationary in
time.

Lemma 2.45 For p ∈ [1,∞), it holds

sup
N∈N

E[∥vN (0)∥p
L2(T4)] <∞ . (2.65)

Proof. Without loss of generality we assume p ⩾ 2. By stationarity,

E[∥vN (0)∥p
L2(T4)] =

1

T

∫ T

0
E[∥vN (r)∥p

L2(T4)]dr .

Combining this with (2.61) gives

E[∥vN (0)∥p
L2(T4)] ≲ E[∥XLD

4 ∥γT ] +
1

T
E[∥vN (0)∥p

L2(T4)] .

The result follows from taking T sufficiently large which is allowed due to Corollary 2.42.

Proof of Theorem 2.1. (2.11) directly follows from (2.65). Regarding (2.10), (2.65) implies

sup
N∈N

E[∥ϕN (0)∥p
H−1−ϵ(T4)]

⩽ sup
N∈N

E[∥ϕN (0)− N (0)∥p
H−1−ϵ(T4)] + sup

N∈N
E[∥ N (0)∥p

H−1−ϵ(T4)]

⩽ sup
N∈N

E[∥ϕN (0)− N (0)∥p
L2(T4)] + sup

N∈N
E[∥ N (0)∥p

C−1− ϵ
2 (T4)

] <∞ ,

using the regularity estimate on in Lemma 2.66. The same estimate holds in H−1−2ϵ(T4), and tightness
stems for the fact that the embedding H−1−ϵ ↪→ H−1−2ϵ is compact.
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2.3.5 Local well-posedness: closing the fixed-point problem

Our main result on local-wellposedness for d = 4 is the following.

Theorem 2.46 For d = 4, there exist constants aN such that one has uniform in N control of the local in
time solutions to (2.9) with initial condition of the form N (0) +ΠNv(0) with v(0) ∈ C 3

2
−ϵ. In particular,

using the ansatz ϕ = N +X + Y for the solution to equation with cut-off N , where N is the explicit
stochastic object (2.49) with regularity (uniform in N ) of −1−, one has that inexplicit remainders (X,Y )
converge, as N ↑ ∞, in C([0, T̄ ), C 3

2
−2ϵ(T4)) × C([0, T̄ ), C 3

2
−ϵ(T4)) where T̄ ∈ (0,∞] is a random

existence time.

Remark 2.47 One way to show that the T4
4 measure is invariant under the T4

4 equation would be to show
that the solution to the equation defines a Markov process on a state space on which the measure is
supported - this strategy was adopted in [TW18] in order to construct the Φ4

2 measure. However, for the
deterministic equation Lϕ = −N (ϕ, ϕ, ϕ), s = −2

3 is a critical value below which it is not possible to
solve the equation with initial condition in Cs and this makes it more difficult to adopt the same strategy,
and so we instead simply consider an initial condition of the form dictated by our ansatz. Note that similar
difficulties appear in the local theory – the threshold −2

3 is sufficient to deal with dynamical Φ4
2 and Φ4

3

but becomes a problem when trying to cover the full subcritical regime.

To overcome the difficulties mentioned earlier, we rewrite (2.51) using the following ansatz: we split
the solution v as v = X + Y where X and Y solve the systemLX = − • (X)− • (Y ) ,

LY = − v
vv − v v − v

v − v
v − v − v − S ,

(2.66a)

(2.66b)

with initial conditions (X(0), Y (0)) = (0,ΠNv0). Note that v still stands for X +Y in (2.66b). The RHS
of (2.66b) gathers all the terms that don’t pose any problem for closing the fixed point problem, that is we
fix some choice of X ∈ CTC1+ then we could close the equation (2.66b) for Y ∈ CTC

3
2
−ϵ.

Turning to (2.66a), we see that if we fix Y ∈ CTC
3
2
−ϵ then we cannot close (2.66a) for X – the

map X 7→ −L−1 • (X + Y ) is well defined for X ∈ CTCα with α > 1
2 and that takes CTCα to

CTCmin( 3
2
,α)−ϵ. We see that, whatever the value of α, it is mapping CTCα into a larger space – while we

can iterate this mapping and we can not use it to post a fixed point problem. While this slightly resembles
how v poses a problem for the Φ4

3 dynamic, the difficulty there is different in that it is impossible to
compose v 7→ L−1( v) for generic v of any fixed regularity.

It turns out that we can overcome our difficulty with (2.66a) by injecting this problematic term into
itself and then performing a stochastic estimate on this term, see the next lemma.

Lemma 2.48 (Random operators 3) Defining the operator • acting on f : R⩾0 × T4 → R as

•

N
(f ) def

=
•

N
(L−1 •

N
(f )) = NN ( N ,L−1NN ( N , f, N ), N ) ,

then, in d = 4 and for all α > 1
2 ,

sup
N∈N

E[∥ •
N
∥pL(CTHα(T4),CT Cβ−ϵ(T4))] <∞ with β = min(−1

2 , α− 1) . (2.67)

Notation 2.49 Our use of symbolic notation in • is inconsistent with that of so we take a moment to

spell out the difference. Recalling that these trees are built with a non-commutative product, • contains
only one of the three possible products - the one with the two terms in the first and third positions. This
is different then what we refer to with the symbol which contains 3 terms for the 3 possible products at
the root.
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Reinjecting X = −L−1 • (X + Y ) in (2.66a) as described above gives us the systemLX =
• (X) + • (Y )− • (Y ) ,

LY = − v
vv − v v − v

v − v
v − v − v − S .

(2.68a)

(2.68b)

Remark 2.50 This object was not included in the enhanced data XLD
4 since it does not appear in our

tightness estimates – it is only needed for local well-posedness. The estimate is (2.67) is proven by
combining the Kolmogorov type estimate for time non-local random operators stated in Lemma 2.77 with
the power counting analysis performed in Sections 2.6.6.5 and 2.6.7.3.

Remark 2.51 This reinjection is an analytic argument for proving N ↑ ∞ convergence of solutions as
the cut-off. In the smooth setting (N <∞) both the original system (2.66a)+(2.66b) and the modified
system (2.68a)+(2.68b) are well-posed and have same solutions. If we write the integral fixed point
problem for (2.66a)+(2.66b) as

(x, y) 7→ (ΘX (x, y),ΘY (x, y)) (2.69)

then the integral fixed point map for (2.68a) + (2.68b) can be written as

(x, y) 7→
(
ΘX(ΘX (x, y), y),ΘY (x, y)

)
. (2.70)

Clearly if (2.69) has a fixed point (x⋆, y⋆) and we know (2.70) has a unique fixed point, then the fixed
point of (2.70) must be given by (x⋆, y⋆). However, (2.70) lets us argue convergence as N ↑ ∞.

We define the Banach space CTC
3
2
−2ϵ × CTC

3
2
−ϵ for the solution (X,Y ) with norm given by

∥X,Y ∥solT
def
= ∥X∥

CT C
3
2−2ϵ ∨ ∥Y ∥CT C

3
2−ϵ .

Proposition 2.52 We have the following local well-posedness result for (2.68a)+(2.68b).
For any v0 ∈ C

3
2
−ϵ(T4), there exists a random blow-up time T̄ such that the system (2.68) with

initial condition (X(0), Y (0)) = (0,ΠNv0) admits a unique solution (X,Y ) converging as N ↑ ∞
in C([0, T̄ ), C 3

2
−2ϵ) × C([0, T̄ ), C 3

2
−ϵ). This solution is maximal, and we have limt↑T̄ ∥X(t)∥

C
3
2−2ϵ ∨

∥Y (t)∥
C

3
2−ϵ = +∞. Moreover, if T < T̄ , the solution on [0, T ] depends continuously on v0 and on the

enhanced noise set XLD
4 (w.r.t the topology of ∥XLD

4 ∥T ).

Proof. Let Ξ(X,Y ) = (ΞX (X,Y ),ΞY (X,Y )) be the fixed point map of (2.68). We thus have
ΞX (X,Y ) =

∫ t

0
Pt−s

(
• (X) + • (Y )− • (Y )

)
(s)ds ,

ΞY (X,Y ) = PtΠNv0 −
∫ t

0
Pt−s

(
v
vv
+ v v + v

v
+

v
v + v + v + S

)
(s)ds ,

where v = X + Y . We show that Ξ is indeed a contraction on CTC
3
2
−2ϵ × CTC

3
2
−ϵ, while the proof

that if maps a ball of CTC
3
2
−2ϵ × CTC

3
2
−ϵ into itself is left to the reader. We thus evaluate Ξ at

(X1 − X2, Y1 − Y2). For the sake of notation, throughout this proof, we often write X = X1 − X2,
Y = Y1 − Y2 and v = X + Y .

We first estimate ΞX (X1 −X2, Y1 − Y2) in CTC
3
2
−2ϵ. The Schauder estimate (2.120) gives

∥ΞX (X,Y )∥
CT C

3
2−2ϵ ≲ T

ϵ
4 ∥ • (X) + • (Y )− • (Y )∥

CT C− 1+3ϵ
2
.

Using (2.55), we obtain

∥ • (Y )∥
CT C− 1+3ϵ

2
≲ ∥ • ∥

L(CT C
3
2−ϵ,CT C− 1+3ϵ

2 )
∥Y ∥

CT C
3
2−ϵ ,
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and (2.67) yields

∥ • (X)∥
CT C− 1+3ϵ

2
≲ ∥ • ∥

L(CT C
3
2−2ϵ,CT C− 1+3ϵ

2 )
∥X∥

CT C
3
2−2ϵ ,

and

∥ • (Y )∥
CT C− 1+3ϵ

2
≲ ∥ • ∥

L(CT C
3
2−ϵ,CT C− 1+3ϵ

2 )
∥Y ∥

CT C
3
2−ϵ .

We thus have

∥ΞX (X1 −X2, Y1 − Y2)∥
CT C

3
2−2ϵ ≲XLD

4
T

ϵ
4 ∥X1 −X2, Y1 − Y2∥solT .

Turning to the CTC
3
2
−ϵ norm of ΞY (X1 −X2, Y1 − Y2), by the Schauder estimate (2.120), we have

∥ΞY (X,Y )∥
CT C

3
2−ϵ ≲ T

ϵ
4 ∥ v

vv
+ v v + v

v
+

v
v + v + v ∥

CT C− 1+2ϵ
2
.

The estimates (2.52), (2.53) and (2.54) show that the stochastic objects made with the rough shift obey
the same estimates than the objects made with . In particular, Lemma 2.20 stills holds in our context, and
the terms v v , v

v , v
v , v and v can be handled in the same way we did in three dimensions, in the

proof of Proposition 2.23. Recalling (2.44),

∥ΞY (X,Y )∥
CT C

3
2−ϵ ≲ T

ϵ
4 (1 + ∥v1∥2

CT C
3
2−2ϵ

+ ∥v2∥2
CT C

3
2−2ϵ

)∥v1 − v2∥
CT C

3
2−2ϵ

≲ T
ϵ
4 (1 + ∥X1, Y1∥2solT + ∥X2, Y2∥2solT )∥X1 −X2, Y1 − Y2∥solT ,

which gives

∥Ξ(X1 −X2, Y1 − Y2)∥solT ≲ T
ϵ
4 (1 + ∥X1, Y1∥2solT + ∥X2, Y2∥2solT )∥X1 −X2, Y1 − Y2∥solT .

Consequently, by choosing T small enough, depending only on ∥XLD
4 ∥T and ∥v0∥C 3

2−ϵ , Ξ is indeed
a contraction. Iterating this argument yields the desired existence of maximal solutions and showing
continuity of this solution in the stochastic data is a standard argument.

Finally, convergence as N ↑ infty relies on the continuity in the stochastic data and the convergence
of the stochastic objects.

2.4 The variational approach for tensor field theories

In this section, we follow the approach introduced in [BG20] to establish tightness of approximations of
the T4

4 measure. We follow notations of [BG20] which we briefly recall here. We consider (Ω,B,P) a
probability space endowed with a collection of complex Brownian motions (Bm

t )m∈Zd , such that Bm and
Bn are independent if m ̸= ±n and B−m = Bm, and denote by (Ft)t⩾0 the filtration of B induced by
these Brownian motions. E will denote the expectation with respect to P.

Let also ϱ be a smooth decreasing function R⩾0 → R⩾0 such that ϱ|[0, 1
2

] = 1, ϱ|[1,+∞) = 0 and

|ϱ′| ⩽ 1 on [12 , 1]. For t > 0 we write ϱt(·) def
= ϱ(⟨·⟩/t) and also set for x ∈ R4 σt(x) def

=
√
∂tϱ2t (x).

Finally, we define the Fourier multiplier Jt
def
= σt(∇)⟨∇⟩−1, which verifies the following estimate.

Lemma 2.53 For α ∈ R, Jt is continuous from Hα to Hα+1 uniformly in t ⩾ 0.

Proof. Using that ⟨x⟩/t < 1 and |ϱ′|(⟨x⟩/t) ⩽ 1 on suppϱt, we have

σt(x) =
√
∂tϱ2t (x) =

1√
t

√
2(ϱ|ϱ′|Id)(⟨x⟩/t) ≲ t−1/21⟨x⟩<t

≲ t−1/21⟨x⟩<t1t<1 + t−1/21⟨x⟩<t1t⩾1 .

If t ⩾ 1, then t−1/2 ⩽ 1 while if t < 1, 1⟨x⟩<t ⩽ 1⟨x⟩<1 = 0 (by definition, ⟨x⟩ ⩾ 1). This means
σt(x) ≲ 1 uniformly in time so, for ϕ ∈ Hα, Jt(m)ϕ̂m ≲ ⟨m⟩−1ϕ̂m which gives Jtϕ ∈ Hα+1.



THE VARIATIONAL APPROACH FOR TENSOR FIELD THEORIES 79

We also define, for T ⩾ 0 and ϕ : [0, T ] × T4 → R, J(ϕ) : [0, T ] × T4 → R, (t, x) 7→ Jtϕ(t, x) and
I(ϕ) : [0, T ]×T4 → R, (t, x) 7→

∫ t
0 Jsϕ(s, x)ds, and for t ∈ [0, T ] we sometimes write It(ϕ)(x) instead

of I(ϕ)(t, x). I satisfies the following estimate.

Lemma 2.54 ([BG20], Lemma 2) Let α ∈ R. Uniformly in T ⩾ 0 we have

∥I(ϕ)∥L∞
T Hα+1(T4) ≲ ∥ϕ∥L2

TH
α(T4) . (2.72)

In particular, Lemma 2.53 implies ∥I(J(ϕ))∥L∞
T Hα+2(T4) ≲ ∥J(ϕ)∥L2

TH
α+1(T4) ≲ ∥ϕ∥L2

TH
α(T4) so

∥I(J(ϕ))∥L∞
T Hα+2−ϵ(T4) ≲ ∥ϕ∥L∞

T Cα(T4) . (2.73)

As mentioned before, in the stochastic processes appearing in Barashkov-Gubinelli approach the
time t will play the role of a scale parameter. The most basic stochastic object is then given by
t

def
=
∫ t
0 JsdBs where Bs(x) denotes (s, x) 7→ ∑

m∈Z4 e−ıx·mdBm
s . t should be seen as a cut-off

Gaussian free field for t <∞. Indeed, for fixed t, t is Gaussian with covariance ϱ2t (∇)⟨∇⟩−2 in space so
that LawP t = ϱt(∇)#g– in particular LawP ∞ = g. We denote by Ha the space of all progressively
measurable processes with respect to (Ft)t⩾0 and P-almost surely in L2(R⩾0 × Td). We can now state
the Boué-Dupuis formula.

Theorem 2.55 (Boué-Dupuis formula) Let F : CtC−
d−2
2

−ϵ → R be Borel measurable and such that
there exist 1 < p, q <∞ with 1/p+ 1/q = 1 for which E[|F ( )|p] and E[e−qF ( )] are both finite. Then
one has the identity

− log E[e−F ( )] = inf
u∈Ha

E[F ( + I(u)) +
1

2
∥u∥2

L2([0,t]×Td)] . (2.74)

The approach of Barashkov and Gubinelli in [BG20] starts with writing the measure νt defined in
(2.6) with ϱt as above as

Eνt[e
−f (ϕ)] =

1

Zt
EP[e−f ( t)−I( t)+at∥ t∥2

L2+bt] ,

where Zt def
= EP[e−I( t)+at∥ t∥2

L2+bt], and to apply the Boué-Dupuis formula to F ( ) = V f
t ( t)

def
= f ( t) +

I( t)− at∥ t∥2L2(T4) − bt. The constant bt is a “vacuum renormalization” which is explicit and guarantees
Zt satisfies uniform bounds as t→∞. We thus have the following variational representation of νt:

− log Eνt[e
−f (ϕ)] = logZt + inf

u∈Ha

E[V f
t ( t + It(u)) +

1

2
∥u∥2

L2([0,t]×T4)] . (2.75)

Renormalization beyond Wick renormalization (as is needed for Φ4
3) can be carried out by introducing

a shift of the drift u in (2.74) – this shift closely resembles the ansatz used in the analysis of the Langevin
dynamic. For T4

4 this shift does not belong to the Cameron-Martin space of g (the Sobolev space H1)
which suggests the T4

4 measure is singular with respect to g.

2.4.1 Introducing the BG stochastic objects

To describe this shift, we introduce stochastic objects analogous to those introduced to study the Langevin
dynamic – we distinguish these from the former by calling them BG stochastic objects. We first give the
BG analogs of the renormalization constants of Lemmas 2.10 and 2.25.

Definition 2.56 (BG renormalization constants)

C1,c
t

def
=

∑
mĉ∈Zd−1

ϱ2t (mĉ)
⟨mĉ⟩2

,
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C2,c
t

def
= 2

∑
c′ ̸=c

∑
mĉnĉ′∈Zd−1

∫ t

0

ϱ2t∧s(mĉ)∂sϱ2s(mĉ)
⟨mĉ⟩4

(
ϱ2s(nĉ′ ,mc′)
⟨(nĉ′ ,mc′)⟩2

− ϱ2s(nĉ′)
⟨nĉ′⟩2

)
ds ,

and define C1
t

def
=
∑4

c=1 C
1,c
t as well as C2

t
def
=
∑4

c=1 C
2,c
t .

We now describe the BG enhancement XBG of consisting of various random fields and operators.

Notation 2.57 In our pictorial representation of the objects in XBG, it is our convention that for a trees τ

different from the noise , we always have τ
t = Jtτt and τ

t =
∫ t
0 J

2
s τsds.

Definition 2.58 (BG random fields) The BG random fields are given by

t
def
=

∫ t

0
JsdBs , t

def
= 4(N ( t, t, t)− C1

t t) , t

def
= Jt t , t

def
=

∫ t

0
Js s

ds ,

t

def
= 4(N (

t
, t, t)− C1

t t
) + 4(N ( t, t

, t) +N ( t, t, t
)− C2

t t) ,
t

def
= Jt t

,

t

def
=

∫ t

0
Js

s
ds , t

def
= t − t

+
t
, t

def
= 4(N ( t, t, t)− (C1

t − C2
t ) t) ,

St def
= t − t + t

,
t

def
= I( t)− 2(C1

t − C2
t )∥ t∥2L2(T4) .

Definition 2.59 (BG random operators) The BG random operators are defined as

(k)
t (f ) def

= 4

∫
T4−k

t(·, y)f (y)dy , for k ∈ [d− 1] , f : T4−k → R ,

c
t (f ) def

= 2(N c(f, t, t)− C1,c
t f) , for c ∈ [4] , f : Tc → R ,

c

t
(f ) def

= 2N c( t, t, f ) , for c ∈ [4] , f : T3
ĉ → R ,

•

t
(f ) def

= 2N ( t, f, t) , for f : T4 → R .

We also define t, c
t ,

c

t
and •

t
analogously, substituting every occurrence of t with t, and replacing

C1,c
t with C1,c

t −C2,c
t in the definition of c. Again, we drop the color subscript c on the random operators

when there is a sum over c.

Recalling the notation X = Xf ∪ Xo from Section 2.3.5, we define the tuple XBG
f of all the ran-

dom fields of Definition 2.58 except , and , and the tuple XBG
o of all the random operators of

Definition 2.59.
Note that all the stochastic objects we have introduced in this section are processes in time taking

values in distributions over space or operators on either space distributions or space-time distributions.
For t ∈ R⩾0, we endow XBG(t) def

= {τ (t)|τ ∈ XBG} with the norm

∥XBG(t)∥ = max
(

max
τ∈XBG

f

∥τ (t)∥Cβτ−ϵ , max
τ∈XBG

o

∥τ (t)∥L(CtHατ ,Cβτ−ϵ)

)
, (2.76)

where ατ and βτ are the inner and outer regularities of the given stochastic objects which are chosen the
same as in Lemmas 2.66 and 2.68 for the corresponding LD objects. The next lemma states that we can
control the purely stochastic objects appearing in the variational formula.

Lemma 2.60

sup
t∈R⩾0

E[∥XBG(t)∥p] <∞ .
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Proof. The statement is proved combining the fixed time Kolmogorov estimates for the random fields
(2.86) and for the random operators (2.90) with our bounds on the second moments of the stochastic
objects derived in Sections 2.6.3 and 2.6.5. In particular, the second moments are bounded uniformly
in the scale parameter in the proof of Lemma 2.85. We conclude by studying individually the power
countings of the amplitudes of each object in Sections 2.6.6 and 2.6.7.

2.4.2 Renormalizing the Boué-Dupuis formula

We are ready to introduce the shift of the drift that renormalizes the Boué-Dupuis formula, which will be
similar to the one that was introduced to deal with the T4

4 equation. The main estimate for the variational
approach to T4

4 is given in the following proposition.

Proposition 2.61 Let f : C−1−ϵ → R of at most linear growth and V f
t (ϕ) = f (ϕ)+I(ϕ)−at∥ϕ∥2L2(T4)−

bt where

at
def
= 2(C1

t − C2
t ) , bt

def
= E[

t
+ ∥ − ∥2

L2([0,t]×T4)] .

Then the change of variable

lts(u) def
= us + 1s⩽t( s

−
s
) ,

renormalizes the Boué-Dupuis formula, and it holds

E[V f
t ( t + It(u)) +

1

2
∥u∥2

L2([0,t]×T4)] (2.77)

= E[Mf
t (XBG,Kt(u)) + I(Kt(u)) +

1

2
∥lt(u)∥2

L2([0,t]×T4)] ,

where Ks(u) def
= Is(lt(u)) and

Mf
t (XBG, v) def

= f ( t + vt) +
(

(S, v) + v v + v
v + v

v
v + v

vv

)
(t) ,

is a term collecting all the mixed terms, and that obeys the bound

|Mf
t (XBG,Kt(u))| ⩽ C(1 + ∥XBG(t)∥γ) + 1

2

(
I(Kt(u)) +

1

2
∥lt(u)∥2

L2([0,t]×Td)

)
, (2.78)

where C, γ are two positive constants.

Remark 2.62 Our choice of shift of the drift is made to ensure that, with the above notations, M0
t (XBG, v)

= (Nt(XBG, v), v) with Nt(XBG, v) ∈ H−1 if v ∈ H1. We make the following observations about our
choice of drift shift and why it suffices.

• The first shift by 1s⩽t s
takes care of the term t in Nt that would be of regularity −2−, while

the second shift by −1s⩽t
s

takes care of all the three terms of the form
t
× t × t that would be

of regularity −1−.
• The analysis of the Langevin dynamic and the observation that N ( t, v, t) is of regularity −1−

if v ∈ H1 strongly suggest that we should cancel this term by introducing the non constant
term JsN ( s, Is(u), s) into the shift of the drift. However, like for the a priori L2 estimates in
Section 2.3.3, we will take advantage of the fact that the non-melonic products do not require
any renormalization and we can bound the duality pairing (v,N ( , v, )) by the better behaved
(v,N ( , , v)) thanks to the Cauchy-Schwarz inequality (2.128) (see also the proof of Lemma 2.119).
This means N ( t, v, t) is harmless even if it is not in H1. Note that this simplification appears to
only hold for d ∈ {3, 4}, in particular, covering the full subcritical regime likely requires a shift
that depends on the drift u – see Remark 2.36.
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Remark 2.63 Note that our final variational formula differs from that of [BG20] in that the nonlinearity
term is evaluated at K(u) instead of I(u). This is due to the fact that our shift of t does not depend on u,
which simplifies our proofs compared to those of [BG20].

Proof. We sketch the proof since it is very similar to the L2 estimates of Section 2.3.3 – we use the
same notation as well. We again use estimates on the mixed terms given in Appendix 2.I. We also write
v

def
= K(u). We start by observing that we can carry out renormalization cancellations by expanding

I( t + It(u))− at∥ t + It(u)∥2
L2(T4) = I( t +Kt(u))− at∥ t +Kt(u)∥2

L2(T4)

= I( t + vt)− at∥ t + vt∥2L2(T4)

=
(

+
v
+

v v
+ v

v
+

v
v
v
+ v

vv

)
(t) + I(vt)

=
(

+ (S, v) + ( − , v) +
v v

+ v
v
+

v
v
v
+ v

vv

)
(t) + I(vt) . (2.79)

Using the martingale properties of the stochastic objects, the third term in (2.79) rewrites as

( t − t
, vt) =

∫ t

0
( s − s

, v̇s)ds+Mt =

∫ t

0
( s − s

, K̇s(u))ds+Mt ,

where Mt stands for a martingale with vanishing expectation. On the other hand, we have

1

2
∥u∥2

L2([0,t]×T4) =
1

2
∥lt(u)− 1[0,t]( − )∥2

L2([0,t]×T4)

=
1

2
∥lt(u)∥2

L2([0,t]×T4) +
1

2
∥ − ∥2

L2([0,t]×T4) −
∫ t

0
(

s
−

s
, lts(u))ds

=
1

2
∥lt(u)∥2

L2([0,t]×T4) +
1

2
∥ − ∥2

L2([0,t]×T4) −
∫ t

0
( s − s

, K̇s(u))ds ,

which makes the cancellation with the third term in (2.79) manifest, so that (2.77) follows.
We now have to prove (2.78). In this setting, we still can use (2.130), (2.131), (2.132), (2.133) and

(2.135), and the proof is therefore similar to that of Proposition 2.37. Regarding, the term f ( t + vt),
using the fact that f is at most of linear growth we have, by Sobolev embedding,

|f ( t + vt)| ≲ ∥ (t) + v(t)∥C−1−ϵ ≲ ∥ (t)∥C−1−ϵ + ∥v∥CtC−1−ϵ ≲ ∥ (t)∥C−1−ϵ + ∥v∥CtH1−ϵ

⩽ Cδ(1 + ∥XBG(t)∥) + δ∥v∥2CtH1−ϵ ,

where we recall that ∥v∥2CtH1−ϵ = ∥K(u)∥2CtH1−ϵ ≲ ∥lt(u)∥2
L2([0,t]×T4) by (2.72).

We can now prove the main theorem of this section.

Proof Theorem 2.4. We first prove that logZt is bounded uniformly in t. By the Boué-Dupuis for-
mula (2.74), and then (2.77), logZt verifies

− logZt = inf
u∈Ha

E[V 0
t ( t + It(u))) +

1

2
∥u∥2

L2([0,t]×T4)]

= inf
u∈Ha

E[M0
t (XBG,Kt(u)) + I(Kt(u)) +

1

2
∥lt(u)∥2

L2[0,t]×T4)] .

For any adapted process u ∈ Ha, using (2.78), we thus have

E[M0
t (XBG,Kt(u)) + I(Kt(u)) +

1

2
∥lt(u)∥2

L2([0,t]×T4)]

⩾ E[−C(1 + ∥XBG(t)∥γ) + 1

2

(
I(Kt(u)) +

1

2
∥lt(u)∥2

L2([0,t]×T4)

)
]
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⩾ −C(1 + E[∥XBG(t)∥γ]) ⩾ −C(1 + sup
t∈R⩾0

E[∥XBG(t)∥γ]) ,

which implies that − logZt ⩾ −C(1 + supt∈R⩾0
E[∥XBG(t)∥γ]). On the other hand, for any u ∈ Ha

− logZt ⩽ E[V 0
t ( t + It(u))) +

1

2
∥u∥2

L2([0,t]×T4)]

⩽ E[C(1 + ∥XBG(t)∥γ) + 1

2

(
I(Kt(u)) +

1

2
∥lt(u)∥2

L2([0,t]×T4)

)
] .

Taking us = −1s⩽t( s
−

s
) (thus requiring that lt(u) = 0) yields an upper bound on logZt that only

depends on the stochastic objects and is uniformly bounded in time. Finally, we have thus obtained that it
holds uniformly in time

| logZt| ≲ 1 + sup
t∈R⩾0

E[∥XBG(t)∥γ] <∞ .

The representation (2.75) implies that repeating the previous argument with V f instead of V 0 immediately
shows that νt verifies the same bound uniform in time, giving us the desired estimate (2.13). The fact that
tightness of (νt)t follows from uniform bounds on the Laplace transforms of (νt)t is standard.

2.5 Kolmogorov arguments for random fields and operators

In our analysis we will need to construct and obtain path-wise regularity estimates on various explicit
stochastic objects. For most of these objects (which include both random fields and operators), we proceed
by formulating Kolmogorov criteria Lemmas 2.69, 2.72, and 2.77. When these criteria are combined with
moment estimates, they will give the results stated in Lemmas 2.12, 2.16, 2.27, 2.29, 2.31, 2.48 and 2.60.

There are differences in both the definition and type of control we obtain on the objects needed for
the Langevin dynamic (LD) versus those needed for the Barashkov & Gubinelli approach (BG). On
immediate difference is the role played by time, for the case of the free field recall that LD =

√
2L−1ξ

while BG =
∫ t
0 JsdBs.

The control of the LD objects is harder – we need to control space and time regularity of the LD object –
note that uniform space-time control is inside the expectation in the statements for the Lemmas 2.12,
2.16, 2.27, 2.29, 2.31, and 2.48 while for BG objects one needs space-regularity estimates along with
control over expectations uniform in time - note that the supremum in time is outside of the expectation.
in Lemma 2.60.

For this reason, our discussion will primarily focus on the LD objects, and we point where and how
extra considerations appear for the BG objects.

2.5.1 Random fields

We first define the LD random fields and investigate their regularity for d ∈ {2, 3, 4}.

Definition 2.64 (LD random fields) Recall that the LD random fields are defined as

N
def
= L−1ξN , N

def
= NN ( N , N , N )− C1

N (d) N , N

def
= L−1

N ,

N

def
= (NN (

N
, N , N )− C1

N (d)
N
) + (NN ( N , N

, N ) +NN ( N , N , N
)− C2

N (d) N ) ,

N

def
= L−1

N
, N

def
= N − N

+
N
, N

def
= NN ( N , N , N )− (C1

N (d)− C2
N (d)) N ,

SN def
= N − N +

N
.
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Notation 2.65 We associate to each τ a power-counting |τ | ∈ R as a useful notation. We display this in
the figure below with τ above the line and |τ | below it. Note that when τ is a random field, |τ | is not8

always the regularity or order/homogeneity of the random field associated to τ :

/ • / • /
•
/ • •

−d−2
2 −2d−5

2 −2d−5
2 −3d−8

2 −3d−12
2 −(d− 2) −(2d− 7) −5d−18

2 −5d−22
2

If τ is a random operator acting on argument f , we partition its vertices in four categories: the vertices
of the form N (τ1, τ2, τ3) = for τ1 = , τ2 = and τ3 = some stochastic objects, of the form
N (τ1, τ2, f ) = • , of the form N (f, τ1, τ2) = • and of the form N (τ1, f, τ2) = • . All the vertices of
a random field are of the form . With this convention, the general formula is given by

|τ | def
=− d+ 2

2
(# of noises in τ ) + (# of vertices in τ ) +

1

2
(# of vertices • in τ )

+
1

2
(# of vertices • in τ ) + 2(# of edges | in τ ) .

All the stochastic objects we are considering are some variations of the seven main stochastic objects,
either because we rather see them as random operators instead of random fields, or because we study
them with the rough shift instead of .

Let us now recall the properties of the random fields:

Lemma 2.66 In any dimension d ⩾ 2,

sup
N∈N

E[∥ N∥p
CT C| |−ϵ(Td)

] <∞ , (2.80)

Moreover, for d ∈ {2, 3, 4},

sup
N∈N

E[∥ N∥p
CT C| |−ϵ(Td)

] <∞ ,

sup
N∈N

E[∥
N
∥p
CT C

| |−ϵ
(Td)

] <∞ ,

sup
N∈N

E[∥
N
∥p
CT C

min(− (d−3)
2 ,| |)−ϵ

(Td)

] <∞ , (2.81)

sup
N∈N

E[∥
N
∥p

CT C
min(2− (d−3)

2 ,| |)−ϵ

(Td)

] <∞ ,

sup
N∈N

E[∥SN∥p
CT C− d−3

2 −ϵ(Td)
] <∞ .

Moreover, all the LD random fields converge in probability as N ↑ ∞ to some limit in the Banach spaces
stated above.

Furthermore, for every τ above of regularity βτ , the corresponding BG random field belongs to Cβτ−ϵ
for all time t ∈ R⩾0, and obeys a bound uniform in time:

sup
t∈R⩾0

E[∥τ (t)∥pCβτ−ϵ] <∞ .

2.5.2 Random operators

We state definitions and regularity estimates for the LD random operators.
8This is because we do not positively renormalize as in regularity structures or use resonant products as in paracontrolled

calculus.



KOLMOGOROV ARGUMENTS FOR RANDOM FIELDS AND OPERATORS 85

Definition 2.67 (LD random operators) Recall that the LD random operators are defined as

(k)
N (f ) def

=

∫
Td−k

N (·, y)f (·, y)dy , for k ∈ [d− 1] , f : R⩾0 × Td−k → R ,

c
N (f ) def

= N c
N (f, N , N )− C1,c

N (d)f , for c ∈ [d] , f : R⩾0 × Tc → R ,
c

N
(f ) def

= N c
N ( N , N , f ) , for c ∈ [d] , f : R⩾0 × Td−1

ĉ → R ,

•

N
(f ) def

= NN ( N , f, N ) , for f : R⩾0 × Td → R ,

•

N
(f ) def

=
•

N
(L−1 •

N
(f )) , for f : R⩾0 × Td → R ,

and N , c
N ,

c

N
, •

N
and •

N
are defined accordingly, substituting every occurrence of N with N ,

and replacing C1,c
N (d) with C1,c

N (d)− C2,c
N (d) in the definition of c.

Lemma 2.68 In any dimension d ⩾ 2, for all α > d−k−2
2 ,

sup
N∈N

E[∥ (k)
N ∥

p

L(CTHα(Td−k),CT Cmin(− k−2
2 ,α+| |)−ϵ(Tk))

] <∞ . (2.82)

For d ∈ {2, 3, 4}, c ∈ [d], and all α > −1
2 ,

sup
N∈N

E[∥ c
N∥p

L(CTHα(T),CT Cmin( 12 ,α+| |)−ϵ(T))
] <∞ . (2.83)

In any dimension d ⩾ 2, for all c ∈ [d] and α > d−3
2 ,

sup
N∈N

E[∥ c

N
∥p
L(CTHα(Td−1),CT C

min(− d−3
2 ,α+| |)−ϵ

(Td−1))

] <∞ . (2.84)

In any dimension d ⩾ 2, for all α > d−3
2 ,

sup
N∈N

E[∥ •
N
∥p

L(CTHα(Td),CT C
min(− d−3

2 ,α+|
•

|)−ϵ
(Td))

] <∞ . (2.85)

In any dimension d ⩾ 2, for all α > d−3
2 ,

sup
N∈N

E[∥ •
N
∥p
L(CTHα(Td),CT C

min(− d−3
2 ,α+|

•
|)−ϵ

(Td))

] <∞ .

The purple objects constructed with the rough shift obey the same bounds as their black counterparts
constructed with , but with the restriction that the dimension must be ⩽ 4. Moreover, all the LD random
operators converge in probability as N ↑ ∞ to some limit in the Banach spaces stated above.

Furthermore, for τ as above of inner regularity ατ and outer regularity βτ , the corresponding BG
random operator belongs to L(CtHατ , Cβτ−ϵ) for any t ∈ R⩾0, and obeys the bound

sup
t∈R⩾0

E[∥τ (t)∥pL(CtHατ ,Cβτ−ϵ)] <∞ .

2.5.3 Kolmogorov criteria

In Lemmas 2.69 and 2.72 we give two estimates, the first being an estimate at a fixed time and the second
an estimate on an homogeneous Hölder norm in time, together these give control over the corresponding
inhomogeneous Hölder norm in time for the LD objects. For the BG object, only the first estimate of
Lemmas 2.69 and 2.72 is relevant.

Lemma 2.77 gives an estimate for an homogeneous norm for a particular class of random operators
depending on two times, and is solely used for the LD object • .

We also note, since in Section 2.6 we obtain covariance estimates in terms of Fourier variables, it is
convenient to do the same for Kolmogorov estimates and so we simplify our estimates using appropriate
stationarity of the stochastic objects.
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2.5.3.1 Kolmogorov criteria for random fields

We start with a classical Kolmogorov argument for the random fields. Below, T is a fixed positive real
number, and we write δs,tτ

def
= τ (t)− τ (s).

Lemma 2.69 ([MWX17], Proposition 3.6) For any fixed k ⩾ 1 and p ∈ 2N, uniform over smooth
stationary in space random fields τ over R⩾0×Td belonging to the k-th inhomogeneous Gaussian chaos,
one has

E[∥τ (t)∥pCβ−ϵ] ≲
( ∑
m∈Zd

⟨m⟩2βE[τ̂m(t)τ̂−m(t)]
) p

2

. (2.86)

Moreover, for any fixed θ > κ > 0 and uniform over smooth stationary in space random fields τ over
R⩾0 × Td belonging to the k-th inhomogenous Gaussian chaos, one has

E[∥τ∥p
Ċθ−κ

T Cβ−ϵ
] ≲ sup

0⩽s,t⩽T
|t−s|⩽1

|t− s|− θp
2

( ∑
m∈Zd

⟨m⟩2βE[δs,tτ̂mδs,tτ̂−m]
) p

2

.

Note that the above Lemma can be proved along the lines of Lemma 2.72 below, setting d1 = 0.

2.5.3.2 Kolmogorov criteria for time-local random operators

All the random operators in Definition 2.67 are presented as operators acting on functions of space and
time. In this section we give Kolmogorov criteria for , , sto and • .

We separate these cases since • is the only operator listed that does not act locally in time and needs
a slightly different argument – see the next section.

We note that, instead of being viewed as operators on space-time functions, the remaining operators
τ in Definition 2.67 can be viewed as operators τ̃t on space functions that themselves vary in time, by
setting

τ (f )(t, x) = τ̃t(f (t, ·))(x) (2.87)

for f : R⩾0 × Td1 and a time-varying random operator τ̃ . Overloading the notation, we identify τ̃ with τ ,
also denoting it τ (or τ• when it is necessary to distinguish). Moreover, observe that we have

∥τ (t)∥L(CTHα(Td1 ),Cβ−ϵ(Td2 )) ≲ ∥τt∥L(Hα(Td1 ),Cβ−ϵ(Td2 )) ,

and, for θ > 0,

∥τ∥L(CTHα(Td1 ),Cθ
T Cβ−ϵ(Td2 )) ≲ ∥τ•∥Cθ

TL(Hα(Td1 ),Cβ−ϵ(Td2 )) . (2.88)

Our Kolmogorov criteria for local-in-time random operators will estimate the norm on the r.h.s. in both
inequalities above.

Our approach to estimating random operators in space is inspired by [GP17, Sec. 10.2].

Definition 2.70 For any T > 0, a time-varying random smooth operator over time T will be an element
τ• ∈ CTL(Hα(Td1), Cβ−ϵ(Td2)) which, for x ∈ Td2 and t ∈ [0, T ], is of the form

τt(f )(x) =
∑
n∈Td1

Fiτn(x, t)f̂−n

where τt(f ) denotes the action of τ evaluated a time t on f ∈ Hα(Td1), and Fiτn(x, t) stands for the
Fourier transform of τ in the inner space variable evaluated at the mode n, that is to say the Fourier
transform in the space variable acting on f . This implies that for m ∈ Zd2 ,

Fx(τt(f ))(m) =
∑
n∈Zd1

τ̂m,n(t)f̂−n ,
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for τ̂m,n(t) rapidly decaying in m and n. We say a time-varying random smooth operator τ is in the
inhomogeneous Gaussian chaos of order k ∈ N if all the τ̂m,n(t) are.

For h ∈ Td2 , we write Th for the associated translated operator, that is (Thg)(·) = g(· − h) for
functions g on Td2 . We then say τ• as above is stationary in space if for every h ∈ Td2 , Th ◦ τt is equal
in distribution to τt as a random element of CTL(Hα(Td1), Cβ−ϵ(Td2)). Note that stationary in space
implies that for s, t ∈ [0, T ] and n ∈ Zd1 ,

E[τ̂m1,n(s)τ̂m2,−n(t)] = 0 unless m1 +m2 = 0 . (2.89)

Remark 2.71 Note that it is easy to verify that, with cut-off N < ∞ for the LD objects or a fixed
scale/time t < ∞ cut-off on the BG objects, the operators , , sto and • satisfy Definition 2.70
including the stated stationarity property.

We now state Kolmogorov estimates for τt which combined with (2.88) will imply the desired bound
for τ . Below, T > 0 is fixed, and we extend the notation δs,tτ = τt − τs to a time-varying random
operator τ• .

Lemma 2.72 For any fixed k ⩾ 1 and p ∈ 2N, and uniform over smooth time-varying stationary in
space random operators τ over time T belonging to the k-th inhomogeneous Gaussian chaos, one has,
for any t ∈ [0, T ],

E[∥τt∥pL(Hα,Cβ−ϵ)] ≲
( ∑
m∈Zd2 ,n∈Zd1

⟨m⟩2β⟨n⟩−2αE[τ̂m,n(t)τ̂−m,−n(t)]
) p

2

. (2.90)

Moreover, for any fixed θ > κ > 0 and uniform over smooth time-varying stationary in space random
operators τ over time T belonging to the k-th homogeneous Gaussian chaos, one has

E[∥τ•∥p
Ċθ−κ

T L(Hα,Cβ−ϵ)
] ≲ sup

0⩽s,t⩽T
|t−s|⩽1

|t− s|− θp
2

( ∑
m∈Zd2 ,n∈Zd1

⟨m⟩2β⟨n⟩−2αE[δs,tτ̂m,nδs,tτ̂−m,−n]
) p

2

.

Proof. We focus on the second statement, the first one will be clear from our argument. Taking p > d2/ε
and using the compact embedding

Bβ
p,p(T

d2) ↪→ Cβ−ϵ(Td2)

gives

∥δs,tτ (f )∥pCβ−ϵ ≲ ∥δs,tτ (f )∥p
Bβ

p,p
=
∑
h⩾−1

2βhp
∫

Td

∣∣∣∆hδs,tτ (f )(x)
∣∣∣pdx .

Then, by Cauchy–Schwarz inequality,∑
h⩾−1

2βhp
∫

Td2

∣∣∣∆hδs,tτ (f )(x)
∣∣∣pdx

≲
∑
h⩾−1

2βhp
∫

Td2

( ∑
n∈Zd1

|∆hδs,tFiτn(x)f̂−n|
)p

dx

≲

( ∑
h⩾−1

2βhp
∫

Td2

( ∑
n∈Zd1

⟨n⟩−2α|∆hδs,tFiτn(x)|2
) p

2 dx
)( ∑

n∈Zd1

⟨n⟩2α|f̂n|2
) p

2
.

We may now divide by ( ∑
n∈Zd1

⟨n⟩2α|f̂n|2
) p

2
= ∥f∥pHα
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and take the supremum over f ∈ Hα on the l.h.s. to obtain

∥δs,tτ∥pL(Hα,Cβ−ϵ) ≲
∑
h⩾−1

2βhp
∫

Td2

( ∑
n∈Zd1

⟨n⟩−2α|∆hδs,tFiτn(x)|2
) p

2 dx .

We are now ready to take the expectation. Moreover, since τ sits in a finite Gaussian chaos, one has the
hypercontractive moment bound

E
[ ∑
h⩾−1

2βhp
∫

Td2

( ∑
n∈Zd1

⟨n⟩−2α|∆hδs,tFiτn(x)|2
) p

2 dx
]

=
∑
h⩾−1

2βhp
∫

Td2

E[
( ∑
n∈Zd1

⟨n⟩−2α|∆hδs,tFiτn(x)|2
) p

2 ]dx

≲
∑
h⩾−1

2βhp
∫

Td2

( ∑
n∈Zd1

⟨n⟩−2αE[∆hδs,tFiτn(x)∆hδs,tFiτ−n(x)]
) p

2 dx

≲
∑
h⩾−1

2βhp
∫

Td2

( ∑
n∈Zd1

⟨n⟩−2α
∑

m1,m2∼2h

e−ıx·(m1+m2)E[δs,tτ̂m1,nδs,tτ̂m2,−n]
) p

2 dx

≲
∑
h⩾−1

2βhp
( ∑
n∈Zd1

⟨n⟩−2α
∑
m∼2h

E[δs,tτ̂m,nδs,tτ̂−m,−n]
) p

2

≲
( ∑
n∈Zd1

⟨n⟩−2α
∑

m∈Zd2

⟨m⟩2βE[δs,tτ̂m,nδs,tτ̂−m,−n]
) p

2
.

We can now conclude the proof by means of a standard Kolmogorov argument in time combined with
hypercontractive moment estimates, which yields, for any κ > 0,

E[∥τ∥p
L(Hα,Ċθ−κ

T Cβ−ϵ)
] ≲ sup

0⩽s,t⩽T
|t−s|⩽1

|t− s|− θp
2 E[∥δs,tτ∥2L(Hα,Cβ−ϵ)]

p
2

≲ sup
0⩽s,t⩽T
|t−s|⩽1

|t− s|− θp
2

( ∑
m∈Zd2 ,n∈Zd1

⟨m⟩2β⟨n⟩−2αE[δs,tτ̂m,nδs,tτ̂−m,−n]
) p

2

.

2.5.3.3 Kolmogorov criteria for the time non-local random operator •

We now provide the Kolmogorov criterion we will use to control the LD random operator τ =
• . As

described before, the feature of • that makes it challenging to estimate is that it is non-local in time –

this is because of the heat kernel connecting the root of • to the internal node pictured right above it.
However, for this operator we can express this non-locality in time through an integral formula,

exchanging (2.87) by writing, for f : [0, T ]× Td → R,

τ (f )(t, ·) =
∫ t

0
τu,t(f (u, ·))du . (2.91)

More explicitly, for τ =
• , writing s(·) = (s, ·) for s ∈ R, we have

τu,t ≡ •

u,t
(f ) def

= N ( t, Pt−uN ( u, f, u), t) for f : Td → R . (2.92)

The following lemma gives us an estimate analogous to (2.88).
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Lemma 2.73 Let τ be as in (2.91) and fix κ > 0 and θ ∈ (κ, 2 + κ). Then, we have

∥τ (t)∥L(CTHα,Cβ−ϵ) ≲ sup
0⩽u⩽t

|t− u|1− θ−κ
2 ∥τu,t∥L(Hα,Cβ−ϵ) , (2.93)

and

∥τ∥L(CTHα,Ċθ−κ
T Cβ−ϵ) ≲ sup

0⩽u⩽t⩽T
|t− u|1− θ−κ

2 ∥τu,t(f (u, ·))∥L(Hα,Cβ−ϵ) (2.94)

+ sup
0⩽u⩽s⩽t⩽T

|t− s|− θ−κ
2 |s− u|1− θ−κ

2 ∥τu,t − τu,s∥L(Hα,Cβ−ϵ) .

Proof. We start by performing the fixed-time estimate

∥τ (f )(t)∥Cβ−ϵ ≲
∫ t

0
∥τu,t(f (u, ·))∥Cβ−ϵdu ≲

∫ t

0
|t− u|−1+ θ−κ

2 du sup
0⩽u⩽t⩽T

|t− u|1− θ−κ
2 ∥τu,t(f (u, ·))∥Cβ−ϵ

≲ t
θ−κ
2

(
sup

0⩽u⩽t⩽T
|t− u|1− θ−κ

2 ∥τu,t∥L(Hα,Cβ−ϵ)

)
∥f∥CTHα .

Dividing by ∥f∥CTHα and taking the supremum over f ∈ CTHα in the l.h.s. gives us

∥τ (t)∥L(CTHα,Cβ−ϵ) ≲ sup
0⩽u⩽t⩽T

|t− u|1− θ−κ
2 ∥τu,t∥L(Hα,Cβ−ϵ) .

Similarly, using the fact that we have

τ (f )(t, x)− τ (f )(s, x) =
∫ t

s
τu,t(f (u, ·))du+

∫ s

0
(τu,t − τu,s)(f (u, ·))du ,

we obtain, denoting δos,tτu,·
def
= τu,t − τu,s

∥δs,tτ (f )∥Cβ−ϵ

≲
∫ t

s
∥τu,t(f (u, ·))∥Cβ−ϵdu+

∫ s

0
∥δos,tτu,·(f (u, ·))∥Cβ−ϵdu

≲ |t− s| θ−κ
2

(
sup

0⩽u⩽t⩽T
|t− u|1− θ−κ

2 ∥τu,t(f (u, ·))∥Cβ−ϵ

+ sup
0⩽u⩽s⩽t⩽T

|t− s|− θ−κ
2 |s− u|1− θ−κ

2 ∥δos,tτu,·(f (u, ·))∥Cβ−ϵ

)
≲ |t− s| θ2

(
sup

0⩽u⩽t⩽T
|t− u|1− θ−κ

2 ∥τu,t(f (u, ·))∥L(Hα,Cβ−ϵ)

+ sup
0⩽u⩽s⩽t⩽T

|t− s|− θ−κ
2 |s− u|1− θ−κ

2 ∥δos,tτu,·∥L(Hα,Cβ−ϵ)

)
∥f∥CTHα ,

from which the desired estimate follows.

Remark 2.74 We allow ourselves the blow-up factor in |t − u| in the estimates of Lemma 2.73 in
anticipation of the estimates we expect for the LD object (2.73), our estimates on Pt−u blow-up as
(t− u) ↓ 0, see the estimate (2.111b).

Our Kolmogorov criterion will be formulated for the quantities on the r.h.s. of (2.94). Before stating
this result we state the replacement for Definition 2.70.

Definition 2.75 For any T > 0, we say τ•,• is a 2-parameter time-varying random smooth operator if τ•,•

is a continuous map

SimpT = {(u, t) ∈ [0, T ]2 ∋ (u, t) : u < t} 7→ τu,t ∈ L(Hα, Cβ−ϵ)
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which, for x ∈ Td, we often write in the form

τu,t(f )(x) =
∑
n∈Zd1

Fiτn(x, u, t)f̂−n ,

and for m ∈ Zd
Fx(τu,t(f ))(m) =

∑
n∈Zd1

τ̂m,n(u, t)f̂−n ,

and τ̂m,n(u, t) decaying rapidly in m and n.
As before, we say that τ•,• belongs to the inhomogeneous Gaussian chaos of order k if τ̂m,n(u, t)

always does. We again say τ•,• is stationary in space if Th ◦ τu,t is equal in distribution to τu,t for any
h ∈ Td. In analogy with (2.89), for any (u, t), (u′, t′) ∈ SimpT and n ∈ Zd,

E[τ̂m1,n(u, t)τ̂m2,−n(u′, t′)] = 0 unless m1 +m2 = 0 .

Remark 2.76 Note that •

N
satisfies the Definition 2.75.

Finally, to state a Kolmogorov estimate taking the blow up when u ↑ t into account, for θ, η ∈ (0, 1),
we endow the space of smooth functions f : SimpT → R with the Hölder norms with blow up Cθ,ηSimpT
defined as

∥f∥
Cθ,η

SimpT

def
= sup

(u,t)∈SimpT
|t− u|η|f (u, t)|+ ∥f∥

Ċθ,η
SimpT

,

where the homogeneous part of the norm is given by

∥f∥
Ċθ,η

SimpT

def
= sup

((u,t),(r,s))∈Simp2T

(|t− u| ∧ |s− r|)η(|t− s|+ |r − u|)−
θ
2 |f (u, t)− f (r, s)| .

Note that the r.h.s. of (2.93) and (2.94) are bounded by

∥τ•,•∥Cθ−κ,η
SimpT

L(Hα,Cβ−ϵ)

for η = 1− θ−κ
2 ∈ (0, 1).

The above discussion motivates the following lemma. Recall the notation δos,tτu,· = τu,t − τu,s the

variation in the outer time. We also write δiu,rτ·,t
def
= τr,t − τu,t the variation in the inner time.

Lemma 2.77 For any fixed k ⩾ 1, p ∈ 2N, κ > 0 and θ ∈ (κ, 2 + κ), writing η = 1 − θ−κ
2 ∈ (0, 1),

and uniform over smooth 2-parameter time-varying stationary in space random operators τ over time
T ∈ (0, 1] belonging to the k-th inhomogeneous Gaussian chaos, one has

E[
(
∥τ•,•∥Ċθ−κ,η

SimpT
L(Hα,Cβ−ϵ)

)p
] (2.95)

≲ sup
0⩽u⩽r⩽t⩽T

|t− r|ηp|r − u|− θp
2

( ∑
m∈Zd,n∈Zd

⟨m⟩2β⟨n⟩−2αE[δiu,r τ̂m,n(·, t)δiu,r τ̂−m,−n(·, t)]
) p

2

+ sup
0⩽r⩽s⩽t⩽T

|s− r|ηp|t− s|−
θp
2

( ∑
m∈Zd,n∈Zd

⟨m⟩2β⟨n⟩−2αE[δos,tτ̂m,n(r, ·)δos,tτ̂−m,−n(r, ·)]
) p

2

.

Proof. To lighten notation we just write | • | for ∥ • ∥L(Hα,Cβ−ϵ). Then for any random function f :

SimpT → L(Hα, Cβ−ϵ) in the k-th inhomogeneous Gaussian chaos, we again have by a classical
Kolmogorov estimate and hypercontractive estimates,

E[∥f∥p
Ċθ−κ,η

SimpT

] ≲ sup
((u,t),(r,s))∈Simp2T

[
(|t− u| ∧ |s− r|)ηp(|t− s|+ |r − u|)−

θp
2 (2.96)



KOLMOGOROV ARGUMENTS FOR RANDOM FIELDS AND OPERATORS 91

× E[|f (u, t)− f (r, s)|2]p/2
]
.

By symmetry, we can take t ⩾ s in the supremum. Using f (u, t)− f (r, s) = δir,uf (·, t) + δos,tf (r, ·) we
can bound the r.h.s. of (2.96) (up to an inessential constant) by

sup
((u,t),(r,s))∈Simp2T

t⩾s

(|t− u| ∧ |s− r|)ηp|r − u|− θp
2 E[|δir,uf (·, t)|2]p/2

+ sup
((u,t),(r,s))∈Simp2T

t⩾s

(|t− u| ∧ |s− r|)ηp|t− s|− θp
2 E[|δos,tf (r, ·)|2]p/2 .

For the first term on the r.h.s. above, observe that t ⩾ s with s ⩾ r yields |t − u| ∧ |s − r| ⩽
|t− u| ∧ |t− r| = |t− u ∨ r|. For the second term we observe that we have |t− u| ∧ |s− r| ⩽ |s− r|.
Together, this allows to estimate the r.h.s of (2.96) by

≲ sup
((u,t),(r,s))∈Simp2T

t⩾s

|t− u ∨ r|ηp|r − u|− θp
2 E[|δir,uf (·, t)|2]p/2

+ sup
((u,t),(r,s))∈Simp2T

t⩾s

|s− r|ηp|t− s|− θp
2 E[|δos,tf (r, ·)|2]p/2 .

The desired estimate then follows by controlling expectations of ∥ • ∥2L(Hα,Cβ−ϵ) by using (2.90) with
p = 2 to replace them by sums over Fourier modes.

Remark 2.78 While the above Lemma gives control on the homogeneous bound, for any fixed (u, t) ∈
SimpT we have

∥f∥
Cθ−κ,η

SimpT

≲ |t− u|η|f (u, t)|+ ∥f∥
Ċθ−κ,η

SimpT

,

where putting in the factor |t− u|η|f (u, t)| makes the implicit constant above independent of the choice
of (u, t). Therefore, we have

E[∥τ•,•∥p
Cθ−κ,η

SimpT

] ≲ |t− u|ηp
( ∑
m∈Zd,n∈Zd

⟨m⟩2β⟨n⟩−2αE[τ̂m,n(u, t)τ̂−m,−n(u, t)]
) p

2

+ r.h.s. of (2.95) .

Controlling the first term of the r.h.s. of the above equation uniformly in (u, t) ∈ SimpT turns out to be
similar to controlling the whole r.h.s. of (2.95). We will focus on describing how to estimate this quantity,
and point out how the second term above can be obtained by extracting small factors from increments of
heat kernels – see Remark 2.81.

Remark 2.79 Those who are less familiar with path-wise approaches to stochastic analysis may be
surprised that we need to control Hölder regularity in u, as in the end we only need uniform estimates
in u. However, the only way we have to control an expectation of a supremum over u is by proving
regularity in u.

2.5.4 Regularity of the random field and operators [k

As an instructive warm-up before the more involved analysis of bigger trees taking place in Section 2.6,
we look at regularity estimates for both as a random field and a random operator. Using Lemma 2.69,
we see that the key ingredient for (2.80) is estimating, for β = | |,∑

m∈Zd

⟨m⟩2βE[δs,t̂ mδs,t̂ −m] ≲
∑
m∈Zd

⟨m⟩2β−2+2θ|t− s|θ , (2.97)
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where we used (2.16) to obtain

E[δs,t̂ mδs,t̂ −m] =
2

⟨m⟩2 (1− e
−|t−s|⟨m⟩2) ≲ ⟨m⟩−2+2θ|t− s|θ , (2.98)

for θ ∈ (0, 1). The RHS of (2.97) is convergent if and only if β < −d−2
2 − θ, and so we obtain the

desired statement by taking θ small enough.
For obtaining (2.82), we note that since we have invariance of the law of under permutations of spatial

coordinates for the random operator, it suffices to estimate moments of norms of J for J = [k] ⊂ [d].
Lemma 2.72 tells us the key estimate is∑

n∈Zd−k,m∈Zk

⟨n⟩−2α⟨m⟩2βE[δs,t̂ m,nδs,t̂ −m,−n]

≲
∑

n∈Zd−k,m∈Zk

⟨n⟩−2α⟨m⟩2β⟨(m,n)⟩−2+2θ|t− s|θ . (2.99)

The situation here is more delicate, with the RHS of (2.99) being convergent if and only if the three sums∑
p∈Zd⟨p⟩−2α+2β−2+2θ,

∑
n∈Zd−k⟨n⟩−2α−2+2θ, and

∑
m∈Zk⟨m⟩2β−2+2θ are all convergent. This gives

us three conditions:

β < α− d− 2

2
, β < −k − 2

2
and α >

d− k − 2

2
. (2.100)

More generally, the regularity we associate to a random field will be determined by how large we can
take β while keeping (2.102) convergent. Similarly, for a general random operator τ , we will aim to take
α small and β large while keeping (2.102) convergent. The exponents α and β are, respectively, called
the inner and outer regularities of τ . For a random field τ , we also call the supremum over the values of
β that we can take the outer regularity of τ .

Finally, since all the τ are polynomials in the Gaussian noise ξ, we can use Wick’s rule to compute
Cu,tτ (m,n) as sum of various terms indexed by all the possible contractions of instances of ξ. Each of
these contractions will correspond to a (possibly renormalized) amplitude. In the next step, we show that
these amplitudes can be indexed by a certain class of graphs, that we define hereafter.

Remark 2.80 To argue the convergence as N ↑ ∞ of N , note that for N ⩾M , we have∑
m∈Zd

⟨m⟩2βE[( N̂ − M )m( N̂ − M )−m] ≲
∑
m∈Zd

1[M,N ](|m|∞)⟨m⟩2β−2 ≲
∑
m∈Zd

⟨m⟩2β−2+ϵM−ϵ

By giving up an arbitrarily small amount of regularity in our estimate, we obtain an o(M ) factor which
we can use to argue convergence.

Remark 2.81 Regarding Hölder estimates in time, recall that the required estimate for the covariance of
δs,t is straightforward modification of the estimate of (t) for fixed t in (2.98). For computing (2.101) for
more complicated stochastic estimates, we can always reorganize the terms by means of some telescoping
sums so that we introduce a single time difference of free fields that gives us a good factor of |t− s|, see
[MWX17].

Moreover, the same technique can be applied to (2.103) to prove Hölder-continuity in the inner time
u of the non-local in time random operator: each contribution can be rewritten as a sum over many
contribution depending on u and r only through a single term

1

⟨m⟩2 (1− e
−|r−u|⟨m⟩2) ≲ ⟨m⟩−2+2θ|r − u|θ

giving us the needed small factor |r − u|θ. Therefore, in the sequel, we will focus on bounding (2.102)
with the understanding that the required estimate on (2.101) and (2.103) can be dealt with similarly. Note
that this remark is only relevant for the LD objects.
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2.6 Diagrammatic methods and estimates on larger objects

This section is devoted to proofs of regularity estimates for stochastic objects more complicated than . In
Section 2.5.3, we stated some Kolmogorov type estimates for both random fields and operators that allow
us to reduce the proofs of stochastic estimates to covariance computations. In Section 2.5.4, we applied
this estimates to the case of the dynamical free field , both seen as a random field and a random operator.
When performing covariance computations, the question reduces to verify the values of the regularity
parameters for which some sums over Fourier modes are convergent, along with all their sub-sums – see
for instance (2.99) that gives rise to the three conditions (2.100) coming from the different sub-sums. For
bigger objects, these sums become too involved to be directly written and controlled so we develop a
more careful diagrammatic framework for obtaining the probabilistic estimates for the random fields
and random operators that enter into our analysis, extending the diagrammatic notation introduced in
Section 2.1.3.1.

In Section 2.6.1, we recall the expressions of the covariances that we need to control. In Section 2.6.2,
we introduce stranded graphs, which are generated by Wick’s rule for moments of Gaussians used in
Section 2.6.3 to express bounds on covariances of our stochastic objects A second class of graphs called
tensor graphs, which are equivalent to tensor graphs but more suited for power-counting, are introduced
in Section 2.6.4. In Section 2.6.5 we present a multiscale method for estimating the contribution from a
given tensor graph, here we need to disentangle the behaviours of all the different sub-sums by looking
at different sectors indexed by some tensor subgraphs. This analysis is completed in Sections 2.6.6 and
(2.6.7) where we derive the stochastic estimates for all the random tensors and operators.

2.6.1 Covariances of the stochastic objects

We introduce notation for covariances that will be used to estimate the r.h.s. of the Kolmogorov estimates,
and which in this section we will estimate using sums over graphs.

From now on, we fix θ > 0 sufficiently small and η < 1 sufficiently close to 1.

Definition 2.82 We introduce a short-hand notation for the covariances of the stochastic objects. For any
random field τ , we let

Cu,tτ (m,n) def
= E[τ̂m(t)τ̂−m(t)]δn,0 ,

C̃r,s,tτ (m,n) def
= E[δs,tτ̂mδs,tτ̂−m]δn,0 ,

for all random operators τ ̸= • , we let

Cu,tτ (m,n) def
= E[τ̂m,n(t)τ̂−m,−n(t)] ,

C̃r,s,tτ (m,n) def
= E[δs,tτ̂m,nδs,tτ̂−m,−n] ,

and for τ =
• we let

Cu,tτ (m,n) def
= E[τ̂m,n(u, t)τ̂−m,−n(u, t)] ,

C̃r,s,tτ (m,n) def
= E[δos,tτ̂m,n(r, ·)δos,tτ̂−m,−n(r, ·)] ,

Ĉu,r,tτ (m,n) def
= E[δiu,r τ̂m,n(·, t)δiu,r τ̂−m,−n(·, t)] .

Using Lemmas 2.69,2.72 and 2.77, the needed space-time regularity estimates on LD stochastic objects
reduces to estimating

|s− r|1{τ=
•
}2η|t− s|−θ

∑
m∈Zd2 ,n∈Zd1

⟨m⟩2β⟨n⟩−2αC̃r,s,tτ (m,n) (2.101)
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uniformly in the cut-off N and in (r, s, t), while uniform in time (for the LD objects) and in the cut-off
(for both LD and BG objects) control of the space regularity reduces to estimating

|t− u|1{τ=
•
}2η ∑

m∈Zd2 ,n∈Zd1

⟨m⟩2β⟨n⟩−2αCu,tτ (m,n) (2.102)

uniformly in the cut-off N for the LD objects and in (u, t). Finally, to handle τ =
• , it is necessary to

control the Hölder-continuity in the inner time u, which corresponds to estimating

|t− r|2η|r − u|−θ
∑

m∈Zd,n∈Zd

⟨m⟩2β⟨n⟩−2αĈu,r,tτ (m,n) (2.103)

uniformly in the cut-off N and in (u, r, t).
Note that with the above notation, when τ is a random field, the term δn,0 makes that the sum over

n ∈ Zd1 vanishes, so that one can think of (2.101) and (2.102) with d1 = 0.

2.6.2 Stranded graphs

The first class of diagrams we will work with are called stranded graphs.

Definition 2.83 A stranded graph G is given by data G = (V,L, c, p) of the following form.
The data (V,L) specifies a quartic graph, namely where each link l ∈ L is incident to one or two

vertices and each vertex v ∈ V is incident to four links, in both cases counting multiplicity. We allow a
link l to be incident to a vertex v with multiplicity two (which we still call being incident to two vertices),
and we call such a link a tadpole. In particular, if we say l is a tadpole at v, then v is also incident to l
with multiplicity two. If any link l is only incident to one vertex, then we call it an external link. Links
incident to two vertices (including tadpoles) are called internal links. We let Lint(G) and Lext(G) be
the internal link and external link set of G. A vertex which is only incident to internal links is called an
internal vertex and we denote by V int(G) the internal vertex set of G. If |Lext(G)| = 0 then G is called a
closed stranded graph while if |Lext(G)| > 0 we call G an open stranded graph.

The data c is a “coloring map” c : N → [d] that indicates which term in
∑d

c=1 Ic(ϕ) is being
associated to the vertex v. As an example, if we write [d] = {1, 2, 3, 4}, then if c(v) = 1, v would be
associated to the following picture.

l1 l2

l3l4

Figure 6: Pictorial representation of a vertex of a stranded graph

The colored edges above are not links in L, only the dashed lines l1, l2, l3, l4 are. Note that l1, . . . , l4
need not all be distinct if we have a tadpole at v. Note also that the four nodes appearing above are not
four elements of the set V , but the entire collection of them plus the colored edges correspond to one
vertex in V .

The data p consists of associating, to each v ∈ V , an ordered pair of partitions of the multi-set of
links incident to v, which we write p(v) = (p̂(v), p̄(v)). The data p(v) tells us how to glue the links
incident to v to the non-local vertex, p̂(v) is the pairing induced by pairing links that are incident to
nodes of the non-local vertex connected by the edges colored c(v), while p̄(v) is the pairing induced by
pairing links that are connected by the other d − 1 edges. The data p(v) furthermore comes with the
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following compatibility condition: we enforce p̂(v) ̸= p̄(v), unless p̂(v) = p̄(v) = {{lt, l1}, {lt, l2}} with
lt, l1, l2 ∈ L, and possibly l1 = l2.

For example, in the picture above one has

p̂(v) =
{
{l1, l4}, {l2, l3}

}
and p̄(v) =

{
{l1, l2}, {l3, l4}

}
. (2.104)

In what follows, we denote by {l1(v), . . . , l4(v)} the links incident to v such that (2.104) holds.
Finally a rooted stranded graph is a stranded graph with either exactly one marked vertex or exactly

one marked link.

Note that stranded graphs for the local theory are obtained simply by ignoring the data c and p. We
close the section by describing the notion of stranded subgraph.

A stranded graph can be pictured using the representation of Figure 6 for each vertex, which also
encodes the data c, p, and representing each link by a dotted black line.

Definition 2.84 A stranded subgraph G′ of a closed stranded graph G is defined by a subset Lint(G′) ⊂
L(G). Its vertex set V (G′) is given by the set of all vertices incident to the links in Lint(G′) while its
external link set Lext(G′) is given by the set of all the links in Lext(G) that are attached to the vertices in
V (G′) but are not in Lint(G′). G′ inherits the data c and p of G, so that it is indeed a stranded graph.

2.6.2.1 Drawing stranded graphs

Why we call the objects “stranded graphs” becomes more clear once we draw them by expanding links
as d parallel strands. This Section is indeed devoted to the introduction of a second diagrammatic
representation of stranded graphs using colored strands.

In Feynman diagrams each link l carries a Fourier variable ml = (ml,i)di=1 ∈ Nd and contributes a
factor ⟨ml⟩−2, the total contribution of a given diagram comes from summing over the Fourier variable
for every link subject to the constraints imposed by the vertices on Fourier modes of the links incident to
them.

At the level of links, drawing a stranded graph using strands involves expanding each link into
d-different edges corresponding to the d-different components of its Fourier mode (which we view as
carrying different colors c ∈ [d]).

l ←→ l ←→ ∑
ml=(ml,1,ml,2,ml,3,ml,4)∈Z4⟨ml⟩−2

Figure 7: A link of a stranded graph representing a Fourier mode m

The Fourier relations (2.14) and (2.15) determine how links interact at vertices. We now describe
how we write vertices using strands. For the local theory, the relation (2.14) just produces a d-fold
reproduction of the original vertex.

l1

l2

l3

l4

←→ δ(
∑4

i=1mei)
←→∏

c∈{1,2,3,4} δ(
∑4

i=1mli,c)

Figure 8: The local vertex, and its trivial stranded representation

For larger Feynman diagrams in the local theory, expanding both links and vertices using strands in
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the local theory again just duplicates them, see the example below.

−→

For the tensor field theory, we have a different vertex for each color c. The following picture shows how
the relation (2.15) can be pictured in terms of strands for c = 1.

l1 l2

l4 l3

←→ δ1v(ml1 ,ml2 ,ml3 ,ml4)

Figure 9: The green vertex representing the green nonlinearity I1

where for c ∈ [d] and Fourier modes m,n, p, q ∈ Zd,

δcv(m,n, p, q) def
= δmc,−ncδpc,−qcδmĉ,−qĉδnĉ,−pĉ .

An example of writing both links and vertices with strands in a larger graph is

−→le,1 le,2
le,4le,3

li,1

li,2

v1 v2 v1 v2

li,1

li,2

le,1 le,2

le,4le,3

Going from the left to the right representation uses the data (c, p) given by c(va) = 1, p̂(va) =
{{li,1, le,a}, {li,2, le,a+2}} and p̄(va) = {{le,a, le,a+2}, {li,1, li,2}} for every a ∈ {1, 2}. The graph
above has three internal strands and eight external strands.

When we draw stranded graphs in their stranded representation, we see that a stranded graph can
be associated to a collection of graphs each of which is a single color. Individual colored strands pass
through at least one link and one vertex, possibly more.

If a strand runs through at least one external link, it is called an external strand. Otherwise, a strand
going through only internal links is called an internal strand. We let S(G) and Sint(G) be the strand set
and internal strand set of G.

Due to the delta functions imposed at vertices, each strand s ∈ S(G), in addition to carrying a single
color, is also associated to a one dimensional Fourier mode which we denote ms ∈ Z.

2.6.3 Bounding renormalized amplitudes with stranded graphs

Let us go back to the evaluation of (2.102). In the sequel, we have to partition the stochastic objects we
are dealing with into two categories. We call stochastic objects of type I all the random fields listed in
Definition 2.64 along with • and • , and stochastic objects of type II , and sto (which are defined
in (2.118)). Dealing with these objects is sufficient to prove Lemmas 2.66 and 2.68.

To a stochastic object τ of type I that contains k instances of the noise we associate a collection of
closed rooted stranded graphs Gτ and also define a map Au,tT,N : Gτ → R such that

|t− u|1{τ=
•
}2η ∑

m∈Zd2 ,n∈Zd1

⟨m⟩2β⟨n⟩−2αCu,tτ (m,n) =
∑
G∈Gτ

Au,tT,N (G) . (2.105)
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Each G ∈ Gτ is determined by choosing one out of all the pairings of the 2k noises coming from Wick’s
rule and one of the colorings of all the vertices in the two copies of τ . Graphs in Gτ have links, vertices.
Moreover, one or two of their links also carry a special labeling reflecting the terms ⟨n⟩−2α and ⟨m⟩2β
that probe the inner and outer regularities. We denote them as lα and lβ , and lβ is chosen to be the root of

G. Note that lα ∈ L(G) if and only if τ ∈ { • ,
• }.

If τ is of type II, then there is a subtlety related with the definition of lα and lβ . Indeed, gluing
two copies of τ and performing all the possible pairings of the 2k noises and choosing all the possible
colorings of the vertices again produces terms that are indexed by a collection of closed rooted stranded
graphs Gτ . However, for Gs ∈ Gτ , lα and lβ do not belong to L(Gs) but are defined as follows. Since
Gs is representing the gluing of two copies of τ , and τ contains one half-vertex, the gluing produces
a new vertex r of color c ∈ [d], which is chosen to be the root of Gs. If τ ∈ { , sto}, then r is
crossed by two strands sα and sβ of color c, and we have ⟨m⟩2β = ⟨msβ ⟩2β and ⟨n⟩−2α = ⟨msα⟩−2α,

so that we define lα
def
= sα ∩ r, lβ def

= sβ ∩ r, and we have mlα = msα ∈ Z and mlβ = msβ ∈ Z. The
situation is similar if τ = , but now r is crossed by two beams of d − 1 strands of all the colors but

c, that we denote fα
def
= (sα,i)i∈[d]\{c} and fβ

def
= (sβ,i)i∈[d]\{c}. We also denote mfα

def
= (msα,i)i∈[d]\{c}

and mfβ
def
= (msβ,i)i∈[d]\{c}, that are such that ⟨m⟩2β = ⟨mfβ ⟩2β and ⟨n⟩−2α = ⟨mfα⟩−2α, and again we

define lα
def
= fα ∩ r, lβ def

= fβ ∩ r, so that mlα = mfα ∈ Zd−1 and mlβ = mfβ ∈ Zd−1. This definition
implies that we do not really see the root r as a vertex, but rather as two parallel links gluing the two
copies of τ . From now on, we thus identify Gs with the graph G which is obtained from Gs removing
the two times 1 or d− 1 edges that compose lα and lβ and replacing them with lα and lβ . By definition,
L(G) def

= L(Gs)⊔{lα}⊔ {lβ}. See Figure 10 for an illustration of the definitions of lα and lβ in the tensor
graph representation. Going from Gs to G then simply involves seeing lα and lβ as two dotted lines
instead of 1 or d− 1 parallel edges.

lα lβ

lα

lβ

Figure 10: The gluing of two copies of • = and of • = , with the positions of lα and lβ

2.6.3.1 Renormalizing amplitudes

The formula for Au,tT,N (G) must also take into consideration our renormalization coming from the possible
divergent subgraphs of the forms M1,c and M2,c,c′ that are introduced in Definition 2.6. For everyG ∈ Gτ ,
we thus define the (possibly empty) sets M1,c(G) (respectively M2,c,c′(G)) that contain all the subgraphs
of G of the form M1,c for c ∈ [d] (respectively M2,c,c′ for c ̸= c′). We write M1(G) def

=
⋃d
c=1M

1,c(G),
M2(G) def

=
⋃
c̸=c′ M

2,c,c′(G) and M(G) def
= M1(G) ∪M2(G).

We distinguish the links and vertices of G that do not belong to some M ∈ M(G), defining
Ṽ (G) def

= V (G) \⋃M∈M2 V int(M ) (this definition takes into account the fact that graphs in M1 do not
have internal vertices) and L̃(G) def

= L(G) \⋃M∈M(G) L
int(M ).

Graphs M ∈ M1 only have one internal link li = li(M ), and we define mM,i
def
= mli the internal

Fourier mode of M . They have two external links le,1 = le,1(M ) and le,2 = le,2(M ) that carry the same
Fourier mode, and we define mM,e

def
= mle,1 = mle,2 the external Fourier mode of M . With this notation,

if M is color c it carries the renormalized amplitude R1,c(mM ) of (2.23).
Graphs M ∈M2(G) have three internal links, among which two are attached to an external node of

M (they are thus themselves the two external links of some graph M1(M ) ∈M1(G)). These two links
are called superficial, and we denote ls,1 = ls,1(M ) and ls,2 = ls,2(M ). We call the remaining internal
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link of M the deep link, and it is denoted ld = ld(M ).
The structure of M imposes that the two superficial links of M carry the same Fourier mode which

we denote mM,s
def
= mls,1 = mls,2 while we denote mM,d

def
= mld the Fourier mode of the deep link of

M2 (which is also the internal link of M1(M2)). They also have two external links le,1 = le,1(M ) and
le,2 = le,2(M ) that carry the same Fourier mode, and we define mM,e

def
= mle,1 = mle,2 the external

Fourier mode of M . With this notation, M of colors c, c′ bears the amplitude R2,c,c′(mM,s,mM,d).
Finally, we let M̃1,c(G) be the set of all the graphs in M1,c(G) that are not of the form M1(M2) for

some M2 ∈M2,c,c′(G) for c′ ̸= c. We also let M̃1(G) def
=
⋃d
c=1 M̃

1,c(G) and M̃(G) def
= M̃1(G) ∪M2(G).

A link l can link two different graphs M,M ′ ∈ M̃(G). If this is the case, we use the freedom we have in
the labelling of le,1, le,2 to enforce the convention that if l = le,1(M ), then l = le,2(M ′). See Figure 11
for an illustration of the notations introduced in this paragraph.

M1

M2

mM1,i

li

ls,1 ls,2

ld

mM2,d

mM2,s

}
M1(M2)

le,2le,1
mM1,e

le,2le,1
mM2,e

Figure 11: A divergent graph M1 of type M1,c and a divergent graph M2 of type M2,c,c′ pictured in the
tensor graph representation introduced below

We also need the following partition of L̃(G) which will enable us to reexpress (2.102). First of all,
note that lα and lβ belong to L̃(G) since they are attached to two different vertices in a non-melonic way.
Links in L̃(G) are partitioned as L̃(G) = L̃i(G)⊔ L̃c(G)⊔ {lα} ⊔ {lβ} (if τ is a random fields, then lα is
absent in this decomposition) where links in L̃i(G) stand for time lines while links in L̃c(G) represent the
contraction of two noises. By time lines, we mean the links associated to the inverse heat operator in LD
objects (i.e. the time integral of Pt−s), and to the time integral of J2 in BG objects. Note that once all
the integrations over the variables of the noises yielding some objects t are performed, then the times
lines are the only links bearing a time integration. Note also that a graph G can have other links l ∈ L(G)
corresponding to a time integral than those contained in L̃i(G), since each subgraph M ∈M2(G) has
exactly one link corresponding to a time integral (one of its two superficial links) which, since it belongs
to a renormalized subgraph, is not contained in Li(G).

We display below an example of a graph G ∈ Gτ for τ =
• . Here, lα and lβ are indicated by their

names, while l1 and l2 are the two elements of L̃i(G), and all the four remaining links belong to L̃c(G).
Note that the same graph with lα replaced by a link l ∈ L̃c(G) belongs to Gτ for τ = (more precisely
it would be a contribution coming from the gluing of N ( , , )− 1

2C
2 with itself).
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lβ

lα

l2l1

Figure 12: A graph G ∈ Gτ for τ =
• with its links in {L̃i(G)} ⊔ {lα} ⊔ {lβ} indicated

With this notation in hand, we are ready to define, for any τ and G ∈ Gτ , a labelling of the links of
G, ℓ : L(G)→ R:

ℓ(l) ≡ ℓτ (l) def
= 1− (1− α)1{l = lα} − (1 + β)1{l = lβ} − (1− η)1{τ =

• and l ∈ L̃i(G)} .bmabma(2.106)

The tree structure of τ implies that for every v ∈ Ṽ (G), there exists a unique path Pv made with only
links in L̃i(G) between v and the root (if τ is of type II) or one of the two vertices attached to the root (if
τ is of type I). This induces a partial order on Ṽ (G), and we say that v2 ≺ v1 if v1 is on the path Pv1 .
For l ∈ L̃i(G), we denote by v1(l) and v2(l) the two extremities of l such that v2 ≺ v1. For l ∈ L̃c(G),
we make an arbitrary choice in labelling the two extremities of l as v1(l) and v2(l).

2.6.3.2 Explicit formulae and bounds for renormalized amplitudes

We can now give an expression for Au,tT,N (G). Recall that links of G are partitioned as

L(G) =
⊔

M∈M̃(G)

Lint(M ) ⊔ L̃i(G) ⊔ L̃c(G) ⊔ {lα} ⊔ {lβ} .

While lα and lβ bear the kernels ⟨mlα⟩−2α and ⟨mlβ ⟩2β , links l in L̃i(G) bear the integral kernel{ ∫ tv1(l)
al

I(tv1(l), tv2(l),ml)dtv2(l) if τ ̸= • ,

I(tv1(l), tv2(l),ml) if τ =
•
.

where al ∈ {−∞, 0} and

I(t1, t2,m) =

 1{|m|∞ ⩽ N}e−(t1−t2)⟨m⟩2 for a LD object ,
∂t2ϱ

2
t2

(m)
⟨m⟩2 for a BG object .

and links l in L̃c(G) carry the contraction kernel C(tv1(l), tv2(l),ml) given by

C(t1, t2,m) =

 1{|m|∞ ⩽ N} e−|t1−t2|⟨m⟩2

⟨m⟩2 for a LD object ,
ϱ2t1∧t2

(m)
⟨m⟩2 for a BG object .

.

The remaining links belong to some M ∈ M̃(G). The subamplitude M (tM ,mM,e) of M ∈ M̃1,c(G) at
tM = tv2(le,1) is given by

M (tM ,mM,e) =
∑

mM,i∈Zd

δmM,i,c,mM,e,c(C(tM , tM ,mM,i)− C(tM , tM ,mM,i,ĉ)) ,
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and the subamplitude M (tM ,mM,e) of M ∈M2,c,c′(G) at tM = tv2(le,1) is given by

M (tM ,mM,e) =
∑

mM,s,mM,d∈Zd

δmM,s,c,mM,e,cδmM,d,c′ ,mM,s,c′

∫ tM

als

ds

(I(tM , s,mM,s)C(tM , s,mM,s)− I(tM , s,mM,s,ĉ)C(tM , s,mM,s,ĉ))

(C(s, s,mM,d)− C(s, s,mM,d,ĉ′)) .

With this notation we have for τ ̸= • and G ∈ Gτ

Au,tT,N (G) =
∑

ml1
,...,ml|L̃(G)|

∈Zd(l)

⟨mlα⟩−2α⟨mlβ ⟩2β
∏

l∈L̃i(G)

∫ tn1(l)

al

dtn2(l)I(tn1(l), tn2(l),ml)

∏
M∈M̃(G)

M (tM ,mM,e)
∏

v∈V (G)

δv(ml1(v), . . . ,ml4(v))
∏

l∈L̃c(G)

C(tn1(l), tn2(l),ml) ,

where d(l) = d except, if τ is of type II, for lα and lβ . Here, it is understood that the time of the root (if τ
is of type II) and the times of the two vertices attached to the root (if τ is of type I) is t.

Moreover, a similar formula holds for τ =
• and G ∈ Gτ , except that n1(l) = t and n2(l) = u for

both l ∈ L̃i(G) (so that there is no integration over the variables (tn2(l))l∈L̃i(G)), and that the additional
factor |t− u|2η is present. We state it for completeness:

Au,tT,N (G) =
∑

ml1
,...,ml|L̃(G)|

∈Zd(l)

⟨mlβ ⟩2β⟨mlα⟩−2α
∏

l∈L̃i(G)

|t− u|ηI(t, u,ml)

∏
v∈V (G)

δv(ml1(v), . . . ,ml4(v))
∏

l∈L̃c(G)

C(tn1(l), tn2(l),ml) .

Lemma 2.85 With all the previous notations introduced in Definition 2.83 and in the last paragraph at
hand, for every stochastic object τ we have (2.105).

Moreover, for every G ∈ Gτ , we have Au,tT,N (G) ≲ Ã(G) where Ã(G) is independent of u, t, T and
N , and is given by

Ã(G) def
=

∑
ms1 ,...,ms|S(G)|∈Z

∏
l∈L̃(G)

⟨ml⟩−2ℓ(l)
∏
c∈[d]

∏
M∈M̃1,c(G)

⟨mM,e⟩2 ∧ ⟨mM,i⟩2
⟨mM,i⟩2⟨mM,i,ĉ⟩2

(2.107)

∏
c ̸=c′

∏
M∈M2,c,c′ (G)

⟨mM,e⟩2 ∧ ⟨mM,s⟩2
⟨mM,s⟩2⟨mM,s,ĉ⟩4

⟨mM,s⟩2 ∧ ⟨mM,d⟩2
⟨mM,d⟩2⟨mM,d,ĉ′⟩2

.

In other words, we have uniformly in u, t ∈ SimpT , T ⩾ 0 and N ∈ N,

|t− u|1{τ=
•
}2η ∑

m∈Zd2 ,n∈Zd1

⟨m⟩2β⟨n⟩−2αCu,tτ (m,n) ≲
∑
G∈Gτ

Ã(G) . (2.108)

Moreover, a similar formula holds uniformly in 0 ⩽ r ⩽ s ⩽ t ⩽ T <∞ and N ∈ N to control the
time continuity of the LD objects:

|s− r|1{τ=
•
}2η|t− s|−θ

∑
m∈Zd2 ,n∈Zd1

⟨m⟩2β⟨n⟩−2αC̃r,s,tτ (m,n) ≲
∑
G∈Gτ

∑
l0∈L̃r(G)

Å(G, l0) , blablablabla(2.109)

where Å(G, l0) is defined similarly to Ã(G) but with ℓ(l) replaced by

ℓ̃(l, l0) ≡ ℓ̃τ (l, l0) def
= ℓ(l)− θ1{l = l0}
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in (2.107), and L̃r(G) is the set of all links of G in L̃i(G) ⊔ L̃c(G) that are attached to the root if τ is of
type II or to the two vertices attached to the root if τ is of type I.

Finally, we also have a similar formula holding uniformly in 0 ⩽ u ⩽ r ⩽ t ⩽ T <∞ and N ∈ N
to control the inner time continuity of • :

|t− r|2η|r − u|−θ
∑

m∈Zd,n∈Zd

⟨m⟩2β⟨n⟩−2αĈu,r,tτ (m,n) ≲
∑
G∈Gτ

∑
l0∈L̃i(G)

Å(G, l0) . (2.110)

Proof. We have (2.105) by the definition of the quantities on the r.h.s of (2.105) and Wick’s rule.
We first show (2.108). In order to deal with both LD and BG objects in our estimates, we denote

by I and C some general integration and contraction kernels verifying the following assumptions (for
a ∈ {0,−∞}): ∫ t

a
I(t, s,m)ds ⩽ ⟨m⟩−2 for all t ⩾ 0 , (2.111a)

|t− u|ηI(t, u,m) ≲ ⟨m⟩−2η for all t ⩾ u ⩾ 0 , (2.111b)

C(t1, t2,m) ⩽ ⟨m⟩−2 for all t1, t2 ⩾ 0 , (2.111c)

C(t, t,m) = C̃(t,m)⟨m⟩−2 with C̃(t) ⩽ 1 for all t ⩾ 0 (2.111d)

and − ∂m2
i
C̃(t,m) = |∂m2

i
C̃(t,m)| ≲ ⟨m⟩−2 for all t ⩾ 0 .∫ t

a
I(t, s,m)C(t, s,m)ds ≲ C̃(t,m)⟨m⟩−4 with C̃ as above . (2.111e)

The integral and contraction kernels of both the LD and BG objects verify these assumptions, rather
trivially for the LD objects for which C̃(t,m) = 1. For the BG objects, we have C̃(t,m) = ϱ2t (m). Note
that we have

−∂m2
i
C̃(t,m) = 2ϱt(m)∂m2

i

⟨m⟩
t

∣∣∣ϱ′(⟨m⟩
t

)∣∣∣ = ϱt(m)
t⟨m⟩

∣∣∣ϱ′(⟨m⟩
t

)∣∣∣ .
Recalling that supp(ϱ) ⊂ [12 , 1] and |ϱ′| ⩽ 1 , we have −∂m2

i
C̃(t,m) ≲ 1

t⟨m⟩ ≲ 1
⟨m⟩2 . The estimate for∫ t

a I(t, s,m)C(t, s,m)ds follows similarly. Regarding (2.111b), it is only necessary in order to handle the
LD object • , and is easily verified, since

|t− u|ηI(t, u,m) = |t− u|ηe−|t−u|⟨m⟩2 = ⟨m⟩−2η(|t− u|⟨m⟩2)ηe−|t−u|⟨m⟩2 ,

and r 7→ rηe−r is bounded on R⩾0.
We first address the case whereG does not involve any renormalization. In this case, the proof directly

follows from the assumptions (2.111a), (2.111b) and (2.111c) on I and C. Indeed, once for all l ∈ L̃c(G),
C(tv1(l), tv2(l),ml) has been bounded by ⟨ml⟩−2, there is no dependence left in tv2(l) for l ∈ L̃i(G) apart
in I(tv1(l), tv2(l),ml). If τ ̸= • , we can therefore perform all the integrations over the parameters tv2(l),

and they are in turn also bounded by ⟨ml⟩−2, while if τ =
• , we can make use of (2.111b) to bound all

the terms I(tv1(l), tv2(l),ml) by ⟨ml⟩−2η. Note that if τ =
• , then |L̃i(G)| = 2 which matches the fact

that we have precisely two factors |t− u|η at our disposal.
We now turn to G that involves renormalization. Below we sometimes abuse notation and write√
u ∈ R for χc(0,

√
u(1, . . . , 1)) ∈ Rd. For M ∈ M̃1,c(G), by assumption (2.111d), we have

|C(tM , tM ,mM,i)− C(tM , tM ,mM,i,ĉ)| =
C̃(tM ,mM,i,ĉ)
⟨mM,i,ĉ⟩2

− C̃(tM ,mM,i)
⟨mM,i⟩2

= −
∫ m2

c

0

d
du

( C̃(tM ,mM,i,ĉ +
√
u)

(1 + |mM,i,ĉ|2 + u)
a
2

)
du with a = 2
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=

∫ m2
c

0

d
du(− C̃(tM ,mM,i,ĉ +

√
u))

(1 + |mM,i,ĉ|2 + u)
a
2

du+

∫ m2
c

0

C̃(tM ,mM,i,ĉ +
√
u)

(1 + |mM,i,ĉ|2 + u)
a+2
2

du

≲
∫ m2

c

0

du

(1 + |mM,i,ĉ|2 + u)
a+2
2

=
1

⟨mM,i,ĉ⟩2
− 1

⟨mM,i⟩2

≲
m2
M,i,c

⟨mM,i⟩2⟨mM,i,ĉ⟩2
≲
⟨mM,e⟩2 ∧ ⟨mM,i⟩2
⟨mM,i⟩2⟨mM,i,ĉ⟩2

.

Regarding M ∈M2,c,c′(G), we first bound its subamplitude in M1,c′(G) as

|C(s, s,mM,d)− C(s, s,mM,d,ĉ′)| ≲
⟨mM,s⟩2 ∧ ⟨mM,d⟩2
⟨mM,d⟩2⟨mM,d,ĉ′⟩2

.

Then, we can integrate on s which yields, using assumptions (2.111d) and (2.111e) and repeating the
argument used to deal with M ∈ M̃1,c(G) with a = 4,∫ tM

als

ds|I(tM , s,mM,s)C(tM , s,mM,s)− I(tM , s,mM,s,ĉ)C(tM , s,mM,s,ĉ)|

=
C̃(tM ,mM,s,ĉ)
⟨mM,s,ĉ⟩4

− C̃(tM ,mM,s)
⟨mM,s⟩4

≲
⟨mM,e⟩2 ∧ ⟨mM,s⟩2
⟨mM,s⟩2⟨mM,s,ĉ⟩4

.

The proof of (2.109) is similar, but we first have to pre-process a bit the expression of δs,tτ . First,

observe that there are either two (for , and • ) or three inverse heat operators attached to the root of
τ . Using∫ t

a
Pt−u1du1

∫ t

a
Pt−u2du2 −

∫ s

a
Ps−u1du1

∫ s

a
Ps−u1du2

=
(∫ t

a
Pt−u1du1 −

∫ s

a
Ps−u1du1

)∫ t

a
Pt−u2du2 +

(∫ t

a
Pt−u2du2 −

∫ s

a
Ps−u2du2

)∫ t

a
Ps−u1du1

in the first case and a similar telescoping sum in the second case, one can always create a difference of
two inverse heat operators. We can now conclude, since proceeding as follows for a ∈ {−∞, 0}, we
have that a difference of two inverse heat operators always yields a good factor |t− s|θ (losing a bit of
the decay in m):∣∣∣ ∫ t

a
Pt−u1(m)du1 −

∫ s

a
Ps−u1(m)du1

∣∣∣ = ∣∣∣ ∫ t

s
Pt−u1(m)du1 +

∫ s

a
(Pt−u1 − Ps−u1)(m)du1

∣∣∣
≲ ⟨m⟩−2(1− e−|t−s|⟨m⟩2) ≲ ⟨m⟩−2+2θ|t− s|θ ,

where for v ⩾ 0 we use the short-hand notation Pv(m) = e−v⟨m⟩2 .
Finally, (2.110) is proved in the same way, pre-processing the expression of δiu,rτ using

Pt−r(m)− Pt−u(m) = Pt−r(m)(1− Pr−u(m)) ≲ Pt−r(m)⟨m⟩2θ|r − u|θ .

2.6.4 Tensor graphs

To formulate simple power-counting criteria, we pass from stranded graphs to tensor graphs.

Definition 2.86 A (d + 1)−colored graph G = (N,E, c) is a (d + 1)-regular properly edge-colored
graph. Properly edge-colored means the graph G = (N,E) comes with a map c: E → {0, . . . , d} such
that for every node n ∈ N and any color c ∈ {0, . . . , d}, there exists a unique edge e ∈ E(n) such that
c(e) = c – here E(n) ⊂ E denotes the set of all edges incident to n.
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Definition 2.87 Given a (d+ 1)−colored graph G and and two colors 0 ⩽ c1 < c2 ⩽ d, a face of G of
color (c1, c2) is a (simple) cycle of edges all of which are colored either c1 or c2. The length of a face is
the number of edges (or equivalently nodes) in the cycle.

Given a face of color (c1, c2) of length 4, c1 > 0 and given i ∈ {1, 2}, we call this face a “vertex of
color ci if one can label the four nodes the face runs through as n1, . . . ,n4 so that

• The two pairs of vertices {n1,n2} and {n3,n4} are each connected by a single edge of color ci.
• The two pairs of vertices {n1,n4} and {n2,n3} are each connected by d − 1 edges of all the

colors in [d] \ {ci}.

Definition 2.88 A tensor graph G = (N,E, c) is a (d + 1)−colored graph where we also allow for a
new kind of node, called “external nodes”, each of which are incident to precisely one edge of color 0
(which we call an “external edge”). We also enforce the following constraints on tensor graphs:

• Any (c1, c2)-face with c1 > 0 has length 2 or 4.
• No two nodes can be connected by d edges of colors 1, . . . , d.
• Any face of colors (c1, c2) with c1 > 0 of length 4 must be a vertex of color ci for some i ∈ {1, 2}
An edge of color 0 is called a link, we denote by L(G), Lint(G) and Lint(G) the link set, internal

link set and external link set of G. We write V (G) for the vertex set of G, a vertex is a set of four
nodes {n1, . . . ,n4} forming a vertex of color c as described above. For a vertex v ∈ V (G) with nodes
n1, . . . ,n4, we denote by li(v) the link attached to ni.
Faces of color (0, c) that run through at least one external link of G are called “external strands of
color c” – by parity they must run through exactly two external links. Faces of color (0, c) that are not
external strands are called “internal strands of color c”. We write S, Sint(G), and Sext(G) the strand,
internal strand, and external strand set of G. For c ∈ [d], we say that two edges e1, e2 of color c belonging
to the same external strand s of color c are consecutive if there is an internal link of the strand s joining
one of the extremities of e1 to one of the extremities of e2.

A closed tensor graph is an tensor graph with |Lext(G)| = 0, and a tensor graph that is not closed
is called open. We also use the terminology n-point graph and vacuum graph based on |Lext(G)| as
described in Remark 2.3.

Definition 2.89 A tensor subgraph of a closed tensor graph G is an open tensor graph G′ determined by
a subset Lint(G′) of L(G). Its vertex set V (G′) is the set of all the extremities of all the links in Lint(G′),
and its external link set Lext(G′) are all the other links attached to the vertices in V (G′) that don’t belong
to Lint(G′). It inherits the data c of G, so that it is indeed a tensor graph. A subgraph G′ of a graph G
may not be connected, but its connected components are also tensor graphs themselves.

Definition 2.90 An open tensor graph G = (N,E, c) has a boundary graph ∂G defined by carrying out
the following:

• remove all the internal links of G;
• for every c ∈ [d], remove every edge of color c belonging to an internal strand of color c;
• for every c ∈ [d] and every external strand of color c, bind any two consecutive edges of color c

of the face into a single edge of color c: ultimately, the external strand therefore collapses to one
external link, one edge of color c and one external link.

Note that ∂G is not necessarily connected. We denote by C(∂G) the number of connected components of
∂G.

We extend these notions to any closed tensor graph G in the natural way with the convention that ∂G
is empty and C(∂G) = 0.

Note that the boundary graph of a tensor graph G can also be easily identified by looking at the stranded
graph associated with G, see Remark 2.94.
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c

c

c′

c′

Figure 13: An open tensor graph and its boundary graph for c ̸= c′. Note that if c = c′, the boundary
graph would be the node of color c.

Definition 2.91 For a tensor graph G (either closed or open), we define the degree of G to be given by

δ(G) = d− C(∂G) + (d− 1)|V (G)| − |Sint(G)| − d− 1

2
|Lext(G)| . (2.112)

A tensor graph G is said to be melonic if δ(G) = 0

We refer to [Gur16, Ch. 3] for a gentle introduction to this notion of degree, it is introduced in [Gur16,
Def. 3.12] and its relation to the number of faces in expressed in [Gur16, Eq. 3.1]. We will only need the
following basic facts from [Gur16, Ch. 3].

Lemma 2.92 δ(G) ∈ N, and if δ(G) ̸= 0 then δ(G) ≥ d− 2.

Remark 2.93 Melonic graphs are easily identifiable by their tree-like structure. In particular, melonic
tensor graphs are in one-to-one correspondence9 with colored planar trees under the transformation that
shrinks faces of size d− 1 in the original graph to vertices and stretches the vertices of the original graph
into edges.

Figure 14: A melonic graph and its tree representation

Remark 2.94 Tensor graphs are in one-to-one correspondence with the stranded graphs introduced in
Section 2.6.2 and we often identify them. In particular, the notions of link, vertex and strand match
exactly when comparing a stranded graph to the tensor graph it corresponds to.

Writing G for a stranded graph and G̃ for the corresponding tensor graph, note that the boundary
graph ∂G̃ of a tensor graph G̃ is the tensor graph corresponding to the stranded graph ∂G obtained by
removing all internal strands from G.

In the sequel, using this one-to-one correspondence, tensor graphs are pictured with the two diagram-
matic representations introduced for stranded graphs, sometimes drawing each strand and more often
contracting the d parallel strands of a link drawing it as a dotted black line.

Figure 15: A vertex of a tensor graph represented on the LHS using strands and on the RHS using dotted
lines

Thinking in terms of tensor graphs and stranded graphs clarifies the definition of lα and lβ when τ is of
type II. Indeed, these two links are actually one or d− 1 of the edges constituting the rooted vertex of the
tensor graph, as was shown on Figure 10.

9This is another interesting feature of tensor field models in that the proliferation of melonic graphs as one goes to higher
orders is exponentially bounded.
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Remark 2.95 In two dimensions, stranded graphs are ribbon graphs. It turns out that the degree δ of a
tensor graph G is equal to the genus of the ribbon graph corresponding to G, and is thus a topological
quantity. In higher dimensions, however, the degree is not a topological invariant, even though melonic
graphs are a particular class of tensor graphs that embed in the d-sphere.

We have thus seen that for any object τ , (2.102) is bounded by a sum indexed by Gτ , a certain class of
closed tensor graphs. The number of vertices and some links of the elements of Gτ are directly fixed by
the structure of τ (the links lα, lβ , and the links corresponding to the time lines), while the remaining
links correspond to the possible contractions of the noises. In the sequel, we call the skeleton graph of
τ the graph corresponding to

∑
n∈Zd1 ,m∈Zd2 ⟨n⟩−2α⟨m⟩2β τ̂m,nτ̂−m,−n before the expectation is taken.

Below we present the skeleton graph of as a random operator on the left and the skeleton graph of
on the right:

lα lβ

lβ

We have now gathered all the notations we needed in order to obtain a good upper bound on Ã(G).
This is done through a multiscale analysis, which is introduced in the next section.

2.6.5 Multiscale analysis

Definition 2.96 An open tensor graph G ∈ Gτ furthermore comes with a (superficial) degree of diver-
gence ω(G) defined as

ω(G)(α, β) =− 2
∑

l∈Lint(G)

ℓ(l) + |Sint(G)| − 21{G = M1 or M2} .

Note that in the case where τ =
• , ω(G) also depends on η, but we choose to drop this dependence since

η will be taken arbitrarily close to 1. This definition reflects the fact that each internal strand comes with
a sum over Z, while each internal link brings a factor ⟨ml⟩−2ℓ(l), and each renormalized subgraph has a
power counting improved by two. This degree of divergence is “superficial” since it does not take into
consideration sub-divergences due to subgraphs.

Moreover, the degree of divergence rewrites as

ω(G)(α, β) def
= d− (5− d)|V (G)| − d− 3

2
|Lext(G)| − δ(G)− C(∂G)

+ 2(1− α)1{lα ∈ G}+ 2(1 + β)1{lβ ∈ G}+ 2(1− η)|L̃i(G)|1{τ =
• }blablab(2.113)

− 21{G = M1 or M2} ,

and we say that G is convergent (resp. divergent) if ω(G) is strictly negative (resp. positive or zero). Note
that the second expression is obtained by injecting the definition of the degree (2.112) in (2.113) and
using the combinatorial relation 4|V (G)| = 2|Lint(G)|+ |Lext(G)| as well as the definition of ℓ, (2.106).
These computations also justify (2.12) in Remark 2.3.

To obtain good upper bounds on amplitudes we slice kernels across scales.

Lemma 2.97 (Multiscale decomposition) Pick ℓ ∈ (0, 4]. There exists a numerical constant C > 0
such that for every m ∈ Zd,

⟨m⟩−2ℓ ≲
∑
k⩾−1

2−2kℓe−C2−k
∑

c∈[d] |mc| . (2.114)
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Moreover, for ℓ ∈ [0, 4] and k0 ⩾ 0, we have

e−2−2k0 ⟨m⟩2⟨m⟩−2ℓ ≲
∑

k⩽k0−1

2−2kℓe−C2−k
∑

c∈[d] |mc| . (2.115)

Proof. We start by writing

⟨m⟩−2ℓ ≲
∫ +∞

0
aℓ−1e−a⟨m⟩2da

≲
∫ +∞

1
aℓ−1e−a⟨m⟩2da+

∑
k⩾0

∫ 2−2k

2−2(k+1)
aℓ−1e−a⟨m⟩2da .

In the second line, the first term corresponds to the slice −1 and is bounded by a constant while the k-th
slice is bounded as∫ 2−2k

2−2(k+1)
aℓ−1e−a⟨m⟩2da ≲ 2−2kℓe−2−2(k+1)⟨m⟩2 ≲ 2−2kℓe−C2−k

∑
c∈[d] |mc| ,

where we used the equivalence of the ℓ2 and ℓ1 norms in finite dimension.
The proof of (2.115) goes the same way, starting from the observation that

e−2−2k0 ⟨m⟩2⟨m⟩−2ℓ ≲
∫ +∞

2−2k0

aℓ−1e−a⟨m⟩2da .

Note that the integration does not include a = 0 so it remains finite if ℓ = 0.

Lemma 2.98 (Multiscale analysis) Let τ a stochastic object and G ∈ Gτ , then

Ã(G) ≲
∑

k1,...,k|L(G)|⩾−1

∏
i⩾−1

C(Gi)∏
k=1

2ω(Gi
k) ,

where Gi is the subgraph of G with internal link set Lint(Gi) = {l ∈ L(G) : kl ⩾ i}, and we denote by
(Gik : 1 ⩽ k ⩽ C(Gi)) its connected components.

Proof. Recall the expression of Ã(G) in (2.107). We first deal with the contribution of the renormalized
subgraphs, and begin with the study of the possible subgraphs of the form M̃1. Pick M ∈ M̃1,c(G). The
contribution of M ∪ {le,1(M )} to Ã(G) is given by

⟨mM,e⟩2 ∧ ⟨mM,i⟩2
⟨mM,e⟩2ℓ(le,1)⟨mM,i⟩2⟨mM,i,ĉ⟩2

= 1{⟨mM,e⟩2 < ⟨mM,i⟩2}⟨mM,e⟩2(1−ℓ(le,1))⟨mM,i⟩−2⟨mM,i,ĉ⟩−2

=+ 1{⟨mM,i⟩2 ⩽ ⟨mM,e⟩2}⟨mM,e⟩−2ℓ(le,1)⟨mM,i,ĉ⟩−2

≲ 1{⟨mM,e⟩2 < ⟨mM,i⟩2}⟨mM,e⟩2(1−ℓ(le,1))⟨mM,i,ĉ⟩−4

=+ 1{⟨mM,i,ĉ⟩2 ⩽ ⟨mM,e⟩2}⟨mM,e⟩−2ℓ(le,1)⟨mM,i,ĉ⟩−2

≲
∑
ki⩾−1

2−4kie−C2−ki
∑

c′ ̸=c |mM,i,c′ |1{⟨mM,e⟩2 < ⟨mM,i⟩2}⟨mM,e⟩2(1−ℓ(le,1))

=+
∑
ke⩾−1

2−2ℓ(le,1)kee−C2−ke
∑

c |mM,e,c|1{⟨mM,i,ĉ⟩2 ⩽ ⟨mM,e⟩2}⟨mM,i,ĉ⟩−2 .

In the first inequality, we use the fact that since ⟨mM,i⟩2 ⩾ ⟨mM,i,ĉ⟩2, we have

1{⟨mM,i⟩2 ⩽ ⟨mM,e⟩2} ⩽ 1{⟨mM,i,ĉ⟩2 ⩽ ⟨mM,e⟩2} ,
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while in going from the first to the second inequality, we used (2.114). To conclude, we bound the
two indicator functions as 1{⟨mM,e⟩2 < ⟨mM,i⟩2} ≲ e−2−2ki ⟨mM,e⟩2 and 1{⟨mM,i,ĉ⟩2 ⩽ ⟨mM,e⟩2} ≲
e−2−2ke ⟨mM,i,ĉ⟩2 and use (2.115). This yields

⟨mM,e⟩2 ∧ ⟨mM,i⟩2
⟨mM,e⟩2ℓ(le,1)⟨mM,i⟩2⟨mM,i,ĉ⟩−2

≲
∑
ke<ki

2−4kie−C2−ki
∑

c′ ̸=c |mM,i,c′ |22(1−ℓ(le,1))kee−C2−ke
∑

c∈[d] |mM,e|

=+
∑
ki⩽ke

2−2ℓ(le,1)kee−C2−ke
∑

c |mM,e,c|2−2kie−C2−ki
∑

c′ ̸=c |mM,i,c′ |

≲
∑

ki,ke⩾−1

2−2ki2−2ℓ(le,1)ke22(ki∧ke−ki)

e−C2−ki
∑

c′ ̸=c |mM,ĉ,c′ |e−C2−ke
∑

c∈[d] |mM,e|

≲
∑

ki,ke⩾−1

∏
l∈{li}⊔{le,1}

2−2ℓ(l)kl
∏

s∈S(G)

∏
l∈{li}⊔{le,1}|s∈l

e−C2−kl |ms|2−2((ki−ke)∨0)

≲
∑

ki,ke⩾−1

∏
l∈{li}⊔{le,1}

2−2ℓ(l)kl
∏

s∈S(G)

∏
l∈{li}⊔{le,1}|s∈l

e−C2−kl |ms|
ki∏

i=ke+1

2−2 ,

where we introduced kli(M ) = ki for the internal link of M and kle,1(M ) = ke for the external links of M
le,1. Finally, we note that

∏ki
i=ke+1 2

−2 =
∏
i|∃k,M=Gi

k
2−2.

The proof for the graphs M ∈M2(G) is very similar so we only sketch it. Indeed, for M , one has to
introduce three scales ke, ks and kd that correspond to the slicing of the Fourier modes mM2,e, mM2,s

and mM2,d. One then has to consider separately all the six possible orderings of these scales, in the same
way we did for M ∈ M̃1(G). This yields the following bound over the amplitude of M :

∑
ki,ks,ke⩾−1

∏
l∈Lint(M )⊔{le,1}

2−2ℓ(l)kl
∏

s∈S(G)

∏
l∈Lint(M )⊔{le,1}|s∈l

e−C2−kl |ms|
ks∧kd∏
i=ke+1

2−2
kd∏

i=ks+1

2−2 ,

and we also note that
∏ks∧kd
i=ke+1 2

−2 =
∏
i|∃k,M=Gi

k
2−2 and

∏kd
i=ks+1 2

−2 =
∏
i|∃k,M1(M )=Gi

k
2−2.

All the other links that are not in
⋃
M∈M̃(G) L

int(M ) ∪ {le,1(M )} are easily dealt with using (2.114),
and for l such a link we have

⟨ml⟩−2ℓ(l) ≲
∑
kl⩾−1

2−2ℓ(l)kle−C2−kl
∑

c∈[d] |ml,c| ≲
∑
kl⩾−1

2−2ℓ(l)kl
∏

s∈S(G)|s∈l

e−C2−kl |ms| ,

where we say that s ∈ l if s runs through l. Collecting all the previous bounds together, we have obtained
that

Ã(G) ≲
∑

ms1 ,...,ms|S(G)|∈Z

∑
k1,...,k|L(G)|⩾−1

∏
L∈L(G)

2−2ℓ(l)kl

∏
s∈S(G)

∏
l∈L(G)|s∈l

e−C2−kl |ms|
∏

M∈M(G)

∏
i|∃k,M=Gi

k

2−2 .

We first rewrite

∏
M∈M(G)

∏
i|∃k,M=Gi

k

2−2 =
∏
i⩾−1

C(Gi)∏
k=1

2−21{Gi
k=M1 or M2} .
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Then, ∑
ms∈Z

∏
l∈L(G)|s∈l

e−C2−kl |ms| ≲
∑
p∈N

e−C
∑

l∈L(G)|s∈l 2
−klp ≲

1∑
l∈L(G)|s∈l 2

−kl
≲ 2ks ,

where ks
def
= minl∈L(G)|s∈l kl. Moreover,∏

s∈S(G)

2ks ≲
∏
i⩾−1

∏
s∈S(G)|ks⩾i

21 ,

and since the condition ks ⩾ i implies that s is an internal strand of some Gik, we finally have

∏
s∈S(G)

2ks ≲
∏
i⩾−1

C(Gi)∏
k=1

2|S
int(Gi

k)| .

We finish by observing that the condition kl ⩾ i is equivalent to l ∈ Lint(Gik) for some k, so

∏
l∈L(G)

2−2ℓ(l)kl =
∏

l∈L(G)

kl∏
i=1

2−2ℓ(l) ≲
∏
i⩾−1

∏
l∈L(G)|kl⩾i

2−2ℓ(l) ≲
∏
i⩾−1

C(Gi)∏
k=1

2
−2

∑
l∈Lint(Gi

k
) ℓ(l) .

We immediately have the following corollary.

Corollary 2.99 If G ∈ Gτ , then Ã(G) is finite if for all i ⩾ −1 and k ∈ [C(Gi)], we have

max
Gi
k|lα∈G

i
k∩lβ /∈G

i
k

ω(Gik)(α) < 0 ,

max
Gi
k|lα /∈G

i
k∩lβ∈G

i
k

ω(Gik)(β) < 0 ,

max
Gi
k|lα∈G

i
k∩lβ∈G

i
k

ω(Gik)(α, β) < 0 .

The proof of the regularities of the different stochastic objects reduces to identifying the worst of the
possible subgraphs (including the full graphs) of all the graphs in Gτ containing lα and/or lβ . For the
smallest objects, we exhibit all the possible contractions. For bigger objects, we will describe the most
divergent subgraph, and show that it is indeed maximal. All the worst contributions have a connected
boundary graph if they are not a vacuum graph, so that the superficial degree of divergence of a subgraph
G is fully characterized by the triplet (|V (G)|, |Lext(G)|, δ(G)). There we often use these triples to refer
to graphs to lighten the notations. For example, a melonic two-vertex four-point graph will be called a
(2, 4, 0) graph .

Remark 2.100 The observations of Remarks 2.80 and 2.81 can also be applied to our estimates for larger
stochastic objects. Namely, our argument will focus on developing uniform in N and time estimates
of covariances – convergence in N along with time regularity will follow from straightforward post-
processing. Covariances of differences of stochastic objects with different scale cut-offs or, for LD
objects, evaluated at different times, can also be written as sums indexed by graphs. For each such graph
one can rewrite the contribution for that graph as a telescoping sum where in each summand one has a
difference of a single kernel at different cut-offs/times, see e.g., [MWX17].
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2.6.6 Moment estimates for , , , • , • ,

In this section, we complete the diagrammatic estimates for the listed stochastic objects.
As described in Lemma 2.85, BG objects obey the same power-counting, and using a Kolmogorov

estimate for space regularity gives the necessary estimates on the symbols for Lemma 2.60.
The estimate (2.28) from Lemma 2.12 is proven in Section 2.6.6.3. The estimate (2.45) of Lemma 2.24

is proven in Section 2.6.6.3. Lemma 2.16 is proven in Sections 2.6.6.1, 2.6.6.2 and 2.6.6.4. Lemma 2.27
is proven in Section 2.6.7.1, Lemma 2.29 in Section 2.6.7.2 and Lemma 2.31 in 2.6.7.3.

In Section 2.6.7.3 we argue that the relevant estimates in Lemmas 2.31 and 2.48 hold for the random
operators defined by replacing instances of with the random shift . As described in Lemma 2.85, BG
objects obey the same power-counting, and using a Kolmogorov estimate for space regularity gives
Lemma 2.60.

2.6.6.1 The melonic second Wick power

The renormalization of has been described in Lemma 2.10, but now we turn to quantifying its
regularity – to do this we study all the possible subgraphs of all the graphs that can be built from its
skeleton graph.

lα lβ

Figure 16: Skeleton graph of the melonic second Wick power

This skeleton graph can give rise to the three following contractions:

lα lβ lα lβ lα lβ

Figure 17: The three contractions: they have respectively degree 0, d− 2 and d− 1

This object is small enough for the bound (2.107) to be estimated without multiscale analysis, we
write the amplitudes of the first two graphs in Figure 17.

The melonic contraction (1, 0, 0) is thus the maximal subgraph that contains both lα and lβ , and its
amplitude (2.107) rewrites as∑

m∈Z,a∈Zd−1,b∈Zd−1

⟨m⟩−2α+2β ⟨m⟩2 ∧ ⟨(a,m)⟩2
⟨(a,m)⟩2⟨a⟩2

⟨m⟩2 ∧ ⟨(b,m)⟩2
⟨(b,m)⟩2⟨b⟩2 . (2.116)

We see that the sum is convergent if and only if

β < α+ | | .

Returning to our random operator estimate, the only contraction graph with a subgraph containing
only lα/lβ is the graph (1, 0, d− 2), which has a subgraph (1, 2, d− 2) containing lα/lβ . The amplitude
of the larger contraction graph is given by:∑

m∈Z,n∈Z,a∈Zd−1

⟨(a,m)⟩−2⟨(a, n)⟩−2⟨m⟩−2α⟨n⟩2β .
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For this sum to be convergent, the conditions 2β − 2α+ d− 3 < 0,

β < 1/2, and α > −1/2

have to be fulfilled. Indeed, it may be that the sums over n and a are convergent, even without the factor
⟨(a,m)⟩−2, so that we would be left with

∑
m∈Z⟨m⟩−2−2α, which indeed requires α > −1

2 .
We point out that the estimate (2.30) controlling as a random field is obtained from taking α = 0,

which gives the constraint β < | | appearing there.

2.6.6.2 The non-melonic second Wick power

For the rest of our estimates we leverage the multiscale bound of Corollary 2.99. We identify all the
possible graphs made with the skeleton graph, along with all their possible subgraphs, and compute their
divergence degree using (2.113).

This object does not involve any renormalization and we turn to its regularity properties.

lα

lβ

Figure 18: Skeleton graph of the non-melonic second Wick power

As its melonic counterpart, this symbol gives rise to the three one-vertex vacuum graphs.

lα

lβ

lα

lβ

lα

lβ

Figure 19: The three contractions

Once again, the melonic contraction (1, 0, 0) is the maximal subgraph that contains both lβ and
lα – this yields the constraint

β < α+ | | .

It turns out that it also has subgraph (1, 2, 0) that only contains lα/lβ (observe that here, if there is a
subgraph that seems to be a melonic tadpole, it is actually not the case, because it contains lα/lβ , so that
it does not require renormalization, and does not benefit from the +2 effect in the power counting coming
from renormalization) and yields the constraints

β < −d− 3

2
and α >

d− 3

2
.

This is the only subgraph of the three graphs that contains lα/lβ . Again, the relevant estimate of (2.30)
follows when α = 0.

2.6.6.3 The cubic random fields and

The renormalization of is given by a “Wick” renormalization coming from the rightmost two factors
of in this product, corresponding to the graph in M1 and the counterterm C1. Below we draw the
corresponding skeleton graph.
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lβ

Figure 20: Skeleton graph of the third Wick power

The contractions are all the connected two-vertex vacuum graphs, and the melonic one (2, 0, 0) is
therefore maximal – this yields the condition

β < | | .

Since lβ connects two different vertices, it cannot belong to a (1, 2, 0) subgraph, and (2, 2, 0) graphs have
a better power counting than (2, 0, 0) graphs, this handles all the other contractions.

The proof for follows from the considerations above and observing that the extra integration allows
one to replace ⟨m⟩2β by ⟨m⟩2β−4 in estimates for all the graphs appearing above.

2.6.6.4 The quadratic random operator •

This stochastic estimate does not involve any renormalization.

lβ

lα

Figure 21: Skeleton graph of the quadratic random operator

We deduce that there are three different contractions with this random operator, but two of them are
trivial and have only d faces, and thus no non-trivial subgraphs. The third one is (2, 0, d− 2) which is
of maximal degree, and is the maximal graph containing both lα and lβ since no melonic subgraph can
contain both lα and lβ – this gives the condition

β < α+ | • | .

This graph has a (2, 4, 0) subgraph that contains only lα/lβ and is therefore maximal (since the skeleton
graph implies that lα/lβ cannot belong to any (2, 2, 0) subgraph) – this gives constraints

β < −d− 3

2
and α >

d− 3

2
.

2.6.6.5 The quartic random operator •

This random operator does not involve any renormalization, below we draw the corresponding skeleton
graph.
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lβ

lα

Figure 22: Skeleton graph of the quartic random operator

The vacuum contraction of highest degree (d− 2) yields the following constraint on α and β:

β < α+ | • | − 2(1− η) .

It is maximal since inspecting the skeleton graph shows that any melonic subgraph G containing both lα
and lβ would a least be (2, 4, 0), so that their power counting would be better, since improving |Lext(G)| =
by 2 yields a factor d− 3 and improving C(∂G) by one yields a factor 1, which at least compensates the
gain of d− 2 due to the improvement of the degree.

This contraction has the same (2, 4, 0) subgraph as • containing either lα or lβ , and this subgraph is
still maximal since lβ cannot belong to any (2, 2, 0) subgraph. Again, this gives the conditions

β < −d− 3

2
and α >

d− 3

2
.

2.6.7 Estimates on , S, and objects with the rough shift

We now discuss obtaining estimates on , S and also estimates on random operators built using the rough
shift. For these objects we use a combination of stochastic and deterministic estimates. In particular,
in Section 2.6.7.3 we argue that the relevant estimates in Lemmas 2.31 and 2.48 hold for the random
operators defined by replacing instances of with the random shift .

2.6.7.1 The quintic random fields and

Recall the product denoted by the root in symbol actually corresponds to three terms due to the three
ways to order this product – see Definition 2.64.

The product N ( , , ) requires a “Wick” renormalization coming from the two factors of in this
product to the graph in M1 and counter-term C1.

The other two products N ( , , ) and N ( , , ) contain a melonic pairing of and that is divergent
in d = 4 and corresponds to graphs in M2 and the counterterm 1

2C
2 (recall Lemma 2.25).

Some care has to be taken here since the regularity of is not determined by its power counting
| | = −5d−18

2 . The skeleton graphs coming from all the three products in have ten leaves, and thus
gives rise to 945 graphs. However, we do not need to draw them because some of them are melonic –
(4, 0, 0) – this gives the condition

β < | | .

It turns out that these melonic vacuum graphs are maximal only in d = 4. Indeed, (2, 2, 0) and (2, 4, 0)
subgraphs have a worst power counting, and some of these melonic vacuum graphs have (2, 2, 0) and
(2, 4, 0) subgraphs containing lβ . This yields the conditions β < − (d−3)

2 and β < −(d − 3), which
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becomes better behaved only when d ⩾ 4 but dominates when d ∈ {2, 3} (however in the latter case we
don’t need the estimate ).

The proof for follows similarly – as in versus , the extra integration involved allows one to

replace ⟨m⟩2β by ⟨m⟩2β−4 in the estimates for all the graphs appearing above.

2.6.7.2 The septic random field S

This symbol requires care, one reason being that its regularity is not given by our usual power counting
|S| = −7d−28

2 just as was the case for .
However, a second issue here is that we will not obtain the needed regularity estimate on S solely

through a stochastic estimate. In particular, we split S as S = Sdet + S sto with

Sdet def
= N ( , , )− C1 ,

S sto def
= (N ( , , )− 1

2
C2 ) +N ( , , ) + 20 terms .

Here S sto will be treated as a whole using a stochastic estimate (similarly to the previous stochastic
objects). However, trying to use a stochastic estimate to control Sdet would yield a regularity estimate with
exponent −(d− 3) coming from a subgraph (2, 2, 0), which is worse than expected and not enough to
close our argument when d = 4. We instead write Sdet in terms of smaller random operators and combine
their estimates, writing

Sdet(x) =
d∑
c=1

c( (·, xĉ))(xc) .

By (2.123) and (2.121), we have

∥ c( )∥
CT C− d−3

2 −3ϵ
≲ ∥ c( )∥

CTL∞
xĉ

C
− d−3

2 −2ϵ
xc

≲ ∥ c∥
L(CT C−(d−5)−2ϵ,CT C− d−3

2 −2ϵ)
∥ ∥

CTL∞
xĉ

C−(d−5)−2ϵ
xc

≲ ∥ c∥
L(CT C−(d−5)−2ϵ,CT C− d−3

2 −2ϵ)
∥ ∥CT C−(d−5)−ϵ .

The estimate (2.81) then implies that is of regularity −(d − 5) > −1
2 . We combine this with the

random operator estimate 2.83 that states that for α > −1
2 , goes from CTH

α to CTCβ−ϵ with
β = min (12 , α − 2d−5

2 ) ⩾ −d−3
2 for α = −(d − 5). Thus, we can conclude that the right hand side is

finite, so that Sdet is indeed of regularity −d−3
2 −.

We now turn to showing that S sto is of regularity −d−3
2 −. S sto is the sum of 22 terms, but all of them

have an important difference with N ( , , ) − C1 that we describe here. The skeleton graphs of all

these 22 terms give rise to some maximal (6, 0, 0) graph which would yield β < |S|. However, one has to
take care that the contractions do not contain some (2, 2, 0) or (2, 4, 0) subgraphs, which would yield a
worse power counting. It turns out that some of these maximal (6, 0, 0) graph do have a (2, 4, 0) subgraph
containing lβ , which thus yields the sharper condition

β < −d− 3

2
.

However, this constraint is maximal since no contraction can produce a (2, 2, 0) subgraph with lβ inside it,
in view of the position of lβ . This is the key difference between the 22 terms in S sto (like N ( , , )) and

N ( , , )− C1 , because the latter can give rise to a (2, 2, 0) subgraph, and would thus be of regularity
−(d− 3), which is why we had to deal with it deterministically.
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2.6.7.3 Random operators built with

In d = 4, we are interested in the previous random operators defined with substituted with . Our
regularity estimates for the more basic random fields implies that shares the regularity of . Moreover,
going through the proofs of the regularities of the random operators with one or several occurrence of
substituted with or always yields better results, because this will give rise to bigger graphs that have
a better power counting, which is the key feature of super-renormalizability/subcriticality.

For the sake of completeness, we provide here a short argument that confirms that these objects
share the regularity of their counterparts built on the free field. Indeed, like we did above for S, we can
decompose a random operator τ ∈ { , ,

•
,
• } made with as τ sto + τ det where τ sto will be controlled

with a stochastic estimate on the whole object, while τ det will be treated using deterministic estimates.
One key input for this deterministic estimate will be stochastic estimates on the smaller random

operators – again by invariance in law under permuting spatial coordinates, we can specialize to J =
[k] ⊂ [d], and then note that ( − )[k] defined by setting

( − )[k]
N (f ) def

=

∫
Td−k

(−
N
+

N
)(·, y)f (y)dy for f : R⩾0 × Td−k → R .

Denoting | − | = −3d−12
2 , our key estimate is then

Lemma 2.101 For d ∈ {2, 3, 4} and all α > 3d−12−k
2 ,

sup
N∈N

E[∥( − )[k]
N ∥

p

L(CTHα(Td−k),CT Cβ (Tk)
<∞ (2.117)

where β = min
(
− 2d+ k − 12

2
, α+ | − |

)
− ϵ .

Proof. The proof generalizes that for [k] – see (2.99). When performing the covariance computations for
[k] and ( − )[k], one encounters a class of graphs similar to the graphs in Gτ for τ an object of type II,
but with a root which is given by a link instead of a vertex. This link is attached to two other links at its
two extremities, and its strands divide into k strands corresponding to lβ and d− k strands corresponding
to lα. In the case of τ = [k], there is a unique G ∈ Gτ which is the graph for which the root is attached
to a single link connected to both its extremities. This graph has three subgraphs (including itself), hence
the estimates (2.100).

In the case of τ = ( − )[k] , the skeleton graphs obtained when gluing together two copies of , one

of with one of , and two copies of , give rise to several graphs with several subgraphs. We can
read from the skeleton graphs the numbers of external links, the numbers of vertices, and the degrees of
all the possible graphs in Gτ and their subgraphs, and therefore estimate their contributions. The most
divergent graph is the melonic two-vertex graph arising when gluing two copies of . It also contains the
subgraphs dictating the additional conditions on α and β.

For every τ ∈ { , •
,
• }, we take τ sto to be the term containing only ’s (for instance • sto

=
• ) that has

been constructed in the previous sections, and τ det the sum of all the remaining cross terms that contain at
least one − . Regarding , we chose

sto : f 7→ (f ) +N (f, , ) +N (f, , )− C2f . (2.118)

We have the following lemma about the regularity of sto.

Lemma 2.102 In d = 4, for all α > −1
2 , it holds

sup
N∈N

E[∥ sto
N − N∥p

L(CTHα(T),CT Cmin( 12 ,α− 1
2 )−ϵ(T))

] <∞ .
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Proof. We deal separately with f 7→ N (f, , )− C2

2 f and f 7→ N (f, , )− C2

2 f .

lα lβ

Figure 23: Schematic representation of the skeleton graph of f 7→ N (f, , ) − C2

2 f . The one of

f 7→ N (f, , )− C2

2 f is obtained by exchanging lα and lβ .

Both contributions generate all the vacuum three-vertex graphs, so that the most divergent possible
graph or subgraph that contains both lα and lβ is the melonic graph (3, 0, 0) that brings the constraint
β < α− 1

2 . The first contribution has a subgraph (1, 2, d− 2) (obtained by gluing the two noises coming
from the two terms ) containing only lβ , and the second one the same subgraph containing only lα, which
yields the additional constraints. These subgraphs are maximal because in view of their positions, lα can
not belong to a melonic subgraph that would not also contain lβ .

We can turn to τ det which, as we mentioned earlier, is controlled via deterministic analysis. In particular,
for N < ∞ we will write the terms in τ det as compositions of random operators and verify that this
composition of random operators is stable in the N →∞ limit.

As a first example, we work with the worst term in
det

which is given by f 7→ N ( , − , f ) and which
we rewrite as

N ( , − , f )(x) =
∑
c∈[4]

(3)(( − )(1)(f )(·, xc))(xĉ) .

If f ∈ Hα with α > 1
2 , (2.117) implies that ( − )(1)(f )(yc, xc) will be of regularity min(12 , α − 1

2 ) in
the direction of yc, which is bigger than −1

2 , so that one can use (2.82) to obtain than N ( , − , f ) is
of regularity min(−1

2 , α− 3
2 ). Therefore, f 7→ N ( , − , f ) is indeed better behaved than (f ). All the

remaining contributions in
det

are even better behaved, and can be treated in the same way. The proof is

also similar for all the terms in det and • det

, which again we write as some compositions of operators.

For illustration, we detail how this argument works in the case of the biggest operator • . The worst

terms in • det
are

f 7→ N ( − ,L−1 • (f ), ) and f 7→ •
(L−1N ( − , f, )) .

If f ∈ Hα with α > 1
2 , by the estimate (2.85), we have that • (f ) is of regularity min(−1

2 , α − 2),

so that L−1 • (f ) is of regularity min(32 , α) > 1
2 . It follows by the deterministic estimate stated in

Lemma 2.104 that one can take the non-melonic pairing of L−1 • (f ) with − which is of regularity
−ϵ as soon as ϵ < 1/2.

On the other hand,

N ( − ,L−1 • (f ), )(x) =
∑
c∈[4]

(1)(( − ,L−1 • (f ))L2(T)(xĉ, ·))(xc) .

Since L−1 • (f ) is of regularity > 1
2 (and hence so is ( − ,L−1 • (f ))L2(T)(xĉ, yĉ) in the variable yĉ),

the estimate (2.82) shows N ( − ,L−1 • (f ), ) is of regularity min(0, α− 1) as expected.

Regarding •
(L−1N ( − , f, )) for f ∈ Hα with α > 1

2 , we can perform the non-melonic pairing
of f with − using Lemma 2.104, and (1) can act on the non-melonic pairing of f with − – since L−1
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increases the regularity by 2 while • decreases it by 2 we can conclude our argument. All the other
terms are better behaved, and follow in the same way, which shows the objects made with the rough shift
share the analytic properties of the objects made with .

Appendix 2.G Besov spaces

We define Littlewood-Paley blocks, which are Fourier multipliers (∆j)∞j=−1, by setting ∆−1 = 1[0,2−1)

(|∇|∞) and, for j ∈ N, ∆j = 1[2−1,1)(2−j |∇|∞) (we have ΠN =
∑

i⩽log2N
∆i for N dyadic). We then

define two norms on C∞(Td) by setting

∥ • ∥Hα(Td)
def
= ∥⟨∇⟩α • ∥L2(Td) and ∥ • ∥Bα

p,q(Td)
def
=
∥∥∥2iα∥∆i • ∥Lp(Td)

∥∥∥
ℓqi⩾−1

,

where for a countable set A we write ℓqA = ℓq(RA). We define Bα
p,q to be the completion of C∞(Td)

under the norm ∥ • ∥Bα
p,q(Td). Note that Bα

2,2 = Hα. We have the following standard facts for Besov spaces

Lemma 2.103 Pick α ∈ R, δ > 0 and p, q, p+, p−, q+, q− ∈ [1,∞], p− < p+, q− < q+. Then, the
following embeddings are compact:

Bα
p,q ↪→ Bα−δ

p,q , Bα
p+,q ↪→ Bα

p−,q , B
α
p,q− ↪→ Bα

p,q+ ,

Bα
p−,q ↪→ B

α−d( 1
p−

− 1
p+

)
p+,q , Bα

p,q+ ↪→ Bα−δ
p,q− .

Lemma 2.104 Pick α ∈ R and p, p′, q, q′ ∈ [1,∞], such that 1
p +

1
p′ =

1
q +

1
q′ = 1. Then, the L2 pairing

can be extended to a bilinear map Bα
p,q ×B−α

p′,q′ → R.

Finally, we have the following standard heat kernel and Schauder estimates.

Lemma 2.105 For α, β ∈ R with β ⩾ α and t > 0, one has that Pt : Cα → Cβ is bounded with

∥Pt(u)∥Cβ ≲ t−
β−α
2 ∥u∥Cα . (2.119)

Lemma 2.106 For any α ∈ R and ϵ > 0,

∥L−1(u)∥CT Cα+2−ϵ ≲ T
ϵ
2 ∥u∥CT Cα . (2.120)

2.G.1 Bilocal Besov regularity

We study mixed terms such as v or v v by treating them as distributions over Tnx × Tmy . We will need
anisotropic regularity estimates, for instance allowing terms to be bounded in y but only Cα for α < 0 in
x. While such distributions certainly belong to Cαx,y

def
= Cα(Tnx × Tmy ), it will be better to work in a space

like L∞
y Cαx . The next lemma gives straightforward estimates for these spaces.

Lemma 2.107 Let α ⩾ 0, and ϵ > 0. Then uniformly in u ∈ Cα+ϵ(Tnx × Tmy ),

∥u∥L∞
y Cα

x
=
∥∥∥∥u∥Cα

x

∥∥∥
L∞
y

≲ ∥u∥Cα+ϵ
x,y

. (2.121)

Proof. For a function of two variables (x, y), we let ∆i
xu(x, y) stand for the Littlewood- Paley block ∆i

applied only in the variable x. When no subscript is present, it is understood that ∆j ≡ ∆j
x,y acts on both

variables x and y.∥∥∥∥u∥Cα
x

∥∥∥
L∞
y

= sup
y∈Tm

∥u(y)∥Cα
x
= sup

x,y∈Tn×Tm
sup
i⩾−1

2αi|∆i
xu(x, y)|
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= sup
x,y∈Tn×Tm

sup
i⩾−1

2αi|∆i
x

∑
j⩾i

∆ju(x, y)| ⩽ sup
i⩾−1

2αi
∑
j⩾i

∥∆i
x∆

ju∥L∞
x,y

⩽ sup
i⩾−1

∑
j⩾i

2αj∥∆ju∥L∞
x,y
,

where we used α > 0 and that boundedness of ∆ju implies ∥∆i
x(∆ju)∥L∞ ≲ ∥∆ju∥L∞ . The claim

follows by using the embedding Cα+ϵ ↪→ Bα
∞,1 along with the estimate.∥∥∥∥u∥Cα

x

∥∥∥
L∞
y

≲
∑
j⩾−1

2αj∥∆ju∥L∞
x,y

= ∥u∥Bα
∞,1(Tn

x×Tm
y ) .

We also have a Sobolev space version of the previous lemma:

Lemma 2.108 Let α ⩾ 0, and ϵ > 0. Then uniformly in u ∈ Hα+ϵ(Tnx × Tmy ),

∥u∥L2
yH

α
x
=
∥∥∥∥u∥Hα

x

∥∥∥
L2
y

≲ ∥u∥Hα+ϵ
x,y

. (2.122)

Proof. Recall ∆j
x is a Littlewood- Paley block in x only. We have∥∥∥∥u∥Hα

x

∥∥∥
L2
y

=
(∫

Tm

∑
i⩾−1

22αi∥∆i
xu∥2L2

x
(y)dy

) 1
2

=
( ∑
i⩾−1

22αi
∫

Tm
∥∆i

xu∥2L2
x
(y)dy

) 1
2

=
( ∑
i⩾−1

22αi∥∆i
xu∥2L2

x,y

) 1
2
=
∥∥∥2αi∥∆i

xu∥L2
x,y

∥∥∥
ℓ2i

=
∥∥∥2αi∥∆i

x

∑
j⩾i

∆ju∥L2
x,y

∥∥∥
ℓ2i

⩽
∥∥∥2αi∑

j⩾i

∥∆i
x∆

ju∥L2
x,y

∥∥∥
ℓ2i

=
∥∥∥2− ϵ

2
i
∑
j⩾i

2(α+ ϵ
2

)j∥∆i
x∆

ju∥L2
x,y

∥∥∥
ℓ2i

.

where we used that α+ ϵ
2 > 0 and that boundedness of ∆ju implies ∥∆i

x(∆ju)∥L2
x,y

≲ ∥∆ju∥L2
x,y

. The

claim follows using the embedding Hα+ϵ ↪→ B
α+ ϵ

2
2,1 along with the estimate∥∥∥∥u∥Hα

x

∥∥∥
L2
y

⩽
∥∥∥2− ϵ

2
i
∑
j⩾−1

2(α+ ϵ
2

)j∥∆ju∥L2
x,y

∥∥∥
ℓ2i

= ∥2− ϵ
2
i∥ℓ2i ∥u∥Bα+ ϵ

2
2,1 (Tn

x×Tm
y )
.

Finally, the following lemma deals with distributions of negative bilocal Hölder-Besov regularity:

Lemma 2.109 For α ⩽ 0 and ϵ > 0, and uniformly in u ∈ L∞
y Cα+ϵx (Tnx × Tmy ):

∥u∥Cα
x,y

≲
∥∥∥∥u∥Cα+ϵ

x

∥∥∥
L∞
y

= ∥u∥L∞
y Cα+ϵ

x
. (2.123)

Proof. Recall ∆j
x is a Littlewood- Paley block in x only, as opposed to ∆i. We start from

∥u∥Cα
x,y

= sup
i⩾−1

2αi∥∆iu∥L∞
x,y

= sup
y∈Tm

sup
i⩾−1

2αi∥∆i
∑
j⩽i

∆j
xu(y)∥L∞

x
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≲ sup
y∈Tm

sup
i⩾−1

2αi
∑
j⩽i

∥∆i∆j
xu(y)∥L∞

x
≲ sup

y∈Tm
sup
i⩾−1

∑
j⩽i

2αj∥∆j
xu(y)∥L∞

x
,

where we used that α < 0 and that boundedness of ∆j
xu in x implies ∥∆i(∆j

xu)(y)∥L∞
x

≲ ∥∆j
xu(y)∥L∞

x
.

The claim follows using the embedding Cα+ϵ ↪→ Bα
∞,1 along with the estimate

∥u∥Cα
x,y

≲
∑
j⩾−1

2αj∥∆ju∥L∞
x,y

= ∥u∥Bα
∞,1(Tn

x×Tm
y ) .

Appendix 2.H Facts about the nonlinearity

In this section we present useful facts about the non-local nonlinearity appearing in the T4
d field theory.

We first show that it is related to a specific norm among a wider family of norms over C∞(Td) that we
call Mp

c norms. We then consider the analogue of the Sobolev norms constructed with the Mp
c norms,

and establish interpolation inequalities and embeddings for these norms. Finally, we prove two key
Cauchy-Schwarz inequalities.

Throughout this section, we fix d ∈ N with d ⩾ 2 and always take c ∈ [d].

Definition 2.110 (Mp spaces) Let u ∈ C∞(Td). We define a bounded and positive operator Mc(u) ∈
L(ℓ2(Z)) on the space of square integrable complex-valued sequences indexed by Z by setting, for
ac, bc ∈ Z, the corresponding matrix entry of Mc(u) to be given by

Mc(u)ac,bc
def
=

∑
(mi:i∈[d]\{c})∈Zd−1

ûm1,...,ac,...,md
û−m1,...,−bc,...,−md

.

For p ∈ (1,∞) we define the Banach space Mp
c (Td) as the completion of C∞(Td) under the norm:

∥u∥Mp
c

def
= Tr

(
Mc(u)

p
2

) 1
p
.

Positivity of ∥ • ∥Mp
c

is straightforward to check. We also define what we call the Mp norm as

∥u∥pMp
def
=

d∑
c=1

∥u∥p
Mp

c
.

Remark 2.111 The name tensor field theory stems from the fact that a Fourier cut-off distribution u over
Td can be seen as a tensor Π̂Nu = (ûm)m∈Zd

N
. Then, for p an even integer, ∥u∥p

Mp
c

is a trace invariant of
û, that is a function of û invariant under the action of O(2N + 1)⊗d on the indices of û.

Lemma 2.112 Let 1 ⩽ p < q <∞. Then we have the compact embedding

∥u∥Mq
c
≲ ∥u∥Mp

c
, (2.124)

which directly follows from the embedding ℓp(Z) ↪→ ℓq(Z).

Remark 2.113 For any c ∈ [d], Tr(Mc(u)) = ∥u∥2
L2(Td)

<∞ by Parseval, so the space M2
c (Td) is just

L2(Td) – in particular, I(u)
1
4 ≲ ∥u∥L2 .

Next we state some interpolation and embedding inequalities.

Lemma 2.114 (M4
c−Sobolev interpolation 1) For any β ⩾ α ⩾ 0,

∥⟨∇c⟩αu∥M4
c
≲ ∥u∥1−

α
β

M4
c
∥⟨∇c⟩βu∥

α
β

M4
c
. (2.125)
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Proof. In the proof, we denote Mc =Mc(u). Using Hölder’s inequality, we have

∥⟨∇c⟩αu∥4M4
c
=
∑
pc,qc

⟨pc⟩2α⟨qc⟩2αMc(pc, qc)2

=
∑
pc,qc

Mc(pc, qc)
2(1−α

β
)
(
⟨pc⟩2⟨qc⟩2Mc(pc, qc)

2
β

)α
⩽ ∥Mc(pc, qc)

2(1−α
β

)∥
ℓ

1
1−α

β
pc,qc

∥
(
⟨pc⟩2⟨qc⟩2Mc(pc, qc)

2
β

)α
∥
ℓ
β
α
pc,qc

= ∥Mc(pc, qc)∥
2(1−α

β
)

ℓ2pc,qc
∥⟨pc⟩β⟨qc⟩βMc(pc, qc)∥

2α
β

ℓ2pc,qc
.

Lemma 2.115 (M4
c−Sobolev embedding) Let α > 1

4 , then

∥u∥L2 ≲ ∥⟨∇c⟩αu∥M4
c
. (2.126)

Proof. Again denoting Mc =Mc(u), by Cauchy-Schwarz we have

∥u∥2L2 = TrMc =
∑
pc

Mc(pc, pc) =
∑
pc,qc

Mc(pc, qc)δpc,qc

=
∑
pc,qc

Mc(pc, qc)⟨pc⟩α⟨qc⟩αδpc,qc⟨pc⟩−α⟨qc⟩−α

⩽
(∑
pc,qc

Mc(pc, qc)2⟨pc⟩2α⟨qc⟩2α
) 1

2
(∑
pc,qc

δ2pc,qc⟨pc⟩−2α⟨qc⟩−2α
) 1

2

⩽ ∥⟨∇c⟩αu∥2M4
c

(∑
pc

⟨pc⟩−4α
) 1

2
≲ ∥⟨∇c⟩αu∥2M4

c
.

Corollary 2.116 (Mp
c−Sobolev interpolation 2) For all θ ∈ (14 , 1], we have

∥u∥L2 ≲ ∥u∥1−θ
M4

c
∥u∥θH1 . (2.127)

Proof. Fix θ ∈ (14 , 1], and define ϵ ∈ (0, 38 ] by the relation θ =
1
4
+ϵ

1−ϵ . Using (2.126) and then (2.125),

∥u∥L2 ≲ ∥⟨∇c⟩
1
4
+ϵu∥M4

c
≲ ∥u∥1−θ

M4
c
∥⟨∇c⟩1−ϵu∥θM4

c
≲ ∥u∥1−θ

M4
c
∥⟨∇c⟩1−ϵu∥θL2 ,

where on the last inequality we used (2.124) to control the M4
c norm by the L2 norm. We can now

conclude since, by (2.122),

∥⟨∇c⟩1−ϵu∥L2 = ∥u∥L2
ĉH

1−ϵ
c

≲ ∥u∥H1 .

Lemma 2.117 (Cauchy-Schwarz inequalities) For any ϕ, ψ ∈ C∞(Td),

|(N c(ϕ, ψ, ϕ), ψ)L2(Td)| ⩽ (N c(ψ,ψ, ϕ), ϕ)L2(Td) , (2.128)

|(N c(ϕ, ψ, ϕ), ϕ)L2(Td)| ⩽ (N c(ψ,ψ, ϕ), ϕ)
1
2

L2(Td)
∥ϕ∥M4

c (Td) . (2.129)
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Proof. For the first estimate, denoting by θ(xc, yc) = (ϕ(xc, ·), ψ(yc, ·))L2(Td−1
ĉ ) the melonic pairing of ϕ

with ψ, we have, by Cauchy-Schwarz inequality,

|(N c(ϕ, ψ, ϕ), ψ)L2(Td)| =
∣∣∣ ∫

T2
θ(xc, yc)θ(yc, xc)dxcdyc

∣∣∣ ⩽ ∫
T2
θ2(xc, yc)dxcdyc = (N c(ψ,ψ, ϕ), ϕ)L2(Td) .

Similarly, writing φ = (xc, yc) = (ϕ(xc, ·), ϕ(yc, ·))L2(Td−1
ĉ ), we have

|(N c(ϕ, ψ, ϕ), ψ)L2(Td)| =
∣∣∣ ∫

T2
θ(xc, yc)φ(yc, xc)dxcdyc

∣∣∣ ⩽ ∣∣∣ ∫
T2
θ2(xc, yc)dxcdyc

∣∣∣ 12 ∣∣∣ ∫
T2
φ2(xc, yc)dxcdyc

∣∣∣ 12 .

Appendix 2.I Controlling mixed terms in d = 4

In this section, we gather the bounds over the mixed term of the solution to the Langevin dynamic/the
Barashkov & Gubinelli drift and the stochastic objects needed for Propositions 2.37 and 2.61. For the
sake of concreteness, we state these results in d = 4 but they also carry over as (much less optimal)
estimates for d < 4. In this section, we will use notation that allows us to state the needed mixed term
estimates for both settings at once since the regularity exponents are the same and the arguments are
essentially the same.

Below, v will be a smooth function [0, T ] × Td → R, and we will write vt = v(t, ·). For such a
function v, we use the notation K(vt) = ∥vt∥2H1−ϵ(T4) and I(vt) = ∥vt∥4M4(T4). Recall that for d ∈ {3, 4},
XLD
d = XLD

f,d ∪ XLD
o,d is the collection of all stochastic objects necessary to handle the fixed point problem

in dimension d, and that we see it as an element of the product of the Banach spaces in which the objects
live. We denote XLD

d (t) def
= {τ (t)|τ ∈ XLD

d } which we endow with the norm:

∥XLD
d (t)∥ = max

(
max
τ∈XLD

f,d

∥τ (t)∥Cβτ−ϵ , max
τ∈XLD

o,d

∥τ (t)∥L(CtHατ ,Cβτ−ϵ)

)
,

where ατ and βτ are the inner and outer regularities of τ as stated in Lemmas 2.66 and 2.68. We also
recall that XLD

d is endowed with the norm ∥ · ∥T introduced in d = 3 in (2.43) and the we extended to the
case d = 4 in Section 2.3. Note that for every t ∈ [0, T ], it holds ∥XLD

d (t)∥ ≲ ∥XLD
d ∥T .

In the sequel, we often drop the subscript and superscript notation, writing ∥X(t)∥ to refer to both
∥XLD

d (t)∥ and ∥XBG(t)∥ as given in (2.76).
Throughout this section, we write A(t) ≲X B(t) whenever there exists constants C, c > 0 such that

A(t) ⩽ C∥X(t)∥cB(t).

Lemma 2.118 Recall the random field St defined in Definition 2.64 as an LD object and Definition 2.58
as a BG object. There exist C, κ > 0 such that, for all t ∈ [0, T ] and δ ∈ (0, 1],

|(St, vt)| ⩽ C(δ−1∥X(t)∥)κ + δK(vt) . (2.130)

Proof. This follows from applying Young’s inequality to the estimate

|(St, vt)| ⩽ ∥S(t)∥
C− 1

2−ϵ∥vt∥
B

1
2+ϵ

1,1

≲X ∥vt∥
H

1
2+2ϵ ≲X K(vt)

1
2 .

Lemma 2.119 There exist C, κ > 0 such that, for all t ∈ [0, T ] and δ ∈ (0, 1],

| v v (t)| ⩽ C(δ−1∥X(t)∥)κ + δ(I(vt) +K(vt)) , (2.131)

| v
v
v (t)| ⩽ C(δ−1∥X(t)∥)κ + δ(I(vt) +K(vt)) , (2.132)

| v v (t)| ⩽ C(δ−1∥X(t)∥)κ + δ(I(vt) +K(vt)) , (2.133)
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Proof. We first prove (2.131). We view c as a time indexed space operator, and at fixed t ⩾ 0 we
denote its kernel by c

t (xc, yc). As a first step, observe that

v v

c(t) =
∫

T5

c
t (xc, yc)vt(xĉ, xc)vt(xĉ, yc)dxĉdxcdyc

=

∫
T5
⟨∇xc⟩−

3
4
− ϵ

2 ⟨∇yc⟩−
3
4
− ϵ

2
c
t (xc, yc)⟨∇c⟩

3
4
+ ϵ

2 vt(xĉ, xc)⟨∇c⟩
3
4
+ ϵ

2 vt(xĉ, yc)dxĉdxcdyc

=

∫
T
⟨∇⟩− 3

4
− ϵ

2 ◦ c
t ◦ ⟨∇⟩−

3
4
− ϵ

2

(∫
T3
⟨∇c⟩

3
4
+ ϵ

2 vt(xĉ, xc)⟨∇c⟩
3
4
+ ϵ

2 vt(xĉ, ·)dxĉ
)

(xc)dxc

=

∫
T2

˜ c
t (xc, yc)Vt(yc, xc)dxcdyc ,

where the notation ◦ denotes the composition of operators and, to lighten the notations, we introduced the
time-indexed operator on T

˜ c
t

def
= ⟨∇⟩− 3

4
− ϵ

2 ◦ c
t ◦ ⟨∇⟩−

3
4
− ϵ

2

along with the function T2 → R

Vt(yc, xc)
def
=

∫
T3
⟨∇c⟩

3
4
+ ϵ

2 vt(xĉ, xc)⟨∇c⟩
3
4
+ ϵ

2 vt(xĉ, yc)dxĉ .

Therefore,

|
v v

c(t)| ⩽
∫

T

∣∣∣ ∫
T

˜ c
t (xc, yc)Vt(yc, xc)dyc

∣∣∣dxc ≲ ∫
T

∥∥∥∫
T

˜ c
t (zc, yc)Vt(yc, xc)dyc

∥∥∥
L∞
zc

dxc

= ∥ ˜ ct(Vt(•, xc))(zc)∥L1
xcL

∞
zc

≲ ∥ ˜ ct(Vt(•, xc))(zc)∥L2
xcL

∞
zc
.

Using

∥ ˜ ct(Vt(•, xc))(zc)∥L∞
zc

≲ ∥ ˜ ct∥L(CTL2,L∞)∥Vt(yc, xc)∥L2
yc
,

we thus end up with

|
v v

c(t)| ≲ ∥ ˜ ct∥L(CTL2,L∞)∥Vt∥L2 .

Here, we use the fact that, for every m ∈ R, ⟨∇⟩m is a continuous operator L2 → H−m and Cm → L∞.
Hence,

∥ ˜ ct∥L(CTL2,L∞) = ∥⟨∇⟩−
3
4
− ϵ

2 ◦ c
t ◦ ⟨∇⟩−

3
4
− ϵ

2 ∥L(CTL2,L∞)

≲ ∥⟨∇⟩− 3
4
− ϵ

2 ∥
L(L2,H

3
4+ ϵ

2 )
∥ (t)∥

L(CTH
3
4+ ϵ

2 ,C− 3
4− ϵ

2 )
∥⟨∇⟩− 3

4
− ϵ

2 ∥
L(C− 3

4− ϵ
2 ,L∞)

≲ ∥ (t)∥
L(CTH

3
4+ ϵ

2 ,C− 3
4− ϵ

2 )
≲X 1 .

Moreover, using the interpolation formula (2.125), we have that

∥Vt∥
1
2

L2 =
∥∥∥∫

T3
⟨∇c⟩

3
4
+ ϵ

2 vt(xĉ, xc)⟨∇c⟩
3
4
+ ϵ

2 vt(xĉ, yc)dxĉ
∥∥∥ 1

2

L2
xc,yc

= ∥⟨∇c⟩
3
4
+ ϵ

2 vt∥M4
c
≲ ∥vt∥

1−10ϵ
4−8ϵ

M4
c
∥⟨∇c⟩1−2ϵvt∥

3+2ϵ
4−8ϵ

M4
c
,

and ∥⟨∇c⟩1−2ϵvt∥M4
c
≲ ∥⟨∇c⟩1−2ϵvt∥L2 = ∥vt∥L2

xĉ
H1−2ϵ

xc
≲ ∥vt∥H1−ϵ by (2.122), which yields

|
v v

(t)| ≲X I(vt)
1−10ϵ
16−32ϵK(vt)

3+2ϵ
8−16ϵ .
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Since the sum of the exponents of I(vt) and K(vt) is smaller than 1, the claim follows by Young’s
inequality.

The proof of (2.132) is very similar and we obtain

|
v
v
v

(t)| ≲X I(vt)
1−10ϵ
16−32ϵK(vt)

3+2ϵ
8−16ϵ , (2.134)

while (2.133) follows from (2.132) by the Cauchy-Schwarz inequality (2.128) which implies that

| v
v

(t)| ⩽ |
v
v
v

(t)| .

At this stage, we can conclude using the fact that is a stochastic object that can be defined without any
renormalization (in the sense that (f ) = N ( , , f )).

Remark 2.120 In the above proof, when applying the Cauchy-Schwarz inequality, it is crucial that
(f ) = N ( , , f ). Indeed, it is of course also true that

| v
v

(t)| ⩽ (N (vt, t, t), vt) ,

but (N (vt, t, t), vt) ̸= v v
because of renormalization, and we do not expect to the r.h.s of the above

inequality uniformly in the cut-off.

Lemma 2.121 There exist C, κ > 0 such for all t ∈ [0, T ] and δ ∈ (0, 1],

| v
vv (t)| ⩽ C(δ−1∥X(t)∥)κ + δ(I(vt) +K(vt)) . (2.135)

Proof. Using the Cauchy-Schwarz inequality (2.129), and again leveraging the fact that can be defined
without any new renormalisation, we have

| v
vv

(t)| ⩽ | v
v

v
v

(t)|
1
2 |

v
v
v

(t)|
1
2 = I(vt)

1
2 |

v
v
v

(t)|
1
2 .

Now, using (2.134) yields

| v
vv

(t)| ≲X I(vt)
1
2
+ 1−10ϵ

32−64ϵK(vt)
3+2ϵ

16−32ϵ ,

and since the sum of the exponents of I(v) and K(v) is smaller than one, the claim follows by Young’s
inequality.
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Chapter 3

Construction of the Φ4
3 Measure on compact

Riemannian Manifolds

3.1 Introduction

Let (M, g) stand for a closed 3-dimensional Riemannian manifold. This chapter is dedicated to construct-
ing the Φ4

3 measure over M , formally the ill-defined functional integral probability measure

ν(du) ∝ e− 1
2

∫
M (|∇u|2+u2)− 1

4

∫
M u4du ,

as an invariant probability measure of the dynamics

(∂t + P )u = −u3 +
√
2ξ (3.1)

where ξ stands for a spacetime white noise and P def
= (1−∆g).

As summarised in Chapter 1, the Φ4
3 measure was first constructed in the 70s by Glimm & Jaffe

[GJ73], on R3. The recent breakthroughs by Hairer [Hai14] and Gubinelli, Perkowski & Imkeller
[GIP15] allowed several authors to recover the results of Glimm & Jaffe using only PDE and probabilistic
techniques without the intricate combinatorial methods from the constructive school.

The dynamical construction of the Φ4
3 measure was first done in finite volume on the flat 3-dimensional

torus by Mourrat & Weber [MW17a], Hairer & Mattingly [HM18], Hairer & Schönbauer [HS21a],
Albeverio & Kusuoka [AK20], then in the infinite volume 3-dimensional Euclidean space by different
authors – Albeverio & Kusuoka [AK22], Moinat & Weber [MW20], Gubinelli & Hofmanová [GH18,
GH21], Barashkov & Gubinelli [BG20, BG21], using different methods. An integrability property of the
Φ4
3 measure was proved in Hairer & Steele’s work [HS21b].

Yet most results in constructive quantum field theory are proved in the geometric settings of either
R3 or the flat torus T3. On manifolds, some constructive results were obtained on compact surfaces
in [Pic08] by Pickrell and [DIM04] by Dimock for the P (φ)2 theories, in [Lev01] by Lévy for the 2d
Yang-Mills theory and in [GKRV21] by Guillarmou, Kupiainen, Rhodes & Vargas for the Liouville field
theory on Riemann surfaces.

From the PDE side, the constructions of Gibbs measures on Riemannian surfaces that we are aware
of, come from [BTT14] by Burq, Thomann & Tzvetkov for dynamical P (Φ)2 and from [ORTW20]
by Oh, Robert, Tzvetkov & Wang for the dynamical Liouville model. Let us also cite the works
[BB16, BBF17, BB19] of Bailleul & Bernicot, and the works [DDD17], [Mou21b] and [BDM23] of
Dahlqvist, Diehl & Driver, Mouzard and Bailleul, Dang & Mouzard on the Anderson operator on a
2-dimensional Riemannian manifold. We refer to [Mou21a] for an exposition of some of the above results.
Finally, Hairer & Singh [HS23a] have developed a generalisation of the original Theory of Regularity
Structures which is able to treat SPDEs on manifolds with values in vector bundles in full generality.

It is therefore a longstanding open problem in both constructive quantum field theory and field theory
on curved spaces to construct the Φ4

3 measure on an arbitrary closed, compact 3-dimensional Riemannian
manifold. Let us mention that both the 2d Yang-Mills and Liouville theories are integrable. This work
seems to give the first construction of a non-integrable, interacting quantum field theory on 3-manifolds.

Local well-posedness of (3.1) was first proved by Hairer in [Hai14] – see also Catellier & Chouk’s
work [CC13] for a proof of that result with the tools of paracontrolled calculus. Mourrat & Weber
proved in [MW14] an a priori estimate that gives the long time existence (and well-posedness) of the
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solution to (3.1) and the existence of an invariant probability measure. The uniqueness of this invariant
probability measure comes from the works of Hairer & Mattingly [HM18] on the strong Markov property
of transition semigroups associated to singular stochastic PDEs, and Hairer & Schönbauer [HS21a] on
the support of the laws of solutions to singular stochastic PDEs. See Hairer & Steele’s work [HS21b] for
more references. Note that none of the previous works are readily available in a manifold setting.

The aim of the present chapter, together with the work [BDFT23], is to develop in a self-contained
way all the tools needed to run the analysis in a 3 dimensional closed Riemannian manifold. On the
purely analytical side

– We follow Jagannath & Perkowski’s simple approach [JP23] of equation (3.1) to prove that this
equation is locally well-posed. Their formulation of the problem avoids the use of regularity
structures or paracontrolled calculus. We freely use several tools of pseudodifferential and paradif-
ferential calculus on manifolds which are developed in detail in [BDFT23].

– We give a simple and short proof of an Lp “coming down from infinity” property satisfied by the
solution to equation (3.1) using energy methods. The longtime existence of a unique solution to
equation (3.1) follows as a consequence.

– As usual in the study of singular stochastic PDEs we need to feed the analytic machinery with
a number of random distributions whose formal definitions involve some ill-defined products
and whose actual definitions involve some probabilistic constructions based on regularisation
and renormalisation. Our approach to the renormalisation problem relies on microlocal analysis.
It is a far reaching generalisation of the Epstein-Glaser point of view where we benefit from
the many improvements contained in [PS16, BF00, HW01, HW02]. We reduce the problem of
renormalisation to an extension problem for distributions on a configuration space defined outside
all the diagonals, for which we develop a general machinery. To control analytically the Feynman
amplitudes appearing in the stochastic bounds we feed our renormalisation machine with several
microlocal estimates of distributional kernels which are done separately in [BDFT23].

We note that there is also a new approach to SPDE’s relying on the Epstein-Glaser renormalisation in
the works [DDRZ21] by Dappiaggi, Drago, Rinaldi & Zambotti and [BDR23] by Bonicelli, Dappiaggi &
Rinaldi. However it seems that these authors work only at a perturbative level whereas our results are
non-perturbative.

One remarkable feature of our approach is that we are able to renormalise Eq. (3.1) using universal
counterterms – they do not depend on the metric on M . We emphasise that fact in the following statement
where ϵ ∈ (0, 1/8) is a positive constant and ξr

def
= e−rP ξ stands for a space regularisation of ξ by the

heat operator – so ξr is still white in time. Set

ar
def
=

r−1/2

4
√
2π3/2

, (3.2)

br
def
=
| log r|
32π2

.

Theorem 3.1 Pick ϕ ∈ C−1/2−ϵ(M ). The equation

(∂t −∆+ 1)ur =
√
2ξr − u3r + 3(ar − br)ur (3.3)

with initial condition ϕ has a unique solution over [0,∞)×M in some appropriate function space. For
any 0 < T <∞ this random variable converges in probability in C([0, T ], C−1/2−ϵ(M )) as r > 0 goes
to 0 to a limit u.

The function u is what we define as the solution to Equation (3.1) and it turns out to be a Markov
process. The a priori estimate encoded in the coming down from infinity property provides a compactness
statement from which the existence of an invariant probability measure for the Markovian dynamics
follows.
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Theorem 3.2 The dynamics of u is Markovian and its associated semigroup on C−1/2−ϵ(M ) has an
invariant non-Gaussian probability measure.

A Φ4
3 measure over M is that invariant measure. Note that the constants ar, br in (3.3) are universal

in the sense that they do not depend on the Riemannian metric on M . They depend however on the
regularisation scheme we use, here the heat regularisation in space which is fully covariant with respect
to the Riemannian structure.

The study of Equation (3.1) on an arbitrary fixed time interval [0, T ] is the object of Section 3.2. We
follow [JP23] which yields a robust formulation of Equation (3.1) which avoids the use of regularity
structures or paracontrolled calculus. The local in time well-posedness of (3.1) is proved in Section 3.2.1.
We get the longtime existence from the r-uniform Lp ‘coming down from infinity’ property satisfied by
ur, proved in Section 3.2.2. This property is proved in the formulation of Equation (3.1) as in [JP23]. The
results of Section 3.2 show that ur depends continuously on a finite family ξ̂r of multilinear functionals
of ξr. The functional setting needed to prove their convergence in some appropriate space as r goes to
0 is detailed in Section 3.3. A crucial role is played here by a set of distributions with given wavefront
sets and a certain scaling property with respect to some submanifolds. The notion of scaling field is
introduced in Section 3.3.1 and the preceding set of distributions is introduced in Section 3.3.2. We prove
our main workhorse in Section 3.3.3, Theorem 3.19. It provides a numerical criterion for a distribution
defined outside a submanifold, with some wavefront set bound and some scaling property with respect to
that submanifold, to have a possibly unique extension to the whole manifold. We draw consequences
of this general statement for the particular case of a configuration space in Section 3.4.1. The relevance
of Theorem 3.19 to the convergence problem for ξ̂r stems from the fact that we can formulate the latter
as a quantitative extension problem. This point of view is inspired by the Epstein-Glaser approach of
renormalisation. The convergence of ξ̂r in an appropriate space is the object of Section 3.5. At that point
of the analysis of Equation (3.1) one can make sense of its r = 0 version as a Markovian Feller dynamics
in the state space C−1/2−ϵ(M ), for any fixed sufficiently small ϵ > 0. The r-uniform Lp coming down
property from Section 3.2.2 is used to get the existence of an invariant probability measure for this
dynamics. The non-triviality of this invariant probability measure is proved in Section 3.6.2. To keep the
presentation relatively short, the detailed proofs of a number of basic tools from microlocal and harmonic
analysis are given in [BDFT23]. They are mainly put to work in our analysis of the convergence of the
enhanced noise ξ̂r in Section 3.5.

Notation 3.3 Given 0 < T <∞ and a Banach space B we write CTB for C([0, T ], B). The parabolic
Besov-Hölder spaces on space time are denoted by Cγ((a, b)×M ), the Besov spaces on the manifold
M are denoted by Ba

p,q(M ), these spaces being defined in Definition 3.43. The cotangent space to M is
denoted by T ∗M , the conormal to a submanifold E of M is denoted by N∗(E), and we denote by dv(x)
the volume form on M . Throughout this chapter we are given a finite cover of M with some open charts
M = ∪i∈IUi, where I is a fixed finite set. By localising on these charts, we define in Appendix 3.G
using the flat Laplacian some Littlewood-Paley blocks (P ij , P̃

i
j )i∈Ij⩾−1 on M – see (3.62), along with some

paraproducts and resonant term (≺i,≻i,⊙i)i∈I such that for any smooth functions a, b ∈ D(M ) one has

ab =
∑
i∈I

(a ≺i b+ a⊙i b+ a ≻i b) =
∑
i∈I

( ∑
j⩽k−1

P ijaP̃
i
kb+

∑
|j−k|⩽1

P ijaP̃
i
kb+

∑
j⩾k+1

P ijaP̃
i
kb
)
.

Remark 3.4 The properties of the Littlewood-Paley decomposition defined in (3.62) and of the sub-
sequent paraproducts along with the bounds on the kernels stated in Lemma 3.50 are proven in the
work [BDFT23]. These proofs are mostly technical, and the results do not differ from what can be proven
in the flat case using Fourier analysis.

3.2 Long time well-posedness and a priori estimate

We prove the existence of a unique solution to equation (3.1) over any fixed time interval [0, T ], for an
arbitrary initial condition in C−1/2−ϵ(M ), for ϵ > 0 small enough. We adopt here the robust approach



LONG TIME WELL-POSEDNESS AND A PRIORI ESTIMATE 126

of [JP23]. They use a clever change of variable to reformulate the equation as a non-singular parabolic
partial differential equation (3.7) with random coefficients of regularity no worse than −1/2− ϵ. This
allows to solve the equation locally in time by a fixed point argument set in a classical functional space
without resorting to regularity structures or paracontrolled calculus. Section 3.2.2 is dedicated to proving
an Lp estimate on the solution to equation (3.7) that is independent of the initial condition. This plays a
crucial role in proving the existence of an invariant probability measure for (3.1) by an argument using
compactness.

3.2.1 Local in time well-posedness

This section is dedicated to proving the local well-posedness of a solution to equation (3.1), uniformly
over r > 0. In [JP23], the authors noticed that a clever reformulation of the equation brings its study
back to the study of a nonsingular stochastic PDE for which local in time well-posedness follows from an
elementary fixed point argument.

Some distributions in the list (3.4) below involve an operator ⊙, called resonant operator, that we
introduce formally in Appendix 3.G; its precise definition here does not matter other than the fact that
it is well-defined and continuous from Bα1

p1,q1(M ) × Bα2
p2,q2(M ) into some Besov space if and only if

α1 + α2 > 0, in which case it takes values in Bα1+α2
p,q (M ), for some integrability exponents p, q whose

precise value does not matter here. For Λ1 ∈ Bα1
p1,q1(M ) and Λ2 ∈ Bα2

p2,q2(M ), the product Λ1Λ2 is
well-defined if and only if Λ1 ⊙ Λ2 is well-defined.

3.2.1.1 The enhanced noise

We regularise ξ in space (only) using the heat kernel and set

ξr
def
= e−rP (ξ);

this is a white noise in time with values in a space of regular functions. The fact that ξ appears in an
additive form in (3.1) does not make it necessary to regularise it in time. Regularising ξ only in space
makes clear the Markovian character of the renormalised equation (3.3). Denote by L−1, respectively
L−1, the resolvent operator of ∂t + P with null initial condition at time 0, respectively at time −∞.
Explicitly, L−1f (t, ·) =

∫ t
0 e

−(t−s)P f (s, ·)ds and L−1f (t) =
∫ t
−∞ e−(t−s)P f (s, ·)ds for any function f

on R ×M . The operator L−1 provides stationary solutions. Recall from (3.2) the definitions of the
constants ar and br and set

r
def
= L−1(ξr)

and
r

def
= ( r)2 − ar, r

def
= L−1( r)

r
def
= ( r)3 − 3ar r, r

def
= L−1( r)

and

ξ̂r
def
=
(
ξr, r, r, r ⊙ r, r ⊙ r −

br
3
, |∇ r|2 −

br
3
, r ⊙ r − br r

)
. (3.4)

One has ξr ∈ C−5/2−ϵ([0, T ]×M ) and the restriction to any time interval [0, T ] of the other components
of ξ̂r is seen as an element of the product space

CTC
−1−2ϵ(M )× C−3/2−3ϵ([0, T ]×M )× C−4ϵ([0, T ]×M )3 × C−1/2−5ϵ([0, T ]×M ). (3.5)

Note that only r is an element of a space of the form CTC
γ(M ), the other terms in ξ̂r are elements of a

parabolic space of negative regularity, which is less precise than being an element in a space of the form
CTC

γ(M ) for a negative exponent γ. This is sufficient for our needs. The enhancement ξ̂r can be seen as
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a placeholder for a number of products that are not well-defined in the zero regularisation limit. We will
see in Section 3.5 that ξ̂r converges in all the Lp(Ω) spaces, 1 ⩽ p <∞, as r > 0 goes to 0, to a limit
that does not depend on the mollification used to define ξr from ξ. Using the operator L−1 rather than the
operator L−1 in the definitions of r and r builds some random distributions that are stationary in time.
This property will be useful in Section 3.6 to get a compactness statement on the family of laws of the
solutions to (3.3).

3.2.1.2 Jagannath & Perkowski’s formulation of equation (3.3).

Set
vr,ref

def
= 3L−1

(
e3 r

{
r r − br( r + r )

})
.

This is an element of CTC1−ϵ(M ). The starting point for the analysis of the renormalized form (3.3) of
equation (3.1) is that ur is a solution to (3.3) if and only if

vr
def
= e3 r

(
ur − r + r

)
− vr,ref (3.6)

is a solution of a particular equation of the form

(∂t + P )vr = −6∇ r · ∇vr − e−6 rv3r + Z2,rv
2
r + Z1,rvr + Z0,r , (3.7)

where Z2,r, Z1,r, Z0,r are elements of CTC−1/2−η(M ), for all η > 0, that depend continuously on ξ̂r –
see equation (2.4) in [JP23] (We deduce the regularity properties of the Zi from the fact that L−1 sends
continuously Cγ([0, T ]×M ) into CTCγ+2(M ) when −2 < γ < 0).

We now solve equation (3.7) with an arbitrary initial condition in C−1/2−ϵ(M ) – [JP23] only con-
sidered the case of an initial condition that differs from r(0) by an element of C3/2−ϵ(M ). For that
purpose, and for exponents α > 0, β ∈ R, we introduce the spaces Lα, βM made up of all functions
v ∈ C((0, T ], Cβ(M )) such that

tα∥u(t)∥L∞ −→
t↓0

0

and

∥v∥Lα,βM
def
= max

{
sup

0<t⩽T
tα∥v(t)∥Cβ , sup

0⩽t̸=s⩽T

∥tαv(t)− sαv(s)∥L∞

|s− t|β/2

}
<∞.

(The use of such weighted spaces is suggested in [JP23]; we use here the same spaces as in Section 6 of
Gubinelli & Perkowski’s work [GP16].) The free propagation map

(Fa)(t) def
= e−tPa

sends for instance Cβ(M ) into Lα, β + 2αM, for all β ∈ {R\N} and α > 0, and one has for all
0 ⩽ δ < min(β, 2α)

∥L−1(f )∥Lα−δ/2,β−δM ≲ ∥f∥Lα,β−2M (3.8)

This inequality allows to trade some explosion rate against some regularity. We also have for the same
range of exponents and all f ∈ Lα, β − 2M

∥f∥Lα−δ/2,β−δM ≲ ∥f∥Lα,βM. (3.9)

These statements correspond in our setting to Lemma 6.6 and Lemma 6.8 in Gubinelli & Perkowski’s
work [GP16] – a proof is given in [BDFT23, Lemma 2.3]. Note that since the different components of
the enhanced noise are stationary they do not take value 0 at time 0. The initial condition for vr is thus
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different from the initial condition for ur. We keep the notation ϕ for the initial condition for ur and
write ϕ′ for the initial condition for vr. We will repeatedly use the estimate

∥fg∥Cα∧β⩽∥f∥Cα∥g∥
Cβ
, (3.10)

if α+ β > 0 which follows immediately from Proposition 3.61.

Proposition 3.5 Pick ϵ′ = 4ϵ and set α0
def
= 3/4 + (ϵ+ ϵ′)/2. For any ϕ′ ∈ C−1/2−ϵ(M ) there exists a

positive time T ∗ such that for all 0 < T < T ∗ equation (3.7) has a unique solution

vr ∈ CTC−1/2−ϵ(M ) ∩ Lα0, 1 + ϵ′M

with initial condition ϕ′. This solution depends continuously on ξ̂r and ϕ′ ∈ C−1/2−ϵ(M ), and for any
small positive λ these exist Tλ ∈ (λ, T ∗) such that u ∈ C([λ, Tλ], C3/2−4ϵ(M )).

Proof. First, remark that limt↓0 t
α0F(ϕ′) = 0, since ∥F(ϕ′)∥L∞ ⩽ t−1/4−ϵ/2∥ϕ′∥−1/2−ϵ, so F(ϕ′) ∈

CTC
−1/2−ϵ(M ) ∩ Lα0, 1 + ϵ′M. We use a standard Picard iteration argument for the map

F (v) def
= F(ϕ′) + L−1

(
− 6∇ r · ∇v − e−6 rv3 + Z2,rv

2 + Z1,rv + Z0,r

)
. (3.11)

Denote BR the ball of radius R = 4∥ϕ′∥C−1/2−ϵ in CTC−1/2−ϵ(M ) ∩ Lα0, 1 + ϵ′M. Let v1, v2 ∈ BR.
Our first goal is to get a bound of the form

∥F (v2)− F (v1)∥Lα0,1+ϵ′M ≲ξ̂r
T ϵ/2(R+R2)∥v2 − v1∥Lα0,1+ϵ′M.

meaning F is a contraction for the Lα0, 1 + ϵ′M norm by choosing T small enough. We have

∥F (v2)− F (v1)∥Lα0,1+ϵ′M ⩽ ∥L−1(6∇ r · ∇(v2 − v1))∥Lα0,1+ϵ′M + ∥L
−1(e−6 r (v32 − v31))∥Lα0,1+ϵ′M

+ ∥L−1(Z2,r(v22 − v21)∥Lα0,1+ϵ′M + ∥L
−1(Z1,r(v2 − v1))∥Lα0,1+ϵ′M.

Since∇ r ∈ CTC−η(M ) for all η > 0, we first use the estimate (3.8) with δ = 0 and (3.10) to get

∥L−1(∇ r · ∇(v2 − v1))∥Lα0,1+ϵ′M ≲ sup
0<t⩽T

tα0∥(∇ r · ∇(v2 − v1))∥C−η

≲
ξ̂r

sup
0<t⩽T

tα0∥∇(v2 − v1)∥C2η

≲ Tα0−α1∥v2 − v1∥(|α1,1+2η|), (α1 = 3/4 + (ϵ+ 2η)/2)

≲ T ϵ
′/2−η∥v2 − v1∥Lα1,1+2ηM, (η = ϵ′/4)

≲ T ϵ
′/4∥v2 − v1∥Lα0,1+ϵ′M, (by (3.9) with δ = ϵ′ − 2η).

Now using again (3.8), (3.9), (3.10) and the fact that exp (− 6 r) ∈ C1−η(M ) for all η > 0, we have,
for ϵ′ = 4ϵ

∥L−1( exp(−6 r)(v31 − v32))∥Lα0,1+ϵ′M ≲ξ̂r
sup

0<t⩽T
tα0∥(v2 − v1)(v22 + v21 + v2v1)(t)∥Cη .

≲ Tα0−3α′
0∥v2 − v1∥Lα′

0,ηM(∥v2∥
2
Lα′

0,ηM
+ ∥v1∥2Lα′

0,ηM
+ ∥v2∥Lα′

0,ηM∥v1∥Lα′
0,ηM), (α′

0 = 1/4 + (ϵ+ η)/2)

≲ T (ϵ′−2ϵ−3η)/2∥v2 − v1∥Lα′
0,ηM(∥v2∥

2
Lα′

0,ηM
+ ∥v1∥2Lα′

0,ηM
+ ∥v2∥Lα′

0,ηM∥v1∥Lα′
0,ηM)

≲ T ϵ/2∥v2 − v1∥Lα0,1+ϵ′M(∥v2∥Lα0,1+ϵ′M + ∥v1∥2Lα0,1+ϵ′M + ∥v2∥Lα0,1+ϵ′M∥v1∥Lα0,1+ϵ′M),

choosing η = ϵ/3 and using (3.9) in the last inequality. Next, with the same argument we have for
ϵ′ = 4ϵ, and setting α′

0 =
1
2 + (ϵ+ η)/2, α′′

0 = 1
4 + (ϵ+ η)/2 in the third inequality
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∥L−1(Z2,r(v22 − v21))∥Lα0,1+ϵ′M ≲ξ̂r
sup

0<t⩽T
tα0∥(v22 − v21)(t)∥C1/2+η

≲ sup
0<t⩽T

tα0∥v2(t)− v1(t)∥C1/2+η(∥v2(t)∥η + ∥v1(t)∥η)

⩽ Tα0−α′
0−α′′

0 ∥v2 − v1∥Lα′
0,1/2+ηM(∥v2∥Lα′′

0 ,ηM + ∥v1∥Lα′′
0 ,ηM)

⩽ T (ϵ′−2ϵ−2η)/2∥v2 − v1∥Lα0,1+ϵ′M(∥v2∥Lα0,1+ϵ′M + ∥v1∥Lα0,1+ϵ′M)

⩽ T ϵ/2∥v2 − v1∥Lα0,1+ϵ′M(∥v2∥Lα0,1+ϵ′M + ∥v1∥Lα0,1+ϵ′M),

using (3.9) in the fourth inequality and choosing η = ϵ/2 in the last inequality. Similarly, we get

∥L−1(Z1,r(v2 − v1))∥Lα0,1+ϵ′M ≲ξ̂r
T ϵ/2∥v2 − v1∥Lα0,1+ϵ′M.

Therefore

∥F (v2)− F (v1)∥Lα0,1+ϵ′M ≲ξ̂r
T ϵ/2(R+R2)∥v2 − v1∥Lα0,1+ϵ′M.

The rest is to estimate F (v1)−F (v2) in CTC−1/2−ϵ. Since v1, v2 ∈ BR, for any s ∈ [0, T ], i = 1, 2 and
0 ≤ δ < 1 + ϵ′, it follows from (3.9) that ∥vi∥(|α0−δ/2,1+ϵ′−δ|) ⩽ R, hence we have

∥vi(s)∥C−1/2−ϵ ⩽ R and ∥vi∥C1+ϵ′−δ ⩽ Rs−(α0−δ/2). (3.12)

Recall the following estimate which is used many times below: if ∥u(s)∥Cβ ≲ s−γ , for γ < 1, then

∥L−1u∥Cβ ≲
∫ T

0
s−γ ≲ T 1−γ . (3.13)

Using (3.12) and the fact that∇ r ∈ CTC−ϵ′/4(M ), we have

∥∇ r · ∇(v2 − v1)(s)∥C−1/2−ϵ ≲ξ̂r
∥∇(v2 − v1)(s)∥Cϵ′ ≲ ∥v2 − v1∥C1+ϵ′ ≲ s−α0∥v2 − v1∥(|α0,1+ϵ′|),

hence by (3.13)

∥L−1(∇ r · ∇(v2 − v1))∥C−1/2−ϵ ≲ξ̂r
T 1−α0∥v2 − v1∥(|α0,1+ϵ′|) = T 1/4−ϵ/2−ϵ′/2∥v2 − v1∥(|α0,1+ϵ′|).

Again, by (3.12) and the fact that r ∈ CTC1−η(M ), and ∥uv∥Cβ ⩽ ∥u∥L∞∥v∥Cβ + ∥v∥L∞∥u∥Cβ , for
β ∈ (0, 1),

∥( exp(−6 r)(v31 − v32))(s)∥−1/2−ϵ ≲ξ̂r
∥(v2 − v1)(v22 + v21 + v2v1)(t)∥C−1/2−ϵ

≲ ∥v2 − v1∥C−1/2−ϵ∥v22 + v21 + v2v1∥C1/2+2ϵ

≲ ∥v2 − v1∥C−1/2−ϵ

2∑
i,j=1

∥vi∥Cϵ∥vj∥C1/2+2ϵ

≲ ∥v2 − v1∥C−1/2−ϵs−3/4−5ϵ/2R2

where we use (3.12) for both ∥vi∥Cϵ and ∥vj∥C1/2+2ϵ in the last inequality. Hence by (3.13) we have

∥L−1(( exp(−6 r)(v31 − v32)))∥−1/2−ϵ ≲ξ̂r
T 1/4−5ϵ/2R2∥v2 − v1∥C−1/2−ϵ .

Now, with the same argument and (3.9), for η > ϵ, we have

∥(Z2,r(v22 − v21))(s)∥C−1/2−ϵ ≲ξ̂r
∥(v22 − v21)(s)∥C1/2+η

≲ (∥v1∥Cη + ∥v2∥Cη )∥v1 − v2∥1/2+η
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≲ s−(α0−(1+ϵ′−η)/2)Rs−1/2−ϵ/2−η/2∥v1 − v2∥L 1
2
+ ϵ+η

2
, 1
2
+ηM

≲ s−(3/4+ϵ+η)R∥v1 − v2∥Lα0,1+ϵ′M,

hence, choosing η = 2ϵ yields

∥L−1(Z2,r(v22 − v21))∥−1/2−ϵ ≲ξ̂r
T 1/4−3ϵR∥v1 − v2∥Lα0,1+ϵ′M.

Similarly, we get

∥L−1(Z1,r(v2 − v1))∥C−1/2−ϵ ≲ξ̂r
T 1/2−3ϵ/2∥v1 − v2∥Lα0,1+ϵ′M.

Therefore

∥F (v2)− F (v1)∥C−1/2−ϵ ≲ξ̂r
T 1/4−5ϵ/2R2∥v2 − v1∥C−1/2−ϵ

+ (T 1/4−ϵ/2−ϵ′/2 + T 1/4−3ϵR+ T 1/2−3ϵ/2)∥v1 − v2∥Lα0,1+ϵ′M.

Combining the estimates above we infer that for T > 0 sufficiently small, depending on ∥ϕ′∥C−1/2−ϵ ,
ξ̂r, the map F is a contraction on the ball of radius 4∥ϕ′∥C−1/2−ϵ in CTC−1/2−ϵ(M ) ∩ Lα0, 1 + ϵ′M. The
unique fixed point is our solution on [0, T ]. Taking the supremum of all such T gives the maximal
existence time T ∗. Once we know that v takes values in Lα0, 1 + ϵ′M we can restart the fixed point
procedure from a positive time, with an initial condition that is now of Hölder regularity (1 + ϵ′). It is
elementary to adapt the preceding estimates to see that now the solution will take values in C3/2−4ϵ(M ).

For the continuous dependence on ξ̂r and the initial data, we define

F (ξ̂r, ϕ, v) def
= e−tP (ϕ) + L−1

(
− 6∇ r(ξr) · ∇v − e−6 r(ξr)v3 + Z2,r(ξr)v2 + Z1,r(ξr)v + Z0,r(ξr)

)
.

Let K > 0 be a uniform constant satisfying

∥e−tPϕ∥C−1/2−ϵ ⩽ K∥ϕ∥C−1/2−ϵ and ∥e−tPϕ∥Lα0,1+ϵ′M ⩽ K∥ϕ∥C−1/2−ϵ .

Take the ballBR in C−1/2−ϵ(M ). Since F depends linearly on ξ̂r and exp(−6 r), by the same arguments
above, for any ϕ ∈ BR and we can choose T = T (R, ξ̂r, ξ̂′r) small enough such that C(T ) < 1/2 and

∥F (ξ̂r, ϕ, v1)− F (ξ̂′r, ϕ, v2)∥CTC1/2−ϵ ⩽ C(T )(∥v1 − v2∥CTC1/2−ϵ + ∥v1 − v2∥Lα0,1+ϵ′M + ∥ξ̂r − ξ̂′r∥)

and
∥F (ξ̂r, ϕ, v1)− F (ξ̂′r, ϕ, v2)∥Lα0,1+ϵM ⩽ C(T )(∥v1 − v2∥Lα0,1+ϵ′M + ∥ξ̂r − ξ̂′r∥).

Now for ϕ1, ϕ2 ∈ BR we have

∥vr(ξ̂r, ϕ1)− vr(ξ̂′r, ϕ2)∥CTC1/2−ϵ = ∥F (ξ̂r, ϕ1, vr(ϕ1))− F (ξ̂′r, ϕ2, vr(ϕ2))∥CTC1/2−ϵ

⩽ ∥F (ξ̂r, ϕ1, vr(ϕ1))− F (ξ̂r, ϕ2, vr(ϕ1))∥CTC1/2−ϵ + ∥F (ξ̂r, ϕ2, vr(ϕ1))− F (ξ̂′r, ϕ2, vr(ϕ2))∥CTC1/2−ϵ

⩽ K∥ϕ1 − ϕ2∥C−1/2−ϵ+C(T )
(
∥vr(ϕ1)− vr(ϕ2)∥CTC1/2−ϵ+ ∥vr(ϕ1)− vr(ϕ2)∥Lα0,1+ϵ′M+ ∥ξ̂r − ξ̂′r∥

)
.

Similarly we have

∥vr(ϕ1)− vr(ϕ2)∥Lα0,1+ϵ′M = ∥F (ξ̂r, ϕ1, vr(ϕ1))− F (ξ̂′r, ϕ2, vr(ϕ2))∥Lα0,1+ϵ′M

⩽ K∥ϕ1 − ϕ2∥C−1/2−ϵ + C(T )(∥vr(ϕ1)− vr(ϕ2)∥Lα0,1+ϵ′M + ∥ξ̂r − ξ̂′r∥),

so

∥vr(ϕ1)− vr(ϕ2)∥CTC1/2−ϵ + ∥vr(ϕ1)− vr(ϕ2)∥Lα0,1+ϵ′M
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⩽ 2K∥ϕ1 − ϕ2∥CTC1/2−ϵ + C(T )∥vr(ϕ1)− vr(ϕ2)∥CTC−1/2−ϵ

+ 2C(T )∥vr(ϕ1)− vr(ϕ2)∥Lα0,1+ϵ′M + 2∥ξ̂r − ξ̂′r∥,

and we read on the estimate

∥vr(ϕ1)− vr(ϕ2)∥CTC1/2−ϵ + ∥vr(ϕ1)− vr(ϕ2)∥Lα0,1+ϵ′M

⩽
1

1− 2C(T )

(
2K∥ϕ1 − ϕ2∥C−1/2−ϵ + 2C(T )∥ξ̂r − ξ̂′r∥

)
the continuous dependence of the solution on ξ̂ and the initial data.

We see from the proof that T ∗ depends only on ξ̂r and ϕ′ ∈ C−1/2−ϵ(M ). The following additional
piece of information will be useful when proving the coming down from infinity property by energy
methods in the next section.

Lemma 3.6 Let 0 < t0 < t1. For β = 3/2 − ϵ and any κ ⩽ β/2, then t 7→ vr(t, x) is κ− Hölder
continuous as a function from [t0, t1] to L∞.

Proof. By the change of variable t 7→ t−t0, we can assume t0 = 0, t1 = T > 0 and vr ∈ CTC3/2−ϵ(M ).
We now show the Hölder regularity of vr at time 0, the adaptation to arbitrary times is straightforward.
We have

vr(t, ·) = e−tP vr(0) +
∫ t

0
e−(t−s)P

(
−6∇ r · ∇vr − e−6 rv3r + Z2,rv

2
r + Z1,rvr + Z0,r

)
(s)ds.

We first remark that

|vr(t, ·)− vr(0)| ⩽ |e−tP vr(0)− vr(0)|+
∣∣∣∣∫ t

0
e−(t−s)P (fr(s))ds

∣∣∣∣, (3.14)

where fr = −6∇ r · ∇vr − e−6 rv3r + Z2,rv
2
r + Z1,rvr + Z0,r. It follows from the time regularity of

the heat flow that ∥(1− e−tP )h∥L∞ ≲ t
β
2 ∥h∥Cβ for 0 ⩽ β ⩽ 2, hence

∥e−tP vr(0)− vr(0)∥L∞ ≲ tβ/2∥vr(0)∥Cβ .

Since vr ∈ CTC
β , with β = 3/2 − ϵ, ∇ r ∈ CTC

−ϵ, e−6 r ∈ CTC
1−ϵ, Zr

def
= {Z0,r, Z1,r, Z2,r}

∈ (CTC−α)3 with α = 1/2 + ϵ′, using ∥gh∥Cα′∧β′ ≲ ∥g∥Cα′∥h∥Cβ′ for α′ + β′ > 0 we have

∥fr(s, ·)∥C−α ≲Zr ∥vr∥CTCβ ≲ 1.

Then the estimate ∥e−tPh∥Cη+γ ≲ t−γ/2∥h∥Cη , for γ ⩾ 0 implies∥∥∥∥∫ t

0
e−(t−s)P (fr(s))ds

∥∥∥∥
Cϵ′

ds ⩽
∫ t

0
(t− s)−(α−ϵ′)/2∥fr(s)∥C−αds ≲ t1−α/2−ϵ

′/2.

By choosing ϵ′ ⩾ ϵ/2 we have κ def
= 1− α/2− ϵ′/2 ⩽ β/2, therefore u is κ-Hölder from [0, T ] to L∞.

As in Proposition 6.8 of Mourrat & Weber’s work [MW17c] it follows from this property that the
function

t ∈ (0, T ] 7→ ∥vr(t)∥pLp

satisfies the equation

1

p
(∥vr(t)∥pLp − ∥vr(s)∥pLp) =

∫ t

s
(vp−1
r ,∆vr)−

∫ t

s

(∫
M
e−6 r(s1)vp+2

r (s1)
)

ds1 (3.15)

+

∫ t

s

(1
p

(−6∇ r,∇vpr ) + (Z2, v
p+1
r ) + (Z1, v

p
r ) + (Z0, v

p−1
r )

)
.
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3.2.2 Long time existence and coming down from infinity

We show in this section that the superlinear attractive drift − exp ( − 6 r) v
3
r in equation (3.7) entails

an a priori bound on the Lp(M ) norm of the solution away from the initial time that is independent of
the initial condition. This bound entails the long time existence of the solution vr to (3.7) and is the key
to proving the existence of an invariant probability measure for the dynamics (3.1) via a compactness
argument. This point will be developed in Section 3.6.

We rewrite equation (3.7) in the form

(∂t + P +Br∇)vr = −Arv3r + Z2,rv
2
r + Z1,rvr + Z0,r, (3.16)

with
Br

def
= 6∇ r ∈ CTC−η(M ), Ar

def
= e−6 r ∈ CTC1−η(M ),

and Zi,r ∈ CTC−1/2−η(M ), for all η > 0.

Theorem 3.7 The solution vr(t) ∈ C3/2−ϵ(M ) exists for all times t > 0. Pick an even integer p ⩾ 8.
There is a random variable C(p, ξ̂r|[0,t]) that depends only on the restriction to the interval [0, t] of ξ̂r
such that one has

∥vr(t)∥Lp(M ) ⩽ C(p, ξ̂r|[0,t]) max
{

1√
t
, 1

}
(3.17)

for all t > 0, independently of the initial condition ϕ′ ∈ C−1/2−ϵ(M ).

The upper bound in (3.17) is in particular independent of the initial condition in (3.16); this phe-
nomenon is called coming down from infinity. We note for later use that keeping track of the implicit
constants in the computations below gives an upper in (3.17) takes for 1 ⩽ t ⩽ 2 the form

(1 + ∥ξ̂r∥)γ
(

exp (γ′∥ r∥L∞([0,2]×M )) + 1
)

(3.18)

for some positive constants γ = γ(p), γ′ = γ′(p), up to a multiplicative constant. We denoted here by
∥ξ̂r∥ the norm of ξ̂r seen as an element of the product space where ξ̂r takes its values. We use a priori
energy estimates to prove Theorem 3.7, following the strategy initiated by Mourrat & Weber in their
proof of a similar result in [MW14], Theorem 7.1 therein. Gubinelli & Hofmanová also used energy
estimates in their work [GH18] on the Φ4

3 measure on R3. See also the proof of Proposition 3.7 in the
work [TW18] of Tsatsoulis & Weber for an implementation of that strategy in the 2-dimensional torus.

We will use in the remainder of this section the shorthand notation

Bγ
p (M ) def

= Bγ
p,∞(M )

for any γ ∈ R and 1 ⩽ p ⩽∞. Set

Fr(t)
def
= ∥vr(t)∥pp+2 + ∥vr(t)∥

p
3

B1+2ϵ
p+2
3

.

We prove below that one has for all 0 < T0 ⩽ s < t ⩽ T < T ∗ ∧ 1

∥vr(t)∥pLp +

∫ t

s
Fr(s1)

p+2
p ds1 ≲ξ̂r

1 + Fr(s). (3.19)

This inequality shows that, all 0 < T0 ⩽ s < t ⩽ T∫ t

s
Fr(s1)

p+2
p ds1 ≲ξ̂r

1 + Fr(s).
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It then follows from a modified version of Mourrat & Weber’s comparison test recalled in Proposition
3.62 of Appendix 3.G that there is an integer N ≥ 1 and sequence of times T0 = t0 < t1 < t2 < · · · <
tN = T such that for all n ∈ {0, . . . , N − 1},

Fr(tn) ≲
ξ̂r

1 + tn+1
− p

2 ,

for an implicit constant that does not depend on T0, T . Pick t ∈ [T0, T ]. There exists n ∈ {0, · · · , N−1}
such that t ∈ [tn, tn+1]. Moreover, by (3.19) with s = tn, we have

∥vr(t)∥pLp ≲
ξ̂r

1 + Fr(tn) ≲
ξ̂r

1 + tn+1
− p

2 ≲
ξ̂r

1 + t−
p
2 .

This bound holds for T0 arbitrarily small and T = 1, and can be repeated on [1, 2], etc, so that the
uniform estimate (3.17) follows. Recall p > 6 so the space Lp(M ) is continuously embedded into the
space C−1/2−ϵ(M ). Given that T ∗ depends only on the restriction to [0, T ∗] of ξ̂r and the initial condition
ϕ′ ∈ C−1/2−ϵ(M ) the uniform estimate (3.17) and the continuous injection of Lp(M ) into C−1/2−ϵ(M )
imply we can extend the solution though T ∗ ∧ 1, hence T ∗ > 1. Then, we can repeat the same argument
on the interval [1, 2] and so on to get the long time existence of vr.

On a technical level, our proof of Theorem 3.7 will only use the fractional Leibniz rule from
Proposition 3.63 and the elementary interpolation result from Proposition 3.64, both recalled in Appendix
3.G. Last, recall Young inequality that gives the existence for any positive δ of a constant Cδ such that
one has

ab ⩽ δap
′
+ δ

− q′
p′ bq

′
,

for all positive a, b and exponent 1 < p′ <∞ with conjugate exponent q′. The proof of (3.19) requires
two intermediate results stated as lemmas.

Lemma 3.8 For every 0 < s < t ⩽ T , we have

∥vr(t)∥pLp +

∫ t

s
∥vr(s1)∥p+2

Lp+2 ds1 ≲ξ̂r
1 + ∥vr(s)∥pLp+2 +

∫ t

s
∥vr(s1)∥

p+2
3

B1+ϵ
p+2
3

ds1 . (3.20)

Proof. Pairing the equation with vp−1 with respect to the L2 scalar product yields identity (3.15). As A
is positive and bounded below and (vp−1,−∆v) is positive, since p is an even integer greater than 4, we
obtain

∥vr(t)∥pLp +

∫ t

s
∥vr∥p+2

Lp+2 ≲
ξ̂r
∥vr(s)∥pLp +

∫ t

s
(Br,∇vpr ) + (Z2,r, v

p+1
r ) + (Z1,r, v

p
r ) + (Z0,r, v

p−1
r ) , blablablabla(3.21)

where the implicit constant is p
(

exp (6∥ r∥L∞([0,2]×M )) + 1
)

.
We bound the different terms in the right hand side of (3.21). Recall that since Br is an element of

B−ϵ′
∞,∞(M ) for all ϵ′ > 0 it is an element of B−ϵ

1,∞(M ). By the fractional Leibniz rule from Proposition
3.63 and Young inequality we have for |(Br,∇vpr )|, up to a ξ̂r-dependent multiplicative constant, the
upper bound

∥∇vpr∥Bϵ
1
≲ ∥vpr∥B1+ϵ

1
≲ ∥vp−1

r ∥
L

p+2
p−1
∥vr∥B1+ϵ

p+2
3

≲ ∥vr∥p−1
Lp+2∥vr∥B1+ϵ

p+2
3

≲ δ∥vr∥p+2
Lp+2 + δ−

p−1
3 ∥vr∥

p+2
3

B1+ϵ
p+2
3

,

where δ > 0 is arbitrarily small. For the other terms, we have first

|(Z2,r, v
p+1
r )| ≲

ξ̂r
∥vp+1
r ∥

B
1+ϵ
2

1

≲ ∥vp∥
L

p+2
p
∥vr∥

B
1+ϵ
2

p+2
2

≲ ∥vr∥pLp+2∥vr∥
B

1+ϵ
2

p+2
2

.

Here we interpolate the last term to obtain

∥vr∥
B

1+ϵ
2

p+2
2

≲ ∥vr∥
1
2

Lp+2∥vr∥
1
2

B1+ϵ
p+2
3

,
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and we deduce that

|(Z2,r, v
p+1
r )| ≲

ξ̂r
∥vr∥

p+ 1
2

Lp+2∥vr∥
1
2

B1+ϵ
p+2
3

⩽ δ∥vr∥p+2
Lp+2 + Cδ∥vr∥

p+2
3

B1+ϵ
p+2
3

,

using Young inequality in the second inequality, here Cδ = δ−
2p+1

6 .
Similar estimates hold for the Z1,r and Z0,r terms. We have

|(Z1,r, v
p
r )| ≲

ξ̂r
∥vpr∥B1+ϵ

1
≲ ∥vp−1

r ∥
L

p+2
p−1
∥vr∥B1+ϵ

p+2
3

≲ ∥vr∥p−1
Lp+2∥vr∥B1+ϵ

p+2
3

≲ δ∥vr∥p+2
Lp+2 + δ−

p−1
3 ∥vr∥

p+2
3

B1+ϵ
p+2
3

.

and

|(Z0,r, v
p−1
r )| ≲

ξ̂r
∥vp−1
r ∥B1+ϵ

1
≲ ∥vp−2

r ∥
L

p+2
p−2
∥vr∥B1+ϵ

p+2
4

≲ ∥vr∥p−2
Lp+2∥vr∥B1+ϵ

p+2
3

≲ δ∥vr∥
(p+2)(p−2)

p−1

Lp+2 + δ−
p−1
3 ∥vr∥

p+2
3

B1+ϵ
p+2
3

≲ 1 + δ
p−1
p−2 ∥vr∥p+2

Lp+2 + δ−
p−1
3 ∥vr∥

p+2
3

B1+ϵ
p+2
3

.

One can then absorb the δ terms of these upper bounds in the corresponding Lp+2 term in the
left hand side of (3.21) to get the result by integrating in time on the interval (s, t). Since we choose
δ ≲ (1 + ∥ξ̂r∥)−1, then Cδ, δ

− p−1
3 ≳ (1 + ∥ξ̂r∥)γ for some γ > 0 depending on p. Combining with the

implicit constant in (3.21) we obtain that the implicit constant in (3.20) is of form

(1 + ∥ξ̂r∥)γ
(

exp (γ′∥ r∥L∞([0,2]×M )) + 1
)

for some γ, γ′ > 0 depending on p. The implicit constants in the next steps will be obtained in the same
way.

Lemma 3.9 For 0 ⩽ s < t < T < T ∗ ∧ 1 we have∫ t

s
∥vr(s1)∥

p+2
3

B1+2ϵ
p+2
3

ds1 ≲ξ̂r
1 + Fr(s) +

∫ t

s
∥vr(s1)∥p+2

Lp+2 ds1. (3.22)

Note that we have a B1+ϵ
p+2
3

norm involved in (3.20):

∥vr(t)∥pLp +

∫ t

s
∥vr(s1)∥p+2

Lp+2 ds1 ≲ ∥vr(s)∥pLp+2 +

∫ t

s
∥vr(s1)∥

p+2
3

B1+ϵ
p+2
3

ds1

while we estimate in (3.22) a stronger B1+2ϵ
p+2
3

norm. We postpone for a second the proof of Proposition

3.9 and explain now how we get the estimate (3.19)

∥vr(t)∥pLp +

∫ t

s
Fr(s1)

p+2
p ds1 ≲ξ̂r

1 + Fr(s)

from (3.20) and (3.22). Since

Fr(s1)
p+2
p ≲ ∥vr(s1)∥p+2

Lp+2 + ∥vr(s1)∥
p+2
3

B1+2ϵ
p+2
3

we see as a consequence of (3.22) that one gets (3.19) if one proves that

∥vr(t)∥pLp +

∫ t

s
∥vr(s1)∥p+2

Lp+2 ds1 ≲ξ̂r
1 + Fr(s). (3.23)
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We start from the inequality (3.20) and use the interpolation estimate

∥vr∥B1+ϵ
p+2
3

≲ ∥vr∥1−θϵ
L

p+2
3

∥vr∥θϵB1+2ϵ
p+2
3

⩽ δ∥vr∥3
L

p+2
3

+ Cδ∥vr∥σϵB1+2ϵ
p+2
3

⩽ δ∥vr∥3Lp+2 + Cδ∥vr∥σϵB1+2ϵ
p+2
3

,

with
θϵ

def
=

1 + ϵ

1 + 2ϵ
< 1, σϵ

def
=

3θϵ
2 + θϵ

< 1.

We feed this upper bound inside (3.20); the contribution of the small factor involving the Lp+2 norm of
vr can be absorbed in the corresponding term in the left hand side of (3.20), so we have

∥vr(t)∥pLp +

∫ t

s
∥vr(s1)∥p+2

Lp+2 ds1 ≲ ∥vr(s)∥pLp+2 +

∫ t

s
∥vr(s1)∥σϵ

p+2
3

B1+2ϵ
p+2
3

ds1. (3.24)

We use Young inequality once more to bound

∥vr(s1)∥σϵ
p+2
3

B1+2ϵ
p+2
3

≲ δ∥vr(s1)∥
p+2
3

B1+2ϵ
p+2
3

+ Cδ.

By choosing δ small enough we can absorb the Lp+2 term that comes from (3.22) in the left hand side of
(3.24) and use that ∥vr(s)∥pLp+2 ⩽ Fr(s) to get (3.23) from (3.24).
a

Proof. We proceed in two steps.
Step 1. We first prove that one has

∥vr(t)∥B1+2ϵ
p+2
3

≲
ξ̂r
∥e−(t−s)P vr(s)∥B1+2ϵ

p+2
3

+

(∫ t

s
∥vr(s1)∥p+2

Lp+2 ds1

) 3
p+2

+

(∫ t

s
∥vr(s1)∥

p+2
3

B1+ϵ
p+2
3

ds1

) 3
p+2

.blablablablabla(3.25)

We look at each term in the expression for vr(t)− e−(t−s)P vr(s)∫ t

s
e−(t−s1)P

(
−Ar(s1)vr(s1)3 +Br(s1)∇vr(s1) + Z2,r(s1)vr(s1)2 + Z1,r(s1)vr(s1) + Z0,r(s1)

)
ds1.

One has∥∥∥∫ t

s
e−(t−s1)P (Ar(s1)vr(s1)3) ds1

∥∥∥
B1+2ϵ

p+2
3

≲
∫ t

s
∥e−(t−s1)P (Ar(s1)vr(s1)3)∥B1+2ϵ

p+2
3

ds1

≲
∫ t

s
(t− s1)−

1+2ϵ
2 ∥Ar(s1)vr(s1)3∥

L
p+2
3

ds1

≲
ξ̂r

∫ t

s
(t− s1)−

1+2ϵ
2 ∥vr(s1)∥3Lp+2 ds1

≲

(∫ t

s
∥vr(s1)∥p+2

Lp+2

) 3
p+2

,

where we used Hölder inequality, the integrability in time of (t − s1)−
(1+2ϵ)(p+2)

2(p−1) and the fact that s ⩽
s1 ⩽ t < T < 1. Similarly, we have

∥∥∥∫ t

s
e−(t−s1)P (Br(s1)∇vr(s1))ds1

∥∥∥
B1+2ϵ

p+2
3

≲
∫ t

s

∥∥∥e−(t−s1)P (Br(s1)∇vr(s1))
∥∥∥
B1+2ϵ

p+2
3

ds1
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≲
∫ t

s
(t− s1)−

1+3ϵ
2 ∥B(s1)∇vr(s1)∥B−ϵ

p+2
3

ds1

≲
ξ̂r

∫ t

s
(t− s1)−

1+3ϵ
2 ∥vr(s1)∥B1+ϵ

p+2
3

ds1

≲

(∫ t

s
∥vr(s1)∥

p+2
3

B1+ϵ
p+2
3

) 3
p+2

.

Next we have∥∥∥∥∫ t

s
e−(t−s1)P (Z2,r(s1) vr(s1)2)ds1

∥∥∥∥
B1+2ϵ

p+2
3

≲
∫ t

s

∥∥∥e−(t−s1)P (Z2,r(s1) vr(s1)2)
∥∥∥
B1+2ϵ

p+2
3

ds1

≲
∫ t

s
(t− s1)−

1+2ϵ+1+ϵ
2

2 ∥Z2,r(s1) v2r (s1)∥
B

− 1+ϵ
2

p+2
3

ds1.

Using the interpolation result from Proposition 3.64 and Young inequality we have

∥Z2,rv
2
r∥
B

− 1+ϵ
2

p+2
3

≲
ξ̂r
∥v2r∥

B
1+ϵ
2

p+2
3

≲ ∥vr∥Lp+2∥vr∥
B

1+ϵ
2

p+2
2

≲ ∥vr∥
3
2

Lp+2∥vr∥
1
2

B1+ϵ
p+2
3

≲ ∥vr∥p+2
Lp+2 + ∥vr∥

p+2
3

B1+ϵ
p+2
3

,

and the desired estimate follows as in the previous terms. One proceeds in exactly the same way to prove
similar estimates on the Z1,r and Z0,r terms. We leave the details to the interested reader.

Step 2. We first rewrite (3.25) at t = s1 and raise this inequality to the power p+2
3 . It yields the upper

bound

∥vr(s1)∥
p+2
3

B1+2ϵ
p+2
3

≲
ξ̂r
∥e−(s1−s)P vr(s)∥

p+2
3

B1+2ϵ
p+2
3

+

∫ s1

s
∥vr∥p+2

Lp+2 +

∫ s1

s
∥vr∥

p+2
3

B1+ϵ
p+2
3

≲
ξ̂r
∥e−(s1−s)P vr(s)∥

p+2
3

B1+2ϵ
p+2
3

+

∫ t

s
∥vr∥p+2

Lp+2 +

∫ t

s
∥vr∥

p+2
3

B1+ϵ
p+2
3

,

which holds for t ⩾ s1, using the fact that
∫ s1
s ∥vr∥α is increasing in s1 whatever the exponent α the

norm on vr. Integrating on s1 ∈ [s, t], we obtain(∫ t

s
∥vr(s1)∥

p+2
3

B1+2ϵ
p+2
3

ds1

) 3
p+2

≲
ξ̂r

(∫ t

s
∥e−(s1−s)P vr(s)∥

p+2
3

B1+2ϵ
p+2
3

ds1

) 3
p+2

(3.26)

+ (t− s)
3

p+2

[(∫ t

s
∥vr(s1)∥p+2

Lp+2 ds1

) 3
p+2

+

(∫ t

s
∥vr(s1)∥

p+2
3

B1+ϵ
p+2
3

ds1

) 3
p+2
]
,

as the function [ . . . ] after (t− s)
3

p+2 in the right hand side is increasing. We bound the first term in (3.26)

by ∥vr(s)∥
p+2
3

B
(1+2ϵ)(1− 3

p+2 )

p+2
3

using the fact that the linear continuous map

e−(s1−s)P : B
(1+2ϵ)(1− 3

p+2
)

p+2
3

(M )→ B1+2ϵ
p+2
3

(M )

has a norm bounded above by (s1 − s)−
3(1+2ϵ)
2(p+2) ⩽ (s1 − s)−1/2, a quantity that is integrable over the

interval (s, t). The interpolation estimate

∥vr(s)∥
p+2
3

B
(1+2ϵ)(1− 3

p+2 )

p+2
3

≲ ∥vr(s)∥
L

p+2
3
∥v(s)∥

p+2
3

−1

B1+2ϵ
p+2
3

≲ ∥vr(s)∥p
L

p+2
3

+ ∥vr(s)∥
p
3

B1+2ϵ
p+2
3

= Fr(s),
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gives Fr(s) as a final upper bound for this term. Now, with vr evaluated at time s1 and θϵ = 1+ϵ
1+2ϵ , we

have

∥vr∥B1+ϵ
p+2
3

≲ ∥vr∥1−θϵ
L

p+2
3

∥vr∥θϵBγ
p+2
3

≲ ∥vr∥
3θϵ
2+θϵ

B1+2ϵ
p+2
3

+ ∥vr∥3Lp+2 ⩽ δ∥vr∥B1+2ϵ
p+2
3

+ Cδ(1 + ∥vr∥3Lp+2),

for some Cδ > 0 and δ small enough so that the term related to δ∥vr∥B1+2ϵ
p+2
3

can be absorbed by the left

hand side of (3.26). This gives inequality (3.22).

3.3 Scaling fields, regularity and microlocal extension

We state in this section an extension result, Theorem 3.19, that provides conditions under which a
distribution on a manifold defined outside a submanifold can be extended to the whole manifold. The
quantification of this extension result involves the notion of scaling field that is introduced in Section
3.3.1. Such vector fields are also known as Euler vector fields. Some function spaces associated with a
given scaling field are introduced in Section 3.3.2, they allow us to measure the singularity of distributions
when we scale along certain submanifolds of some given ambient space. They generalise the weakly
homogeneous distributions introduced by Meyer in [Mey98]. An extension Theorem 3.19 is proven in
Section 3.3.3, given a distribution whose blow up is moderate along a given submanifold, it allows to
extend canonically the distribution to the whole ambient space in the spirit of the definition of the principal
value. This statement is put to work in the particular setting of a configuration space in Section 3.4.1
to give a useful extension result for a class of Feynman amplitudes – see Theorem 3.40. Moreover in
Theorem 3.40, we will need to control the blow up of our Feynman amplitudes in two steps, first when
all points collapse on the deepest diagonal, then when all points collapse to a single given point – this
difficulty comes from the absence of translation invariance. This requires a variant of the extension
Theorem 3.19 stated in Theorem 3.20, in which we scale w.r.t a given submanifold first, and then w.r.t. a
given point, in order to control the blow up of our distributions w.r.t. both scalings.

We work in Sections 3.3.1 to 3.3.3 in the setting of a smooth manifold X where a smooth submanifold
Y ⊂ X is given.

3.3.1 Scaling fields

Definition 3.10 Let IY be the ideal of smooth real valued functions on X that vanish on Y . Set for
k ⩾ 1:

IkY
def
= {f1 . . . fk ; (f1, . . . , fk) ∈ IY × · · · × IY}.

A vector field ϱ defined on a neighbourhood of Y is called an isotropic scaling field for Y ⊂ X if for all
f ∈ IY

f ∈ ϱf + I2Y .

This type of vector field is also called an Euler vector field in the literature. Denote by n the dimension
of X and by d the dimension of Y . If ϱ is a scaling field for Y ⊂ X there exists a neighbourhood of Y
that is stable by the backward semiflow (e−sϱ)s⩾0 of ϱ and every point y ∈ Y has a neighbourhood Uy in
X on which coordinates

h = (h1, . . . , hn) : U → Rn

are defined and such that
Uy ∩ Y = h−1(Rd)

with Rd ⊂ Rn, and

ϱ =

n∑
i=d+1

hi∂hi .
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A proof of existence of a stable neighbourhood can be found in Lemma 2.4 of [DW22] and the normal
form theorem can be found in Proposition 2.5 of [DW22] – see also Lemma 2.1 in [Mei20]. The example
of the configuration space of ℓ points in Rk will be particularly relevant for us. The scaling field ϱ whose
flow reads

e−tϱ(x1, . . . , xℓ) =
(
x1, e

−t(x2 − x1) + x1, . . . , e
−t(xℓ − x1) + x1

)
will move all points towards the deepest diagonal and its dynamics is tangent to all the larger diagonals.
In the sequel, we will only work with product (sub)manifolds of the form

X = Rp ×X, (3.27)

Y = ({0} × Rq)× Y

with ({0} × Rq) ⊂ Rp and Y ⊂ X , and some non-isotropic scaling fields, of the form

ϱ =

q∑
j=1

2tj∂tj + ϱY (3.28)

for the canonical coordinates (tj)1⩽j⩽q on Rq and a scaling field ϱY for Y ⊂ X . This is an example
of a weighted vector field on a weighted manifold. We give a formal definition in the case where our
submanifold Y is the transverse intersection Y1 ∩ Y2 where Y1 = ({0} × Rq)×X and Y2 = (Rp × Y ).
Then one has a description of the ideal IY as the product IY1IY2 so the ideal IY has a bifiltration

ImY1
InY2
⊂ · · · ⊂ IY1IY2 = IY .

Now assume we want to put a weight 2 to powers of IY1 and weight 1 to powers of IY2 . We want to give
an intrinsic characterisation for vector fields of the form given by Equation (3.28).

Definition 3.11 A vector field ϱ defined on a neighbourhood of Y is called a parabolic scaling field for
Y ⊂ X if for all (m,n) and for all f ∈ ImY1

InY2
one has

ϱf − (2m+ n)f ∈
(
Im+1
Y1

InY2 + ImY1I
n+1
Y2

)
.

In the sequel we will simply call ‘scaling fields’ some parabolic scaling fields as we will only work
with such fields. The weighted co-dimension of Y is defined here as

codimw(Y ⊂ X ) def
= 2(p− q) + dim(X)− dim(Y ).

3.3.2 Function spaces associated with scaling fields

We assume from now on that X has a Riemannian structure and we denote by Kr(x, y) its heat kernel.
We also let U ⊂ X be an open set and Γ be a closed conic set in T ∗U\{0}.

Definition 3.12 We denote by D′
Γ(U ) the space of distributions on U whose wave front set is contained

in Γ. This is a locally convex topological vector space endowed with a natural normal topology invented
by Y. Dabrowski – see [Dan14, p. 823] and [BDH16] for results about why this topology is well-behaved
with respect to some natural operations on distributions. The seminorms defining its topology are

• given a chart κ : Ω ⊂ U 7→ Rdim(X ), an integer N ∈ N, χ ∈ C∞
c (κ(Ω)), and a cone V ⊂ Rn∗ such

that

supp(χ)× V ∩ κ∗Γ = ∅, where κ∗Γ =
{
(κ(x) ; (tdκ)−1

x (ξ)); (x; ξ) ∈ Γ
}
,

we have the norm

∥Λ∥N,V,χ,κ = sup
ξ∈V

(1 + |ξ|)N |̂(κ∗Λ)χ(ξ)|;
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• the seminorms of the strong topology of distributions

sup
χ∈B
|⟨Λ, χ⟩|,

where B is a bounded set of C∞
c (X ) which means that there is some compact K such that

supp(f ) ⊂ K for all f ∈ B, and for any differential operator Q one has supχ∈B ∥Qχ∥L∞(K) <∞.

To be bounded in D′
Γ(U ) will always mean that all the above seminorms are bounded.

The following elementary example will play an important role in the sequel. Assume k ∈ N is of the
form d1 + d2 + d3 with di ∈ N\{0} and Rk = Rd1 × Rd2 × Rd3 , and denote here by ϱ the linear vector
field on Rk whose restriction to Rd1 is null, whose restriction to Rd2 is the identity and whose restriction
to Rd3 is twice the identity. So for z = (x, y, t) ∈ Rd1 × Rd2 × Rd3 one has

ϱ = y∂y + 2t∂t.

The third component t ∈ Rd3 has the meaning of a time coordinates. This vector field over Rk will be
our model scaling field in a parabolic setting.

Lemma 3.13 The family of distribution

δ(z′ − e−ℓϱz) (1 ⩽ ℓ ⩽ +∞)

on Rk × Rk is bounded in D′
Γϱ

(Rk × Rk), where

Γϱ =
⋃

1⩽ℓ⩽+∞

{
((z, e−ℓϱz), (λ, eℓϱλ)) ; (z, λ) ∈ T ∗Rk

}
⊂ T ∗(Rk × Rk).

This estimate can also be used to give an upper bound on the wave front set of the resolvent (ϱ+ z)−1

which implies the radial type estimates for ϱ. This is very similar in spirit to the radial estimates from the
works of Melrose [Mel20], Vasy [AV13] or Dyatlov & Zworski [DZ16].

Proof. Note that the distributions δ(z′ − e−ℓϱz) ∈ D′(Rk × Rk) are nothing but the Schwartz kernels
of the transfer operator φ ∈ C∞(Rk) 7→ e−ℓϱ∗φ ∈ C∞(Rk), so we will use the identification [e−ℓϱ∗] =
δ(z′ − e−ℓϱz). The fact that this family of distributions is bounded (weak boundedness implies strong
boundedness by uniform boundedness) automatically follows from the continuity of the pull-back of
a distribution by a smooth family of diffeomorphisms and the strong convergence of δ(z′ − e−ℓϱz) to
δ(z′ − (x, 0, 0)) when ℓ goes to infinity, for z = (x, y, t).

Fix an arbitrary compact subset K ⊂ Rd1+d2+d3 that is stable by the scaling maps

(x, y, t) 7→ (x, e−ℓy, e−2ℓt) (ℓ ⩾ 0) .

Then we shall restrict the Schwartz kernel [e−ℓϱ] to K ×K. It means we estimate this wave front set near
the diagonal but for arbitrary large ℓ. Choose some test functions χ1, χ2 in C∞

K (Rd1+d2+d3), supported
in K. In local coordinates we have

∫
Rd1+d2+d3

eiξ2·x+iη2·y+iτ2·tχ2(x, y, t)e−tϱ∗(χ1e
iξ1·x+iη1·y+iτ1·t) dxdydt

= e−ℓ(d2+2)
∫

Rd1+d2+d3

eiξ2·x+iη2·y+iτ2tχ2(x, y, t)(χ1(x, e−ℓy, e−2ℓt)eiξ1·x+ie
−ℓη1·y+e−2ℓτ1·t) dxdydt

= χ̂ℓ

(
ξ1 + ξ2, η2 + e−ℓη1, τ2 + e−2ℓτ1

)
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where
χℓ(x, y, t) = χ2(x, y, t)χ1(x, e

−ℓy, e−2ℓt)

is a bounded family of smooth compactly supported functions (this is crucial) when ℓ ∈ [0,+∞). We
then have for any N ⩾ 1 the upper bound

|χ̂ℓ(ξ, η, τ )| ⩽ CN (1 + |ξ|+ |η|+ |τ |)−N (3.29)

where the constant CN does not depend on ℓ ∈ [0,+∞). Hence in any closed conic set V which does
not meet the subset

Λ =
{(
ξ,−ξ, η,−e−ℓη, τ,−e−2ℓτ

)
∈ (Rk × Rk)∗, ℓ ⩾ 1

}
,

there exists some ε > 0 such that for all (ξ1, ξ2, η1, η2, τ1, τ2) ∈ V ⊂ (Rk × Rk)∗ we have for all ℓ ⩾ 1
the inequality∣∣∣(ξ1 + ξ2, e

−sη1 + η2, e
−2sτ1 + τ2)

∣∣∣ ⩾ ε
(
|ξ1|+ |ξ2|+ |η1|+ |η2|+ |τ1|+ |τ2|

)
.

This implies the following Fourier bound∣∣∣ ∫
Rk
eiξ2·x+iη2·y+iτ2·tχ2(x, y, t)e−ℓϱ∗(χ1e

iξ1·x+iη1·y+iτ1·t) dxdydt
∣∣∣

⩽ CN

(
1 + |ξ1 + ξ2|+ |η2 + e−sη1|+ |τ2 + e−2sτ1|

)−N
⩽ CNε

−N
(
1 + |ξ1|+ |ξ2|+ |η1|+ |η2|+ |τ1|+ |τ2|

)−N
for all ℓ ⩾ 1 and (ξ1, ξ2, η1, η2, τ1, τ2) ∈ V ⊂ (Rk × Rk)∗. The previous bound analyzes the wave front
set of the family δ(z′ − e−ℓϱ(z)) near T ∗(K ×K) ⊂ T ∗(Rk × Rk). Since K is arbitrary the family of
distributions δ(z′ − e−ℓϱ(z)) is bounded in D′

Γϱ
(Rk × Rk), with Γϱ ⊂ T ∗(Rk × Rk) given by

Γϱ =
{
(x, x, 0, 0, 0, 0; ξ,−ξ, 0, η2, 0, τ2); (ξ, η2, τ2) ̸= (0, 0, 0)

}
︸ ︷︷ ︸

the radial set which is the conormal of the singular set of ϱ

∪
{(
x, y, t, x, e−ℓy, e−2ℓt; ξ, η, τ,−ξ,−eℓη,−e2ℓτ

)
; ℓ ⩾ 1, (ξ, η, τ ) ̸= (0, 0, 0)

}
.

This concludes the proof.

Set

π(z) def
= (x, 0, 0). (3.30)

Lemma 3.13 is useful to give a description of the Taylor subtraction operation. The Taylor subtractors of
order 0 and 1 read

R0 : φ 7→ φ− φ ◦ π,
R1 : φ 7→ φ− φ(x, 0, 0)− y · ∂yφ(x, 0, 0)− t∂tφ(x, 0, 0),

We call these operators R0 and R1, with the letter R chosen for ‘remainder’. Denote generically by [Λ]
the Schwartz kernel of an operator Λ.

Proposition 3.14 The operators R0, R1 have Schwartz kernel

[R0] =
∫ ∞

0
[ϱe−aϱ∗]da ,
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[R1] =
∫ ∞

0

[
(1− ea + eaϱ)ϱe−aϱ∗

]
da− [ϱ] ,

and

[e−ℓϱ∗R0] =
∫ ∞

0
[ϱe−(ℓ+a)ϱ∗] da,

[e−ℓϱ∗R1] =
∫ ∞

0
[(1− ea + eaϱ)ϱe−(ℓ+a)ϱ∗]da− [e−ℓϱ∗ϱ] .

and the families of distributions ([(e−ℓϱ)∗R0])0⩽ℓ⩽+∞ and ([(e−ℓϱ)∗R1])0⩽ℓ⩽+∞ are bounded inD′
Γϱ

(Rk

×Rk).

Proof. We write a detailed proof for R0; the proof for R1 is very similar and left to the reader. For a
test function χ with compact support on Rk × Rk write ϱ1χ for the action of the vector field on the first
component of χ. We have

⟨[ϱ(e−ℓϱ)∗] , χ⟩ = −
∫

Rk
(ϱ1χ)(z, e−ℓϱ(z)) dz

and since (ϱ1χ)(z, e−ℓϱz) vanishes along the singular set {y = 0, t = 0} the integrand is of order e−ℓ, so
the integral is convergent. The wavefront bound follows from the wave front bound on the propagator
[(e−ℓϱ)∗] and the fact that the wave front of a distribution is stable under the action of the vector field ϱ.

We come back to the general setting of an open subset U ⊂ X and assume we are given a closed
conic set Γ in T ∗U\{0}. It is a classical fact that for α < 0 the Besov space Cα(X ) = Bα

∞,∞(X ) can be
characterised as the set of distributions Λ on X such that

sup
x∈X

sup
0<r⩽1

r−
α
2 |⟨Λ,Kr(x, ·)⟩| <∞.

A distribution Λ ∈ D′(U ) is an element of D′
Γ(U ) iff for all pseudodifferential operators Q with Schwartz

kernel compactly supported in U ×U and whose symbol vanishes on Γ one has for every compact subset
C of X

sup
x∈C

sup
0<r⩽1

|⟨Λ, QKr(x, ·)⟩| <∞. (3.31)

One can describe an element of Cαloc(U ), with α < 0, with wave front set in Γ in terms similar to (3.31)
as the set of distributions Λ ∈ Cαloc(U ) iff for all pseudodifferential operators Q with Schwartz kernel
compactly supported in U × U and whose symbol vanishes on Γ one has for every compact subset C of
X

sup
x∈C

sup
0<r⩽1

r−
α
2 |⟨Λ, (I +Q)Kr(x, ·)⟩| <∞.

The I element ensures that Λ is Hölder whereas the operator Q is here to test the smoothness of Λ outside
of the wave front set.

We now come back to the parabolic setting Y ⊂ X of (3.27) in Section 3.3.1 and denote by ϱ a
parabolic scaling field for this embedding. Let U stand for an open set of X which is stable by the
backward semiflow of ϱ, in the sense that e−ℓϱ(U) ⊂ U for all ℓ ⩾ 0.

Definition 3.15 Given some closed conic set Γ ⊂ T ∗U \ {0} we denote by (e−ℓϱ)∗Γ the set defined as

(e−ℓϱ)∗Γ def
=
{(
eℓϱx; (tdeℓϱ)−1

x (ξ)
)
; (x; ξ) ∈ Γ

}
.

Then we assume that the lifted flow of e−ℓϱ leaves the conic set Γ stable i.e.

(e−ℓϱ)∗Γ ⊂ Γ

for all ℓ ⩾ 0.
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Having described the necessary geometric framework, we are ready to state the definition of the
scaling spaces that will be used extensively in the present work.

Definition 3.16 For α < 0 and a ∈ R we define the scaling space Sa,ϱ;αΓ (U ) of distributions Λ ∈ D′(U )
with the following property. For all pseudodifferential operators Q with Schwartz kernel compactly
supported in U × U and whose symbol vanishes on Γ, for each compact set C ⊂ U

sup
ℓ⩾1

sup
x∈C

sup
0<r⩽1

eaℓr−
α
2 |⟨(e−ℓϱ)∗Λ, (I +Q)Kr(x, ·)⟩| <∞.

We define SaΓ(U ) as the union over α of all the spaces Sa,ϱ;αΓ (U ), for a ∈ R fixed and ϱ a parabolic
scaling field for the inclusion Y ⊂ X whose backward semiflows leave Γ fixed. This implies in particular
that N∗(Y ⊂ X ) ⊂ Γ. The letter ‘S’ is chosen for scaling. The exponent a retains the scaling property
and Γ retains some information on the wavefront set. Note that the space SaΓ(U ) is a priori larger than
the space of conormal distributions with wavefront set in N∗(Y ⊂ U) since elements in SaΓ(U ) might
have some wavefront set contained in the cone Γ which is not necessarily included in N∗(Y ⊂ U). The
notation SaΓ(U ) does not emphasise the dependence of this space on the inclusion Y ⊂ X . This will
always be clear for us from the context. An elementary example is given by the principal value of 1/|x|
in R, where Y = {0} ⊂ R and it has scaling exponent a = −1 and wavefront set Γ = T ∗

0 R. Note the
fact that for all element Λ ∈ SaΓ(U ) the family of scaled distributions

(
eaℓe−ℓϱ∗Λ

)
ℓ⩾0

is bounded in D′
Γ.

The next proposition gives an example of an element of some space Sa,ϱ;0(U ) for some scaling exponent
a and some scaling field ϱ. For n ⩾ 2, denote by dn the diagonal of Mn. Denote by ϱn a scaling field on
Mn for the inclusion dn ⊂Mn and define on M2 × R2 the parabolic scaling field

ϱ = 2(t− s)∂s + ϱ2.

Denote also by
π⩽2 : (x1, . . . , xn) ∈Mn → (x1, x2) ∈M2

the canonical projection on the first two components.

Lemma 3.17 Let M be a closed manifold and Ar(x, y) be a smooth kernel on M2\d2 such that one can
associate to any small enough open set U a coordinate system in which one has for all multiindices α, β

|∂αs,t∂βx,yA|t−s|(x, y)| ≲ (
√
t− s+ |y − x|)a−2|α|−|β|. (3.32)

Then the family (
eℓa(e−ℓϱ)∗π∗⩽2A|t−·|(·, ·)

)
ℓ⩾0

is bounded in
D′
N∗({s=t})

(
(Mn × R)\(π∗⩽2d2 ∩ {s = t})

)
,

that is
π∗⩽2A|t−·|(·, ·) ∈ Sa,ϱ;0N∗({s=t})

(
(Mn × R)\(π∗⩽2d2 ∩ {s = t})

)
.

In the sequel we denote by Ka the C∞–module of kernels Ar(x, y) as above depending on two
variables endowed with the weakest topology containing the C∞([0,+∞)× (M2\d2)) topology and
which makes all the seminorms defined by the estimates (3.32) continuous.

Proof. We first localize in a neighbourhood U × U of the diagonal since K is smooth off–diagonal. It is
enough to prove the claim for A|t−s|(x, y)χ1(y)χ2(x) where χi ∈ C∞

c (U ) and use a partition of unity to
get the global result. In U ×U we pull-back everything to the configuration space, which we write with a
slight abuse of notations

π∗⩽2(Aχ1χ2)(t, s, x1, . . . , xn) = A|t−s|(x1, x2)χ1(x1)χ2(x2).
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We already know that this kernel satisfies some bound of the form

|A(t, s, x1, x2)χ1(x1)χ2(x2)| ≲
(√
|t− s|+ |x1 − x2|

)a
.

Somehow we would like to flow both sides of the inequality by the parabolic dynamics (e−ℓϱ)∗ and bound
the term e−ℓϱ∗

(√
|t− s|+ |x1 − x2|

)a
asymptotically when ℓ goes to +∞. We use for that purpose the

Normal Form Theorem for the space part of the isotropic scaling fields

ϱ[n]
def
=

n∑
k=2

hk · ∂hk ,

for some new coordinates (hk)nk=2 that vanish at order 1 along the deep space diagonal dn. The fact that
x1 − x2 vanishes at first order along dn implies by Taylor expansion at first order that

x1 − x2 = L(h) +O(|h|2) (3.33)

where L(h) is a linear function of (hk)nk=2. One then has

(e−ℓϱ[n])∗(x1 − x2) = (e−ℓϱ[n])∗L(h) +O(e−2ℓ|h|2) = L(e−ℓh) +O(e−2ℓ|h|2),

and an exponential lower bound of the form

e−ℓ|x1 − x2| ≲ |(e−ℓϱ[n])∗(x1 − x2)|

which yields the desired bound∣∣∣∂αt ∂βxe−ℓϱ∗π∗(Aχ1χ2)(t, s, x1, . . . , xn)
∣∣∣ ≲ eℓa

(√
|t− s|+ |x1 − x2|

)a−2|α|−|β|

and proves the claim. The above bound allows for instance to justify that the singularities when x1 ̸= x2
are conormal along the equal time region t = s since we are smooth on each half region t ⩾ s and s > t.

3.3.3 The canonical extension

3.3.3.1 The basic extension result

Let us use a unique notation 0 for the zero section of any vector bundle.

Definition 3.18 Let X be a smooth manifold and Y ⊂ X . A closed conic set Γ ⊂ T ∗(X\Y)\0 is said to
satisfy the conormal landing condition if its closure Γ̃ in T ∗(X )\0 satisfies Γ̃ ⊂ (Γ ∪N∗(Y)).

In what follows, we will use the terminology smooth weighted manifolds for smooth weighted
manifolds of product type as introduced in Section 3.3.1.

Theorem 3.19 Let X be a smooth weighted manifold and Y ⊂ X and Γ ⊂ T ∗(X\Y)\0 be a closed
conic set that satisfies the conormal landing condition. Assume we are given a family (Λϵ)0<ϵ⩽1 of
distributions on X that converge in D′(X\Y) as ϵ goes to 0 to an element Λ ∈ SaΓ(X\Y).

(a) If
−codimw(Y ⊂ X ) < a

then Λ has a unique extension into a distribution over X such that the convergence of Λϵ to Λ
occurs in SaΓ∪N∗(Y)(X ).
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(b) If
−codimw(Y ⊂ X )− 1 ⩽ a < −codimw(Y ⊂ X )

there exists a family ΛY,ϵ of distributions supported on Y , with wavefront set in N∗(Y) such that
Λϵ − ΛY,ϵ has a limit in D′(X ) and the convergence occurs in Sa′Γ∪N∗(Y)(X ) for all

a′ < a .

The particular case where Y = {p} is a point will be used in Theorem 3.20 below. We lose any
information on the wavefront set of the extension at p in that case, so the convergence of Λϵ to Λ happens
in SbΓ∪T ∗

pM
(X ), for b ∈ {a, a′}, depending on the situation.

Proof. We follow the proof of similar results proved in an elliptic setting in [Dan14] – see Theorem 1.10,
Theorem 4.4 and Section 6 therein. We give here the main arguments to emphasize the differences with
[Dan14] that come from our parabolic setting. The main idea of the proof is to start from a continuous
partition of unity which approximates the constant function 1 but vanishes near Y . Then we multiply
the distribution Θ by this partition of unity to product an approximation of Θ outside Y and use the
assumption on the weak homogeneity of Θ near Y to conclude that the approximation genuinely converges
to some given distribution Θ+ which is the desired extension.

Let ϱ be a scaling field for the inclusion Y ⊂ X such that Λ ∈ Sa,ϱ;αΓ∪N∗(Y)(X ) for some α ∈ R, and let
χ be a smooth function equal to 1 in a neighbourhood of Y stable by the backward semiflow of ϱ and
such that χ vanishes outside some larger neighbourhood.

(1) We first use the normal form theorem to reduce our problem to the model case of a distribution
on Rk, with k = d1 + d2 + d3 with coordinates (x, y, t), the scaling field ϱ = y∂y + 2t∂t is linear and
globally defined, and the extension is done with respect to the linear subspace Rd1 ⊂ Rk. We work in that
setting in the remainder of the proof. Let then (Θϵ)0<ϵ⩽1 be a family of distributions on Rk. We assume
that the Θϵ converge as ϵ goes to 0 to an element Θ ∈ SaΓ(Rk\Rd1) where a > −codimw(Y ⊂ X ).

(2) Pick 0 < ℓ0 and think of it as being large. We use the continuous partition of unity

Id− (eℓ0ϱ)∗χ = Id− χ+

∫ ℓ0

0
(eℓϱ)∗(−ϱχ)dℓ

to define an extension of our distribution Θ. We set for convenience χ def
= −ϱχ; its support does not meet

Y . We have for any test function f ∈ D(Rk)

⟨Θ(1− (eℓ0ϱ)∗χ), f⟩ = ⟨Θ(1− χ), f⟩+
∫ ℓ0

0
e−ℓ(d2+2d3)

〈
χ(e−ℓϱ)∗Θ, (e−ℓϱ)∗f

〉
dℓ.

The exponential factor e−ℓ(d2+2d3) comes from the Jacobian of the flow of e−ℓϱ. Note that d2 + 2d3 =
codimw(Y ⊂ X ). If Γ ⊂ T ∗Rk\0 stands for a closed conic set invariant by the lifted dynamics of (e−ℓϱ)∗

such that Γ ∩ T ∗Rd1 ⊂ N∗(Rd1), our choice of scaling exponent a ensures that the family

(Θ(ℓ))ℓ⩾0
def
= (eaℓ(e−ℓϱ)∗Θ)ℓ⩾0

is bounded in D′
Γ(Rk). One then has for the Schwartz kernels

[Θ
(
1− (eℓ0ϱ)∗χ

)
](z, z′) = [Θ(1− χ)](z, z′) +

∫ ℓ0

0
e−ℓ(a+d2+2d3)(χΘ(ℓ))(z)δ(z′ − e−ℓϱ(z)) dℓ.

We know from the hypocontinuity theorem on the Hörmander product of distributions [BDH16, theorem
6.1 p. 219] that the family

(χΘ(ℓ))(z)δ(z′ − e−ℓϱ(z))

with ℓ ⩾ ℓ1 large enough, is bounded in D′
Γ

(Rk), where

Γ
def
= (Γ× 0) ∪ Γϱ ∪ ((Γ× 0) + Γϱ).
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For the moment this means that the ℓ0-dependent family of distributions associated with the kernels

(⋆) def
=

∫ ℓ0

0
e−ℓ(a+d2+2d3)(χΘ(ℓ))(z)δ(z′ − e−ℓϱ(z)) dℓ

is bounded in D′
Γ

(Rk × Rk) uniformly in ℓ0 ⩾ ℓ1. In particular the integral converges in D′
Γ

(Rk × Rk)
when ℓ0 goes to +∞. Now we interpret the integral over the variable z as a push-forward along the fibers
of the linear projection

p2 : (z, z′) 7→ z′.

The pushforward Theorem yields that p2∗(·) is bounded in D′
p2∗Γ

(Rk) where

p2∗Γ = (p2∗Γϱ) ∪ p2∗(Γ× 0 + Γϱ)

and

p2∗Γϱ = {((x, 0, 0), (0, η, τ ))}
p2∗(Γ× 0 + Γϱ) =

{(
e−ℓϱ(z), (e−ℓϱ)∗(λ)

)
; (z, λ) ∈ Γ, 0 ⩽ ℓ ⩽ +∞

}
⊂ Γ ∪N∗(Y)

since the cone Γ is invariant by the lifted flow of e−ℓϱ provided ℓ < +∞ and the limit points of the form
limℓ↑∞ (e−ℓϱ(z), (e−ℓϱ)∗(λ)) for (z, λ) ∈ Γ must belong to the conormal N∗(Y) by the conormal landing
condition on Γ. It is at this precise place that we are using the conormal landing condition assumption on
Γ. The distributions Θ(1− (eℓϱ)∗χ) are thus converging in D′

Γ∪N∗Rd1
(Rk) to

⟨Θ+, f⟩ = ⟨Θ(1− χ), f⟩+
∫ ∞

0
e−ℓ(d2+2d3)⟨χ(e−ℓϱ)∗Θ, f ◦ e−ℓϱ⟩ dℓ.

The uniqueness of the extension Θ+ follows from the continuity of all the operations involved in above.
To see the scaling property of the extension we note that the family

(Θ(ℓ))ℓ⩾0 = (eaℓ(e−ℓϱ)∗Θ)ℓ⩾0

is bounded in D′
Γ(Rk), since Θ ∈ SaΓ(Rk) means that the family

(
eaℓ(e−ℓϱ)∗Θ

)
ℓ⩾0

is bounded in D′
Γ(Rk)

by definition of D′
Γ(Rk) and S ′Γ(Rk), and observe that

eℓa(e−ℓϱ)∗Θ+ = p2∗

(∫ ∞

0
e−ℓ(a+d2+2d3)

(
(Θℓ+a)′χ⊗ 1

)
[e−ℓϱ] dℓ

)
.

(3) In the borderline case our proof follows closely [Dan14, Prop 4.9 p. 841] except we work in a
parabolic setting. We proceed as above with (e−ℓϱ)∗ replaced by (e−ℓϱ)∗R0 if −codimw(Y ⊂ X )− 1 <
a ⩽ −codimw(Y ⊂ X ) and (e−sϱ)∗R1 if a = −codimw(Y ⊂ X )− 1. So our extension reads

⟨Θ+, f⟩ = ⟨Θ(1− χ), f⟩+
∫ ∞

0
e−ℓ(d2+2d3)⟨χ(e−ℓϱ)∗Θ, (Rif) ◦ e−ℓϱ⟩ dℓ,

where Rif, i = 0, 1 is obtained from f by Taylor subtraction. The integral converges absolutely since
[e−ℓϱRi] = OD′

Γ
(e−ℓ(1+i)) and the map

Θ 7→ Θ+

is continuous from SaΓ(X \ Y) to Sa′Γ∪N∗(Y)(X ) for all a′ < a as we will see below when we check the
weak homogeneity of the extension Θ+. This shows that when

−codimw(Y ⊂ X )− 1 < a ⩽ −codimw(Y ⊂ X )

one can take
ΛRd1 ,ϵ(f ) =

∫ ∞

0
e−ℓ(d2+2d3)⟨Θϵ, χ ◦ e−ℓϱΠ(f )⟩ dℓ
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and when
a = −codimw(Y ⊂ X )− 1

one can take

ΛRd1 ,ϵ(f ) =
∫ ∞

0
e−ℓ(d2+2d3)⟨Θϵ , χ ◦ e−ℓϱΠ(f ) + t(∂tf )(·, 0, 0) + y · (∂yf )(·, 0, 0)⟩ dℓ.

For simplicity, in the remainder of the proof we shall specialise to the case −codimw(Y ⊂ X ) − 1 <
a ⩽ −codimw(Y ⊂ X ). By the wave front set condition on Θϵ one can always decompose ΛRd1 ,ϵ under
the product form

ΛRd1 ,ϵ = cϵΛRd1

where
ΛRd1 = Π

is a distribution independent of ϵ, supported on Rd1 , with wavefront set contained in N∗(Rd1), and the
function cϵ is given by

cϵ(x) =
∫ ∞

0
e−ℓ(d2+2d3)Θϵ(x, y, t)χ(e−ℓϱ(x, y, t)) dℓdydt.

To check the weak homogeneity bound write

eℓ
′a
〈
e−ℓ

′ϱΘ+, f
〉
=

∫ ∞

0

〈
Θ(ℓ)χ, e−(ℓ−ℓ′)ϱφ−Π(φ)

〉
dℓ

and observe that the support of e−(ℓ−ℓ′)ϱφ meets the support of χ only if ℓ ⩾ C + ℓ′ for a constant C that
depends only on the support of χ. So the integral can be split in

−
∫ C+ℓ′

0

〈
Θ(ℓ)χ,Π(φ)

〉
dℓ+

∫ ∞

C+ℓ′

〈
Θ(ℓ)χ, e−(ℓ−ℓ′)ϱφ−Π(φ)

〉
dℓ

A change of variable shows that the second term is uniformly bounded in ℓ′ whereas the first term is
bounded above by (C + ℓ′)∥φ∥C0 . This concludes the proof that eℓae−tϱU = OD′(a).

In the case (b), note that the extension is no longer unique. Any two extensions differ by some
conormal distribution supported on Y whose order is 0 if −codimw(Y ⊂ X )− 1 < a ⩽ −codimw(Y ⊂
X ) and of order 1 if a = −codimw(Y ⊂ X )− 1.

3.3.3.2 Two step canonical extensions

We need the following refinement of the canonical extension. It involves a two step extension procedure.

Theorem 3.20 Let Y ⊂ X be a closed embedded submanifold in the ambient smooth manifold X , p ∈ Y
a point in Y , a1, a2 some real numbers. Assume we are given a smooth function χ such that χ = 1 near
Y and χ = 0 outside some larger neighbourhood. Set

Ω
def
=
{
m ∈ X : dist(m, p) > 2dist(m,Y)

}
.

Let Θ be a distribution in D′(X \ Y) such that there exists a scaling field ϱ1 with respect to {p} and
a scaling field ϱ2 with respect to Y , such that both flows of ϱ1 and ϱ2 preserve the inclusion p ∈ Y .
Furthermore assume that

– for every test function φ ∈ C∞
c (Ω \ Y),

eℓ2a2+ℓ1a1
〈
e−ℓ2ϱ2∗e−ℓ1ϱ1∗(χΘ) , φ

〉
(ℓ1, ℓ2 ⩾ 0)

is bounded;
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– for every test function φ ∈ C∞
c (X \ Y),

eℓ1a1
〈
e−ℓ1ϱ1∗(χΘ) , φ

〉
(ℓ1 ⩾ 0)

is bounded.

If

a1 > −dimw(X ),

a2 > −codimw(Y ⊂ X ),

then there exists a canonical extension of Θ in D′(X ).

Note that we no longer need any microlocal control in the above statements, only weak topology
statements. Let us emphasise that our double scaling assumption only applies when our test function is in
the domain Ω \ Y whereas the second simple scaling assumption applies only when we scale toward the
point p. In the Feynman amplitude context of Section 3.4.1 both scaling fields will be admissible in the
sense of definition 3.24 hence the fact that the inclusion p ∈ Y is preserved by both dynamics will be
immediate.

Proof. We reduce the proof to some normal form. We cover the whole of X by some locally finite open
cover, use charts and a subordinated partition of unity

∑
χi = 1. It suffices to prove the same claim for Θχ

where χ supported in some open chart κ : X ⊃ U → Rk containing p, where κ(Y∩U ) ⊂ Rd1+d2×{0, 0}
and κ(p) = 0 ∈ Rk. So we are reduced to study the distribution κ∗(Θχ) which is compactly supported
and satisfies the assumption of our Theorem on X = Rk with k = d1 + d2 + d3 + d4 with coordinates
(x, t, y, s) such that

{p} = {x = 0, t = 0, y = 0, s = 0}, and Y = {y = 0, s = 0} = Rd1+d2 × {0},
Ω =

{√
|x|2 + |t|2 + |y|2 + |s|2 > 2

√
|y|2 + |s|2

}
.

Near p we have from the Linearisation Theorem proved in [Dan14, Prop 2.3] or [Mei20] the identities

e−ℓE1 = e−ℓϱ1 ◦ U1(ℓ) , and e−ℓE2 = e−ℓϱ2 ◦ U2(ℓ)

where E1, E2 are the linear scaling fields reading

E1 = 2t · ∂t + x · ∂x + 2s · ∂s + y · ∂y,
E2 = 2s · ∂s + y · ∂y,

and U1(ℓ) and U2(ℓ) are two smooth germs of diffeomorphisms near p depending smoothly on e−ℓ when
ℓ ↑ ∞, and both U1, U2 have limits when ℓ ↑ ∞ that also are smooth germs of diffeomorphisms near
p ∈ κ(U ). Then, for every test function φ ∈ C∞

c (Ω \ Y), we have〈
e−ℓE1∗e−rE2∗(Θχ), φ

〉
= ⟨U1(ℓ)e−ℓϱ1∗e−rE2∗(Θχ), φ⟩
= ⟨e−ℓϱ1∗e−rE2∗(Θχ) , U1(ℓ)−1∗φ⟩
= ⟨e−ℓϱ1∗U2(r)∗e−rϱ2∗(Θχ) , U1(ℓ)−1∗φ⟩
= ⟨
(
e−ℓϱ1∗U2(r)∗euϱ1∗

)
e−ℓϱ1∗e−rϱ2∗(Θχ) , U1(ℓ)−1∗φ⟩

= ⟨e−ℓϱ1∗e−rϱ2∗(Θχ) , Ψ−1∗
ℓ,r U1(ℓ)−1∗φ⟩,

where
Ψℓ,r

def
= e−ℓϱ1∗U2(r)∗eℓϱ1∗.
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At this stage we make the observation that the families
(
Ψ−1∗
u,r U1(u)−1∗φ

)
u⩾0,r⩾0

are bounded
families of test functions since (Ψu,r)u⩾0,r⩾0 is a bounded family of smooth germs of diffeomorphisms.
By the Banach-Steinhaus Theorem the family of distributions

(eℓa1+ra2e−ℓϱ1∗e−rϱ2∗Θχ)ℓ,r⩾0

is weakly, hence strongly, bounded. From this we deduce that

eℓa1+ra2
〈
e−ℓϱ1∗e−rϱ2∗Θχ , Ψ−1∗

ℓ,r U1(ℓ)−1∗φ
〉

is bounded for all test functions φ ∈ C∞
c (Ω \ Y). Therefore the family eℓa1+ra2e−ℓE1∗e−rE2∗(Θχ) is

also bounded in D′(Ω \ Y). From the Linearisation Theorem, without loss of generality, we may thus
choose some linear scaling fields ϱ1 and ϱ2 with respect to {p} and Y , respectively, that read

ϱ1 = 2t · ∂t + x · ∂x + 2s · ∂s + y · ∂y,
ϱ2 = 2s · ∂s + y · ∂y .

Since Θ is a distribution on D′(Ω \ Y) with scaling degree a2 with respect to Y and since a2 >
−codimw(Y ⊂ X ), the extension theorem 3.19 implies that we can extend Θ to a distributionRΘ on Ω,
recall that p /∈ Ω. The first extensionRΘ for Θ extending from Ω \ Y to the larger space Ω satisfies

RΘ = Θ(1− χ) +
∫ ∞

0
(erϱ2∗ψ)Θdr︸ ︷︷ ︸

for every χ such that χ = 1 nearY , χ = 0 outside some larger neighbourhood (recall that here ψ = −ϱ2χ)
where the integral underbraced converges in D′(Ω) by the assumption on the scaling degree of Θ with
respect to Y . Indeed for any test function φ ∈ C∞

c (Ω) one has〈∫ ∞

0
(erϱ2∗ψ)Θdr, φ

〉
=

∫ ∞

0
e−r(d3+2d4+a2)〈(era2e−rϱ2∗Θ), ψe−rϱ2∗φ〉dr

where it is immediate that the integrand converges since d3 + 2d4 + a2 > 0, the family (ψe−rϱ2∗φ)r⩾0

forms a bounded family of test functions in C∞
c (Ω \ Y) and (era2e−rϱ2∗Θ)r⩾0 is a bounded family of

distributions in D′(Ω \ Y). We also have from the identity for T > 0

1− χ+

∫ T

0
erϱ2∗ψdr = 1− eTϱ2∗χ,

and the absolute convergence of the integral
∫∞
0 (erϱ2∗ψ)Θ dr, thatRΘ can be defined as the limit

RΘ = lim
T↑∞

Θ
(
1− eTϱ2∗χ

)
.

Here we make the observation that for every isomorphism f : Rk 7→ Rk that stabilizes Y and commutes
with ϱ2 we have the identity

RΘ = Θ(1− f∗χ) +
∫ ∞

0
(erϱ2∗f∗ψ)Θ dr︸ ︷︷ ︸ .

Since f∗χ still satisfies the same technical assumptions as χ and−ϱ2f∗χ = −f∗ϱ2χ = f∗ψ, the integral
underbraced also converges in D′(Ω). The key observation is the continuous partition of unity identity for
T > 0

1− χ+

∫ T

0
erϱ2∗ψ dr = 1− eTϱ2∗χ,
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which implies

1− χ+

∫ T

0
erϱ2∗ψdr −

(
1− f∗χ+

∫ T

0
erϱ2∗f∗ψ dr

)
= 1− eTϱ2∗χ−

(
1− eTϱ2∗f∗χ

)
= eTϱ2∗f∗χ− eTϱ2∗χ =

∫ ∞

T
erϱ2∗(ψ − f∗ψ) dr,

where the last equality holds true in C∞(Ω \ Y). Then, we can control the difference

Θ(1− eTϱ2∗χ)−Θ(1− eTϱ2∗f∗χ) = Θ(eTϱ2∗(f∗χ− χ)) =
∫ ∞

T
erϱ2∗(ψ − f∗ψ)Θ dr.

Repeating the above estimate, for every test function φ ∈ C∞
c (Ω \ Y)∣∣∣∣〈∫ ∞

T
erϱ2∗(ψ − f∗ψ)Θdr , φ

〉∣∣∣∣ ≲ ∫ ∞

T
e−r(d2+2d3+a2) dr −→ 0

as T ↑ ∞.
The whole point is that we start from the information that Θ defined on Ω \Y is weakly homogeneous

with respect to to {p} of degree a1 and we need to make sure that the same property still holds true for
the first extensionRΘ. Therefore we need to check that the partial extensionRΘ ∈ D′(Ω) (recall p /∈ Ω)
is still weakly homogeneous of degree a1 when we scale with respect to {p}.

We scale the renormalizedRΘ using e−tϱ1 which gives

eℓa1e−ℓϱ1∗RΘ = eℓa1e−ℓϱ1∗

Θ(1− f∗χ) +
∫ ∞

0
(erϱ2∗f∗ψ)Θ dr︸ ︷︷ ︸


= eℓa1

(
e−ℓϱ1∗Θ

)
(1− χ) +

∫ ∞

0
(erϱ2∗ψ)

(
eℓa1e−ℓϱ1∗Θ

)
dr︸ ︷︷ ︸,

choosing f = eℓϱ1∗ and using the fact the flows e−rϱ2 , e−ℓϱ1 commute and the absolute convergence of
the underbraced term. Then we make the second observation that the family

(
eta1e−ℓϱ1∗Θ

)
ℓ⩾0

satisfies
the assumptions of the extension Theorem 3.19 applied to the scaling with respect to {p} uniformly in
the parameter ℓ ⩾ 0. Using the boundedness of the extension mapR, this concludes thatRΘ ∈ D′(Ω) is
weakly homogeneous of degree a1 with respect to {p}.

We can now conclude, choose a partition of unity 1 = χΩ + (1− χΩ) where χΩ ∈ C∞(Rk \ {0}) is
scale invariant with respect to ϱ1, χΩ|Ω = 1 near Y and χΩ = 0 outside Ω, then note that the two families

(eℓa1e−ℓϱ1∗χΩRΘ)ℓ⩾0

and
(eℓa1e−ℓϱ1∗(1− χΩ)Θ)ℓ⩾0

are bounded inD′(Rk \{0}). Hence applying the extension Theorem 3.19 to the sum χΩRΘ+ (1−χΩ)Θ
yields that Θ = χΩRΘ+ (1− χΩ)Θ ∈ D′(Rk \ {0}) has a canonical extension in D′(Rk) which is the
result we wanted.

Example 3.21 On R2, fix p = (p1, p2) ∈ R2 and let

φ(x1, x2) def
= |x1 − x2|a2(|x1 − p1|+ |x2 − p2|)(a1−a2).

It is weakly homogeneous of degree a2 with respect to the diagonal {x1 = x2} and of degree a1 with
respect to the point p. Theorem 3.20 therefore applies to φ provided a2 > −1 and a1 > −2.
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3.3.3.3 Invariance properties of scaling spaces

We end this section by stating some invariance results which will be useful later, in the proofs of
Theorems 3.40 and Theorem 3.20, when we need to make a particular choice of scaling field in the proof
and then use the fact that the blow-up does not depend on this choice. In the next proposition all the
scaling fields are relative to the closed embedding Y ⊂ X .

Proposition 3.22 Assume a ∈ R, Y ⊂ X and the distribution Λ ∈ D′(X ), resp. D′(X \ Y), is weakly
homogeneous of degree a for some scaling field ϱ, in the sense that the family(

eℓae−ℓϱ∗(χΛ)
)
ℓ⩾0

is bounded in D′(X ), resp. D′(X \ Y), for some scaling field ϱ and some χ such that χ = 1 near Y and
ϱ is well-defined near supp(χ). Then Λ is weakly homogeneous of degree a for every scaling fields. More
precisely, for any scaling field ϱ̃ with respect to Y , every function χ̃ supported in the domain of ϱ̃ such
that χ̃ = 1 near Y ,

the family of distributions
(
etae−tϱ̃∗(χ̃Λ)

)
t⩾0

is bounded in D′(X ), resp. D′(X \ Y). (3.34)

In the sequel, we shall denote by Sa(X ) (resp. Sa(X \ Y)) the space of distributions such that (3.34)
holds. Consequently, assume we are given an open subset U ⊂ X such that U is stable by ϱ1 and ϱ2.
Then every Λ ∈ D′(U ) which is weakly homogeneous of degree a for ϱ1 is also weakly homogeneous of
the same degree a for ϱ2. In the sequel, we shall denote by Sa(U) the space of such distributions.

We note that the space Sa(X ), resp. Sa(X \ Y), is intrinsic, defined independently from the choice of
scaling fields. These spaces do not contain microlocal information hence the topologies of the spaces Sa
are weaker than the topologies of spaces SaΓ.

Proof. The proof can be found in [Dan14, theorem 3.3 p. 828] and relies on the linearisation Theorem for
scaling fields proved in [Dan14] and also in the exposition of Meinrenken [Mei20, Lemma 2.1 p. 226]. We
sketch a proof for completeness. We localize near x ∈ Y , we choose some chart κ : U ∋ x 7→ Rd1+d2+d3

in which κ(Y ∩ U ) = (Rd1 × {0}) ∩ κ(U ). Then once we push ϱ by the linear chart κ we still get
a scaling field that we abusively denote by ϱ. In these coordinates the vector field ϱ has the form
ϱ = 2t · ∂t + y · ∂y + R(t, y, ∂t) + H(t, y, ∂y) where R and H vanish at order 2 when (t, y) go to
(0, 0) ∈ Rd2+d3 . Choose χ supported in the open chart U , κ∗(Λχ) is a distribution in Rd1+d2+d3 weakly
homogeneous of degree a under scaling by ϱ. With no loss of generality it suffices to prove the weak
homogeneity of κ∗(Λχ) when we scale with a different scaling field ϱ2, the general claim can be deduced
by localising plus gluing with a partition of unity without problem. Then the linearisation proof [Dan14,
Prop 2.3 p. 826] tells us that we have an equation of the form

e−ℓϱ ◦ U (ℓ) = e−ℓϱ2

where U (ℓ) is a family of diffeomorphism germs near (x, 0, 0) which has a limit when ℓ ↑ ∞, the limit is
still a diffeomorphism germ. So for every test function φ ∈ C∞

c (κ(U )) one has

eℓa
〈
e−ℓϱ2∗κ∗(Λχ), φ

〉
= eℓa

〈
U (ℓ)∗e−ℓϱ∗κ∗(Λχ), φ

〉
= eℓa

〈
e−ℓϱ∗κ∗(Λχ), U (ℓ)−1∗φ

〉
,

where the last quantity on the right hand side is bounded when ℓ ⩾ 0 since (U (ℓ)−1∗φ)ℓ⩾0 is a bounded
family of test functions and (eℓae−ℓϱ∗κ∗(Λχ))ℓ⩾0 is a bounded family of distributions by assumption.
Then we just proved that (eℓae−ℓϱ2∗κ∗(Λχ))ℓ⩾0 is a weakly, hence strongly, bounded family of distribu-
tions which concludes the proof.
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3.4 Induction on Feynman amplitudes

In the present section we describe a general induction to control analytically the Feynman amplitudes
which appear when we study the regularities of the stochastic trees appearing in our equation. This is the
content of the main Theorem 3.40. To state this Theorem precisely, we need to introduce several layers of
formalism. We first describe correctly the configuration spaces on which we work which is the content of
Section 3.4.1, then we give the definition of the Feynman graphs in Section 3.4.2. There is a subtlety in
the stochastic estimates, since we work in the non stationary setting (our manifold M is not a flat torus or
S3 with the round metric) we need to control the size of the pointwise value of Littlewood-Paley blocks,
we refer the reader to Lemma 3.45 and Definition 3.46 where we discuss precisely these matters. In
terms of Feynman amplitudes, this forces us to introduce a certain distinguished propagator Qγx in which
depends on some point x ∈ M , and scale the whole amplitude when all points collapse to the given
point x ∈M , we control the size of the amplitude uniformly in x ∈M . Mathematically, this requires
the definition of some pointed scaling space in Section 3.4.2.1. Finally the section concludes with the
inductive proof of Theorem 3.40 which involves a double scaling, where we need to control the growth
of the amplitude when all points collide and also when all points collide on a given x ∈M , uniformly
in x ∈M . This makes the proof much more involved than usual Weinberg convergence like Theorems
in usual Quantum Field Theories. It is also because of these double scalings that we need the double
extension Theorem 3.20. For several graphs that appear in our stochastic estimates which are enumerated
in the first paragraph in Section 3.5.4, we need to feed the induction Theorem 3.40 with more information,
this uses subtle smoothing properties of the Schwartz kernel of the resonant product which is discussed
in Section 3.5.4.1 and also some control of certain renormalised subamplitude in Section 3.5.4.2, we
refer the reader to the relevant parts for more details but this can be read after one is used to the general
inductive machinery.

3.4.1 Configuration space

The Feynman amplitudes which arise from the stochastic estimates involve the analysis of products
of distributional kernels on space-time configuration spaces. In the present section we introduce the
necessary general formalism for analysing these amplitudes.

3.4.1.1 Diagonals and scaling fields

In the sequel we write
M def

= R×M
and work on

Rp ×Mp+q ≃Mp ×M q

for p, q ⩾ 0. Given a fixed t ∈ R we always view some elements of Rp ×Mp+q as some elements of
Mp+q using the mapping

Mp ×M q ≃Mp × ({t} ×M)q ⊂Mp+q, (3.35)

that is to say attributing the time t to the purely spatial points. The configuration spaceMn of n = p+ q
points inM will play a particular role in the sequel. Given a distinguished point (t, x) ∈ M, writing
mi = (ti, xi) ∈M, for I ⊂ {1, . . . , n} we denote by

dI
def
=
{
m = (m1, . . . ,mn) ; xi = xj and ti = tj = t for i ̸= j if (i, j) ∈ I2

}
, (3.36)

when space-time points labelled by I collide;

dI,(t,x)
def
=
{
m = (m1, . . . ,mn) , mi = (t, x) if i ∈ I

}
, the marked diagonal

where all space-time points labelled by I collide to (t, x),

TI def
=
{
m = (m1, . . . ,mn) , ti = tj = t for i ̸= j if (i, j) ∈ I2

}
,
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when only time components labelled by I coincide with t

the corresponding diagonals in the product spaces. Let us make several important observations. First the
marked diagonal d[n],(t,x) is in reality just one point ((t, x), . . . , (t, x)) in the configuration spaceMn.
Second one has the natural inclusion relations

dI ⊂ TI and dI ⊂ dJ and TI ⊂ TJ if J ⊂ I.

We denote by
dn

def
=
{
((t, x1), . . . , (t, x1)) ∈Mn : x1 ∈M

}
,

and
dn,(t,x)

def
=
{
((t, x), . . . , (t, x))

}
⊂Mn.

In the sequel, to take (3.35) into account, we will work on some submanifoldMp × ({t} ×M )q = TJ ⊂
Mn for some fixed J ⊂ {1, . . . , n}, |J | = q, where all time variables indexed by J coincide and equal t.

Example 3.23 We give two examples of stochastic estimates we will meet in the sequel so that the reader
can see in what type of space-time domains we need to integrate our Feynman amplitudes.

In the sequel we will calculate E[Qγx( (t), (t))] which can be represented as a Feynman amplitude
(underbraced below) tested against the constant function 1 that reads

E[Qγx( (t), (t))]

=

∫
(−∞,t]2×M4

G(3)(sa − sb, xa, xb)L−1(t− sa, y∗, xa)L−1(t− sb, z∗, xb)Qγx(y∗, z∗)︸ ︷︷ ︸
for some function G(3). The integration is with respect to dv(xa, xb, y∗, z∗)dsadsb. In this case we
integrate a certain Feynman amplitude underbraced on some domain T{c,d} ⊂M4 with two space-time
variables (sa, xa), (sb, xb) and two space variable (sc, y∗), (sd, z∗) promoted to space-time variables by
writing sc = sd = t. On the other hand, when we want to prove the continuity in time using a Kolmogorov
type argument we will also consider

E[Qγx( (t1), (t2))]

=

∫
(−∞,t]2×M4

G(3)(sa − sb, xa, xb)L−1(t1 − sa, y∗, xa)L−1(t2 − sa, z∗, xb)Qγx(y∗, z∗)︸ ︷︷ ︸ .
In this case we integrate over T{c,d} ⊂ M4 where the last two time variables are taken equal to some
fixed times t1, t2. With this example we see that we also need to fix the time variables.

We will also use a particular class of scaling fields that will leave all TJ and dI stable, such class
of scaling fields will be called admissible.

Definition 3.24 (Admissible scaling fields) Pick some open chart U ⊂ M,κ : U 7→ Rd such that
κ(U ) ⊂ Rd is an open convex ball – this is always possible up to making things smaller.

We define a scaling field ϱ[p] in U from its flow given by for any (x1, . . . , xp) ∈ κ(U )p by

(x1, . . . , xp) ∈ Up 7→
(
x1, e

−t(x2 − x1) + x1, . . . , e
−t(xp − x1) + x1

)
∈ κ(U )p;

it means ϱ[p] reads
∑p

j=2(xj − x1)∂xj in the above coordinate chart. We define the local scaling field on
(R× U )p, with local coordinates (si, xi)1⩽i⩽p, setting

ϱ = 2

( p∑
j=2

(sj − s1)∂sj

)
+ ϱ[p]

def
= 2ϱtimes + ϱ[p] .
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We obtain global scaling fields by gluing together the above local objects. Consider a cover ∪iUpi of
some neighborhood of the space diagonal and choose χ ∈ C∞

c (∪iUpi ) such that χ = 1 near the space
diagonal. For a subordinated partition of unity

∑
χi = 1 of supp(χ), we set ϱ = 2ϱtimes + χ

∑
i χiϱi

where each local scaling field ϱi ∈ C∞(T (Upi )) is constructed in some charts as above.
The same construction also works when we scale towards some marked points, in all charts κ : U 7→

M containing x, we decide that we scale with the flow

(x1, . . . , xp) ∈ Up 7→
(
e−t(x1 − x) + x, e−t(x2 − x) + x, . . . , e−t(xp − x) + x

)
∈ κ(U )p,

it means ϱ[p] reads
∑p

j=1(xj − x)∂xj in the above coordinate chart. If the chart does not contain x, we
decide our flow is trivial (the generator of the flow is the zero vector field) and ϱ[p] = 0 in such a chart.
We define the local scaling field on (R× U )p, with local coordinates (si, xi)1⩽i⩽p, setting

ϱ(t,x) = 2

( p∑
j=1

(sj − t)∂sj
)
+ ϱ[p]

def
= 2ϱtimes + ϱ[p].

We obtain global scaling fields by gluing together the above local objects. Consider a cover ∪iUpi of
some neighborhood of the space diagonal and choose χ ∈ C∞

c (∪iUpi ) such that χ = 1 near the space
diagonal. For a subordinated partition of unity

∑
χi = 1 of supp(χ), we set ϱ = 2ϱtimes + χ

∑
i χiϱi

where each local scaling field ϱi ∈ C∞(T (Upi )) is constructed in charts as above.

We make the observation that in all the above situations the constructed vector fields generate some
dynamics which preserve all the diagonals dI , TI or all the marked diagonals dI,(t,x) in the case of scaling
fields ϱ(t,x) on marked points by construction (they preserve these diagonals in the charts locally, hence
globally by gluing). The above definition shows that admissible scaling fields are abundant. Admissible
scaling fields enjoy another remarkable property. The cotangent lift of e−uϱ stabilizes all the conormal
bundles of all the partial diagonals.

Lemma 3.25 For all I ⊂ {1, . . . , p} and ℓ ⩾ 0, for all admissible scaling fields ϱ, one has

e−ℓϱ∗(N∗(dI ⊂Mp)) ⊂ N∗(dI ⊂Mp).

Proof. If v ∈ TxdI , deℓϱx (v) ∈ Teℓϱ(x)dI (since the flow stabilizes the diagonals) implies that if ξ ∈
Teℓϱ(x)d⊥

I then
〈
ξ, deℓϱx (v)

〉
= 0 for all v ∈ TxdI hence tdeℓϱx (v)(ξ) ∈ Txd⊥

I = N∗
x (dI ), which concludes

our proof.

We will typically be given a family (Λϵ)0<ϵ⩽1 of distributions on TJ \
(
∪I⊂{{1,...,p}}dI

)
that converge

to a limit as a distribution outside all the diagonals of TJ . We will use Theorem 3.19 to extend it to the
whole of TJ by an inductive procedure under some scaling-type assumptions. The inductive structure of
the extension procedure will come from the geometric form of Popineau & Stora’s lemma, which we
recall here. We associate to I ⊂ {1, . . . , p}, the open set:

OI def
=
{
m = (m1, . . . ,mp) ∈Mp ; mi ̸= mj ∀ (i, j) ∈ I × Ic

}
⊂Mp.

Lemma 3.26 One has
Mp\dp =

⋃
I⊂{1,...,p}

OI

and there is an associated smooth partition of the unity, 1 =
∑

I⊂{1,...,p} ηI ∈ C∞(Mp \ dp), with the
family (ηI ◦ e−ℓϱ)ℓ⩾0 bounded in C∞(Mp\dp) for every admissible scaling field ϱ with respect to the
deepest diagonal dp ⊂Mp.

The proof is simple and can be found in [DH19, Lemma 6.3]. The proof of the claim on the family
(ηI ◦ e−ℓϱ)ℓ⩾0 can be found in [Dan13, Lemma 6.3.1 p. 131]. Since TJ ⊂Mp for J ⊂ {1, . . . , p}, the
above partition of unity induces naturally a partition of unity on TJ \ dp with the same properties.
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3.4.1.2 Hörmander product of distributions

In the simplest cases the distributions Λϵ will be given as some products of distributions, with each factor
depending possibly only on a subset of the variablesMp. The easiest case in which to make sense of such
products relies on Hörmander’s product theorem [BDH16, theorem 6.1 p. 219] and gives the following
statement.

Lemma 3.27 If Λ1 ∈ D′(Mp) depends only on the first 1 ⩽ k < p components ofMp and Λ2 ∈ D′(Mp)
depends only on the last p− (k − 1) components, so they have only one component in common, and

WF (Λ1) ⊂
⋃

I⊂{1,...,k}

N∗(dI ) ∪N∗(TI),

WF (Λ2) ⊂
⋃

J⊂{k,...,p}

N∗(dJ ) ∪N∗(TJ),

then the product Λ1Λ2 is well-defined in D′(Mp) and

WF (Λ1Λ2) ⊂ (WF (Λ1) +WF (Λ2)) ∪WF (Λ1) ∪WF (Λ2) .

Proof. Denote by λ a generic element of T ∗M. If (λ1, . . . , λk, 0, . . . , 0) and
(0, . . . , 0, µk, µk+1, . . . , µp) stand for some non-null elements of T ∗(Mp) such that∑

λi = 0 ,
∑

µj = 0 ,

then the convex sum

(λ1, . . . , λk, 0, . . . , 0) + (0, . . . , , 0, µk, µk+1, . . . , µp) = (λ1, . . . , λk + µk, µk+1, . . . , µp)

cannot vanish. This implies that WF (Λ1) +WF (Λ2) does not meet the zero section {0} and one can
apply Hörmander’s Theorem [BDH16, theorem 6.1 p. 219] which yields the existence of the distributional
product Λ1Λ2 together with a bound on the wave front set WF (Λ1Λ2) of the product.

We give another important consequence of Theorem 3.19 before talking about Feynman amplitudes.

Proposition 3.28 Let Y ⊂ X be a closed embedding and let ϱ stand for a parabolic scaling field for the
inclusion Y ⊂ X . Assume we are given some closed conic sets Γ1,Γ2 in T ∗X \ Y such that

0 /∈ (Γ1 + Γ2).

and such that e−ℓϱ∗(Γi) ⊂ Γi, ∀ℓ ⩾ 0 and i ∈ {1, 2}. Assume also that we are given two distributions

Λ1 ∈ Ss1,ϱΓ1
(X \ Y) ∩ D′(X ) , Λ2 ∈ Ss2,ϱΓ2

(X ) ∩ D′(X ) ,

such that the product Λ1Λ2 is well-defined on U ⊂ X\Y . If

s1 + s2 > −codimw(Y)

then this product has a unique extension as an element of Ss1+s2,ϱΓ (X ) with

Γ = Γ1 ∪ Γ2 ∪ (Γ1 + Γ2) ∪N∗(Y ⊂ X ).

The condition 0 /∈ (Γ1 + Γ2) ensures that the distributional product Λ1Λ2 is well-defined at least
on X \ Y and the stability of Γ1,Γ2 under the lifted cotangent flow ensures that the convex sum
(Γ1 + Γ2) ⊂ T ∗X \ Y satisfies the conormal landing condition for the inclusion Y ⊂ X . The statement
of the above proposition means that for any mollification Λϵ1,Λ

ϵ
2 of these distributions which converge in

the respective functional spaces the product Λϵ1Λ
ϵ
2 is converging in Ss1+s2,ϱΓ (Mp) to a limit independent

of the mollification.
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3.4.2 Feynman graphs and Feynman amplitudes

We are now ready to define the Feynman graphs we are using in order to control the Hölder-Besov norms
of the tree appearing in the construction of the Φ4

3 measure. For an oriented finite graph (V,E) with
vertex set V and edge set E we denote by v(e)−, v(e)+ its two vertices, according to its orientation.

Definition 3.29 A Feynman graph for Φ4
3 is an oriented finite graph G(t,x) = (V,E) with p vertices in V

and an edge set E with no two edges joining a given pair of vertices, along with

– a distinguished edge eref ∈ E,
– a subset J of V which indicates which times are set equal to the fixed t ∈ R,
– for each vertex v ∈ V , a variable zv = (tv, xv) ∈ (R ×M ), with the restriction that for the two

vertices v(eref)−, v(eref)+ attached to eref, one has zv(eref)± = (t, xv(eref)±) for some xv(eref)± ∈M .

We set
Ẽ

def
= E \ {eref}.

We furthermore assume that the following facts hold.

– The set V of vertices can be partitioned as

V = V ′ ⊔ VA

where V ′ is a disjoint union of singletons and VA is a disjoint union of

nG
def
= |A|

triples of vertices indexed by a finite set A, with each triple made up of a distinguished pair of
vertices and another vertex. For j ∈ [nG] such a triple in VA reads (vj∗, (v

j
1, v

j
2)) where (vj1, v

j
2) is

the distinguished pair and vj∗ the remaining vertex.
– For every j ∈ [nG] there is no edge in the graph relating vj1 to vj2 or one of these points to vj∗.
– We are given for each edge e ∈ E a kernelKe ∈ Kae for some scaling exponent ae ∈ R. (The space
Kae was defined in Lemma 3.17). Moreover for the distinguished edge eref ∈ E the corresponding
kernel is given by Keref = Qγx and eref is the only edge in E whose kernel Ke is of the form Qγy for
some y ∈M .

See figure 3.4.2 below for an illustration. In the sequel we often omit the base point (t, x), writing G
instead of G(t,x). Since renormalisation also involves the analysis of singularities of Feynman subgraphs
we also need a notion of Feynman subgraphs adapted to our specific setting.

Definition 3.30 A Feynman subgraph G1 = (V1, E1) ⊂ G(t,x) = (V,E) is the data of

– some subset V1 of the vertices V of G,
– some subset E1 of the edges E of G such that V1 can be partitioned as V1 = V ′

1 ⊔V ′
A and V ′

A ⊂ VA
respects the partitioning of VA, any triple (vj∗, (v

j
1, v

j
2)), j ∈ nG1 in V ′

A corresponds to a triple in
VA;

along with the conditions that every edge e ∈ E1 has its bounding vertices v(e)−, v(e)+ in V1, and that
the subgraph G1 does not necessarily contain the distinguished edge eref of G. A (sub)graph G is said to
be irreducible if it cannot be disconnected by removing exactly one edge e ∈ E.

We also need to recall the notion of loops for the Feynman graphs we consider, this is given by the
usual Euler formula.

Definition 3.31 Given a Feynman graph G whose rule is defined above we define the number of loops
for our exotic Feynman graph G as

b1(G) def
= |E(G)| − |V ′(G)| − nG + 1.
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We are given some distributions

[⊙](·, ·, ·) ∈ S−6
N∗(d3)(M

3) ,

Qγx ∈ S−6−2γ
T ∗

(x,x)M
2(M2) ,

where the scaling of [⊙] is with respect to the deepest diagonal d3 = {(y, y, y) : y ∈M} ⊂M3 and the
scaling of Qγx is with respect to the point (x, x). Here [⊙] is a general notation for the kernel [⊙i] of the
resonant product in some chart i ∈ I which is defined by

[⊙i](x, y, z) def
=

∑
|k−ℓ|⩽1

P ik(x, y)P̃ iℓ (x, z) ,

where P ik, P̃
i
k are the Littlewood-Paley blocks introduced in Appendix 3.G, and Qγx is the kernel probing

the regularity of the trees, introduced below in Definition 3.46. The weak homogeneity exponent −6 for
[⊙i] comes from the fact that [⊙i] ∈ D′(M3) is the Schwartz kernel of the resonant product and that our
manifold M has dimension 3.

As a last piece of notation let us introduce a function spaceRγ adapted to the kernels varying with
a parameter x ∈ M , such as the kernel Qγx. Note that we already know that given x ∈ M the kernel
Qγx ∈ D′(M ×M ) is singular at (x, x) and smooth everywhere else. Also, the singular locus is moving
with x ∈M . Our goal is to define a correct functional space Rγ that measures the singularities of Qγx
uniformly in x ∈M . This is done in the following definition.

Definition 3.32 Fix x0 ∈M , along with a pair of closed neighbourhoods Ux0 ⋐ Ωx0 ⊂M of x0, and
define a conical neighbourhood

Cx0
def
=

⋃
x∈Ωx0

T ∗
(x,x)M

2

of T ∗
(x0,x0)M

2. Then we defineRγ as the space of all families (Qx)x∈Ux0
of distributions

Qx ∈ D′(M2) ∩ C∞(M2 \ {(x, x)})

such that (
e−(6+2γ)ℓe−ℓϱx∗Qx

)
ℓ⩾0,x∈Ux0

is bounded in D′
Cx0

(M2) for every family of scaling fields ϱx scaling with respect to (x, x).

We can now define the Feynman amplitudes.

Definition 3.33 We view [⊙] andQγx as some distributions onM3 andM2 by pull-back by the canonical
projection fromMp to Mp. Denote by dV ′ the diagonals of (R×M )p, for V ′ ⊂ V . The amplitude AG

associated with the graph G(t,x) is the distribution on TJ\
⋃
V ′⊂V dV ′ defined by the product

AG(z1, . . . , zp)
def
= Qγx(xv(eref)− , xv(eref)+)

∏
e∈Ẽ

Ke(zv(e)− , zv(e)+)
∏

1⩽j⩽nG

[⊙](x
vj∗
, x

vj1
, x

vj2
)

with the second product corresponding to all of VA, see Figure 3.4.2 for a fully detailed example. We talk
of AG as the Feynman amplitude associated with G.

The following fact is a direct consequence of Lemma 3.27. It allows two things in the analysis of
Feynman amplitudes

1. If a Feynman graph is a tree, i.e. it contains no loops, then the corresponding Feynman amplitude
AG is always well-defined as a distribution on the corresponding configuration space.
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2. We can reduce the analysis to irreducible graphs which contain at least one loop since joining two
subgraphs by a bridge is always well-defined microlocally.

These two facts are detailed in the next two statements. The following Lemma states that Feynman
trees are always well defined.

Lemma 3.34 If G = (V,E) is a tree, for every e ∈ Ẽ, each two point kernel Ke belongs to the module
Kae , ae ∈ R endowed with the topology of Lemma 3.17, each three point kernel

[⊙](·, ·, ·) ∈ S−6
N∗(d3⊂M3)(M

3)

where the scaling is with respect to d3 ⊂M3 and the eventual marked edge eref is associated with the
propagator Qγx which belongs to the topological space Rγ from Definition 3.32. Then the multilinear
map (

[⊙], (Ke)e∈E ,Qγx
)
∈ S−6

N∗(d3⊂M3)
(M3)×

∏
e∈E
Kae ×Rγ 7−→ AG ∈ D′

Γ(TJ)

where
Γ =

⋃
V ′⊂V

N∗(dV ′) ∪N∗(TV ′)

is continuous.

The simplest example which illustrates the above claim is the composition of pseudo-differential
kernels. If we represent each kernel by an edge then composition can be interpreted in terms of Feynman
rules as gluing the edges at one common vertex and this is always perfectly well defined, the diagonal
singularities of the kernels do not matter. We now state a useful corollary of Lemma 3.34 which allows to
restrict the analysis of Feynman amplitudes to connected irreducible subgraphs.

Corollary 3.35 Let AG be a Feynman amplitude which is obtained by joining two irreducible amplitudes
AG1 ,AG2(zj , z2) by a propagator K ∈ D′(M2) whose wave front set is in the conormal N∗(d2 ⊂M2

)
to the diagonal

AG1(z1, zi)K(zi, zj)AG2(zj , z2)

then if AG1 and AG2(zj , z2) are some well defined distributions with wave front set in

WF (AG1) ⊂
⋃

V ′
1⊂V1

N∗(dV ′
1
) ∪N∗

(
TV ′

1

)
, (3.37)

WF (AG2) ⊂
⋃

V ′
2⊂V2

N∗(dV ′
2
) ∪N∗

(
TV ′

2

)
,

then the global amplitude AG is a well-defined distribution with wave front set included in⋃
V ′⊂V

N∗(dV ′) ∪N∗(TV ).

The weak homogeneity of AG is then the sum of the weak homogeneities of the subamplitudes and of the
kernel K.

Proof. Since the amplitude of a reducible graph reads

AG1(z1, zi)K(zi, zj)AG2(zj , z2)

for some collective variables (z1, zi), (zj , z2) partitioning {zv}v∈V and corresponding to a partition
V = V1 ∪ V2 of V , where K(zi, zj) has wave front contained in N∗(d2 ⊂ (R×M )2) ∪N∗({ti = tj})
and (3.37) holds, one can apply Lemma 3.27 twice to

AG1(z1, zi)K(zi, zj)
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then to
(AG1(z1, zi)K(zi, zj))AG2(zj , z2).

It shows that the product is well defined so the only difficulty is to treat the amplitudes AG1 and AG2 .

G
(2)
r (0, y1, z1)

G
(2)
r (sa − sb, xa, xb)

(sa, xa) (sb, xb)

y2 z2

y1 z1y∗ z∗

L−1(t− sa, y2, xa) L−1(t− sb, z2, xb)

Qγ
x(y∗, z∗)

[⊙](y∗, y1, y2) [⊙](z∗, z1, z2)

Figure 24: An example of Feynman graph G(= G24) with nG = 2 along with the contributions to AG of
its edges and vertices. Space-time vertices are pictured by red nodes, purely space vertices (with time set
to the value t) are pictured by blue nodes, and black nodes represent the noises.

3.4.2.1 Pointed scaling spaces

We next define a parameterised version of the functional scaling spaces SaΓ in configuration space which
generalises Definition 3.32. The elements in our new functional space depend on some space time point
z = (t, x) ∈M. We will use these functional spaces when we will scale the whole Feynman amplitude
AG with respect to the marked diagonal (z, . . . , z) ⊂Mp and test that everything is uniform in z ∈M.
We start by describing the geometrical setting. We are given:

– For every z0 = (t0, x0) an open neighborhood Uz0 of z0 inM so that Upz0 is a neighborhood of
(z0, . . . , z0) ∈Mp;

– a continuous family of scaling fields ϱz ∈ C∞(T (Mp)), z ∈ Uz0 onMp such that ϱz scales with
respect to {(z, . . . , z)} ⊂ Upz0 and e−ℓϱzUpz0 ⊂ Upz0 for every z0 ∈ Uz0 , ℓ ⩾ 0 and the flow of ϱz
preserves all the diagonals dI and marked diagonals dI,z .

We need to give an important example which shows that such a geometric setting is non–empty and
that one can always produce such a setting.

Example 3.36 In a local product chart (a, b)×U , U ⊂M , for every z = (t, x) ∈ (a, b)×U in the chart,
the typical example of such a vector field reads

ϱz = 2(t1 − t)∂t1 + · · ·+ 2(tp − t)∂tp + (x1 − x) · ∂x1 + · · ·+ (xp − x) · ∂xp .

Then we define the functional data. As above we define the functional spaces associated to distri-
butions which are weakly homogeneous at a space-time diagonal (z, . . . , z) ∈ MI , in a way which is
uniform in z ∈M. Here is an example that may help fix the setting.
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Example 3.37 The function

(R3)p ∋ (x1, . . . , xp) 7→
(
|x1 − x| · · · |xp − x|

)− 1
2

is a function on the configuration space (R3)p with a singular locus {x1 = · · · = xp = x} which is
moving with x.

Recall from (3.36) the definitions of the sets dI and TI .

Definition 3.38 Fix a ∈ R, J ⊂ {1, . . . , p} and z0 = (t0, x0) ∈ M. Choose some neighbourhood Uz0
of z0. Then define Sa(TJ ;Uz0) as the set of families (Tz)z∈Uz0

of distributions Tz ∈ D′(TJ \ dp,z) such
that (

eℓae−ℓϱz∗Tz

)
ℓ⩾0,z∈Uz0

is bounded in D′(TJ ) for every ϱz as above.

Implicitly, in the definition of TJ there is a time variable t that we view as parameter where some
time variables are taken to be equal to this time parameter t, t is not equal to t0 but (t, x) ∈ Ut0,x0 .

The next statement makes explicit a construction of such families; it is concerned with recentering.

Proposition 3.39 Assume we are given a distribution T ∈ SaΓ(TJ ) with Γ = N∗(dI ⊂ TJ) for some
I ⊂ {1, . . . , p}. Then for any admissible ϱz scaling with respect to dV (G),z the family(

eℓae−ℓϱz∗T
)
ℓ⩾0

is bounded in D′(TJ ) uniformly in z.
Let I ⊂ {1, . . . , p} and denote by π :Mp 7→ MI the canonical projection map. Given T ∈ SaΓ(MI )

where Γ = ∪I′⊂IN∗dI′ and we scale with respect to dI . Then π∗T ∈ Saπ∗Γ(Mp) where we scale with
respect to the deepest diagonal dp using admissible scaling fields.

Roughly speaking, in practice, it means you have a subamplitude AG′ with a certain scaling degree
with respect to to its deepest diagonal dV (G′), then since we would like to see how this subamplitude
scales inside a bigger graph, we need to lift this to a bigger configuration spaceMV (G), and we would
like to examine the scaling degree with respect to the deepest diagonal dV (G) of the larger graph or the
marked diagonal dV (G),z of the larger graph. We need to ensure the scaling degree is unaffected under
changes of the scaling dynamics.

Proof. The proof is very similar to the proof of [Dan13, Lemma 6.4.5 p. 144]. By the invariance results
under scalings from Proposition 3.22, the proof reduces to the comparison of linear scalings w.r.t. different
points. So we are reduced to the following generic situation, we work on (R1+d) and we would like to
compare the two linear scaling flows :

e−sϱz0 : (t, x) ∈ R1+d 7→ (e−2s(t− t0) + t0, e
−s(x− x0) + x0) ∈ R1+d

which scales w.r.t. z0 = (t0, x0) and the second scaling

e−sϱz1 (t, x) ∈ R1+d 7→ (e−2s(t− t1) + t1, e
−s(x− x1) + x1) ∈ R1+d

which scales w.r.t. a different point z1 = (t1, x1).
Then just observe the identity e−sϱz1 = (e−sϱz1esϱz0 )e−sϱz0 where the composition Φ(s) def

= e−sϱz1

esϱz0 has a smooth linear limit when s ↑ ∞ as can be easily inspected by a direct calculation: Φ(s) :
(t, x) 7→ (t+ (e−2s − 1)(t1 − t0), x+ (e−s − 1)(x1 − x0)).

In spite of the fact that these spaces are rather ad hoc and not really intrinsic, they are sufficient to
capture uniformity in x ∈M and therefore to control the size of the Feynman amplitudes uniformly in x.
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3.4.2.2 The inductive theorem for convergent amplitudes

Our next goal is to describe a recursive algorithm that controls the convergence as a distribution over
the space TJ . For a given graph G with marked edges, given a fixed J ⊂ V (G), we prove in the next
statement that for every x0 ∈M and every compact neighbourhood Ux0 of x0, the following multilinear
Feynman map is continuous under suitable conditions on the weak homogeneity ae of the two point
kernels (Ke)e∈E(

[⊙], (Ke)e∈E ,Qγx
)
∈ S−6

N∗(d3⊂M3)
(M3)×

∏
e∈E
Kae ×Rγ 7−→ AG,x ∈ Sa1Γ (TJ) ∩ Sa2(TJ ;Ux0)(3.38)

where

Γ =
⋃

V ′⊂V (G)

(
N∗(dV ′ ⊂ TJ ) ∪N∗(TV ′ ⊂ TJ)

)
a1 = −6nG −

∑
e∈E\{eref}

ae

a2 = a1 − 6− 2γ.

The space Sa2(TJ ;Ux0) which appears in Definition 3.38 accounts for the fact that our estimates should
be uniform in x ∈ Ux0 when we scale with respect to the marked diagonal dV (G),x. Recall also that
we work on TJ ⊂ MV (G) for some J ⊂ V (G) because we take into account that our amplitudes are
integrated on regions where certain time variables coincide. If the graph G has no distinguished edge eref,
then we do not need to test the regularity in the space Sa2(TJ ;Ux0) and the target functional space is just
Sa1Γ (TJ) for a1 = −6nG −

∑
e∈E ae.

We only consider below some subgraphs G′ = (V ′, E′) of G which contain all the points of a given
triple if ever they contain one of them. Recall all our analysis takes place in the submanifold TJ ofMp.
With a slight abuse of notation we will also denote by dV ′ the diagonal dV ′ ∩ TJ .

For any marked subgraph G′ we set

aG′,1
def
= −6nG′ −

∑
e∈E′\{eref}

ae

aG′,2
def
= aG′,1 − 6− 2γ,

while for any subgraph G′ with no marked/reference edge we set aG′
def
= −6nG′ −∑e∈E′ ae and

ΓG′
def
=

⋃
V ′′⊂V ′

{
N∗(dV ′′ ⊂ TJ) ∪N∗(TV ′′ ⊂ TJ)

}
.

A given Feynman graph G will be said to have a loop if b1(G) > 0.

Theorem 3.40 The following holds.

(a) If every connected irreducible subgraph G′ = (V ′, E′) of G with a loop satisfies

aG′,1 + codimw(dV ′) > 0, (3.39)

aG′,2 + codimw(dV ′,(t,x)) > 0,

then the Feynman map defined by Equation 3.38 is continuous.

(b) If G = (V,E) is a graph that contains no distinguished edge q, every connected irreducible strict
subgraph of G with a loop satisfies Condition (3.39) and G satisfies

aG + codimw(dV⊂ TJ ) > −1,
then there exists a family ΛY,ϵ of distributions supported on dV , with wavefront set inN∗(dV ⊂ TJ )
such that Λϵ − ΛY,ϵ has a limit in D′(TJ) and the convergence occurs in Sa′ΓG∪N∗(dV )(TJ) for all

a′ < −codimw(dV ⊂ TJ) .
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Before we give the proof of Theorem 3.40 an important Remark is in order.

Remark 3.41 We aim to point an important fact. The above result is general, but relies of the fact that
the irreducible subgraphs are convergent. It turns out that we took care to implement the fact that for any
of the Feynman graphs that we need to study, the most divergent subgraph is the graph itself. Note that
this would not be the case if we were to replace all the cubic kernels [⊙](x, y, z) by δx(y)δx(z). Indeed
while [⊙] and the product of two δs have the same weak homogeneity (−6) with respect to the deep
diagonal {x = y = z} they do not share the same microlocal properties. We will further elaborate on this
point later in Remark 3.53. In particular when we deal with the resonant products ⊙ and ⊙
in Section 3.5, this will imply that the subgraph containing the covariance G(2)(z1, z2) of and the
probe operator Qγx(y1, y2) is very convergent, since these two operators are linked by [⊙](y1, z1, w1) and
[⊙](y2, z2, w2) for wi far from yi, zi. Conversely, replacing [⊙](yi, zi, wi) by δyi(zi)δyi(wi), then this
subgraph would be more divergent that the graph itself, which corresponds to the fact that while ⊙
and ⊙ are of regularities 0− and (−1/2)−, the products × and × are both of regularity
(−1)−.

Proof. Our proof proceeds by induction on subgraphs for the inclusion relation. For a subset V1 =
V ′
1 ∪ V ′

A ⊂ V (G) of vertices and E′ ⊂ E(G) of edges, we denote by GV1,E′ the corresponding subgraph.
The initialisation of the induction is immediate, the simplest subgraphs are just the propagators or

the kernel of the resonant product which have their respective wave front sets on the conormals of the
diagonals.

Given a graph G constructed according to our rules, assume that all subgraphs G′ of G have well-
defined Feynman amplitudes AG′ with wave front set in ΓG′ , without loss of generality, we may assume
that G has p vertices which means that V (G) is in bijection with {1, . . . , p} henceMV (G) ≃ Mp. For
every I ⊊ V (G) ≃ {1, . . . , p} we consider the open subset UI defined as follows

UI def
=
{

(m1, . . . ,mp) ∈MV (G); i ∈ I, j ∈ V (G) \ I,mi ̸= mj

}
.

By the Popineau-Stora covering Lemma 3.26 we have the covering TJ \ dV (G) = ∪I⊊V (G)UI . The idea
is to restrict AG |UI

, then to factor the restricted amplitude as a product of subamplitudes which are
well-defined by the inductive assumption and a product of smooth kernels.

For given a subset I ⊊ V (G) of vertices, we set

I ′
def
= V (G) \ I, (I, I ′) def

= (I × I ′) ∪ (I ′ × I).

If K is another subset of V (G), we write K ̸⊂ I (′) to say that K is neither a subset of I nor of I ′. With
this notation the amplitude AG factors as

AG = AGI
AGI′

 ∏
e:(v(e)−,v(e)+)∈(I,I′)

Ke(zv(e)− , zv(e)+)
∏

j:{vj1,v
j
2,v

j
∗}̸⊂I (′)

[⊙](x
vj∗
, x

vj1
, x

vj2
)

 ,

where the subgraph GI , resp. GI′ , is some subgraph of G with only vertices in I , resp. I ′, and edges
e ∈ E such that both vertices v(e)−, v(e)+ ∈ I , resp. v(e)−, v(e)+ ∈ I ′, bounding e belong to I , resp. I ′.
More importantly, the product on the resonant kernels indexed by integers j runs over the kernels [⊙]
whose vertices (vj∗, (v

j
1, v

j
2)) are not entirely contained neither in I nor I ′: some vertices amongst them

are in I and some others are in I ′. Note the fact that the product on resonant kernels might well be empty,
for instance if all distinguished triples are contained either in I or I ′.

Now observe that when we restrict the amplitude AG on the open subset UI , this yields

AG |UI
= AGI

AGI′︸ ︷︷ ︸
exterior product

 ∏
e:(v(e)−,v(e)+)∈(I,I′)

Ke(zv(e)− , zv(e)+)
∏

j:{vj1,v
j
2,v

j
∗}̸⊂I (′)

[⊙](x
vj∗
, x

vj1
, x

vj2
)


︸ ︷︷ ︸

∈C∞

,
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where the restriction to open subset UI of the product inside the parenthesis is smooth, and the product
AGI
AGI′ denotes an exterior tensor product of distributions which is always well-defined. We know by

induction that the two amplitudes AGI
((zj)j∈I) and AGI′ ((zj)j∈I′) are well-defined distributions with

wave front sets
WF (AGI

) ⊂ ΓI
def
=
⋃
K⊂I

N∗(dK ⊂ TJ ) ∪N∗(TK ⊂ TJ) ,

and
WF (AGI′ ) ⊂ ΓI′

def
=

⋃
K′⊂I′

N∗(dK′ ⊂ TJ ) ∪N∗(TK′ ⊂ TJ).

Analysing the graph G, there are two situations, either G contains some distinguished edge Qγx in
which case we should study the scaling behaviour in two steps, first scale on the partial diagonals dV (G)
where all points labelled by V (G) collide, then study the scaling on the marked diagonals dV (G),(t,x) (recall
the marked diagonal is just one point inM|V (G)|) where all points labelled by V (G) collide uniformly on
(t, x), we use the spaces of Definition 3.38 to control the uniformity in the parameter (t, x). If the graph
contains no distinguished edge, then we just scale in one step with respect to dV (G).

Assume we are in the first situation where G contains a distinguished edge, the second case is simpler
to handle. Choosing any admissible scaling field ϱ scaling with respect to the deep diagonal dV (G) and
using the stability of UI by such scaling field (a consequence of admissibility of ϱ, we made an essential
use of the fact that the flow by scaling fields ϱ from Definition 3.24 preserves both time and space-time
diagonals TJ ,dI hence every UI , I ⊊ V (G)). The weak homogeneity of each term in factor does not
depend on the choice of scaling field with respect to dV (G) by Proposition 3.22. Moreover, we also use the
property that the symplectic lifts of these scaling fields preserve the conormals of all time and space-time
diagonals N∗(TI), N∗(dI) so that the cones ΓI ,ΓI′ containing microsingularities ofAGI

,AGI′ are stable
by the lifted flow: e−ℓϱ∗ΓI ⊂ ΓI , e−ℓϱ∗ΓI′ ⊂ ΓI′ by Lemma 3.25. Using the fact that each element
ηI ∈ C∞(MdV (G) \ dVG ) of the partition of unity belongs to S0∅ (MV (G) \ dV (G)), it has scaling degree 0

in C∞(MdV (G)) \ dVG in the sense that (
e−ℓϱ∗ηI

)
ℓ⩾0

is a bounded family in C∞(MV (G) \ dV (G)). We can thus define the renormalized product

ηIAGI
AGI′

 ∏
e:(v(e)−,v(e)+)∈(I,I′)

Ke(zv(e)− , zv(e)+)
∏

j:{vj1,v
j
2,v

j
∗}̸⊂I (′)

[⊙](x
vj∗
, x

vj1
, x

vj2
)


on TJ \ dV (G),(t,x) by applying Proposition 3.28 twice and we find that the product is well-defined since
the weak homogeneity of the above product is > −codimw(dV (G)) by assumption. We insist that when
we scale with respect to dV (G) the weak homogeneity of Qγx is 0 by Lemma 3.42. By summation over I
we conclude that AG is well-defined on TJ \ dV (G),(t,x).

To define an extension on the whole configuration space TJ we need the two step extension from
Theorem 3.20. We now need to apply Proposition 3.28 and now Theorem 3.20 a second time to the
expression

ηIAGI
AGI′

 ∏
e:(v(e)−,v(e)+)∈(I,I′)

Ke(zv(e)− , zv(e)+)
∏

j:{vj1,v
j
2,v

j
∗}̸⊂I (′)

[⊙](x
vj∗
, x

vj1
, x

vj2
)


but for the scaling fields with respect to the distinguished diagonal dV (G),(t,x). It is at this point that we
are using our second inductive assumption on the weak homogeneity of all subgraphs containing the
distinguished edge, equivalently all subamplitudes containing the propagator Qγx. We make an induction
on all marked subgraphs whose amplitude contains Qγx, the induction starts with Qγx itself. We use the
fact that the scaling degree of Qγx with respect to dV (G) \ dV (G),(t,x) equals 0, while when scaling with
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respect to dV (G),(t,x), the scaling degree of Qγx is now given by −6 − 2γ. This last claim is proven in
Lemma 3.42 below.

At this stage given a graph G, assume by induction that all subgraphs G′ containing the distinguished
edge have scaling degree with respect to the marked diagonal > −codimw(dV (G′),(t,x)). Then every
product defined on TJ \ dV (G)

ηIAGI
AGI′

 ∏
e:(v(e)−,v(e)+)∈(I,I′)

Ke(zv(e)− , zv(e)+)
∏

j:{vj1,v
j
2,v

j
∗}̸⊂I (′)

[⊙](x
vj∗
, x

vj1
, x

vj2
)


will be weakly homogeneous of degree aG,2 =

∑
e ae − 6nG − 6− 2γ when we scale with respect to the

marked diagonal dV (G),(t,x) where we need to include the scaling degree of Qγx which equals −6− 2γ.
So each piece above satisfies the assumptions of Theorem 3.20 hence extends to TJ .

The uniform estimates in x essentially follow from the stability assumptions of the cones by change
of scaling in Proposition 3.39.

Lemma 3.42 Fix d ⩾ 2 and denote by π≤2 :Md → M2 the canonical projection. For all values of
γ ∈ R the kernel π∗≤2Qγx is a smooth germ near dd \ dd,x in R2 ×Md \ dd,x. We define

O def
=
{
m ∈ R2 ×Md : dist(m,dd,x) > 2dist(m,dd)

}
.

Then π∗≤2Qγx is weakly homogeneous of degree 0 when scaling with respect to dd \ dd,x in Ω \ dd in the
following sense: For every compact K ⋐ Ω, for all scaling field ϱ scaling with respect to dd, there exists
ℓK > 0 such that the family (

{e−ℓϱ∗π∗≤2Qγx}|K
)
ℓ⩾ℓK

is bounded in C∞(K).

Proof. For any element m ∈ O we know that the limit point m∞ = limt↑∞ e−ℓϱ(m) ∈ dd \ dd,x
has the form m∞ = (y, . . . , y, t, t) for y ̸= x and therefore π∗≤2Qγx(·) is smooth near the limit point
m∞ = (y, . . . , y, t, t) since π∗≤2Qγx(m∞) = Qγx(y, y) for y ̸= x. Now by a continuity argument, we
know that for any element m ∈ O there exists a neighbourhood Vm ⊂ Ω and ℓm > 0, such that for
all ℓ ⩾ ℓm one has e−ℓϱ(Vm) ⊂ Ω and dist

(
π≤2(e−ℓϱ(Vm)), (x, x)

)
⩾ δ > 0 hence π∗≤2Qγx|e−ℓϱ(Vm) is

smooth uniformly in ℓ ⩾ ℓm which yields the claim by compactness.

3.5 Random fields from renormalisation

Recall the definition (3.4) of the enhancement ξ̂r of the regularized noise ξr

ξ̂r
def
=
(
ξr, r, r, r ⊙ r, r ⊙ r −

br
3
, |∇ r|2 −

br
3
, r ⊙ r − br r

)
.

We use the index r to emphasize the regularisation of the noise. We show in this section the convergence
of ξ̂r to some limit enhanced noise in its natural space (3.5). The random fields are constructed by
means of some covariance computations, which finally yield the existence of the stochastic objects
in some Hölder-Besov spaces by a Kolmogorov type argument. In this section we need to extract
a Littlewood-Paley block of our stochastic trees, then control the size of the Littlewood-Paley block
evaluated at some point x ∈M , uniformly in x ∈M . We need some uniform control because of the loss
of translation invariance, which is the main difficulty of this section and of SPDE on non-homogeneous
Riemannian manifolds. We start the section by defining abstractly in Section 3.5.1 the framework of
Kolmogorov estimates in our non stationary setting where we need pointwise bounds. This also requires
the introduction of some distinguished propagator Qγx which depends on a base point x ∈M . Then we
put our definition in action by discussing the stochastic estimates of Wick monomials where things are
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simple. The reader who wants to get some familiarity with our approach is urged to first read how we
handle the regularities of the simple Wick monomials , , in Lemma 3.48 and sections 3.5.2.2 and
3.5.2.3. A novelty of our approach for the Wick monomials is that we renormalize in a locally covariant
way which is the only way to ensure some form of locality. We refer the reader to Section 3.5.2.1 for a
more detailed discussion. The estimates on Wick monomials should also be useful for readers interested
in simpler Quantum Field Theories on surfaces.

Then, starting from Section3.5.3, we deal with more complicated graphs coming from the higher
chaoses, as enumerated in the first paragraph in Section 3.5.4. While some of the amplitude arising from
these computations can be directly handled using Theorem 3.40, for several graphs that appear in our
stochastic estimates we need to feed the induction Theorem 3.40 with more information, this uses subtle
smoothing properties of the Schwartz kernel of the resonant product which is discussed in Section 3.5.4.1
and also some control of certain renormalized subamplitude in Section 3.5.4.2. We refer the reader to the
relevant parts for more details but this can be read after one is used to the general inductive machinery.
The amplitude containing a more singular subamplitude require a more careful analysis, taking place
in Section 3.5.4. We also devote Section 3.5.5.3 to the exact calculation of the counterterms from the
divergent subamplitude; this uses subtle arguments involving heat asymptotics, stationary phase and the
borderline case of our extension Theorem 3.19 where we need a renormalisation.

3.5.1 Kolmogorov type argument

We start by giving the definitions of the Besov spaces that we need for our analysis.

Definition 3.43 In the sequel we fix I a finite set and (Ui, κi)i∈I a cover of M with κi : Ui → R3, along
with a quadratic partition of unity (χi)i∈I on the closed manifold M subordinated to (Ui)i∈I . For any
α ∈ R and p, q ∈ [1,∞] we define the Besov space Bα

pq(M ) on the closed manifold M as the completion
of C∞(M ) with the norm

∥f∥Bα
pq(M )

def
= max

i∈I
∥κi∗(χif )∥Bα

pq(R3)
def
= max

i∈I

∥∥∥2kα∥∆k(κi∗(χif ))∥Lp(R3)

∥∥∥
ℓqk

, (3.40)

where the operators ∆k for k ⩾ −1 are Littlewood-Paley blocks on the flat space R3.
We slightly rewrite this norm as follows. We fix a collection (ψi)i∈I of functions on R3 such that

supp(ψi) ⊂ κi(Ui) and ψi|κi(supp(χi)) = 1; there is enough room, since the support of χi does not fill Ui.
It turns out that the norm defined in (3.40) is equivalent to

max
i∈I

∥∥∥2kα∥ψi∆k(κi∗(χif ))∥Lp(R3)

∥∥∥
ℓqk

. (3.41)

We therefore define for i ∈ I and k ⩾ −1 some Littlewood-Paley blocks on the manifold M by

P ik(f ) def
= κ∗i [ψi∆k(κi∗(χif ))]. (3.42)

With this notation in hand ∥f∥Bα
pq(M ) therefore equivalent to

max
i∈I

∥∥∥2kα∥P ik(•)∥Lp(M )

∥∥∥
ℓqk

. (3.43)

In the sequel, to lighten the notation, we often let Bα
p,q stand for Bα

pq(M ) and define

Cα def
= Bα

∞∞(M ).

Remark 3.44 The equivalence of (3.40) with (3.41) is deduced from some argument which we derive
in the proof of [BDFT23, Lemma 2.10], where we control on R3 the commutator of a Littlewood-Paley
block with multiplication by a smooth and compactly supported function. Let us explain it in more
detail. For any smooth function a ∈ C∞(R3), we denote by Ma the multiplication operator by a. On
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R3, we would like to compare Mψ∆kMκi∗χi with ∆kMκi∗χi . Note that ∆kMκi∗χi = ∆kMψMκi∗χi

since ψ = 1 on the support of κi∗χi hence the difference Mψ∆kMκi∗χi −∆kMκi∗χi can be written as a
commutator

[Mψ,∆k]Mκi∗χi .

Therefore, by the argument in the proof of [BDFT23, Lemma 2.10], this composition is a smoothing
operator in the semiclassical sense (setting ℏ = 2−k). It follows that

∥∆kκi∗(χif )− ψi∆kκi∗(χif )∥Lp ≲ 2−kN∥f∥C−N

for every N ⩾ 1. Finally, we can therefore absorb this error term in the semi norms, which indeed shows
that the two norms are equivalent.

In the sequel we denote by ψ ◦ | • | ∈ S(R) the Schwartz kernel of ∆0 in R3; its Fourier transform η
is supported in an annulus. Note that for any k ⩾ 0, the Schwartz kernel of ∆k is given by

∆k(x− y) = 23kψ(2k|x− y|) .

We are now ready to state our Kolmogorov type lemma. It turns out that due to the lack of stationarity
of the stochastic objects on manifolds (as opposed to the flat case, or the sphere), the inequalities stated in
Lemma 3.45 below involve a pointwise bound requiring to be uniform in some base-point x ∈M . The
mechanics involved here are classical. We give the details for the reader’s convenience.

Lemma 3.45 Fix T > 0, n ∈ N and let u be a random distribution in D′([0, T ]×M ) which belongs to
the Wiener chaos of degree n.

– Assume one has

E[(P iku)(t, x)2] ≲ 2−2kγ (3.44)

uniformly in x ∈M , i ∈ I and k ⩾ 0 for some γ ∈ R, for some time 0 ≤ t ≤ T . Then for every
s < γ and p > 1 we have

E[∥u(t)∥pCs] ≲p 1 .

– If, in addition to (3.44), the distribution u further satisfies

E[((P iku)(t1, x)− (P iku)(t2, x))2] ≲ 2−2kγ |t1 − t2|2β (3.45)

uniformly in t1, t2, x ∈ [0, T ] × [0, T ] ×M and (i, k) ∈ I × N for some γ ∈ R, β > 0 then for
every s < γ and θ < β we have

u ∈ CθTCs.

Proof. We concentrate on the second item as the first item is proved by a similar reasoning. By Sobolev
embedding by have

E
[
∥u(t1)− u(t2)∥pCs

]
≲ E

[
∥u(t1)− u(t2)∥p

B
s+3/p
p,p

]
≲ max

i∈I

∑
k⩾0

2pk(s+3/p)
∫
M

E
[
|(P iku)(t1, x)− (P iku)(t2, x)|p

]
dx.

Then the Gaussian hypercontractivity estimate implies that

E
[
∥u(t1)− u(t2)∥pCs

]
≲ max

i∈I

∑
k⩾0

2pk(s+3/p)
∫
M

E
[
{(P iku)(t1, x)− (P iku)(t2, x)}2

] p
2 dx
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≲ max
i∈I

∑
k⩾0

sup
x∈M

(
22k(s+3/p)E

[
{(P iku)(t1, x)− (P iku)(t2, x)}2

]) p
2
.

Therefore using the hypothesis (3.45) we end up with

E
[
∥u(t1)− u(t2)∥pCs

]
≲
∑
k⩾0

2pk(s+3/p−γ)|t1 − t2|pβ ≲ |t1 − t2|pβ ,

which holds provided we choose p large enough to have s < γ − 3/p. The proof now follows using a
classical Kolmogorov argument in time.

We denote by P ik(x, y) the smooth Schwartz kernel of the operator P ik.

Definition 3.46 We introduce a bilinear kernel depending on a point x ∈ M and γ ∈ R allowing to
probe the regularities of objects as follows

Qγx(y1, y2) def
=
∑
i∈I

∑
k⩾−1

22kγP ik(x, y1)P ik(x, y2) . (3.46)

Note that if there exists γ ∈ R such that one has

E
[
Qγx(u(t, ·), u(t, ·))] = E

[ ∑
k⩾−1

22kγ(P iku)(t, x)2
]
=
∑
k⩾−1

22kγE[(P iku)(t, x)2] <∞

uniformly in x ∈M , then we have

E[(P iku)(t, x)2] ≲ 2−2kγ

uniformly in k ⩾ −1.

The microlocal properties of the kernel Qγx are stated in the following lemma.

Lemma 3.47 Fix x ∈ M and γ ∈ R. The series defining Qγx converges in C∞(M2 \ {(x, x)}) and in
the space D′

Γx
(M ×M ) of distributions with wave front set

Γx = T ∗
(x,x)M

2.

Moreover it is weakly homogeneous of degree −6− 2γ with respect to the scaling towards Y = (x, x),
that is to say we have Qγx ∈ S−6−2γ

Γx
with a control uniform in x.

Proof. For the convergence in C∞(M2 \ {(x, x)}), in a local chart indexed by i ∈ I , the kernel of Qγx is
given by ∑

k⩾0

2k(6+2γ)ψ2
i (x̃)(κi∗χi)⊗2(y1, y2)ψ(2k|y1 − x̃|)ψ(2k|y2 − x̃|),

where ψ ◦ | • | is a Schwartz function on R with Fourier transform η supported on an annulus, and
x̃

def
= κi(x). For yi ̸= x̃ we have for any N ⩾ 0 and any α ∈ N3

|∂αyiψ(2k|yi − x̃|)| ≲ 2k|α|(1 + 2k|yi − x̃|)−N ≲ 2k|α|−Nk.

Therefore choosing N large enough ensures the convergence of the series in C∞.
We now turn to the proof of the convergence of the series in the sense of distributions inD′

Γx
(M×M ).

We use different arguments depending on the sign of γ.
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• Suppose that γ < 0. Then we have ∥23kψ(2k| • −x̃|)∥L1 = ∥ψ∥L1 and the series (3.46) converges
absolutely in L1 since∥∥∥∥∑

k⩾0

2k(6+2γ)ψ2
i (x̃)(κi∗χi)⊗2(y1, y2)ψ(2k|y1 − x̃|)ψ(2k|y2 − x̃|)

∥∥∥∥
L1
y1,y2

≲
∑
k⩾0

2kγ∥ψ∥2L1∥ψi∥2L∞∥χi∥2L∞ ≲ 1 .

• Suppose now that γ ⩾ 0. We must prove that the series converges in the distributional sense. For
every test function φ ∈ C∞

c (R3 × R3) we must prove the convergence of the series∑
k⩾0

2k(6+2γ)
∫

(R3)2
φ(y1, y2)ψ2

i (x̃)(κi∗χi)⊗2(y1, y2)ψ(2k|y1 − x̃|)ψ(2k|y2 − x̃|)dy1dy2

=
∑
k⩾0

22kγ
∫

(R3)2
φ(2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃)

× ψ2
i (x̃)(κi∗χi)⊗2(2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃)ψ(|y1 − x̃|)ψ(|y2 − x̃|)dy1dy2.

We rename by φ̃ the test function

φ̃(y1, y2) def
= φ(y1, y2)(κi∗χi)⊗2(y1, y2).

The series therefore rewrites as∑
k⩾0

22kγ
∫

(R3)2
φ̃(2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃)ψ(|y1 − x̃|)ψ(|y2 − x̃|)ψ2

i (x̃)dy1dy2.

Note that the product ψ(|y1 − x̃|)ψ(|y2 − x̃|)ψ2
i (x̃) is a Schwartz function in y1, y2 uniformly in x̃. The

idea is to Taylor expand φ̃ about (x̃, x̃) at order N with integral remainder. This yields

φ̃ = PN +RN , RN (y1, y2) = O((|y1 − x̃| ∨ |y2 − x̃|)N+1) ,

where PN is a polynomial function of (y1, y2) centered at (x̃, x̃). The rescaled φ̃ reads

φ̃
(
2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃

)
= PN

(
2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃

)
+RN

(
2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃

)
,

where RN = O(2−k(N+1)) depends on the jets of order N + 1 of φ̃. Injecting the above decomposition
in our series yields∑
k⩾0

22kγ
∫

(R3)2
(PN +RN )

(
2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃

)
ψ(|y1 − x̃|)ψ(|y2 − x̃|)ψ2

i (x̃)dy1dy2.

Now we make use of the fact that we have∫
(R3)2

PN

(
2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃

)
ψ(|y1 − x̃|)ψ(|y2 − x̃|)ψ2

i (x̃)dy1dy2 = 0,

since the support of η is included in an annulus, which implies that its integral against all polynomials
vanish. The series therefore simplifies as∑

k⩾0

22kγ
∫

(R3)2
RN (2

−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃)︸ ︷︷ ︸
O(2−k(N+1))

ψ(|y1 − x̃|)ψ(|y2 − x̃|)ψ2
i (x) dy1dy2
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≲
∞∑
k=0

2k(2γ−N−1)
∑

|α|=N+1

∥∂αφ̃∥L1 ,

where the series on the right hand side converges as soon as N + 1 > 2γ and we control the convergence
from the N + 1 derivatives of φ̃ hence η. We just proved that Qγx converges as a distribution of order
N + 1 for all N + 1 > 2γ.

Finally we need to control the weak homogeneity when we scale towards (x, x). Working in a chart
i ∈ I this reduces to estimate the weak homogeneity near (x, x) of the series

U
def
=
∑
k⩾0

2k(6+2γ)ψ(2k|y1 − x̃|)ψ(2k|y2 − x̃|) ∈ S ′(R3 × R3).

By duality it suffices to estimate the weak homogeneity at∞ of its Fourier transform

Û (ξ1, ξ2) =
∑
k⩾0

2k(6+2γ)F [ψ(2k| • −x̃|)](ξ1) F [ψ(2k| • −x̃|)](ξ2)

=
∑
k⩾0

22kγeıx̃·(ξ1+ξ2) η(2−kξ1) η(2−kξ2).

Here we can use the fact that η(2−kξ) is zero unless 2k−1 ⩽ |ξ| ⩽ 2k+1, so that both ξ1 and ξ2 are
localised at scale 2j for some j ⩾ 0, which yields the bound∣∣∣∣∑

k⩾0

22kγeıx̃·(ξ1+ξ2)η(2−kξ1)η(2−kξ2)
∣∣∣∣ = O(|ξ1|2γ ∨ |ξ2|2γ)

uniform in x̃, hence the Fourier transform Û is such that the family of tempered distributions (λ−2γ

Û (λ •))λ⩾1 is bounded. By Plancherel this entails that the family of distributions

(λ−2γ−6U (λ • +(x̃, x̃)))λ∈(0,1]

is bounded too, which concludes the proof.

As an example we discuss below the regularity of the dynamical free field.

Lemma 3.48 Fix T > 0 and ϵ > 0. Then, we have ∈ CTC−1/2−ϵ.

Proof. We start by performing the estimate at some fixed time t > 0. By stationary in time of one has
for any x ∈M the t-independent bound

E[Qγx( (t, •), (t, •))] ≲
∫
M2

Qγx(y1, y2)P−1(y1, y2)dv(y1)dv(y2) .

Next we use the representation (3.42) of the Schwartz kernel of P ik, which implies that pushing the
estimate in the chart κi(Ui) we have

E[(P ik )(t, x)2] ≲ 26k
∫

(R3)2
ψi(x̃)2ψ(2k|y1 − x̃|)ψ(2k|y2 − x̃|)(κi∗χi)⊗2(y1, y2)κ⊗2

i∗ P
−1(y1, y2)dy1dy2

where we denote x̃ def
= κi(x). Also, denoting by κ⊗2

i∗ P
−1 =: P−1

i,i the pulled–back Green function, we
obtain

E[(P ik )(t, x)2] ≲
∫

(R3)2
ψi(x̃)2 ψ(|y1 − x̃|)ψ(|y2 − x̃|) (κi∗χi)⊗2

(
2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃

)
× P−1

i,i (2
−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃)dy1dy2 .
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Since x̃ is chosen uniformly in a compact set, ψ(|y1 − x̃|), ψ(|y2 − x̃|) are Schwartz in y1, y2 and
P−1
i,i (2

−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃) is integrable in y1, y2 near y1 = y2, so the second integral is
well-defined. Using the bound on the rescaled Green function

P−1
i,i

(
2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃

)
≲ 2k|y1 − y2|−1,

we can now conclude that we have

E[(P ik )(t, x)2] ≲ 2k
∫

(R3)2
|ψ(|y1 − x̃|)ψ(|y2 − x̃|)| |y1 − y2|−1 dy1dy2 ≲ 2k.

We now show that is indeed continuous in time. To do so, let us first introduce the notation

G(1)
i,i (t1 − t2, x, y) def

= κ⊗2
i∗

(
e−|t1−t2|P

P

)
(x, y).

The quantity E[(P ik (t1, x)− P ik (t2, x))2] is bounded above by∣∣∣∣ ∫
(R3)2

ψi(x̃)2 ψ(|y1 − x̃|)ψ(|y2 − x̃|)(κi∗χi)⊗2
(
2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃

)
×
(
P−1
i,i (2

−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃)−G(1)
i,i (t1 − t2, 2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃)

)∣∣∣∣
for an integral with respect to dy1dy2. Our goal is to bound the difference of kernels P−1

i,i −G(1)
i,i (r, •). To

do so, we use the identity
1− e−rP

P
=

∫ r

0
e−sP ds

which expresses the difference as an integral of the heat operator. Then we can inject in the integral
expression the bound on the heat kernel on the product chart

|e−sP (y1, y2)| ≲ s−3/2e−se−C|y1−y2|2/s,

where C > 0. We obtain the estimate for β ∈ (0, 1)∣∣∣P−1
i,i (y1, y2)−G(1)

i,i (r, y1, y2)
∣∣∣ ≲ ∫ r

0
s−3/2e−C|y1−y2|2/s−sds ≲

∫ ∞

r−1

e−Cs|y1−y2|
2
e−

1
s s−

1
2 ds (3.47)

≲ |y1 − y2|−1

∫ ∞

r−1|y1−y2|2
e−Cs−

1
s s−

1
2 ds ≲ |y1 − y2|−1(e−

|y1−y2|
2

r )

≲ |y1 − y2|−1(1 +
|y1 − y2|2

r
)−N ≲ |y1 − y2|−1−βr

β
2 .

Replacing in the difference estimate finally yields

E
[
((P ik )(t1, x)− (P ik )(t2, x))2

]
≲ 2k(1+β)|t1 − t2|

β
2 .

Together with Kolmogorov’s classical regularity theorem what we said above justifies that takes
almost surely its values in CηTC

−1/2−ϵ(M ), for all small enough η > 0 and all ϵ > 0, and its norm in the
corresponding space has moments of any finite order.

Remark 3.49 In the sequel we will not dwell on the proof of the estimate (3.45) for larger trees. However
it is by now classical that when computing in charts the covariance of (P iku)(t1, x) − (P iku)(t2, x) the
amplitudes appearing can be reorganised by means of some telescoping sums in order to introduce a
terms P−1

i,i −G(1)
i,i (r, •). In view of (3.47) this term always yields a good factor in time modulo a small

loss in spatial regularity.
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3.5.2 The Wick monomials

3.5.2.1 Locally covariant Wick renormalisation

In the sequel we will systematically first estimate regularities using Wick renormalisation. Then we
shall compare the usual Wick renormalisation which is not locally covariant with a locally covariant
renormalisation in which we only subtract universal quantities at the cost of producing objects which do
not belong to homogeneous Wiener chaoses. Let us discuss the notion of local covariance with some
simple example which also explains why the usual Wick renormalisation fails to be locally covariant.
A function valued invariant of Riemannian structure is a function c which assigns to each manifold M
and Riemannian structure g on M some function c[g] on M which is locally covariant in the following
sense: given f : M ′ ↪→ M a diffeomorphism onto an open submanifold of M , and a Riemannian
structure g on M , then c must satisfy the equation f∗c[g] = c[f∗g]. Moreover, we require that c depends
smoothly on the Riemannian metric g. In fact, one can prove such locally covariant function c should
depend at every point on finite jets of the metric and c has an invariance property under changes of
coordinates [CF12, section 8 p. 76]. This definition is partly motivated by [Gil18, 2.4 p. 160] and [MA73,
p. 282] on local index theory and also by the notion of local covariance arising in algebraic Quantum
Field Theory [Rej16, KM16, BFV03]. In the usual Wick renormalisation for some massive Gaussian
free field ϕ on some Riemannian 3-manifold (M, g) with covariance P−1, one first mollifies ϕ via heat
regularisation. This yields a random smooth function ϕr

def
= e−rPϕ. To renormalize the square ϕ2r , one

subtracts to the square (ϕr)2(x) of the mollified field at x, the counterterm ar(x) = e−2rPP−1(x, x) and
it is well-known that the difference (ϕr)2(·) − ar(·) will converge as random distribution when r ↓ 0.
However, the counterterm ar(x) = e−2rPP−1(x, x) that we subtracted is nonlocal in the metric g at
x, it depends on the global Riemannian geometry of (M, g) and not on finite jets of the metric g at x.
Hence such ar is not locally covariant in the above sense. Now we observe that the diagonal value
e−2rPP−1(x, x) has an asymptotic expansion of the form:

e−2rPP−1(x, x) ∼ 1

4π
3
2 r

1
2

+O(1).

If instead of subtracting the diagonal value of e−2rPP−1 one subtracted its singular part: (ϕr)2(•) −
1

4π
3
2 r

1
2

, then one would still get a random distribution at the limit when r ↓ 0 but the covariantly

renormalized Wick square : ϕ2 : would no longer have zero expectation. So one may wonder why is
it so important to subtract only locally covariant quantities ? The answer lies in the deep notion of
locality in quantum field theory. It is a folklore result in quantum fields on curved backgrounds that
subtracting non locally covariant counterterms is incompatible with locality in the sense of Atiyah-Segal.
Let us quote the beautiful discussion on the regularisation of tadpoles and the relation with Atiyah-Segal
gluing in [KMW21, 1.2 p. 1852]: ”In various treatments of scalar theory, tadpole diagrams were set
to zero (this corresponds to a particular renormalisation scheme – in flat space, this is tantamount to
normal ordering, . . . ). However, in our framework this prescription contradicts locality in Atiyah-Segal
sense,. . . One good solution is to prescribe to the tadpole diagrams the zeta-regularized diagonal value of
the Green’s function. We prove that assigning to a surface its zeta-regularized tadpole is compatible with
locality,. . . However there are other consistent prescriptions (for instance, the tadpole regularized via
point-splitting and subtracting the singular term, . . . ). This turns out to be related to Wilson’s idea of
RG flow in the space of interaction potentials,. . . ” We refer the interested reader to [KMW21, Section
5 p. 1885] for further details on this central topic of quantum fields on curved backgrounds. So in the
present chapter, we follow a similar strategy as in the previous example and try to subtract only locally
covariant quantities, in fact we shall see that we subtract universal quantities that do not even depend on
the metric g.
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3.5.2.2 The quadratic term

The argument used for the study of , without regularisation, works for the study of r, with regularisation.
Since ξr is regularized in space r is here a function on [0, T ]×M . Set

ar(z) def
= E[ 2r(z)], r(z) def

= 2
r(z)− ar(z).

To treat the regularity of , we will follow a similar strategy as for and try to control

E[(P ik )(t, x)2]

when i becomes large and uniformly in x ∈M . Denote by G(2)
r (t− s) the operator with kernel(

e−(2r+|t−s|)P

P
(x, y)

)2

.

The operatorsG(2)
r (0) take values in Ψ−1(M ) andG(2)

r (t) is of order |t|γ/2 in Ψ−1+γ(M ) since e−|t|PP−1

is of order |t|γ in Ψ−2+2γ(M ). This holds uniformly in r ∈ [0, 1]. By definition, and using the Wick
formula, we can compute the quantity E[P ik (t, x)2], which is equal to

E[(P ik )(t, x)2]

=

∫
M2

G(2)(t1 − t2, y1, y2)P ik(x, y1)P ik(x, y2)dv(y1)dv(y2)

≲
∫

(R3)2
G(2)
i,i (t1 − t2, y1, y2)ψi(x̃)2ψ(|y1 − x̃|)ψ(|y2 − x̃|)(κi∗χi)⊗2(2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃)

≲ 22k
∫

(R3)2
|y1 − y2|−2ψi(x̃)2ψ(|y1 − x̃|)ψ(|y2 − x̃|)(κi∗χi)⊗2(2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃),

for some integrals over (R3)2 with respect to dy1dy2, and where again x̃ = κi(x) and G(2)
i,i = κ⊗2

i∗ G
(2).

We used the estimate
|G(2)

i,i (t1 − t2, x1, x2)| ≲ |x1 − x2|−2

and the changes of variables

y1 7→ 2−i(y1 − x̃) + x̃ , y2 7→ 2−i(y2 − x̃) + x̃.

We can now conclude since the integral∫
(R3)2
|y1 − y2|−2 ψi(x̃)2 ψ(|y1 − x̃|)ψ(|y2 − x̃|) (κi∗χi)⊗2(2−k(y1 − x̃) + x̃, 2−k(y2 − x̃) + x̃)

with respect to dy1dy2 is bounded uniformly in x ∈ supp(ψi) because ψ(|y − x̃|) is a Schwartz function
of y.

We conclude as above from Kolmogorov’s regularity theorem that r ∈ CηTC
−1−ϵ(M ) for all

η > 0, ϵ > 0, uniformly in r ∈ (0, 1], and we further get from the r-uniform and continuity of the
different quantities as functions of r the convergence of r in CηTC

−1−ϵ(M ) to a limit which we denote
by .

In the present chapter, we choose to define the renormalisation in a locally covariant way with
respect to the Riemannian metric g. Therefore, we shall subtract from 2

r only the singular part of the
function ar(z) = E[ 2

r(z)]. We actually prove that this singular part ar is actually some universal constant.
The function ar(z) differs from the constant ar, but for z = (t, x) we have

ar(z) =
e−2rP

P
(x, x) =

∫ 1

2r
e−sP (x, x) ds+ b(x) ,
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where b is a smooth function. The small time asymptotic of the heat kernel then tells us that e−sP (x, x) =
1

(4πs)
3
2
+O(s−

1
2 ), so that the function ar(·)− ar is indeed bounded, uniformly in r ∈ (0, 1]. To prove

that the difference ar(·)− ar is smooth, we rely on the description of the heat kernel of [Gri04, def 2.1
p. 6]. In local coordinates in some open subset U , the heat kernel can be represented as s−

3
2A(a, x−y√

s
, y)

where A ∈ C∞([0,+∞) 1
2
× R3 × U ). Hence ar(x) − ar =

∫ 1
2r s

− 3
2 (A(
√
s, 0, x)−A(0, 0, x))ds

converges together with all its derivatives in x since ∂βxs−
3
2 (A(
√
s, 0, x)−A(0, 0, x)) = O(s−

1
2 ) for all

multi-indices β. Hence the convergent integral defining ar(x)− ar depends smoothly on x ∈ U .
The convergence of r

def
= 2

r − ar in CηTC
−1−ϵ(M ) to a limit which we denote by follows as

a consequence. We note that as a random variable, is not a homogeneous element in the chaos of
order 2 of the Gaussian noise since we did not subtract the full expectation. However it differs from a
homogeneous element by a deterministic smooth function hence has moments of any order 1 ⩽ r <∞
that are equivalent to its second moment. In the sequel, we will always prove stochastic estimates for
homogeneous elements in Wiener chaoses and then justify why the locally covariant renormalisation,
subtracting only universal local quantities, still yields a stochastic object with the same analytic properties.

3.5.2.3 The cubic term

For the stochastic term , we do not bound the regularity by hands anymore and use the microlocal
machinery. Recall that our aim is to find the range of γ ∈ R so that

E[Qγx( (t, •), (t, •))] <∞

uniformly in x ∈M . By application of Wick’s Theorem we have

E[Qγx( (t, •) , (t, •))]

=

∫
(−∞,t]2×M4

G(3)(s1 − s2, z1, z2)e−|t−s1|P (y1, z1)e−|t−s2|P (y2, z2)Qγx(y1, y2),

for an integral with respect to dv(y1, y2, z1, z2)ds1ds2, where we denote by G(3)
r (t1 − t2) the operator

with kernel (
e−(2r+|t1−t2|)P

P
(x, y)

)3

.

This operator belongs to S−3
Γ (R2 ×M2) with

Γ = N∗
(
{t = s} × d2 ⊂ R2 ×M2

)
∪N∗

(
{t = s} ⊂ R2 ×M2

)
.

By the general theory described above, the only irreducible subgraph of the Feynman graph is the graph
itself, therefore the Feynman amplitude is well-defined on (−∞, t]2 ×M4 \ Σ where the singular locus
Σ corresponds to the generalized diagonal

{y1 = y2 = z1 = z2 = x}︸ ︷︷ ︸
codimw=12

∩ {s1 = s2 = t}︸ ︷︷ ︸
codimw=4

⊂ (−∞, t]2 ×M4

which has weighted codimension 16. The sum of the weak homogeneities of the kernels in the Feynman
amplitude is given by

−3 + 2(−3)− 6− 2γ ,

so that is finite for γ < 1
2 by Theorem 3.40.

To conclude this section, let us now discuss the general strategy for larger random fields. First, a
general object τm lying in the p−th inhomogeneous Gaussian chaos can be expended onto the p first
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homogeneous chaoses, so that its covariance can be controlled by the covariances of the projections
and subsequently by some amplitudes indexed by Feynman graphs, denoted Amn for n = p, p − 2,
etc. The next step is to localise the amplitudes in local charts using the partition of unity 1 =

∑
i∈I χi

subordinated to the cover M = ∪i∈IUi, and to control for every i ∈ I the localised version Aimn. The
amplitudes Amn correspond to products of kernels, and the aim is to identify the range of γ for which
they are well defined using item (a) of Theorem 3.40. However, two difficulties occur:

1. Because it contains a divergent subgraph, the term coming from the lowest chaos, Am0 or Am1,
can not be directly handled using item (a) of Theorem 3.40, and rather requires the use of item (b):
this amounts to subtracting a local counterterm.

2. The terms Amn coming from higher chaoses do not contain any divergent subgraph and could
therefore be defined using item (a) of Theorem 3.40. However, due to the fact that Amn contains a
subgraph including Qγx with worse weak homogeneity than the whole graph, this would deteriorate
the value of γ. This last case require a special treatment leveraging the precise microlocal properties
of [⊙], which is performed in Section 3.5.4.

3.5.3 Diagrammatic notation for higher chaoses

To handle the quartic and quintic terms, we first need to introduce more notation. From Appendix
3.G, we define a family (P ik, P̃

i
k)k∈N,i∈I of generalized Littlewood-Paley-Stein projectors indexed by the

frequency 2k and the chart index i ∈ I . The localized resonant product ⊙i, where i is the chart index, is
defined in the appendix as u⊙i v =

∑
|k−ℓ|⩽1 P

i
k(u)P̃ iℓ (v). The goal of the present section is to deal with

the localized objects

τ1 = r ⊙i r , τ2 = r ⊙i r − χi
br
3
, τ3 = χi|∇ r|2 − χi

br
3
, τ4 = r ⊙i r − χibr r ,

where χi ∈ C∞
c (Ui) is the cut–off function used to define ⊙i, and find for each of them the range of

exponents γ for which our test criterion is verified.
Note that the trees are defined with the localized resonant term ⊙i made with these projectors and

recall from Appendix 3.G that these resonant terms are not commutative, in the sense thatA⊙iB ̸= B⊙iA.
However, we do not have to worry about the definitions of τ1 and τ2, since the analytic properties of P ik
and P̃ ik are similar, which entails that for every A, B, the construction of the renormalized part of B ⊙i A
is totally equivalent to that of A⊙i B which we provide here.

Denote by [⊙i](x, y, z) the kernel of the localized resonant operator ⊙i on the chart Ui ⊂M . Recall
that we write

L−1(t− s, x, y) = 1(−∞,t](s) e−(t−s)P (x, y)

and

G(p)
r (t− s, x, y) =

({
e−|t−s|PP−1

}
(x, y)

)p
, 1 ⩽ p ⩽ 3 ,

[⊙i](x, y, z) =
∑

|k−ℓ|⩽1

P ik(x, y) P̃ iℓ (x, z) , i ∈ I ,

Qγx(y, z) =
∑
i∈I

∑
k⩾−1

22kγP ik(x, y)P ik(x, z) , γ ∈ R , x ∈M .

The followings microlocal bounds on the kernels L−1, G(p)
r and [⊙i] are proven in [BDFT23, Theorem

1.2], which is proven in Section 7 thereof. We recall them, along with the bounds for Qγx proven in
Lemma 3.47.

Lemma 3.50 (Weak homogeneities and wave fronts)
– The kernel L−1(t− s, x, y) belongs to S−3

Γ with wavefront set

Γ = N∗({t = s} × d2 ⊂ R2 ×M2
)
.
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– The kernel G(p)
r (t− s, x, y) belongs to S−pΓ with wavefront set

Γ = N∗({t = s} ⊂ R2 ×M2
)
∪N∗({t = s} × d2 ⊂ R2 ×M2

)
.

– The kernel [⊙i](x, y, z) belongs to S−6
Γ with wavefront set

Γ = N∗({x = y = z} ⊂M3
)
.

– The kernel Qγx(y1, y2) belongs to S−6−2γ
Γx

with wavefront set

Γx = T ∗
(x,x)(M

2) .

Beware that in the case of Qγx, the singular locus depends on the marked point x ∈M .

In this list the kernels on (R×M )2 satisfy a local diagonal bound of the form

|∂α√
t,
√
s,y1,y2

K| ≲
(√
|t− s|+ |y1 − y2|

)a−|α|

for the corresponding scaling exponent a. We also often see the kernels L−1, Qγx and G(1)
r as some time

dependent space operators X(t1 − t2) whose kernels are then given by X(t1 − t2, y1, y2).
We use a pictorial representation of the τi in which the black dot • represents a resonant operator

and the noises are coloured circles. In a given graph noises of the same colour are integrated outside
all diagonals of the corresponding set of variables. In the present section, it will be convenient to first
discuss stochastic estimates for Wick ordered elements which live in homogeneous Wiener chaoses, then
explain why our locally covariant renormalisation yields stochastic elements that differ from the Wick
renormalized ones only up to higher regularity elements. The Wiener chaos decomposition of the τi is

τ1 = = + 3 , τ2 = = + 2 + 2 ,

τ3 = = + 2 + 2 , τ4 = = + 6 + 6 .

where black edges stand for the kernel of L−1 and green edges stand for the kernel of ∆L−1. The reason
for the presence of the Laplacian operators in τ3 will be made clear in Section 3.5.5.4.

We write for m ∈ {1, 2, 3} τm = τm4 + τm2 + τm0 with τmn in the homogeneous chaos of degree
n ∈ {0, 2, 4} and accordingly τ4 = τ45 + τ43 + τ41. By orthogonality

E
[
Qγx(τm(t, •), τm(t, •))

]
=
∑
n∈N

E
[
Qγx(τmn(t, •), τmn(t, •))

]
.

Remember that we are not interested in the τm themselves but in their renormalised versions generically
written τm = τm − cm,r, with cm,r for ‘counterterm’, for which we still have the orthogonality relation

E
[
Qγx(τm(t, •),τm(t, •))

]
=
∑
n⩾2

E
[
Qγx(τmn(t, •), τmn(t, •))

]
+ E

[
Qγx((τmp(t, •)− ck,r), (τmp(t, •)− cm,r))

]
,

where p = 0 for m ∈ {1, 2, 3} and p = 1 for m = 4. Also, note that each element τmn in the Wiener
chaos can be written as Fn(: ξ⊗n :) where each Fn : C∞(R ×M )⊗n → D′(R ×M ) is a multilinear
functional valued in distributions involving iterated integrals of the heat operator, products represented by
the trees. The following elementary well-known result tells us that we only need to bound very symmetric
Feynman diagrams to bound the preceding expectations.



RANDOM FIELDS FROM RENORMALISATION 175

Lemma 3.51 Let F ∈ L2(Mn) be a function of n variables on some compact Riemannian manifold
(M, g), ξ the white noise on (M, g). Then:

E
[〈
F, : ξ⊗n :

〉2]
⩽ ∥F∥2L2(Mn).

Proof. We define the symmetrisation operator Sn as

Sn(φ)(x1, . . . , xn) def
=

1

n!

∑
σ∈Sn

φ(xσ(1), . . . , xσ(n)) .

Note the important fact that Sn is self-adjoint on L2(Mn) hence Sn is the orthogonal projector on
symmetric L2 functions. By the Itô isometry property,

E
(〈
F, : ξ⊗n :

〉2)
= E

(〈
SnF, : ξ

⊗n :
〉2)

= ∥SnF∥2L2(Mn)

hence to prove the Lemma it suffices to note that ∥SnF∥L2(Mn) ⩽ ∥F∥L2(Mn) which is obvious since Sn
is an orthogonal projector.

Each expectation can therefore be bounded by a quantity of the form∫
(R×M )n+2

Fn(x1; y1, . . . , yn)Fn(x2; y1, . . . , yn)Qγx(x1, x2) dydx ,

which can be represented by some mirror symmetric Feynman diagram. Using a purple edge for the
kernel of the operator Qγx, a dotted edge for L−1, a black edge for G(1)

r , and a green edge for ∆L−1, we
have

E
[
Qγx(τ1(t, •) , τ1(t, •))

]
≲ + =: G14 + G12 ,

E
[
Qγx(τ2(t, •) , τ2(t, •))

]
≲ + + E

[
Qγx((τ20(t, •)− χi

br
3

) , (τ20(t, •)− χi
br
3

))
]

def
= G24 + G22 + G20,

E
[
Qγx(τ3(t, •) , τ3(t, •))

]
≲ + + E

[
Qγx((τ30(t, •)− χi

br
3

) , (τ30(t, •)− χi
br
3

))
]

def
= G34 + G32 + G30,

E[Qγx(τ4(t, •) , τ4(t, •))] ≲ + + E
[
Qγx((τ41(t, •)− χibr r) , (τ41(t, •)− χibr r))

]
def
= G45 + G43 + G41.

We will use the notation Gmn for positive quantity represented by the mirror graph associated with τmn
and the notation Amn for the associated distribution on the corresponding configuration space ; we use
Theorem 3.40 to prove their convergence. We use the word ‘amplitude’ to talk about any of the Amn.
The terms involving τ20 and τ30 are treated differently from the mirror graphs. Recall that the vertex set
is partitioned as V = V ′ ⊔ VA. We always denote by xa, xb, etc. the space points associated with the
vertices in V ′, while in our setting VA will always contain two triplets ((vj1, v

j
2), vj∗) whose associated

space points are denoted ((y1, y2), y∗) and ((z1, z2), z∗) for nG = 2.
Our aim is now to control all of the eleven amplitudes Amn using Theorem 3.40. It turns out that this

naive approach will only work for A12 and, after renormalisation, A20 and A30. All the remaining eight
amplitudes need a special care for one of their subamplitudes. This analysis is performed in the next
section. Once the problematic subamplitudes are constructed, it will then suffice to plug this knowledge
inside the recursion of the proof of Theorem 3.40, and this will yields the existence of Amn.



RANDOM FIELDS FROM RENORMALISATION 176

3.5.4 Modification of the inductive proof

As anticipated, while Theorem 3.40 turns out to be sufficient to handle some graphs and subgraphs of the
graphs introduced in Section 3.5.3, yet most of the total amplitudes need a particular care in order to be
controlled:

1. The amplitudes of the graphs G14, G24, and G45 are given for (m,n) ∈ {(1, 4), (2, 4), (4, 5)} by

Amn =[⊙](y∗, y1, y2) [⊙](z∗, z1, z2)Qγx(y∗, z∗)G(k)
r (0, y1, z1)L−1(t− sa, y2, xa)L−1(t− sb, z2, xb)

G(ℓ)
r (sa − sb, xa, xb),

where (k, ℓ) = (1, 3) for G14, (k, ℓ) = (2, 2) for G24, and (k, ℓ) = (2, 3) for G45, and have a subgraph
with amplitude reading

C(k)(y∗, y1, y2, z∗, z1, z2) def
= [⊙](y∗, y1, y2) [⊙](z∗, z1, z2)Qγx(y∗, z∗)G(k)

r (0, y1, z1)

which is less convergent (in the sense of the power counting from Theorem 3.40) than the whole
graph: since this is a one loop subgraph, naively applying the power counting criterion from
Theorem 3.40) on the deepest diagonal {y∗ = y1 = y2 = z∗ = z1 = z2 = x} would result in a
potential loss in the regularity γ. The exact same phenomenon also occurs for the amplitude (3.55)
of the graph G34 whose subamplitude

C̃(2)(y∗, y1, y2,z∗, z1, z2, xc, xd, sc, sd)
def
= [⊙](y∗, y1, y2) [⊙](z∗, z1, z2)

×Qγx(y∗, z∗)∆L−1(t− sc, y1, xc)∆L−1(t− sd, z1, xd)G(2)
r (sc − sd, xc, xd)

is also less convergent than the whole amplitude, which equally forbids the use of a naive power
counting argument.

2. The amplitudes of the graphs G22 and G43 are given for (m,n) ∈ {(2, 2), (4, 3)} by

Amn =[⊙](y∗, y1, y2) [⊙](z∗, z1, z2)Qγx(y∗, z∗)G(1)
r (0, y1, z1)L−1(t− sa, y2, xa)L−1(t− sb, z2, xb)

G(1)
r (t− sa, y1, xa)G(1)

r (t− sb, y2, xb)G(ℓ)
r (sa − sb, xa, xb),

where ℓ = 1 for G22 and ℓ = 2 for G43, and have a subgraph with amplitude C(1) which is less
convergent than the whole graph (marginally for G43). Again the same phenomenon occurs for
the amplitude (3.56) of the graph G32 that has a subamplitude C̃(1) defined as C̃(2) above with G(2)

r

replaced with G(1)
r which is less convergent than the whole amplitude.

3. The amplitude of the graph G41, which is given by

A41 =Qγx(y∗, z∗)B(y∗, y1, y2, xa, sa)B(z∗, z1, z2, xb, sb)G(1)
r (sa − sb, xa, xb) , (3.48)

where

B(y∗, y1, y2, xa, sa) def
= [⊙](y∗, y1, y2)G(2)

r (t− sa, y1, xa)L−1(t− sa, y1, xa)− brδd4 , blabl(3.49)

requires a renormalisation to define the subamplitudes

B(y∗, y1, y2, xa, sa) and B(z∗, z1, z2, xb, sb).

Fortunately, for the items (a) and (b), the presence of the kernel [⊙] does prevent this loss in the
value of γ from occurring, due to a subtle mechanism which is not taken into account by the recursion of
Theorem 3.40. Indeed, while the kernel [⊙](y∗, y1, y2) is divergent on the deep diagonal {y∗ = y1 = y2},
it is smooth as long as one of the three points is distinct from the two others and applying any smoothing
operator at one of its input variables, indexed by (y1, y2), makes the whole kernel smooth. In particular,
provided the kernel [⊙] is tested against a smooth kernel in one of its two input variables (y1, y2), then
it is smooth in the two remaining variables – see Lemma 3.52. In terms of multilinear operators, this
translates the important fact that
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for every f ∈ D′(M ) and g ∈ C∞(M ), f ⊙ g ∈ C∞(M ).

To take both this effect and the renormalisation of the divergent subamplitudes of A41 into account, we
introduce in this section a minor modification of the induction in the proof of Theorem 3.40. More
precisely, the strategy is to first construct the subamplitudes by hand, and then to inject our knowledge
of the subamplitudes into the induction yielding Theorem 3.40. Indeed, if an amplitude A contains the
subamplitude B, C(k) or C̃(k), then we will add the estimates on the subamplitude to the hypothesis of
Theorem 3.40 when applying it to A, which will yield control over A avoiding the issue which would
naively be caused by the subamplitude.

3.5.4.1 The smoothing effect from the kernel of the resonant product

This section is devoted to items (a) and (b) above, that is to say with the construction of the subamplitudes
C(k) and C̃(k) for k ∈ {1, 2}. Note that by a naive application of Theorem 3.19, it would be possible to
construct these subamplitudes for every γ < −k/2. However, to avoid losing some regularity, the aim is
to actually construct them for any γ ∈ R. This is possible thanks to the lemma below, which expresses
the smoothing property of the kernel [⊙]. Informally, in the sequel, we denote the smoothing effect
described in the following lemma as shielding effect.

Lemma 3.52 Fix a chart label i ∈ I , and define a collection of scaling fields (ϱi,x)x∈M as follows: for
x ∈ Ui, the scaling field ϱi,x is such that κi(e−tϱi,xz) = e−t(κi(z) − κi(x)) + κi(x), while if x /∈ Ui
we choose for ϱi,x any scaling field with respect to x ∈ M \ Ui. Also fix Ξi ∈ C∞

c (M3) such that
Ξi(y∗, y1, y2) has support in y2 contained in the open chart Ui.

Then, the following holds: for any x ∈M , φ ∈ D(M ), and any scaling vector field ϱi,x scaling with
respect to x chosen as above, the partial integration

Iiu(y∗, y1) def
= e−6u

∫
M

(
e−uϱi,x∗[⊙]

)
(y∗, y1, y2)φ(y2)Ξi(y∗, y1, y2)dv(y2)

is an element of C∞(M2) bounded uniformly in u ∈ [0,+∞) and x ∈M .

Proof. Recall that in the chart i ∈ I , we have

[⊙i](y∗, y1, y2) =
∑

|k−l|≤1

23k+3l ψi(y∗)ψ̃i(y∗)
|gi|(y1)|gi|(y2)

ψ(2k|y1 − y∗|)ψ(2l|y2 − y∗|)κ⊗2
i∗ (χi ⊗ χ̃i)(y1, y2) ,

where |gi| def
=
√

det(κi∗g), and that the family

e−6u
(
e−uϱi,x∗[⊙i]

)
, u ∈ [0,+∞) , x ∈M ,

is bounded in D′
N∗(d3)(M

3). We first assume without loss of generality that x ∈ Ui then we choose a
very specific scaling vector field adapted to our chart structure as

e−uϱi,x(y∗, y1, y2) def
= (e−u(y∗ − x) + x, e−u(y1 − x) + x, e−u(y2 − x) + x) ,

so the scaling is linear in the chart κi : Ui → R3. Here and throughout the proof, with a slight abuse of
notation, for any a ∈M we also use the notation a to denote κi(a). With the same above of notation, we
identify Iiu with its localisation on Ui, which thus reads

Iiu(y∗, y1) =
∑

|k−l|≤1

23k+3le−6u

∫
R3
ψi(e−u(y∗ − x) + x)ψ̃i(e−u(y∗ − x) + x)

× ψ(2ke−u|y1 − y∗|)ψ(2le−u|y2 − y∗|)
|gi|(e−u(y1 − y∗) + y∗)|gi|(e−u(y2 − y∗) + y∗)
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× κ⊗2
i∗ (χi ⊗ χ̃i)(e−u(y1 − x) + x, e−u(y2 − x) + x)φ(y2)Ξi(y∗, y1, y2)dy2 ,

Our goal is to prove that the above function Iiu is smooth in the variables (y∗, y1) uniformly in the
scale parameter u ⩾ 0 and in x ∈ R3. At this point in our proof, it is crucial that the scaling by ϱi,x is the
same scaling as the one used to define the Littlewood-Paley blocks. We consider the series with k = l in
Iiu, other series are treated similarly, which reads

∞∑
k=0

26ke−6uψ(2ke−u|y1 − y∗|)ψ(2ke−u|y2 − y∗|) ∈ S ′(R3 × R3 × R3) ,

and write e−u = 2−ℓ. The above family rewrites

∞∑
k=0

26(k−ℓ)ψ(2k−ℓ|y1 − y∗|)ψ(2k−ℓ|y2 − y∗|) =
∞∑

k=−ℓ
26kψ(2k|y1 − y∗|)ψ(2k|y2 − y∗|) ,

the summation getting shifted. Moreover, introduce the family of smooth functions

Fℓ,x(y∗, y1, y2)

defined by the formula

ψi(2−ℓ(y∗ − x) + x)ψ̃i(2−ℓ(y∗ − x) + x)κ⊗2
i∗ (χi ⊗ χ̃i)(2−ℓ(y1 − x) + x, 2−ℓ(y2 − x) + x)φ(y2)Ξi(y∗, y1, y2)

|gi|(2−ℓ(y1 − y∗) + y∗)|gi|(2−ℓ(y2 − y∗) + y∗)
.

They are bounded in C∞ as functions of the variables y∗, y1, y2 uniformly in ℓ, x, and have compact
support in the variable y2 in some compact K ⋐ R3. By Plancherel’s theorem applied to the variable y2,
we have

∞∑
k=−ℓ

26k
∫

R3
ψ(2k|y1 − y∗|)ψ(2k|y2 − y∗|)Fℓ,x(y∗, y1, y2)dy2

=

∞∑
k=−ℓ

23k
∫

R3
eıξ2·y∗ψ(2k|y1 − y∗|)η(2−kξ2)Fy2Fℓ,x(y∗, y1, ξ2)dξ2,

where we recall that η denotes the Fourier transform of ψ ◦ | • |. Using the fact that Fℓ,x is smooth, which
entails the bound ∂αy∗,y1Fy2Fℓ,x(y∗, y1, ξ2) = O(⟨ξ2⟩−2N ), we obtain

∞∑
k=1

23k
∫

R3
eıξ2·y∗ψ(2k|y1 − y∗|)η(2−kξ2)Fy2Fℓ,x(y∗, y1, ξ2)dξ2 ≲

∞∑
k=1

2(3−N )k
∫

R3
⟨ξ2⟩−Ndξ2 ,

which choosing N large enough is absolutely convergent. Uniform in x ∈ R3 bounds on the derivatives
can be obtained in a similar fashion. Regarding the sum over k negative we have

∣∣∣∣ 0∑
k=−ℓ

23k
∫

R3
eıξ2·y∗ψ(2k|y1 − y∗|)η(2−kξ2)Fy2Fℓ,x(y∗, y1, ξ2)dξ2

∣∣∣∣
≲

ℓ∑
k=0

2−3k

∫
R3
η(2kξ2)⟨ξ2⟩−Ndξ2 ≲ 1,

uniformly in ℓ ⩾ 0. Indeed
∑ℓ

k=0 2
−3kη(2kξ2) ⩽

∑ℓ
k=0 η(2kξ2) ≲ 1 by definition the Littlewood-

Paley blocks. This concludes the proof of the claim.
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Remark 3.53 We note that this shielding phenomenon is second microlocal in nature and cannot be cap-
tured by classical (“conical”) wave front set analysis. In fact, it can be only captured semiclassically. Let
us just explain things in the flat case. Indeed, the wave front set of both [⊙](y∗, y1, y2) and δy∗(y1)δy∗(y2)
are contained in the conormal of the deepest diagonal

{y1 = y2 = y∗; η1 + η2 + η∗ = 0}

but we see that the Fourier support of [⊙] is smaller than the hyperplane {η1 + η2 + η∗ = 0}, it
is contained in the subset {η1 + η2 + η∗ = 0, |η1| ≃ |η2|} which is not a closed conical subset (
{η1 + η2 + η∗ = 0, η1 ̸= 0, η2 ̸= 0} is not a closed conical subset) and is responsible for the shielding.
The purpose of the above lemma is therefore to capture such phenomenon on manifolds using local charts.

With the above shielding lemma in hand we are ready to construct the subamplitudes C(k) and C̃(k).
Note that since these amplitudes contain Qγx, we aim to construct them both on d6 \ d6,x and d6,x, where
it has a different weak homogeneity.

Lemma 3.54 Fix k ∈ {1, 2}. For any γ ∈ R, the distribution C(k) is well-defined on M6. More precisely,
we have

C(k) ∈ S−18−k−2γ(M6;Ux0) ∩ S−12−k
Γ

uniformly in x ∈ Ux0 , where

Γ =N∗(d6) ∪N∗{y∗ = y1 = y2} ∪N∗{z∗ = z1 = z2} ∪N∗{y1 = z1}
∪N∗{y∗ = y1 = y2 = z1} ∪N∗{z∗ = z1 = z2 = y1} .

Moreover, a similar statement holds for C̃(k), which is well-defined as a distribution on R2 ×M8 and
belongs to S−18−k−2γ(R2 ×M8;Ux0) ∩ S−12−k

Γ̃
where Γ̃ is a union of conormals defined accordingly.

Remark 3.55 With this lemma in hand, we will be able to inject our knowledge on C(k) and C̃(k) inside the
recurrence of the proof of Theorem 3.40, when applied to an amplitudeA containing these subamplitudes.
Since they exist for every γ ∈ R, they will therefore not contributes to the upper bound on γ, which will
actually come from the scaling of the whole amplitude A itself as desired.

Proof. We prove the statement for C(k), the proof for C̃(k) being a straightforward modification ((3.54)
shows that ∆L−1 actually scales like a Dirac, so that its presence does not affect the argument). Recall
that this subamplitude reads

C(k)(y∗, y1, y2, z∗, z1, z2) = [⊙](y∗, y1, y2)[⊙](z∗, z1, z2)Qγx(y∗, z∗)G(1)
r (0, y1, z1) .

We first claim that C(k) is well-defined as a distribution on M6 for all γ ∈ R (and not just γ < −1/2).
Indeed, when testing it against some φ ∈ D(M6), one can first perform the partial integration∫

M
[⊙](y∗, y1, y2)φ(y∗, y1, y2, z∗, z1, z2)dv(y2) .

An application of Lemma 3.52 shows that this expression is a smooth function on M6, and testing it
against [⊙](z∗, z1, z2)Qγx(y∗, z∗)G(1)

r (0, y1, z1) proves the claim.
Regarding the scaling on Γ, observe that

∫
M
e−6u

(
e−uϱi∗[⊙i]

)
(y∗, y1, y2)φ(y∗, y1, y2, z∗, z1, z2)dv(y2)︸ ︷︷ ︸
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× e−(6+k)ue−uϱi∗
(

[⊙i](z∗, z1, z2)Qγx(y∗, z∗)G(k)
r (0, y1, z1)

)
is bounded since [⊙](z∗, z1, z2)Qγx(y∗, z∗)G(k)

r (0, y1, z1) is a tree and the underbraced term is bounded
by Lemma 3.52. Note that we used the fact that Qγx is weakly homogeneous of degree 0, which is proven
in Lemma 3.42. It follows that

e−(12+k)ue−uϱi∗
(

[⊙i](y∗, y1, y2)[⊙i](z∗, z1, z2)Qγx(y∗, z∗)G(k)
r (0, y1, z1)

)
is bounded in D′

Γ(M6). Then, by Proposition 3.22, the same holds with any scaling field ϱ with respect
to d6, which concludes after summation over i ∈ I that C(k) ∈ S−12−k

Γ .
It remains to scale on the deep marked diagonal d6,x. This directly stems from Theorem 3.20, and

from an easy modification of the above discussion, since the only propagator whose scaling degree
changes when we scale with respect to d6 or d6,x is Qγx, as discussed in Lemma 3.42. Here we need to
rely on Proposition 3.39 which allows to keep the same scaling degrees for the new scaling field ϱx.

3.5.4.2 Renormalising the divergent subamplitude

This section is devoted to the construction of the subamplitude B, which is performed in the following
Lemma.

Lemma 3.56 For any γ < 0, the distribution B is well-defined on M4 × R. More precisely, we have

B ∈ S−11
Γ ,

where Γ is equal to

N∗({sa = t}) ∪N∗({sa = t, y1 = xa}) ∪N∗({sa = t, y2 = xa}) ∪N∗({y∗ = y1 = y2})
∪N∗

(
{sa = t, y1 = y2 = xa}

)
∪N∗

(
{sa = t, y∗ = y1 = y2}

)
∪N∗

(
{sa = t, y∗ = y1 = y2 = xa}

)
.

Remark 3.57 Again, with this lemma in hand, we will be able to inject our knowledge on B inside the
recurrence of the proof of Theorem 3.40, when applied to an amplitude A41 which contains two copies of
this subamplitude.

Proof. Recall the definition (3.49) of B and note that in (3.49), δd4 is the unique distribution on M4 × R
supported on d4 = {sa = t, y∗ = y1 = y2 = xa} and such that for all φ ∈ C∞

c (M4 × R), one has

⟨δd4 , φ⟩R×M4
def
=

∫
M4×R

δd4(y∗, y1, y2, xa, t, sa)φ(y∗, y1, y2, xa, t, sa)dvM4×R

=

∫
y∗∈M

φ(y∗, y∗, y∗, y∗, t, t)dvM (y),

where both dvM4×R and dvM are the natural volume forms on the respective Riemannian manifolds,
so that δd4 only depends on the choice of Riemannian volume form on M . We denote by B̃ the
unrenormalized amplitude of B which reads

B̃(y∗, y1, y2, xa, sa) def
= [⊙](y∗, y1, y2)G(2)

r (t− sa, y1, xa)L−1(t− sa, y1, xa) ,

and verifies B = B̃ − brδd4 . Moreover, to simplify the notation, we write ya rather than xa, and therefore
focus on B̃(y∗, y1, y2, ya, sa). Finally, throughout the proof, given y∗ ∈M we use the short-hand notation
z = (y∗, y∗, y∗, y∗, t) ∈M4 × R.

The definition of B is a consequence of item (b) in Theorem 3.40, and of the discussion performed
in Section 3.5.5.3. Indeed, naively, we know that B̃ belongs to S−11

Γ (M4 × R2 \ d4). But the weighted
codimension of d4 also equals 11, so we are in case (b) of Theorem 3.19 and our extension requires
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a renormalisation as in Hadamard’s finite parts. We thus aim to show that one can renormalize B̃ by
subtracting some explicit distributional counterterm χicr proportional to δd4 . A priori cr = cr(y∗, t) is a
function on M × R, but we also want to show that one can actually take cr constant equal to br.

The first step in our proof is to implement in real conditions the abstract extension Theorem 3.19 with
counterterms, also controlling the wave front of the extension. The second step is to explicitly compute
the abstract counterterm cr whose existence is given by Theorem 3.19 in terms of trace densities of some
operators, this computation is similar to the one which is done for the quartic term τ2 in section 3.5.5.3.

Let us now study the renormalisation problem for B̃(y∗, y1, y2, ya, sa) locally inU4
i ×R for i ∈ I , since

the diagonal d4 = {y∗ = · · · = ya, sa = t} can be covered by such sets, so that we can recover the global
extension just from working with the local extensions. Fix χi :M4 → R⩾0 with support inU4

i , identically
equal to 1 in a neighbourhood of {y∗ = · · · = xa} ∩ U4

i . Here and from now on, abusing notation, use
the same notation to denote both elements of Ui and their coordinates. As in the extension Theorem 3.19,
we use the parabolic scaling defined by the scaling field ϱ = 2(t − s)∂s +

∑
j∈{1,2,a}(yj − y∗) · ∂yj

whose semiflow (e−tϱ)t⩾0 leaves U4
i stable. Then we have the continuous partition of unity formula

χi =
∫∞
0 euϱ∗widu where we set wi

def
= −ϱχi ∈ C∞(U4

i ) which vanishes near {y∗ = · · · = xa} ∩ U4
i .

Moreover, we denote for k ∈ N⩾1 by

densk(y1, . . . , yk) def
=

k∏
j=1

√
det(g)yj

the density of the Riemannian volume on Uki endowed with the product metric with respect to the
Lebesgue measure

∏k
j=1 dyj .

Fix a test function φ ∈ C∞
c (U4

i × R). We decompose the pairing of B̃ with φ as〈
B̃, φ

〉
=
〈
B̃(1− χi), φ

〉
+

∫ ∞

0

∫ t

−∞

∫
U4
i

(
wie

−uϱ∗B̃e−uϱ∗(Πz(φdens4))
)

(y∗, y1, y2, ya, sa)e−11u
∏

j∈{∗,1,2,a}

dyj dsadu

+

∫ ∞

0

∫ t

−∞

∫
U4
i

(B̃euϱ∗wi)(y∗, y1, y2, ya, sa)(φdens4)(z)
∏

j∈{∗,1,2,a}

dyj dsadu ,

where we used the notation Πz(φdens4) def
= φdens4 − (φdens4)(z) to denote the recentering at the point

z = (y∗, y∗, y∗, y∗, t), and the factor e−11u comes from the Jacobian of the semi-flow generated by ϱ.
Moreover, observe that e−uϱ∗B̃ = OD′(e11u) and that Πz(φdens4) vanishes on d4 ∩ (U4

i × R), which
implies that

e−uϱ∗(Πz(φdens4)) = O(e−u) .

The integral over u in the second term of the r.h.s. is therefore absolutely convergent (in fact there is
a subtlety related to compactness, but it is immediate to check that the product ψie−uϱ∗(Πz(φdens4))
forms a bounded family of test functions). We have thus proved that the first two terms of the r.h.s. have
well-defined limits as r ↓ 0. It remains to identify the counterterm as the divergent part of the third term,
which we denote by D(•). Note that all the quantities f = f (r) that we compute and which depend on the
cut-off r are contained in some algebra O>0 of functions of the cut-off r which are smooth functions of
r ∈ (0, 1] and have log-polyhomogeneous expansions as r ↓ 0, f (r) = ar−1/2 + b log r−1 + c + o(1)
where (a, b, c) ∈ R3. We define the divergent part of any element f ∈ O>0 as D(f ) def

= ar−1/2+b log r−1.
With this definition in hand, the divergent part of the third term verifies

D
(∫ ∞

0

∫ t

−∞

∫
U4
i

(B̃euϱ∗wi)(y∗, y1, y2, ya, sa)(φdens4)(z)
∏

j∈{∗,1,2,a}

dyj dsadu
)
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=

∫
Ui

D
(∫ t

−∞

∫
U3
i

(B̃χi)(y∗, y1, y2, ya, sa)dens3(y∗, y∗, y∗)
∏

j∈{1,2,a}

dyj dsa
)
φ(z)dv(y∗)

= ⟨crδd4 , φ⟩ ,

which implies by definition of δd4 that the counterterm reads

cr(y∗, t) = D
(∫ t

−∞

∫
U3
i

(B̃χi)(y∗, y1, y2, ya, sa)dens3(y∗, y∗, y∗)
∏

j∈{1,2,a}

dyj dsa
)

(3.50)

= D
(∫ t

−∞

∫
U3
i

(B̃χi)(y∗, y1, y2, ya, sa)dens3(y1, y2, ya)
∏

j∈{1,2,a}

dyj dsa
)
.

To go from the first to the second line of this last equality, again we used the fact that

dens3(y1, y2, ya)− dens3(y∗, y∗, y∗)

vanishes on {y∗ = · · · = ya}, so that it does not contribute to the singular part of the above integral,
which gives us the freedom to change the evaluation point of the volume elements. The reader might also
wonder why we could interchange the extraction of singular parts with the integration: this is due to the
fact that the integrand admits an asymptotic expansion. To conclude about the expression of cr(y∗, t),
since in (3.50) we reconstructed the volume form

∏
j∈{1,2,a} dv(yj) = dens3(y1, y2, ya)

∏
j∈{1,2,a} dyj ,

it remains to plug the expression of B̃, and we obtain

cr(y∗, t) = D
(∫ t

−∞

∑
|k−ℓ|⩽1

P ik(y∗, ·) ◦ χ̃i ◦
(
G(2)
r (t− s) ◦ e−(t−s)P ) ◦ χ̃i ◦ P̃ iℓ (·, y∗) ds

)
,

where the P ik, P̃
i
ℓ are the Littlewood-Paley-Stein projectors, the functions χ̃i ∈ C∞

c (Ui) are arbitrary
test functions such that χ̃i = 1 near y∗ and where we used the explicit definition of [⊙i] in terms of the
Littlewood-Paley-Stein projectors. This is indeed the desired expression (3.51), since this last term is
precisely a trace density whose singular part matches the divergent part of τ20 up to a combinatorial factor
(see Section 3.5.5.3). In particular, cr can ultimately be chosen independent of y∗, t, and factors out of
the pairing.

It remains to prove why the renormalized amplitude

B0 def
= lim

r↓0
(B̃r − cr(y∗, t)δd4)

has the correct wave front set in Γ. To do so, it suffices to prove the property for BχiR where R is
the Taylor subtraction operator from Proposition 3.14. This follows from the proof of Theorem 3.19
where one replaces the wave front bound on [e−uϱ] by the identical wave front bound on [e−uϱR] which
coincide by Proposition 3.14.

3.5.5 Completing the diagrammatic estimates

3.5.5.1 Bounds for τ1

The amplitude G14 = contains the subgraph with subamplitude C(1), and thus needs the special

treatment performed in Section 3.5.4 (see Lemma 3.54), using the smoothing effect of the kernel of
⊙. To complete the argument, we verify the scalings of all the other subgraphs. A14 has four closed,
irreducible, connected subgraphs, for each of which we need to compute the weak homogeneity. We do
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the computation for G14 itself and let the reader deal with its three subgraphs. The amplitude A14 of G14
is

[⊙i](y∗, y1, y2) [⊙i](z∗, z1, z2)Qγx(y∗, z∗)G(1)
r (0, y1, z1)

× L−1(t− sa, y2, xa)L−1(t− sb, z2, xb)G(3)
r (sa − sb, xa, xb).

By summing the weak homogeneity of all analytical objects appearing in the amplitude A14, the kernels
[⊙i], G(1)

r ,L−1, G(3)
r ,Qγx, we get for any γ < 0∑

weak homogeneities = 2(−6) + (−1) + 2(−3)− 3− 6− 2γ = −28− 2γ

> −codimw({sa = sb = t, y∗ = · · · = xb = x}) = −4− 24 = −28 ,

which is sharp. One get the same condition on γ when checking the condition on the subgraphs of G14 so
Theorem 3.40 entails that the contribution of G14 is finite for all γ < 0.

The verification for the graph G12 = is similar. We have

A12 =[⊙i](y∗, y1, y2)[⊙i](z∗, z1, z2)Qγx(y∗, z∗)G(1)
r (t− sa, y1, xa)G(1)

r (t− sb, z1, xb)L−1(t− sa, y2, xa)

× L−1(t− sb, z2, xb)G(2)
r (sa − sb, xa, xb) .

For instance the subamplitude [⊙i](y∗, y1, y2)G(1)
r (t− sa, y1, xa)L−1(t− sa, z1, xa) associated with a

triangle attached to a • is weakly homogeneous of degree

−6− 3− 1 = −10 > −codimw({sa = t, y∗ = y1 = z1 = xa}) = −2 + 3(−3) = −11.

It yields the same range of Sobolev regularity γ < 0. We invite the reader to check all the subgraphs by
themselves. In the locally covariant renormalisation picture, the random distribution τ1 will differ from
the Wick renormalized one by a quantity of the form

f
((
L−1

)
⊙i

)
+ f

(∫
[⊙i](y∗, y1, y2)L−1(t− sa, y2, xa)G(1)

r (t− sa, y1, xa)dsadv(y1, dy2, dxa)
)

where f is some deterministic smooth function. The resonant product between
(
L−1

)
∈ C 3

2
−ε, ∀ε > 0

and ∈ C− 1
2
−ε, ∀ε > 0 is well–defined in C1−ε, ∀ε > 0. The second term, which rewrites as

f

(∑
|k−ℓ|⩽1

∫ t
−∞

(
P ik ◦ e−(t−s)P ◦ G(1)(t − s) ◦ P̃ iℓ

)
(y∗, y∗) ds

)
is a well–defined smooth function

that we can control by the following argument. The operator L−1 ∈ Ψ−1
H and G(1) ∈ Ψ−2

P where
the heat calculus ΨH and parabolic calculus ΨP are defined in [BDFT23]. Then the composition(∫ t

−∞ L−1(t− s) ◦G(1)(t− s)ds
)

belongs to Ψ−3
P , hence it belongs to Ψ−4(M ) uniformly in t and is

trace class on M . The series of pseudodifferential operators∑
|k−ℓ|⩽1

∫ t

−∞

(
P ik ◦ e−(t−s)P ◦G(1)(t− s) ◦ P̃ iℓ

)
(y∗, y∗) ds =

∑
|k−ℓ|⩽1

∫ t

−∞

{(
P ik ◦ P̃ iℓ ◦ e−(t−s)P ◦G(1)(t− s)

)
+
(
P ik ◦ [e−(t−s)P ◦G(1)(t− s), P̃ iℓ ]

)}
(y∗, y∗)

will also converge in Ψ−4(M ) since the series
∑

|k−ℓ|⩽1 P
i
k◦P̃ iℓ converges in Ψ0

0,1(M ) and the commutator

[e−(t−s)P ◦G(1)(t−s), P̃ iℓ ] is bounded in Ψ−5(M ) uniformly in (ℓ, i) since the sequence (P̃ iℓ )ℓ,i is bounded
in Ψ0(M ). Therefore the second series involving the commutator term converges in Ψ−5(M ). We use for
that purpose a commutator identity that says that for every pseudodifferential operator A ∈ Ψm(M ), the
series ∑

|k−ℓ|⩽1

(
P ikAP̃

i
ℓ −AP ikP̃ iℓ

)
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converges as a pseudodifferential operator of order m− 1 that we prove in our companion work. Finally
this implies that the term∫

[⊙i](x∗, x1, x2)L−1((t, x2), (s, xa))G(1)
r ((t, x1), (s, xa))dsdx1dx2dxa

is a well-defined smooth function.

3.5.5.2 Elementary bounds for τ2

Again, A24 and A22 need the special treatment from Section 3.5.4 since they respectively have the
subamplitudes C(2) and C(1): Lemma 3.54 states that these subamplitudes are indeed well-defined for
every γ ∈ R.

To complete the argument, we check for the reader’s convenience the weak homogeneities of the

amplitudes of all the other subgraphs. The amplitude A24 of G24 = is

[⊙i](y∗, y1, y2) [⊙i](z∗, z1, z2)Qγx(y∗, z∗)G(2)
r (0, y1, z1)

× L−1(t− sa, y2, xa)L−1(t− sb, z2, xb)G(2)
r (sa − sb, xa, xb).

Here again this graph has four closed, irreducible, connected subgraphs and we calculate the weak
homogeneity of A24 itself by summing the weak homogeneity of all analytical objects, the kernels
G(2)
r , [⊙i],L−1,Qγ , appearing in the amplitude∑

weak homogeneities = 2(−2) + 2(−6) + 2(−3)− 6− 2γ = −28− 2γ

> −codimw({sa = sb = t, y∗ = · · · = xb}) = −4− 24 = −28 ,

hence γ < 0. Repeating this verification for all subgraphs yields the result that G24 <∞ for all γ < 0.

The verification for the graph G22 = of amplitude

A22 =[⊙i](y∗, y1, y2)[⊙i](z∗, z1, z2)Qγx(y∗, z∗)G(1)
r (t− sa, y1, xa)G(1)

r (t− sb, z1, xb)
× L−1(t− sa, y2, xa)L−1(t− sb, z2, xb)G(1)

r (sa − sb, xa, xb)

is similar, for instance the subamplitude

[⊙i](y∗, y1, y2)G(1)
r (t− sa, y1, xa)

is weakly homogeneous of degree −6 − 1 = −7 > codimw({sa = t, y∗ = y1 = y2 = xa}) =
−2− 9 = −11 and yields the same range of regularity exponent. In a similar way as what we did for
τ1, the locally covariant renormalized τ2 will differ from the Wick renormalized τ2 by homogeneous
terms in Wiener chaoses of order 2 and 0 which have the form P1 + P2 + f3 where P1, P2 are
smoothing operators and f3 is a smooth function. We used the fact that both and differ from their
Wick renormalized version by a smooth function and also that for any smooth function f ∈ C∞(M ), the
multiplication operator by the localized resonant product u ∈ D′(M ) 7→ f ⊙i u ∈ C∞(M ) is smoothing.

3.5.5.3 The divergent part of τ20

Recall that we denote by [⊙i] the kernel of ⊙i. An immediate calculation yields for z = (t, y∗)

τ20(z) = E[τ2(z)] = 2

∫ t

−∞

∫
M3

[⊙i](y∗, y1, y2)L−1(t− sa, y2, xa)G(2)
r (t− sa, y1, xa)dv(y1, y2, xa)dsa

= 2
∑

|k−ℓ|⩽1

∫ t

−∞
P ik(y∗, •) ◦G(2)

r (s− t) ◦ e−(t−s)P ◦ P̃ iℓ (•, y∗)ds , (3.51)
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with the shorthand notation dv(y1, y2, xa) def
= dv(y1)dv(y2)dv(xa) for the Riemannian volume form on

M3, with dv the corresponding volume form on M .
§1. Preliminary analysis. Recall that

G(2)
r (t− s, x, y) =

({
e−(|t−s|+2r)PP−1

}
(x, y)

)2
.

We reformulate the integral ∫ t

−∞
G(2)
r (t− s) ◦ e−(t−s)P ds (3.52)

as the composition of two operators in the parabolic calculus (Ψα
P )α∈R defined in [BDFT23, Defini-

tion 6.1]. This calculus extends the heat calculus (Ψα
H )α∈R as defined in Grieser’s note [Gri04] in

order to include the kernels G(p)
r , p ∈ {1, 2, 3} needed to define Φ4

3 amplitudes. Since G(2)
r ∈ Ψ

− 3
2

P

uniformly in r > 0 and e−tP ∈ Ψ−1
H , we prove in [BDFT23, Theorem 8.1] that the composition∫ t

−∞G(2)
r (s, t) ◦ e−(t−s)P ds defines an element in Ψ

− 5
2
+γ

P for any γ > 0, uniformly in r > 0. Hence it is
a pseudodifferential operator depending continuously on t of order −3 + 2γ, by [BDFT23, Proposition
6.14] that allows to view parabolic operators as parameter dependent pseudodifferential. It follows that
the t-indexed family of operators (3.52) is bounded in Ψ−3+2γ(M ) and fails to be trace class when the
regularisation parameter r tends to 0. Our goal in the sequel of this section is to extract the singular part
of this operator.

First we need to disentangle this operator in (3.51) from the Littlewood-Paley-Stein projectors P ik, P̃
i
ℓ .

We use for that purpose a commutator identity that says that for every pseudodifferential operator
A ∈ Ψm(M ), the series ∑

|k−ℓ|⩽1

(
P ikAP̃

i
ℓ −AP ikP̃ iℓ

)
converges as a pseudodifferential operator of order m− 1. The operator∑

|k−ℓ|⩽1

(
P ikG

(2)
r (t− s)e−(t−s)P P̃ iℓ −G(2)

r (t− s)e−(t−s)PP ikP̃
i
ℓ

)
(3.53)

is in particular in Ψ−4+2γ(M ) uniformly in r ∈ [0, 1], for any 0 < γ < 1/2, so it is trace class.
Denote by δy∗ is the unique distribution depending on the Riemannian volume form dv(y) such that∫

M
δy∗(z)f (z) dv(z) = f (y∗) ,

for all bounded measurable functions f . With this notation one has

τ20(z) = 2

∫ t

−∞

∑
|k−ℓ|⩽1

〈
P ik(δy∗), G

(2)
r (t− s)e−(t−s)P P̃ iℓ (δy∗)

〉
ds

and we see from the preceding regularity result for the commutator (3.53) that the singular part Dτ20(z)
of τ20(z) coincides with the singular part of〈({∫ t

−∞
G(2)
r (t− s)e−(t−s)P ds

}
δy∗

)
⊙i δy∗ , 1

〉
.

Given that the localized paraproduct of any two distributions is always well-defined, and that (cf Ap-
pendix 3.G)

χi(uv) = u⊙i v + u ≺i v + u ≻i v ,
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this localized singular part coincides with the singular part of

χi(y∗)
{∫ t

−∞
G(2)
r (t− s)e−(t−s)P ds

}
(y∗, y∗) .

§2. Explicit computation of the divergent part. We proceed in two steps by localising first in space and
time and then by using the heat kernel asymptotic.

§2.1. Space and time localisation. Fix z = (t, y∗). We start by localising in space near y∗. Let χ
stand for a smooth indicator function of a neighbourhood Uy∗ of y∗ in M – without loss of generality the
domain of a chart. Since the quantity∫ t

−∞

∫
M
G(2)
r (t− s)(y∗, y)(1− χ(ye−(t−s)P (y, y∗)))dv(y)ds

has a well-defined limit when r ↓ 0, we concentrate on

(⋆) def
=

∫ t

−∞

∫
Uy∗

G(2)
r (t− s)(y∗, y)e−(t−s)P (y, y∗)χ(y)dv(y)ds

=

∫ ∞

0

(∫
[a+2r,∞)2

∫
Uy∗

e−s1P (y∗, y)e−s2P (y∗, y)e−aP (y∗, y)χ(y)dv(y)ds1ds2

)
da .

§2.2. Use the heat kernel asymptotics. We have near y∗

e−sP (y∗, y) =
1

(4πs)
3
2

e−
|y∗−y|2g(y∗)

4s e−s +R(s, y∗,
y∗ − y√

s
) =: K0(s, y∗, y) +R

(
s, y∗,

y∗ − y√
s

)
for a remainder term R ∈ Ψ−2

H (M ) in the heat calculus as defined in [Gri04], that is R(s, y∗, y∗−y√
s
) has

the same estimates as s times the heat kernel itself. It follows from that fact that replacing any of the heat
kernels e−s1P , e−s2P , e−aP by a remainder term R gives a contribution to (⋆) that remains uniformly
bounded for r ∈ [0, 1]. We can therefore keep in our computations only the leading term of the heat
expansion. Integrating first with respect to y the stationary phase in Uy∗ gives the asymptotics∫

Uy∗

K0(s1, y∗, y)K0(s2, y∗, y)χ(y)K0(a, y∗, y) dv(y)

=
e−(s1+s2+a)(4π)−

9
2

(s1s2a)
3
2

∫
Uy∗

e−
|y∗−y|2g(y∗)

4
(s−1

1 +s−1
2 +a−1)χ(y)

√
det(g)y dy

=
e−(s1+s2+a)χ(y∗)

√
det(g)y∗(4π)−3

(s−1
1 + s−1

2 + a−1)
3
2 (s1s2a)

3
2

√
detHess(| • −y∗|2g(y∗))(y∗)

+O
(

(s1s2a)−
3
2 (s−1

1 + s−1
2 + a−1)−

5
2

)
=

e−(s1+s2+a)(4π)−3

(s−1
1 + s−1

2 + a−1)
3
2 (s1s2a)

3
2

+O
(

(s1s2a)−
3
2 (s−1

1 + s−1
2 + a−1)−

5
2

)
,

with an error term O((s1s2a)−
3
2 (s−1

1 + s−1
2 + a−1)−

5
2 ) bounded uniformly in the y∗ variable. Note that

to go from the second to the last line we used χ(y∗) = 1, along with the fact that the determinant of the
Hessian equals the determinant of g evaluated at y∗.

Here, note that the divergence of the integral in a only takes place when a ↓ 0, so that in order to
seek the divergent part, one can restrict the integration over a to [0, 1]. Moreover, the exponential decay
e−(s1+s2+a) will not help, so that we can discard it when computing the divergent part. In the end, we are
therefore left with computing the singular part of
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1

(4π)3

∫ 1

0

∫
[a+2r,∞)2

ds1ds2da

(s2a+ s1a+ s1s2)
3
2

=
1

(4π)3

∫ 1

0

da
a+ 2r

∫
[1,∞)2

dαdβ

(α+ β + αβ − 2r(α+β)
(a+2r) )

3
2

= − 1

(4π)3

∫
[1,∞)2

dαdβ

(α+ β + αβ)
3
2

log r +O(1)

= −1

3
× log r

32π2
+O(1).

On the first line, we did the two changes of variables s1 = α(a + 2r) and s2 = β(a + 2r), while on
the second line the integral over α, β can be computed explicitly. This finally tells us that the diverging
part of τ20 is exactly given by χi br3 for every i ∈ I . To conclude, note that what is left of τ20 after the
subtraction of the divergent part defines a smooth function of y∗.

3.5.5.4 Bounds on τ3

We first briefly discuss the counterterm for τ3 and we will do the stochastic estimates in a second step.
Note that for any test function φ we have from an integration by parts∫

M
χi|∇ r|2 φ = −

∫
M

(
∆ r

)
r χiφ−

∫
M
⟨∇ r,∇(χiφ)⟩ r.

The singular part of |∇ r|2 as a random distribution is thus the same as the singular part of
(
∆ r

)
r.

The latter is also the singular part of

E
[(
P r

)
r

]
=

∫
(−∞,t]2

trL2

(
Pe−(t−s1)P ◦G(2)

r (s1 − s2) ◦ e−(t−s2)P )ds1ds2

=

∫
(−∞,t]2

trL2

(
Pe−(t−s1)P ◦G(2)

r (s1 − s2) ◦ e−(t−s2)P )ds1ds2

=

∫
(−∞,t]2

trL2

(
G(2)
r (s1 − s2) ◦ Pe−(2t−s1−s2)P ) ds1ds2

so changing variables for s′1 = t− s1 and s′2 = s1 − s2 gives∫
(−∞,t]2

trL2

(
G(2)
r (s′2) ◦ Pe−(2s′1+s

′
2)P
)

ds′1ds′2 =
∫

(−∞,t]2
trL2

(
G(2)
r (s′2) ◦ d

s′1
e−(2s′1+s

′
2)P
)

ds′1ds′2

=

∫ t

−∞
trL2

(
e−s

′
2P ◦G(2)

r (s′2)
)

ds′2 ,

where we use time permutation symmetry of G(2)
r and cyclicity of the L2-trace. This quantity is equal to

the divergent part of τ20. We next discuss the regularity of τ3. First, we need to isolate the resonant part
in the scalar product. Since we work in the manifold setting, note that we need to define carefully the
resonant scalar product of two vector fields in C∞(TM ). For s1, s2 ∈ C∞(TM )2, using the notations
and conventions of the Appendix 3.G, we define ⟨s1 ⊙i s2⟩TM as:

⟨s1 ⊙i s2⟩TM
def
= κ∗i ((κi∗g)µνκi∗ψi(κi∗(χis1)µ ⊙ κi∗(χ̃is2)ν))

where κi, ψi, χi, χ̃i come from our definition of resonant product, (κi∗g) is the metric g induced by the
charts κi : Ui 7→ κi(Ui) ⊂ Rd. Similarly we have

⟨s1 ≺i s2⟩TM
def
= κ∗i ((κi∗g)µνκi∗ψi(κi∗(χis1)µ ≺ κi∗(χ̃is2)ν))
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and we recover the usual decomposition

⟨s1, s2⟩TM =
∑
i

⟨s1 ⊙i s2⟩TM + ⟨s1 ≺i s2⟩TM + ⟨s1 ≻i s2⟩TM

for the scalar product on sections of TM . We need to prove that such resonant scalar product satisfies
some approximate integration by parts identity and we are careful since the Laplacian is no longer
translation invariant. For every Y ∈ C∞(M ) a calculation relying on the definitions of both resonant
product and resonant scalar product:

⟨∇Y ⊙i ∇Y ⟩TM = χ1(Y ⊙1 Y ) + (PY )⊙2 Y + Y ⊙i ∆Y

where χ1 is a smooth function, P is a differential operator of order 1 on M with smooth coefficients,
⊙1,⊙2 are localized resonant type products which might differ from the original ⊙i in the choice of
smooth cut–off functions involved in the definition but have the exact same analytical properties from
Proposition 3.61 and the last term involves the localized resonant product of Y with ∆Y . From the
point of view of regularities, for Y = r ∈ C1−2ε([0, T ] ×M ), χ1( r ⊙1 r) ∈ CTC2−4ε(M ) and
(P r)⊙2 r ∈ CTC1−4ε(M ) and finally we are reduced to the study of r ⊙i∆ r. This is now really
very similar to what we did for the graph τ2 except there is an extra propagator ∆L−1 in all the Feynman
amplitudes. However microlocal estimates proven in [BDFT23] actually show that

∆L−1 ∈ S−5

N∗({t=s}×d2⊂R2×M2)

(
R2 ×M2

)
. (3.54)

Now we repeat the stochastic estimates on R4 ×M10 taking this new kernel and its weak homogeneity
into account. For instance, the amplitude controlling the homogeneous chaos of orders 2 and 4 in the
chaos decomposition of r ⊙i ∆ r now read

A34 =[⊙i](y∗, y1, y2)[⊙i](z∗, z1, z2)Qγx(y∗, z∗)L−1(t− sa, y2, xa)L−1(t− sb, z2, xb) (3.55)

G(2)
r (sa − sb, xa, xb)∆L−1(t− sc, y1, xc)∆L−1(t− sd, z1, xd)G(2)

r (sc − sd, xc, xd) ,

A32 =[⊙i](y∗, y1, y2)[⊙i](z∗, z1, z2)Qγx(y∗, z∗)L−1(t− sa, y2, xa)L−1(t− sb, z2, xb) (3.56)

G(1)
r (sa − sb, xa, xb)∆L−1(t− sc, y1, xc)∆L−1(t− sd, z1, xd)G(1)

r (sc − sd, xc, xd)

G(1)
r (sa − sc, xa, xc)G(1)

r (sb − sd, xb, xd) .

These two amplitudes respectively have the subamplitudes C̃(2) and C̃(1), which are dealt with in Sec-
tion 3.5.4 (see Lemma 3.54). Here again, it remains to calculate the weak homogeneities of the amplitudes
and all the other subamplitudes, by summing the weak homogeneity of all analytical objects, the kernels
G(2)
r , [⊙i],L−1,∆L−1,Qγx. For A34, this yields∑

weak homogeneities = 2(−2) + 2(−6) + 2(−3)− 6− 2γ + 2(−5) = −38− 2γ

> −codimw({sa = sb = sc = sd = t, y∗ = · · · = xd = x})
= −8− 30 = −38 ,

hence we obtain γ < 0. Repeating this verification for all subgraphs and for all amplitudes controlling
the term homogeneous of order 2 in the chaos decomposition yields the result that r ⊙i ∆ r ∈
C−4ε([0, T ]×M ) almost surely.

The locally covariant renormalisation for τ3 differs from the Wick one by f1 · ∇ + f2 where f1 is a
smooth vector and f2 a smooth function which has higher regularity than |∇ |2.

3.5.5.5 The quintic term

The first two graphs respectively have the subgraphs with amplitude C(2) and C(1), which are dealt with in
Section 3.5.4 (see Lemma 3.54). To complete the argument, one extracts all the other closed, connected
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irreducible graphs and finds the range of parameter γ so that they satisfy the criterion of Theorem 3.40.

For the reader’s convenience, recall that the amplitude A45 of G45 = is given by

[⊙i](y∗, y1, y2) [⊙i](z∗, z1, z2)Qγx(y∗, z∗)G(2)
r (0, y1, z1)

× L−1(t− sa, y2, xa)L−1(t− sb, z2, xb)G(3)
r (sa − sb, xa, xb),

and the amplitude A43 of G43 = is

A43 =[⊙i](y∗, y1, y2)[⊙i](z∗, z1, z2)Qγx(y∗, z∗)G(1)
r (0, y1, z1)G(1)

r (t− sa, y1, xa)G(1)
r (t− sb, z1, xb)

× L−1(t− sa, y2, xa)L−1(t− sb, z2, xb)G(2)
r (sa − sb, xa, xb) .

The reader can check that the scaling degrees of the subgraphs yield the range γ < −1
2 .

It remains to handle the last contribution, which verifies

E[Qγx((τ41(t, •)− χibr r), (τ41(t, •)− χibr r))] = ⟨A41, 1⟩,

where A41 is given by (3.48). The amplitude A41 is indeed well-defined as a distribution of M8 × R2 by
Theorem 3.40 for γ < −1/2, taking the renormalized subamplitude B (that is constructed in Lemma 3.56)
into account in the induction over all subgraphs of A41.

We conclude our discussion by pointing out the difference between the locally covariant and Wick
renormalisations. The locally covariant renormalisation of ⊙i differs from the Wick renormalisation
by
(
L−1(f )

)
⊙i + P ( ) where f is a smooth function and P a smoothing operator and therefore(

L−1(f )
)
⊙i ∈ C 1

2
−ε, ∀ε > 0 which is absorbed in the C− 1

2
−0 regularity of ⊙i .

The results of this section justify the convergence in L2(Ω), hence in any Lp(Ω) with p <∞, of ξ̂r
to a limit random variable ξ̂ in its natural space. The convergence in probability of vr ∈ Lα0, 1 + ϵ′M
to a limit v in that space follows as a consequence of the pathwise continuity of vr with respect to ξ̂r
obtained from the fixed point construction of vr. Formula (3.6) relating vr to ur shows the convergence
in probability of ur ∈ CTC−1/2−ϵ(M ) to a limit u in that space.

3.6 Invariant measure

We prove in Section 3.6.1 that the dynamics generated by equation (3.1) is Markovian and that its
semigroup has the Feller property. The existence of an invariant measure is obtained from a compactness
argument building on the Lp coming down from infinity property of Theorem 3.7. We prove in Section
3.6.2 that the invariant probability measure is non-Gaussian.

3.6.1 A Markovian dynamics

Denote by Ft the usual augmentation of the σ-algebra generated by the random variables ξ(f ), for
functions f ∈ L2(R×M ) that are null on [t,∞)×M . Since ξr is white in time the dynamics

(∂t + P )ur = −u3r + 3(ar − br)ur +
√
2ξr

generates an (Ft)t⩾0-Markov process. For looking at the restriction to a finite time interval [0, T ] of
this process it is convenient to extend functions on [0, T ] into functions on [0,+∞) that are constant on
[T,+∞). For t ∈ R and any (s, x) ∈ R×M set

τt(s, x) def
= (s− t, x).
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Denote by θs : Ω→ Ω, s ⩾ 0 a family of measurable shifts on (Ω,F) such that one has

(ξ ◦ θs, f ) = (ξ, f ◦ τs)

for all s and all L2 test functions f . The Markov property for

ur : Ω× [0, T ]× C−1/2−ϵ(M )→ C−1/2−ϵ(M )

writes

E[F (ur(s+ ·, ϕ))1E ] = E[F (ur ◦ θs(·, ur(s, ϕ)))1E ], (3.57)

for any bounded measurable cylindrical functional F on C((0, T ], C−1/2−ϵ(M )) and all events E ∈ Fs,
with 0 ⩽ s ⩽ T arbitrary. We need the following quantitative stability result to pass to the zero r limit in
(3.57).

Lemma 3.58 Fix some positive times t1 < · · · < tk. There exists two positive constants γ, γ′ such that
the restriction of the functions

ϕ ∈ C−1/2−ϵ(M ) 7→ ur(ti, ϕ) ∈ C−1/2−ϵ(M ), (1 ⩽ i ⩽ k)

to any centered ball of C−1/2−ϵ(M ) with radius R > 0 is Lipschitz continuous, with Lipschitz constant
bounded above by an explicit function of R and ξ̂r.

Proof. This result is obtained from the exact same statement for the functions vr(ti, ·). The relation

ur(t, ϕ1)− ur(t, ϕ2) = e−3 r(t)(vr(t, ϕ′1)− vr(t, ϕ′2)),

with

ϕi = r(0)− r(0) + e−3 r(0)(ϕ′i + vref(0))

allows to transport the locally Lipschitz character of vr to ur. It suffices to prove the statement with k = 1
and t1 = 1; we prove in that case that ϕ ∈ C−1/2−ϵ(M ) 7→ vr(1, ϕ) ∈ C−1/2−ϵ(M ) is locally Lipschitz.
Define

F (ϕ, v) def
= e−tP (ϕ) + L−1

(
− 6∇ r · ∇v − e−6 rv3 + Z2,rv

2 + Z1,rv + Z0,r

)
. (3.58)

Let K > 0 be a uniform constant satisfying

∥e−tPϕ∥C−1/2−ϵ ⩽ K∥ϕ∥C−1/2−ϵ and ∥e−tPϕ∥(|α0,1+ϵ′|) ⩽ K∥ϕ∥C−1/2−ϵ .

Take the ball BR in C−1/2−ϵ(M ). It follows from the proof of Proposition 3.5 that for any ϕ ∈ BR, there
exists T = T (ξ̂r |[0,2], R) and a constant C(T ) < 1/2 only depending on T such that

∥F (ϕ, v1)− F (ϕ, v2)∥CTC−1/2−ϵ ⩽ C(T )(∥v1 − v2∥CTC−1/2−ϵ + ∥v1 − v2∥Lα0,1+ϵ′M)

and
∥F (ϕ, v1)− F (ϕ, v2)∥Lα0,1+ϵM ⩽ C(T )∥v1 − v2∥Lα0,1+ϵ′M).

Now by the same argument in the proof of Proposition 3.5, we infer that for ϕ1, ϕ2 ∈ BR,

∥vr(·, ϕ1)− vr(·, ϕ2)∥CTC−1/2−ϵ

⩽ K∥ϕ1 − ϕ2∥C−1/2−ϵ + C(T )(∥vr(·, ϕ1)− vr(·, ϕ2)∥CTC−1/2−ϵ + ∥vr(·, ϕ1)− vr(·, ϕ2)∥Lα0,1+ϵ′M)

and

∥vr(·, ϕ1)− vr(·, ϕ2)∥Lα0,1+ϵ′M ⩽ K∥ϕ1 − ϕ2∥C−1/2−ϵ + C(T )∥vr(·, ϕ1)− vr(·, ϕ2)∥Lα0,1+ϵ′M.
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This implies that

∥vr(·, ϕ1)− vr(·, ϕ2)∥CTC−1/2−ϵ + ∥vr(·, ϕ1)− vr(·, ϕ2)∥Lα0,1+ϵ′M

⩽ 2K∥ϕ1 − ϕ2∥CTC−1/2−ϵ + C(T )∥vr(·, ϕ1)− vr(·, ϕ2)∥CTC−1/2−ϵ

+ 2C(T )∥vr(·, ϕ1)− vr(·, ϕ2)∥Lα0,1+ϵ′M,

hence
∥vr(·, ϕ1)− vr(·, ϕ2)∥CTC−1/2−ϵ ⩽

2K

1− C ∥ϕ1 − ϕ2∥C−1/2−ϵ .

By the Lp a priori estimate of Theorem 3.7, if T < 1 then

∥vr(t, ϕ)∥C−1/2−ϵ ⩽ R′ def
=
C(ξ̂r |[0,2])
T 1/2

, (T/2 ⩽ t ⩽ 1).

Then as above we can get a short time T ′ = T ′(ξ̂r |[0,2], R
′) such that the map F (·, ·) is contracting with

a constant C(T ′) < 1/2 for any initial condition in BR′ ⊂ C−1/2−ϵ(M ). Since vr(t) ∈ BR′ for all
t ∈ [T/2, 1] we can divide the interval [T/2, 1] into subintervals [tj , tj + T ′] and repeat our process
above to get

∥vr(t, ϕ1)− vr(t, ϕ2)∥C−1/2−ϵ ⩽
2K

1− C(T ′)
∥vr(tj , ϕ1)− vr(tj , ϕ2)∥C−1/2−ϵ ,

on each small interval [tj , tj + T ′]. Combining all yields that ϕ 7→ vr(1, ϕ) is locally Lipschitz.

Proposition 3.59 The dynamics of u is Markovian and its associated semigroup (Pt)t⩾0 on C−1/2−ϵ has
the Feller property.

Proof. Given any η > 0 it follows from Lemma 3.58 there is an R(η) > 0 such that outside an event
of probability η the random variables (ur ◦ θs(·, ·))0<r⩽1 are (r-uniformly) uniformly continuous in
their second argument on the centered ball of C−1/2−ϵ(M ) of radius R(η) and ur(s, ϕ) is converging to
u(s, ϕ) with |u(s, ϕ)|C−1/2−ϵ ⩽ R(η). The process ur ◦ θs(·, ur(s, ϕ)) is thus converging in probability
to u ◦ θs(·, u(s, ϕ)), so one can get the Markov property of the limit process u by passing to the zero r
limit in (3.57) along a subsequence rk where the convergence of urk is almost sure, using dominated
convergence.

The Feller property of the semigroup (Pt)t⩾0, that is the fact that it sends the space of continuous
functions on C−1/2−ϵ(M ) into itself, is a direct consequence of the pathwise continuous dependence of
the solution u to (3.1) with respect to the initial condition ϕ and dominated convergence in the expression
(Ptf )(ϕ) = E[f (u(t, ϕ))].

Proposition 3.60 The semigroup (Pt)t⩾0 has an invariant probability measure.

Proof. Recall we turned equation (3.3) on ur into equation (3.7) on vr, with abstract form (3.16). Coming
back to

u = − + e−3 (v + vref), (3.59)

seen as an element of CTC−1/2−ϵ(M ), one can write for any fixed time

{∥u(t)∥C−1/2−ϵ > 3m}
⊂
{
∥ (t)∥C−1/2−ϵ > m

}
∪
{
∥ (t)∥C−1/2−ϵ > m

}
∪
{
∥e−3 (v + vref)∥C−1/2−ϵ > m

}
,

with
P(∥ (t)∥C−1/2−ϵ > m) + P(∥ (t)∥C−1/2−ϵ > m) = om(1)
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uniformly in t ⩾ 0 by stationarity. We also have

P
(
∥e−3 (t)(v + vref)(t)∥C−1/2−ϵ > m

)
⩽ P

(
∥e−3 (t)∥C−1/2−ϵ ⩾ c

)
+ P

(
∥(v + vref)(t)∥C−1/2−ϵ >

m

c

)
⩽ oc(1) + P

(
∥v(t)∥C−1/2−ϵ >

m

2c

)
+ P

(
∥vref(t)∥C−1/2−ϵ >

m

2c

)
⩽ oc(1) + om/c(1).

The om(1) function does not depend on t by stationarity. In the last step we used the ϕ-independent the
estimate (3.18) quantifying the upper bound (3.17) in the coming down from infinity property together
with the stationarity of vref. This gives the t-uniform and ϕ-independent estimate

P(∥u(t)∥C−1/2−ϵ > 3m) = om(1). (3.60)

We have been cautious to construct an enhanced noise whose law is stationary in time. This property
together with the independence of the estimate (3.60) with respect to the initial condition allows then to
propagate (3.60) uniformly in time by restarting fictively the dynamics every integer time while keeping
an upper bound om(1) that does not depend on the interval considered. The family of laws L (ur(t, ϕ))
of ur(t, ϕ) is thus tight in C−1/2−2ϵ(M ), independently of the regularisation parameter r ∈ [0, 1] and
the initial condition ϕ ∈ C−1/2−ϵ(M ), uniformly in t ⩾ 1. It follows that for any ϕ ∈ C−1/2−2ϵ(M ) the
probability measures on C−1/2−ϵ(M )

1

T − 1

∫ T

1
δL (u(t,ϕ)) dt, (T ⩾ 2)

have a weak limit along a subsequence of times T tending to infinity. The Feller property of the semigroup
generated by (3.1) ensures that this weak limit is an invariant probability measure of the dynamics.

3.6.2 Non-triviality of the Φ4
3 measure

Some care is needed when working with Jagannath & Perkowski’s representation

ur = r − r + e−3 r (vr + vr,ref)

of ur when it comes to taking the expectation of some quantities. This is related to the fact that the
random variable being a quadratic polynomial of a Gaussian noise the random variable exp(−3 )
may not be integrable. This a priori makes tricky to say anything about the integrability of ur(t) from its
description in terms of vr(t). To circumvent this problem we follow Jagannath & Perkowski’ suggestion
to trade exp(− ) for exp(−P⩾n ) in their change of unknown (3.6). The operator

P⩾n =
∑
i∈I

∑
|k|⩾n

P ik

removes a number of initial terms of a Littlewood-Paley expansion. One can thus choose n random so
that

∥P⩾n ∥CTC1−η ⩽ 1.

Set
fn

def
=
∑
i∈I

∑
|k|⩽n−1

P ik( ) ∈ CTC∞(M ).

This change of unknown adds a term fnv into the equation for v, which only changes Z1 for a new Z1

that is still an element of CTC−1/2−ϵ(M ) and is a polynomial of the noise. As P ikP
j
ℓ = 0 for |k − ℓ|

greater than a fixed constant we have

∥fn∥CTC1−2ϵ ≲ ∥ ∥CTC1−2ϵ
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independently of our definition of the random integer n. So the new Z1 has finite moments of any order.
We get from the estimates (3.17) and (3.18) quantifying of the coming down, with exp(− ) now replaced
by exp(−P⩾n ), and the formula (3.6) relating u and v the fact that

u(1) = (1) + (1) + (⋆) (3.61)

for an element (⋆) ∈ C1−η(M ) whose norm belongs to all the Lq(Ω) spaces, 1 ⩽ q <∞, uniformly with
respect to the initial condition ϕ of u. We now see clearly that u(1) ∈ C−1/2−ϵ(M ) belongs to all the
Lq(Ω) spaces, 1 ⩽ q <∞, uniformly with respect to the initial condition ϕ. We assume in the remainder
of this section that we work with this version of Jagannath & Perkowski’s equation.

The mechanics of the proof that the Φ4
3 measure is non-Gaussian is well-known. We write it here for

completeness and follow for that purpose the work by Gubinelli & Hofmanová’s [GH21]. Assume ϕ is
random, with law the invariant measure of the dynamics, so u(1) itself has the same law. Consider the
heat regularisation er∆u(1) of our solution u at time 1. In this section, for simplicity, we shall assume that
we used true Wick ordering for the renormalisation which simplifies the discussion and allows us to use
true orthogonality properties of the Wiener chaos decomposition. Our argument is of semiclassical nature,
we will use the small r asymptotic behaviour of heat kernels to justify nontriviality – so r somehow plays
the role of a semiclassical parameter. If the Φ4

3 measure were Gaussian the random variable e−rP (u(1))
would also be Gaussian uniformly when r > 0 goes to 0. So its truncated four point function

Cr4 = C4

(
e−rP (u(1)), e−rP (u(1)), e−rP (u(1)), e−rP (u(1))

)
def
= E[e−rP (u(1))4]− 3E[e−rP (u(1))2]2

would be identically null uniformly in r ∈ (0, 1]. The sufficient integrability of the different elements of
the decomposition

u(1) = (1)− (1) + e−3P⩾n (1)(v(1) + vref(1)),

allows to plug it inside the formula for the fourth order cumulant and use Wick’s Theorem to get

C4

(
e−rP (u(1)), e−rP (u(1)), e−rP (u(1)), e−rP (u(1))

)
= 24

∫ t

−∞
G(3)
r (t− s) ◦ e−(t−s+r)P (x, x)ds+ 216

∫
(−∞,t]2

∫
y1,y2∈U2

G(2)
0 (s1 − s2, y1, y2)

× e−(r+t−s1)P (y1, x)e−(r+t−s2)P (y2, x)G(1)
r (t− s1, y1, x)G(1)

r (t− s2, y2, x) dy12ds12

+ E
[(
e−rP

)
P
(
e−rP (1), e−rP e−3P⩾n (1)(v(1) + vref(1))

)]
where P is some polynomial functional in its stochastic arguments. We have many cancellations in
the above expression since Gaussian cumulants only retain connected Feynman graphs and we also use
orthogonality of homogeneous Wiener chaoses of different degrees. The remainder has the corresponding
decay

E
[

(1)P
(
e−rP (1), e−rP e−3P⩾n (1)(v(1) + vref(1))

)]
= O(r−

1
4 )

since we just need to recall that the remainder only involves the terms,

e−rP (1) = O(r−
1
4 ), e−rP (1) = O(1), e−rP e−3P⩾n (1)(v(1) + vref(1)) = O(1)

since they are Hölder regular in C 1
2
−0 and C1−0 respectively. (We used the fact that we can probe the

space Hölder regularity by testing against heat kernels: supε∈(0,1] ε
− s

2 ∥e−εPu∥L∞(M ) ≲ ∥u∥Cs(M ) and
also we made an implicit use of Besov embeddings, ∀δ > 0, ∥ • ∥

C
s− d

p−δ ≲ ∥ • ∥Bs
p,p

together with
hypercontractive estimates which allows us to consider expectations of Hölder norms.)
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Let us study in detail the asymptotics of the first term on the right hand side of the equation for Cr4
which has a Feynman integral interpretation. For every x ∈ U , choose some cut-off function χ ∈ C∞

c (U )
which equals 1 near x that we use to localize the asymptotics as in the calculation of counterterms, then
we can extract the small r leading asymptotics as∫ t

−∞
G(3)
r (t− s) ◦ e−(t−s+r)P (x, x)ds

≃
∫ ∞

0

∫
y∈U

χ(y)

(∫
[a+r,+∞)3

3∏
i=1

e−siP (x, y)dsi

)
e−(a+r)P (y, x)da.

We compute the integral with respect to y first; this reads∫ ( 3∏
i=1

K0(si, x, y)

)
K0(a+ r, x, y)χ(y)dy

≃ e−(s1+s2+s3+a+r)(4π)−6

(s1s2s3(a+ r))
3
2

∫
U
e−

|x−y|g(x)
4

(s−1
1 +s−1

2 +s−1
3 +(a+r)−1)χ(y)det(g)

1
2
y dy

≃ (4π)−
9
2 e−(s1+s2+s3+a+r)

(s1s2s3(a+ r))
3
2 (s−1

1 + s−1
2 + s−1

3 + (a+ r)−1)
3
2

+O
(

(s1s2s3(a+ r))−
3
2 (s−1

1 + s−1
2 + s−1

3 + (a+ r)−1)−
5
2

)
where we only keep the leading terms in the heat asymptotic expansion and use a stationary phase estimate.
It is possible, as we did for the counterterms, to show that the integral with respect to a, s1, s2, s3 of the
O(· · · ) term gives subleading asymptotics compared to the leading term. We are reduced after a change
of variables to the asymptotics of the following integral∫ 1

0
(a+ r)−

3
2

(∫
[1,+∞)3

(a2a3 + a1a3 + a1a2 + a1a2a3)
− 3

2 da123

)
da ≃ cr− 1

2

for some non-null constant c. The next term in the formula for Cr4 is

∫
(−∞,t]2

∫
y1,y2∈U2

G(2)
0 (s1 − s2, y1, y2) e−(r+t−s1)P (y1, x) e−(r+t−s2)P (y2, x)

×G(1)
r (t− s1, y1, x)G(1)

r (t− s2, y2, x) dy1dy2ds12

which is bounded by a constant multiple of the integral over (−∞, t]2 × U2 of(√
|s1 − s2|+ |y1 − y2|

)−2(√
|r + t− s1|+ |y1 − x|

)−4(√
|r + t− s2|+ |y2 − x|

)−4
.

Making first the change of variables si 7→ r2(si − t) + si, yi 7→ r(yi − x) + x and then using polar
coordinates gives O(|log r|) as an upper bound for this integral, therefore the cumulant Cr4 blows-up
like 24cr−

1
2 when r > 0 goes to 0. This shows that Cr4 does not vanish asymptotically and that the Φ4

3

measure is non-Gaussian.
For a Φ4

3 measure obtained as above as weak limit of Birkhoff averages, the covariance property under
Riemannian isometries is clear from its construction and the fact that the renormalisation constants ar, br
do not depend on which Riemannian metric is used: given a field ϕ on (M, g) whose law is a Φ4

3 measure,
let f : M ′ 7→ M be a smooth diffeomorphism, then the pulled–back field f∗ϕ on (M ′, f∗g) will have
the law of a Φ4

3 measure of the SPDE (3.1) for the metric f∗g. Such measure gives for the first time a
non-perturbative, non-topological interacting quantum field theory on 3-dimensional curved Riemannian
spaces. We prove in [Bai23] that the semigroup on C−1/2−ϵ(M ) generated by the dynamics (3.1) has a
unique invariant probability measure. This uniqueness result yields a stronger notion of covariance.
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Appendix 3.G Littlewood-Paley-Stein projectors

There are several ways of defining some Littlewood-Paley type projectors on function spaces over a
manifold – see [KR03, BB16, BBF17, GdP22, Mou21b] for a sample. We choose here an intermediate
road and use the classical Littlewood-Paley projectors over Rd to define a number of operators on function
spaces over M using local charts. This allows to import at low cost some known regularity properties of
the corresponding objects from the flat to the curved setting. We denote as usual by Bγ

p,q(M ) the Besov
spaces over M and by Cγ(M) the Besov-Hölder space Bγ

∞,∞(M ), with associated norm denoted by
∥ · ∥Cγ .

Let then denote by
a′ ≺ b′ def

=
∑

−1⩽j<k−1

(∆ja
′)(∆kb

′)

the paraproduct of some distributions a′ and b′ on Rd, and write

a′ ⊙ b′ def
=

∑
|j−k|⩽1

(∆ja
′)(∆kb

′)

for the resonance of a′ and b′ whenever the latter is defined. Let (Ui, κi)i denote a finite open cover
of M by some charts, with κi a smooth diffeomorphism between Ui ⊂ M and κi(Ui) ⊂ Rd. Let
(χi)i be a partition of unity subordinated to (Ui)i, so

∑
i χi = 1, with χi ∈ C∞

c (Ui). Choose also for
every index i a function χ̃i ∈ C∞

c (Ui) such that χ̃i equals 1 on the support of χi and some function
ψi ∈ C∞

c (κi(Ui)) which equals 1 on the support of κi∗(χ̃i). Given some smooth functions a, b on M we
have the decomposition

ab =
∑
i∈I

(aχi)(bχ̃i) =
∑
i∈I

κ∗i [κi∗(aχi)]κ∗i [κi∗(bχ̃i)]

=
∑
i∈I

κ∗i [(κi∗(aχi)(κi∗(bχ̃i)] =
∑
i∈I

κ∗i [ψiκi∗(aχi)κi∗(bχ̃i)]

=
∑
i∈I

κ∗i [ψi(κi∗(aχi) ≺ κi∗(bχ̃i))] +
∑
i∈I

κ∗i [ψi(κi∗(aχi)⊙ κi∗(bχ̃i))]

+
∑
i∈I

κ∗i [ψi(κi∗(aχi) ≻ κi∗(bχ̃i))].

Actually for arbitrary χi, χ̃i ∈ C∞
c (Ui)2 such that χ̃i = 1 on the support of χi, we set the generalised

Littlewood-Paley-Stein projectors

P ik(a) def
= κ∗i [ψi∆k(κi∗(χia))] , and P̃ ik(a) def

= κ∗i [ψ̃i∆k(κi∗(χ̃ia))] , (3.62)

where ψ̃i ∈ C∞
c (κi(Ui)) equals 1 on the support of ψi. We do not necessarily require that

∑
i∈I χ̃i = 1.

On the manifoldM , recall i ∈ I denotes a chart index, we define generalised chart localised operations
as:

a ≺i b def
=

∑
−1⩽j<k−1

P ijaP̃
i
kb , a ≻i b

def
=
∑
i∈I

∑
−1⩽k<j−1

P ijaP̃
i
kb , and a⊙i b def

=
∑
i∈I

∑
|j−k|⩽1

P ijaP̃
i
kb .

In particular when
∑

i∈I χi = 1, the above operations decompose the product ab on M as:

ab =
∑
i∈I

(a ≺i b+ a⊙i b+ a ≻i b).

Note the important fact that the definition of the resonant product and paraproducts are asymmetrical,
therefore they are noncommutative meaning that a ≺ b ̸= b ≻ a, however all the regularity properties
are similar as in the flat case. We collect in the next two statements some regularity properties of these
operators and refer the reader to [BDFT23, Proposition 2.6] for their proofs.
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Proposition 3.61 One has the following continuity estimates. For every chart index i,

– For p, p1, p2, q, q1, q2 in [1,+∞] with 1
p1

+ 1
p2

= 1
p and 1

q1
+ 1

q2
= 1

q

1. For γ2 ∈ R

∥a ≺i b∥Bγ2
p,q2

≲ ∥a∥Lp1∥b∥Bγ2
p2,q2

,

2. For γ1 < 0 and γ2 ∈ R

∥a ≺i b∥Bγ1+γ2
p,q

≲ ∥a∥Bγ1
p1,q1
∥b∥Bγ2

p2,q2

3. For any γ1, γ2 ∈ R with γ1 + γ2 > 0 one has

∥a⊙i b∥Bγ1+γ2
p,q

≲ ∥a∥Bγ1
p1,q1
∥b∥Bγ2

p2,q2
.

We recall from Lemma 7.2 of Mourrat & Weber’s work [MW14] the following comparison test that
we used in our proof of Theorem 3.7.

Proposition 3.62 Let a continuous function F : [0, T ]→ [0,+∞) that satisfies the inequality∫ t

s
F (s1)λ ds1 ⩽ c (F (s) + 1) (3.63)

for all 0 ⩽ s ⩽ t ⩽ T , for some exponent λ > 1 and some positive constant c. Then there is a sequence
of times t0 = 0 < t1 < · · · < tN = T such that one has

F (tn) ⩽ 1 + 2
λ

λ−1

( c

1− 2−(λ−1)

) 1
λ−1

t
− 1

λ−1

n+1 ,

for all 0 ⩽ n ⩽ N − 1.

Proof. We include a proof following closely Mourrat-Weber’s comparison test in a slightly different
setting compared to them since we have F (s) +1 rather than F (s) on the right hand side of the inequality
(3.63). We first define t0 = 0, then given some time tn, consider t∗n+1 = tn + c2λ(1 + F (tn))1−λ, if
t∗n+1 ⩾ T we stop the algorithm and set N = n + 1, tn+1 = T and verify that the conclusion of the
statement holds. Otherwise, choosing tn+1 such that F (tn+1) = inftn<s<t∗n+1

F (s) yields a bound of the
form F (tn+1) ⩽ 1+F (tn)

2 . By iteration, this yields a bound of the form F (tn+1) ⩽ F (t0)−1
2n+1 + 1. Note that

for n large enough, since λ > 1

t∗n+1 − tn = c2λ(1 + F (tn))1−λ ⩾ c2λ(2 +
F (t0)− 1

2n
)1−λ ⩾ c2λ(2 + 1/3)1−λ ⩾ 2c,

hence the algorithm must terminate for n large enough after finite number of iterations. Now we
need to check the conclusion tn =

∑n−1
k=0(tk+1 − tk) ⩽ c2λ

∑
i(1 + F (ti))1−λ. Note that since

F (ti) ⩾ (F (tn)− 1)2n−i + 1 then (1 + F (ti))1−λ ⩽ ((F (tn)− 1)2n−i + 2)1−λ, so we have

tn+1 ⩽ c2λ
n∑
i=0

((F (tn)− 1)2n−i + 2)1−λ ⩽ c2λ(F (tn)− 1)1−λ
n∑
i=0

2(n−i)(1−λ)

⩽ c2λ(F (tn)− 1)1−λ
1

1− 21−λ
,

which yields the estimate from the statement.

Last we recall the fractional Leibniz rule and an elementary interpolation result used in the proof of
the coming down property in Section 3.2.2, we prove these results in [BDFT23, Propositions 2.1 and 2.2].



LITTLEWOOD-PALEY-STEIN PROJECTORS 197

Proposition 3.63 Let α > 0, r ∈ N and p, p1, p2, q ∈ [1,∞] such that

1

p
=

1

p1
+

1

p2
.

Then
∥ur+1∥Bα

p,q
≲ ∥ur∥Lp1∥u∥Bα

p2,q
.

Proposition 3.64 Let α1, α2 ∈ R and p1, p2, q1, q2 ∈ [1,∞] and θ ∈ [0, 1]. Define α = θα1+(1−θ)α2,
and p, q ∈ [1,∞] by

1

p
=

θ

p1
+

1− θ
p2

and
1

q
=

θ

q1
+

1− θ
q2

.

Then
∥u∥Bα

p,q
≲ ∥u∥θ

B
α1
p1,q1
∥u∥1−θ

B
α2
p2,q2

.
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