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“Hold on - hold on

Wait, maybe the answer’s
Looking for you

Hold on - hold on

Sunshine shine on through”

Yes. “Hold On”. 90125. Atco, 1983.
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Abstract

Direct observations provide key information about exoplanetary systems. By analyzing the
position of planets at different times, we can determine their orbits and trace the dynamic history of
the systems. By analyzing their emission spectra, we can determine the temperature of exoplanets, as
well as the chemical composition of their atmosphere, containing tracers of their formation mechanism.

However, direct observations are currently limited. Angular resolution limits allow us to observe
only the exoplanets furthest from their star, generally more than 10 astronomical units away. Also,
the limits of contrast with the host star mean that we can only observe young giant exoplanets, less
than 15 Myr, whose infrared thermal radiation is still strong due to their recent formation. To better
understand the formation and evolution of planetary systems, these limits must be pushed back to
enable direct observations of gas giants on the scale of the astronomical unit.

Since 2019, the GRAVITY instrument installed on the Very Large Telescope Interferometer in
Chile has made it possible to observe exoplanets at angular separations previously unattainable by
conventional direct imaging instruments. Recently, the instrument enabled the first direct observations
of the planets S Pictoris ¢ and HD 206893 c, respectively 8.2 and 12.7 masses from Jupiter, and 2.7
and 3.5 astronomical units from their star.

In summer 2024, the GRAVITY+ upgrade will install new adaptive optics crucial for obtaining
better contrast and making observations of less massive exoplanets closer to their star. In 2026,
the Gaia space telescope will publish a new list of exoplanets discovered around 2 astronomical
units from their star using absolute astrometry. GRAVITY+ will be an instrument of choice for
characterizing these planets, measuring their mass and spectrum at wavelengths close to 2 pm.

My thesis involves understanding the current limitations of GRAVITY, and preparing the
GRAVITY+ upgrade to enable direct observation of “young Jupiters” as close as possible to their
star. My thesis was divided into three parts.

Firstly, I analyzed data from archival observations to quantify GRAVITY’s current limitations
in contrast and angular separation. I was able to determine that we could observe exoplanets 30,000
times fainter than their star, down to 50 milli-arcseconds.

Secondly, I worked on observational data reduction to understand the source of systematic noise
that pollutes exoplanet spectra. I was able to determine the conditions under which these noises
appear and their impact on observations.

Thirdly, I worked directly on the instrument to implement a high-contrast mode for GRAVITY +.
This specific mode for exoplanet observations involves optical aberration correction and wavefront
control. The high-contrast mode will limit the impact of host starlight, enabling us to observe less

massive and younger exoplanets.
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In the years to come, the synergy between Gaia and GRAVITY+ will allow us to finely
characterize many young giant exoplanets, and certainly transform our vision of how planetary

systems form and how they evolve.



Résumé

Les observations directes fournissent des informations capitales sur les systemes exoplanétaires.
Par I’analyse de la position des planetes a différentes époques, nous pouvons déterminer leur orbite et
remonter a ’histoire dynamique des systemes. Par ’analyse de leur spectre en émission, nous pouvons
déterminer la température des exoplanetes ainsi que la composition chimique de leur atmosphere,
contenant des traceurs de leur mécanisme de formation.

Seulement, les observations directes sont actuellement limitées. Les limites en résolution angulaire
des instruments nous permettent d’observer uniquement les exoplanetes les plus éloignées de leur
étoile, généralement & plus de 10 unités astronomiques. Aussi, les limites de contraste avec 1’étoile
hote ne nous permettent que d’observer des exoplanetes géantes jeunes, de moins de 15 millions
d’années, dont le rayonnement thermique infrarouge est encore fort du fait de leur formation récente.
Pour mieux comprendre la formation et I’évolution des systemes planétaires, ces limites doivent
étre repoussées pour permettre des observations directes de planetes géantes gazeuses a 1’échelle de
I'unité astronomique.

Depuis 2019, I'instrument GRAVITY installé sur le Very Large Telescope Interferometer au
Chili permet d’observer des exoplanetes a des séparations angulaires jusqu’ici inatteignables par les
instruments d’imagerie directe classique. Récemment, I'instrument a permis de réaliser les premieres
observations directes des planetes 8 Pictoris ¢ et HD 206893 c, respectivement de 8.2 et 12.7 masses
de Jupiter et & 2.7 et 3.5 unités astronomiques de leur étoile.

Des I’été 2024, la mise a jour de 'instrument GRAVITY+ va inclure des nouvelles optiques
adaptatives cruciales pour obtenir un meilleur contraste et réaliser des observations d’exoplanetes
moins massives et plus proches de leur étoile. En 2026, le télescope spatial Gaia publiera une nouvelle
liste d’exoplanetes découvertes dans un rayon de 2 unités astronomiques autour de leur étoile par
méthode d’astrométrie absolue. GRAVITY+ sera un instrument de choix pour caractériser ces
planetes, mesurer leur masse et leur spectre a des longueurs d’onde proches de 2 pm.

Ma thése consiste a comprendre les limites actuelles de I'instrument GRAVITY et a préparer la
mise a jour GRAVITY+ afin de permettre I’observation directe de “Jupiters jeunes” au plus proche
de leur étoile. Pour ceci, ma these s’est déroulée selon 3 axes.

Premierement, j’ai analysé des données d’observations passées pour quantifier les limites actuelles
de GRAVITY en contraste et séparation angulaire. J’ai pu déterminer que l'instrument nous
permettait d’observer des exoplanétes 30 000 fois moins brillantes que leur étoile, et ce jusqu’a 50
milli-arcseconde d’angle.

Deuxiemement, j’ai travaillé sur la réduction des données d’observations afin de comprendre la

source des bruits systématiques qui polluent les spectres d’exoplanetes. J’ai pu déterminer a quelles



vi

conditions ces bruits apparaissent et leur impact sur les observations.

Troisiemement, j’ai travaillé directement sur l'instrument pour implémenter un mode haut-
contraste pour GRAVITY+. Ce mode spécifique pour les observations d’exoplanetes implique une
correction des aberrations optiques ainsi qu’un contréle du front d’onde. Le mode haut-contraste
limitera I'impact de la lumiere des étoiles hotes et donc permettra d’observer des exoplanetes moins
massives et moins jeunes.

Dans les années a venir, la synergie entre Gaia et GRAVITY+ va permettre de caractériser
finement de nombreuses exoplanetes géantes jeunes, et certainement transformer notre vision de la

maniere dont les systémes planétaires se forment et évoluent.



Acronyms

AT Auxiliary Telescope

DIT Detector Integration Time

ELT Extremely Large Telescope
FDDL Fibered Differential Delay Lines
FT GRAVITY Fringe Tracker arm
GPAO GRAVITY+ Adaptive Optics
KL Karhunen-Loeve modal basis

LWE Low Wind Effect

NCPA Non-Common Path Aberrations
NDIT Number of detector integration
OPD Optical Path Difference

PA Positional Angle

PSF Point Spread Function

SC GRAVITY SCience arm

SCAR Single-mode Complex Amplitude Refinement
SNR Signal to Noise Ratio

TT Tip-Tilt

UT Unit Telescope

VLTI Very Large Telescope Interferometer
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Foreword

I structured my PhD manuscript thematically, with two introduction chapters (1 and 2) and
three chapters that summarize my own contributions (3, 4 and 5). Then, the reader should not be
surprised if there is often no chronological order in the presented work.

In my PhD manuscript, the term ExoGRAVITY must be understood in the sense of “exoplanets
observations with GRAVITY”. This term is declined into variations, like “ExoGRAVITY technique”
for the specifics of the exoplanets observations with the instrument, “ExoGRAVITY consortium”
for the group of researchers and engineers working on exoplanets observations with GRAVITY,
“ExoGRAVITY pipeline”, etc.

Observation dates follow the ESO standard YYYY-MM-DD, and the date of the observation
night is the date at noon that day (e.g. 2022-10-23 is the night from the 23rd to the 24th). The
obsevation data are structured in NFILESx NDIT xDIT, where DIT is the detector integration time
of single exposures, NDIT is the number of exposures in the file and NFILES is the number of files
recorded during this observation.

Finally, I call “discovery” the first detection that confirmed an exoplanet. So, “detection” refers
to the ability of a specific technique or instrument to observe an exoplanet (e.g. “3 Pic ¢ has been
discovered by radial velocity. Later, in 2020, it has been detected with GRAVITY.”).
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1.1 A photon, from the exoplanet to the detector

At 19 parsecs from here, in the haze of the exoplanet 8 Pictoris c,
a molecule falls to a lower energy level,

and releases a near-infrared photon.
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The energy released travels in free space for 62 years under the form of an electromagnetic wave,
and eventually reaches the Earth.

It passes through the Earth atmosphere, and reaches the top of Cerro Paranal, in north Chile.
Here two telescopes collect it with their 50 m? primary mirror and reflect it to their secondary mirror,
then their respective M3, M4,... In total it is reflected by 30 mirrors before the electromagnetic wave
captured by each telescope is recombined.

The journey ends at the instrument detector, where the wave collapses on a particle that deliver
its energy to an electron of the HgCdTe valence band of a specific pixel. The electron is excited to
the conduction band of the semi-conductor, and creates a signal.

Wave after wave, photon after photon, the distribution of illuminated pixels on the detector
encodes the direction where this electromagnetic light comes from.

Adding the flux at K-band (A ~ 2.2 pm) from the brightest exoplanets directly observed, I find a
total flux of 3x10* photons.s~'.m™2, so 4x10'® photons of exoplanets falling on the Earth surface
each second.

These photons contain information on the position of exoplanets, and information on their
atmosphere temperature, composition and dynamics. From this, we can discover the variety of

planetary systems in our galactic neighborhood, understand how they form, and how they evolve.

Information from distant worlds rains down upon us. For nearly 30 years now, astronomers have

imagined and created remarkably ingenious instruments to make the best use of this incoming light.

1.2 Exoplanets: a brief overview

Here, at the beginning of the present manuscript, I wish to propose a very concise overview of

our current knowledge and the hot topics in exoplanet research.

1.2.1 Definition

The International Astronomical Union (IAU) is an acknowledged authority for standards and
definitions in the astronomy and astrophysics community. According to [Lecavelier des Etangs and
Lissauer| (2022)), their current definition of an exoplanet is:

e an object less massive than 13 Jupiter mass (Mjy,p). Above this mass an object of solar-
metallicity starts to trigger thermonuclear fusion of deuterium and is considered a brown-dwarf,
or a star.

e that orbits “stars, brown dwarfs or stellar remnants”. The mass ratio between the object and
the central mass must be below 1/25. Above this mass ratio, the Lagrangian points L4 and L5
become unstable.

e massive enough to match the definition of a planet in our solar system (hydrostatic equilibrium
shape, orbit mostly cleared from other objects).

This definition excludes:

e dwarf planets, analogue of our solar-system trans-Neptunian objects Pluto and Eris or Ceres
in the asteroid belt. To my knowledge, no dwarf exoplanet has been detected yet,

e rogue planets, wandering in the interstellar space and not gravitationally bound to a star,
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e low-mass binaries, where the mass ratio is above 1/25.

I will follow this exoplanet definition throughout this manuscript, and it will not prevent me from
describing observations of other non-planetary companions, such as brown dwarfs (e.g. Sect.

and f43).

1.2.2 Formation processes
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Figure 1.1 — Stages of the formation of planetary systems around sun-like stars 2001}).

Birth of a planetary system

The history of an exoplanet starts at the birth of its host-star (Fig. . The interstellar medium
contains molecular clouds that are dense enough to host simple molecules like He, CO, but also
around 1% of dust (silicates, carbonaceous grains). These clouds are not homogeneous, they contain
dense cores, pre-stellar cores, that eventually shrink because of self-gravity. After around 30 000
years, the gravitational collapse leads to dense objects where the temperature reaches at least 10
million degrees, enough to start hydrogen fusion. A protostar is born.

During the collapse, the 10* astronomical unit (au) pre-stellar core has shrunk to a few 102 au.
Because of angular momentum conservation, the initial rotation of the pre-stellar core concentrates
in the protostar and its envelope. Perpendicular to the rotation axis, the centrifugal force counteracts
the gravitational collapse and forms a disk of gas and dust, the protoplanetary disk.

In this protoplanetary disk, the heaviest particules, dust and ice, settle in the mid-plane. Here, for
around one million years, these particles encounter and aggregate by Van der Waals forces to form

bigger grains (Weidenschilling} |1980)), that in turn aggregate into larger objects, the planetesimals.

Several planetesimals form in the disk and accrete material along their orbit thanks to gravitational
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attraction. The biggest planetesimals accrete more material and eventually enter a process of runaway
growth (Kokubo and Idal 2000). This hierarchical process continues until planet-size bodies are
formed. It is commonly acknowledged that terrestrial planets form below the ice-line, where the
H>O is sublimated by the star’s radiation and cannot exist at ice state. On the other side, beyond
the ice-line, the planetesimal can accrete more solid elements, resulting in a faster growth. The
protoplanet core can exceed the estimated limit of 10 Mg (Earth mass) necessary for triggering
runaway gas accretion and form a giant gaseous planet.

Around 10 million years after the initial core collapse, the disk is a debris disk, where gas has
been either accreted or ejected, and only young planets and debris belts remain. From this state, the
system evolves to a more mature planetary system, with the debris being accreted in asteroids or
ejected by the gravitational influence of the planets. The central star enters the main-sequence of

stellar evolution.

Open questions

This is a schematic view of the formation of a planetary system. I did not mention the influence
of magnetic field on the young stellar object and its surroundings. The bipolar outflow of the early
protostar is the most visible feature created by the magnetic field influence on the disk (Blandford
and Payne, [1982)). The magnetic field is also expected to induce turbulence in the protoplanetary
disk and have a direct influence on planet formation (Wardle, 2007).

I also considered the simple case of a single central star, but 50% of the stars are in multiple
systems (Duchéne and Kraus| 2013). The influence it can have on the efficiency of planet formation
is debated, but it is generally accepted that the presence of multiple massive hosts is an obstacle to
the aggregation of dust and pebbles in larger bodies (Marzari and Thebault|, 2019).

Even without considering additional magnetic field or multiple stellar hosts, the growth of
micrometer dust grains into planetesimals is far from easy. Especially, there is a difficult transitional
regime between small grains coupled with the gas and larger bodies following a Keplerian orbit. In
the disk, the gas angular orbital speed is sub-Keplerian. Large kilometric bodies are decoupled from
the gas and are not affected by this low headwind. However, in a typical disk, it is not the case
for objects from millimeter to meter-size that are slowed down by the gas and should drift toward
the central star on timescales of 100 years. This phenomenon is known as the radial-drift barrier
(Weidenschilling), 1977} |Laibe et al 2012]), and it is a major limitation to the classical accretion theory.
This problem finds partial solutions in adding more complexity to the model, either disc instabilities
decoupling the small bodies from the gas (Johansen et al., |2006)), or considering back-reaction from
the dust onto the gas (Gonzalez et al., 2017)).

For the giant planets, the specific formation processes at work are not well known. They can form
by core accretion, as described in the previous section, slowly accreting material up to a threshold
mass (Mizunol, [1980) from which a runaway gas accretion occurs (Pollack et al.| [1996). But this is not
the only possible process. Another explanation could be gravitational instabilities in the disk (Boss,
1997). Under certain conditions of pressure and temperature, the protoplanetary disk can become
locally unstable and collapse to form a dense core. In this theory, the giant planets are formed faster

than in the core accretion paradigm. The gravitational instability would be the favored mechanism to
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form giant planets more massive that 1 My, at more than 10 au from the star. But which formation

mechanism dominates for which kind of objects is still poorly constrained. Marley et al.| (2007) show

that these formation models lead to different mass-luminosity and luminosity-age (cooling curves)
relationships. These parameters can be observed, especially by direct observations (Sect. , and,
in the future, will help to better determine the formation pathways for giant exoplanets. For now,
the direct observation techniques are limited to the observation of the more massive gaseous giants
on distant orbits (> 10 au). Allowing direct observations of Jupiter-mass planets on 2 to 5 au orbits
by optical interferometry is the major scientific motivation of my thesis.

1.2.3 Exoplanets’ population

Cold
_Gas Giants,

Size Relative to Earth (Radius)

i 160 1000
Orbital Period (Days)

Figure 1.2 — Radius-period diagram of all planet detected so far (2024, April). The grey triangle depicts
the zone of this parameter space currently out of reach for current instruments. (NASA/Ames Research
Center/Natalie Batalha/Wendy Stenzel, 2017)

Since 1995 and the first detection of an exoplanet around a main sequence star
, , a total of 5654 exoplanets have been discovered and confirmed (April 2, 2024 number).
This explosion of discoveries has unveiled an impressive diversity that we could never have imagined
from the observation of our own solar system. Figure shows how the different types of discovered
exoplanet dispatch on a radius-period parameter space. On top of the well-known rocky planets,
ice giants and gas giants, we discovered giant planets of a few days orbital period (hot-jupiters),
terrestrial planets so close from their star that they undergo intense radiation and tidal forces (lava
worlds) and planets essentially composed of water potentially liquid on surface or below an ice surface
(ocean worlds). Overall, statistical studies on planets detected by transit (Sect. show that 75%
of FGK stars have planets, with an average of 2.7 planet per system (Yang et al., 2020; Kunimoto|
and Matthews|, 2020). These studies also show that 50% of the solar-type stars harbor super-Earth
planets with a radius between 1.25 and 2 times the Earth radius. Therefore, the solar system, with

its small terrestrial planets inward and giant gaseous planets and ice giants in the outskirts, appears
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to be relatively different from the bulk of exoplanetary systems discovered so far.

Fernandes et al. (2019) combined transit and radial-velocity observations to determine the radial
distribution of giant exoplanets. Figure shows a peak of giant planet occurrence close to 2 au,
at the expected position of the ice-line around young sun-like stars. This result is challenged by
Lagrange et al.| (2023), arguing that the planet population beyond 5 au is poorly sampled by the
existing techniques. Still, they confirm that the giant planets are preferably found beyond 1 au and
stress the need for expanding the instruments sensitivity to the 5 to 10 au range. However, direct
imaging shows that giant planets are relatively rare in the outskirts of planetary systems. The survey
SHINE (Vigan et al., 2021) shows that only about 6% of FGK stars have a companion more massive
than 1 My, beyond 5 au. In this manuscript, I will show that GRAVITY + is tailored to provide
direct observations of young giants in the critical 1 to 5 au range (Chapters [3| and . In a near
future, it shall significantly improve our knowledge of the giant planet population.
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Figure 1.3 — (From [Fernandes et al., 2019) Occurrence rate of giant planets from the radial-velocity survey of
Mayor et al.[(2011)), and from Kepler transit survey.

In the previous section, I already mentioned that giant planets can only form beyond the ice-line,
where there is enough solid material to grow rapidly. For this reason, the discovery of the hot-jupiter
population was a challenge to the theory. It indicates that planets do not stay where they form, but

can migrate over time.

1.2.4 Exoplanets’ dynamical history

Indeed, planets change their orbit during their lifetime. It can happen from the protoplanet stage
via gravitational interactions of the body with the disk (Baruteau et al., |2014). On evolved systems,
migration can be triggered by dynamical interaction with debris disk or the influence of the other
planets.

Even the solar system has probably experienced a spectacular migration event described by the
Nice model (Tsiganis et al., 2005; [Morbidelli et al., 2005; |Gomes et al., [2005). Originally, Jupiter,
Saturn, Uranus and Neptune may have been on closer circular orbits, at less than 17 au from the sun.
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Their interaction with an external planetesimal disk has eventually triggered a massive migration
process leading to the formation of the actual solar-system shape, with Neptune and Uranus at
19 and 30 au, the Kuiper belt, and the resonance of the trans-Neptunian objects orbit. This is a
remarkable example of how giant planets can shape their planetary system.

For the extra-solar systems we discovered, it is common to analyze the dynamical stability of
multiple systems thanks to the observed relative astrometry of the different bodies (Wang et al.,
2018; [Lacour et al., 2021). We generally expect to find dynamically stable systems, as it is the
most probable configuration. If a system would happen to be observed in a dynamically unstable
configuration it might mean we have an incomplete view with other planet yet to be found.

In addition, as I will briefly discuss in Sect. the shape of the orbits can contain informa-
tion about how the planets formed, and GRAVITY is proving to be very powerful at fine-scale

measurements of orbital parameters.

1.2.5 Exoplanets’ atmosphere

As the exoplanets’ observations provide more and more data, it becomes relevant to use tools pre-
viously dedicated to the solar-system planets. Especially, the fine transit spectroscopy of hot-Jupiters
now allows for comparisons with 3D global-circulation models to determine the key atmosphere
dynamics and meteorology (Tan and Komacek, 2019; |Parmentier et al., |2021; [Teinturier et al., 2024]).
Also, from the transit-spectroscopy of exoplanets ranging from super-Earths to hot-giants, we can
identify the species present in the planets’ atmosphere, like the first unambiguous detection of CO9
in WASP-39b (JWST Transiting Exoplanet Community Early Release Science Team et al., [2023), or
the constrain on the water vapor content in the atmosphere of 55Cnc e (Esteves et al., 2017)), and the
chemical processes at work, like the iron precipitation on the night side of WASP-76b (Ehrenreich
et al., |2020)).

The emission spectroscopy of longer period exoplanets is not yet as precise as the transit-
spectroscopy for atmosphere characterization. It is limited to young giant exoplanets of less than 15
million years, a population poorly probed by the other techniques, so it is particularly indicated
for the study of the planet formation. Young giants are still in the process of contracting, and the
release of gravitational energy heats their atmosphere to temperatures reaching 1800 K (4 Pic b:
GRAVITY Collaboration et al., |2020b)). So, giant exoplanets are not yet observed thanks to their
reflected light but thanks to their infrared thermal emission. However, this emission is faint, so
analyzing it at high resolution is at best challenging. Still, it allows for comparison with spectra
from atmospheric models like DRIFT-PHOENIX (Woitke and Helling}, |2003)), BT-Settl (Allard et al.|
2012)) or ExoREM (Charnay et al., [2018). From fitting of the exoplanets’ spectra with the model
grids, one can retrieve the temperature of the exoplanet atmosphere, a mass estimate, and quantify
tentative tracers of the formation history like the C/O ratio.

Indeed, the C/O ratio observed on an exoplanet is expected to trace the orbital distance where
the planet formed. A formation before or after the HoO, CO or CO, ice-lines should impact the
global C/O ratio of a planet (Oberg et al., [2011). This C/O ratio is appealing because it is a metric
that is possible to extract even from medium resolution spectra and that is assumed to give precious

hints on the planet formation. However, there are more and more criticism against conclusions drawn
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too fast on stellar or substellar C/O ratios. The measurements probe only the C/O ratio on the
upper atmosphere of the planet and it seems generally over-simplistic to expand it to the bulk of the
giant planet without independent hints on eventual mixing processes. As I mentioned previously,
the mass-luminosity relationship is a more robust formation tracer, but it still requires a precise

calibration and exoplanets with a precise mass measurement are still too few.

Finally, the James Webb Space Telescope (JWST) has made an impressive leap in the spectral
resolution of exoplanet emission spectra. For example, within 6-hour integration time, they obtained
a high signal-to-noise (SNR) infrared spectrum of VHS 1256 b from 1 to 20 pm with a resolution
power from 1000 to 3700 (Miles et al., [2023]). This opens the way for a fine spectral characterization
of exoplanets from space-based observatories. Soon, the Nancy Grace Roman space telescope will be
launched (2027) and shall bring the first observation of reflected light of giant exoplanets by direct
imaging (Bailey et al., 2023). In the decades to come, there are projects of space telescopes like the
Habitable World Observatory (HWO: (Gaudi et al., 2020|) or the Large Interferometer For Exoplanets
(LIFE: Quanz et al., 2022), whose goal is to characterize the atmosphere of telluric planets and
eventually identify bio-signatures. On the ground, the most ambitious projects are linked to the
Extremely Large Telescope (ELT, Gilmozzi and Spyromilio, [2007)), the 39-meter diameter optical
telescope under construction in Chile. After a first generation of instruments that are expected to
bring observations of young giants at only a few au from their star (ex. HARMONTI: Thatte et al.,
2021)), the Planetary Camera and Spectrograph (PCS [Kasper et al., 2021) shall bring atmosphere
observation of exoplanets down to Earth-size. We can expect the question of the detectability of
bio-signatures in exoplanets’ atmosphere spectra to be increasingly important in years to come.

1.3 Observation techniques

Different observation techniques have been developed to detect and characterize exoplanets. One
way or another, all these techniques rely on resolving the planet, either photometrically, spectro-
scopically, temporally or angularly. In this section, I develop the key elements to understand the
position of optical interferometry in exoplanet science. Indeed, all the different methods open a
different parameter space for the measurement of the exoplanets’ mass, radius, age and semi-major

axis. Their different approach is crucial to reveal the diversity of extra-solar planets.

Figure shows a representation of the yield of the major detection techniques in term of
semi-major axis and mass. In this section, I will describe the different detection and observation

methods, sorted by discovery yield.
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Figure 1.4 — Comparison of the discovery yield of the major exoplanet detection techniques. (circles) All
exoplanets confirmed with an estimate of semi-major axis and mass, according to https://exoplanet.eu.
Circle width represents the planet mass on a square root scaling. Planets of the solar system are shown for
reference.

1.3.1 Primary transit

The detection by primary transit consists in observing the eclipse of a star by an exoplanet. A
small fraction of the starlight is not propagated during the transit and induces a photometry gap
that can be detected even with 1 meter size telescopes. Detection by primary transit provides a
measurement of the orbital period and of the exoplanet radius, as the transit depth is determined by
the relative radii of the planet and the star.

The probability p for a random planet to be favorably aligned for a transit is (from
Summers, 1984)):

R,
pzi

a

)

with R, the star’s radius and a the planet semi-major axis. Therefore, the method is most sensitive
to closely packed planets (as shown on Fig. . Indeed, 50% of the exoplanets detected by primary
transit are below 0.07 au from their star.

By observing a transit over a spectral range, one can measure the amount of chemical species that
is present in the exoplanet’s atmosphere. It is a powerful technique for atmosphere characterization

of exoplanets, especially now on the JWST (e.g. JWST Transiting Exoplanet Community Early|
Release Science Team et al. [2023).

The most prolific instruments dedicated to detection by primary transit are space based to benefit
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from the stable photometry (Kepler: |Borucki et al.| (2010), TESS: Ricker et al.| (2015)).

This method discovered 69% of the exoplanets actually known.

1.3.2 Radial-velocity

The detection by radial-velocity consists in detecting the Doppler shift of the star spectrum due
to its orbital motion around the system center of mass. For one planet of mass M,,, of period P, and
eccentricity e around a star of mass My, the semi-amplitude of the radial-velocity variation is (from
Cumming et al., [1999):

27rG>1/3 M, sin i 1
(

K = in 7= .
vy Sin 4 (P M, + M,)2 (1= e2)12

The method is mostly sensitive to high planet-to-star mass ratio on short orbital period. This is
why the first ever exoplanet discovered around a solar-type star was 51 Peg b, a gas giant of 0.5 My,
on a 4-day orbit (Mayor and Queloz, 1995)). The detection of long period companions (beyond 5 au)
is limited by both the reduced radial-velocity amplitude and the duration of the surveys. So far, 50%
of planets detected by radial-velocities are closer than 1 au from their star.

The radial-velocity observations provide measurements of the orbital period and eccentricity, but
also of the mass ratio between the planet and the star (proportionnaly to sin 7). From an assumption
of My by the star’s spectral type, one can obtain M, sin i.

The most notable instruments for radial-velocity measurements are dedicated high resolution
spectrographs like HARPS (Pepe et all 2002) or ESPRESSO (Pepe et al., 2021)).

This method discovered 19% of the exoplanets actually known.

1.3.3 Microlensing

The detection by gravitational microlensing uses a general relativity principle. The matter has
the property to distort space-time, and doing so, bend light rays. When we observe a star, that we
call star A, for example at 8 kpc, imagine that another star B crosses the line of sight between star
A and us. The image of star A will be distorted by the bending of the light rays due to the lensing
effect induced by star B. For a star B of 1 M, (solar mass), the distorted secondary image of star A
appears at a separation of the order of 1 mas and cannot be resolved by single telescopes (Perryman,
2018). However, the photometry of star A is amplified by the transit, following a well identified curve.
If a planet orbits star B, it will also leave a signature under the form of bends or cusps in the star A
light curve during the microlensing event. From this, we can extract an estimate of the exoplanet
mass, and its projected separation with the host star during the event. One significant drawback is
that the observation is not repeatable as a second gravitational lensing event of the same star B has
very little chance to happen.

The gravitaional microlensing is mostly sensitive to planets in the 1 to 10 au range, and down to
2 Mg (Gould et al., 2014)). The accessible companions are much less massive than those accessible
by the radial-velocity in the same semi-major axis range.

Detection by gravitational microlensing detects planets around more distant stars than other
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techniques. Its detection distribution peaks at 7 kpc, at the edge of the galactic bulge. For comparison,
90% of exoplanets detected by primary transit are within 1.4 kpc, and 90% of exoplanets detected
by radial velocity are within 300 pc.

This method has gained importance in the recent years thanks to dedicated projects using 1-meter
class telescopes and covering wide field of view (OGLE: Udalski et al.| (2015), KMTNET: Kim et al.
(2016)).

This method discovered 5% of the exoplanets actually known.

1.3.4 Direct exoplanet imaging

The detection by direct imaging is the simplest in principle but not in practice: make pictures of
the planetary systems. It requires high-angular resolution capabilities, to be able to differentiate the
star from the planet, and high-contrast, to reveal faint objects around the bright host.

High-angular resolution Let me take an example, an exoplanet on a 2 au circular orbit around
a star at 10 pc has a planet-star angular separation of 200 mas. But, for ground-based observations,
the Earth atmosphere turbulence distorts the light wavefront from astronomical objects. Even on
the best sites, it limits the maximal angular separation we can measure between two objects at
about 500 mas in the visible (seeing). However, thanks to the advent of adaptive optics applied to
astronomy, it is now possible to correct part the atmosphere turbulence and enable higher angular
resolution (see Sect. [2.2.1)). Wave optics shows that the fundamental resolution limit 6 is set by the
diffraction of the telescope pupil such that:

A
0 = 1.225 [rad] (1.1)

at wavelength A for a round pupil of diameter D. Technical progress in adaptive optics brought
8-meter class telescopes close to their diffraction limit in the near-infrared (41 mas in H-band,
A=1.6 pm).

High-contrast From its reflected light in the visible, Jupiter has a flux contrast estimated to
1.4x107Y compared to the solar visible flux (Traub and Oppenheimer} 2010). This is currently out of
reach for direct imaging instruments. In the infrared, the exoplanet flux is dominated by the thermal
emission. So the contrast is:

BA(Tp) Ry

Crp=_—_"2"7P
"7 B\(Ty) R2

(1.2)

with T}, and T the temperature of the planet and the star respectively, R, the planet radius, and
assuming blackbody emissions as:

(1.3)
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The contrast rises with the temperature difference between the planet and the star, and giant planets
have a higher temperature when they are young (Sect. . For this reason, the first exoplanet
directly observed by |Chauvin et al.| (2004) was a young (~ 5 Myr) 5 My, planet with a surface
temperature of 1200 K orbiting a brown dwarf with 2700 K surface temperature. The contrast was
observed around 1072. Since then, contrast limits have gone deeper, down to a few 1077 in the
near-infrared. The development of coronagraphy has been a key for pushing the contrast limit, but

the direct imaging is still only able to observe young giant gaseous planets.

Post-processing To disentangle the star light from the planet light, astronomers use every piece
of differential information between the two. First, the angular-differential imaging technique (ADI:
Marois et al., 2006) uses the angle variation due to sky rotation during the observation. It helps
revealing the planet (rotation with the sky) from the residual star light diffraction after the corona-
graph, called speckles (static in the instrument reference frame). Second, the spectral-differential
imaging (SDI: Racine et al., [1999) uses the difference in chromatic dispersion between speckles
(originating from star light, dispersed at the planet position) and the planet (not dispersed). Finally,
reference-differential imaging (RDI: [Soummer et al., 2014) uses a library of single star images to
identify the best calibration for subtracting the star contribution in the image. The ADI and SDI
bring the most contrast improvement but are less efficient at short separations. A promising way
to push direct imaging at shorter separations is the molecular mapping technique. It combines the
image with high spectral resolution information at each pixel to cross-match an expected planet
spectrum and identify the position in the image with the highest overlap (Snellen et al., |2015]). This
method has no fundamental limit at short separations, except the stellar photon noise, and is gaining
importance for new and future instruments (Malin et al., 2023; [Houllé et al., 2021]).

Detections For the instrumental and post-processing reasons mentioned above, the direct imaging
technique is limited to exoplanets at large separations, namely, with semi-major axis beyond 5 au.
Moreover, the need for a contrast above 10~7 limits the technique to the detection of young giant

planets. The detection parameter space in mass-semi-major-axis is clearly visible in Fig. [1.4]

Observations Detection is difficult, but the price is well worth it. From the direct imaging of
a system at different epochs, one can achieve orbit characterization that, unlike radial-velocity
observations, is not affected by undetermined inclination. Moreover, measuring directly the exoplanet
flux, one can infer the planet surface temperature and, if the spectral resolution is high enough, the
chemical composition of the exoplanet atmosphere.

Extensive surveys have been conducted on the major direct imaging instruments like SPHERE
(Beuzit et al., [2019) with the SHINE survey (Desidera et all 2021; |Langlois et al., 2021} Vigan et al.,
2021), GPI with the GPIES survey (Nielsen et al., 2019) and the Large Binocular Telescope with
the LEECH survey (Stone et al., 2018]).

This method discovered 4% of the exoplanets actually known.

In the wake of direct imaging In the same family of direct imaging techniques, we can consider

instruments that rely on high angular resolution to observe the exoplanet light but without the
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imaging capability. It is the case of fiber fed instruments like KPIC (Delorme et al.l [2021a) and
HiRISE (Vigan et al., [2024)), that use adaptive optics and planet light injection in a single-mode
fiber to feed a spectrometer and obtain high-resolution spectra. This is also the case of GRAVITY
(Gillessen et al., [2010) at the Very Large Telescope Interferometer (VLTT), the central topic of this
manuscript, that uses injection in single-mode fibers before optical interferometric recombination.
Despite not providing images of the field, these techniques share the majority of the instrumental
challenges and limitations of the direct imaging. The question is still to find how to reduce the
impact of the host star light to provide exoplanets’ observations at high contrast. One of the biggest
limitations is the small field of view of single-mode fibers. Because of this, these instruments are
poorly suited for first exoplanets’ discoveries. However, their interest comes from their powerful
characterization capabilities. In this manuscript, I call direct observation all the techniques of direct
imaging and direct GRAVITY-like or KPIC-like observations that rely on high-angular resolution to
measure the exoplanet light.

1.3.5 Astrometry

The detection by absolute astrometry uses measurements of the reflex motion of the primary
under the gravitational interaction with a companion. On single stars, precise measurements of
the star’s photocenter position on sky at different epochs provides the proper motion, the angular
velocity of the star displacement with respect to a fixed reference frame. If the star has a companion,
one can measure a periodic perturbation of the proper motion. The angular semi-amplitude « of
this perturbation scales as (Perryman, [2018):

M, afau]

alarcsec] = M, + M, d[pc] (1.4)

with a the companion semi-major axis and d the star distance. Observations by the astrometric
technique can provide the seven Keplerian elements of a single companion (a, e, t,, i, 2, w, P) and
fully constrain the orbit (see Keplerian orbit Appendix [A.1]). Only remains a 180° degeneracy on the
ascending node ).

The companion mass can be estimated by derivating the photometric mass of the star by its
spectral type. Combining astrometry and radial velocities, one can obtain an independent mass
measurements that can confirm the planetary nature of the companion.

Strictly speaking, the astrometric method does not measure the star absolute position but the
position of the photocenter of the star-companion system. A bright companion on close orbit may
not be resolved by the telescope but contribute to bias the photocenter position. Therefore, one
key point for description of a planetry system including astrometric data is to confirm that the
companion does not contribute significantly to the total flux observed.

As shown by Eq. the astrometric method is mostly sensitive to massive planets with large
semi-major-axis and orbiting nearby stars. However, there is a cut-off in the sensitivity to large
semi-major axis planets due to the limited duration of the surveys. Sozzetti (2010) shows that the
sensitivity of the Gaia space telescope (Gaia Collaboration et al., |2016) peaks at 2~3 au and would
detect planets down to 100 Mg (0.31 Myyp). Figure shows an example of Gaia sensitivity curve.
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Gaia is already a game changer for our understanding of the Milky Way. In 2026, they will release
the data covering 5.5 years of observation (DR4). It is expected to provide thousands of astrometric
detection of potential planetary mass companions (Perryman et al. 2014]).

To this day, this method discovered 23 exoplanets (according to https://exoplanet.eu).

1.3.6 Other techniques

On top of the major exoplanet detection techniques described above, I would like to mention
other interesting methods.

Binary astrometry By precise astrometric measurements of binary stars orbits (~10 pas), one
can reveal the pertrubation caused by a third body, possibly of sub-stellar nature. Such measurements
can be performed by optical interferometry. The most notable examples are the ARMADA survey at
the Center for High Angular Resolution Astronomy (CHARA) (Gardner et al., 2021, 2022) and the
PHASES survey on the Palomar Testbed Interferometer (PTI) (Muterspaugh et al., [2010). So far,
these surveys did not detect planetary mass companions. However, very recently, with this technique
the GRAVITY team claimed the detection of a Neptune-mass exoplanet orbiting the binary M-dwarf
Gliese 65 AB (GRAVITY Collaboration et al., 2024al).

Timing The timing methods focus on temporal anomalies in the primary light to detect companions.
This method discovered the first ever exoplanets by analyzing anomalies in the frequency of a pulsar
host (Wolszczan and Frail, [1992)). It can also detect exoplanets via variation anomalies of variable
stars or in the timing of eclipsing binaries.

The most prolific timing method so far is the transit timing variation (TTV). It is able to detect
non-transiting companions thanks to anomalies on transiting companions of the same system. In
resonant systems like Trappist-1, it can even provide mass estimates for the companions of the
system (Teyssandier et al., [2022). It discovered 29 exoplanets so far (e.g. |Wittrock et al.l 2023).

Secondary transit The secondary transit method observes the drop of luminosity when the
exoplanet passes behind its host star. The transit depth is more difficult to detect than for the
primary transit, so there is no claim of exoplanet discovery with this technique so far. However, this
is one of the few methods that has directly observed visible photons from the reflected light of an
exoplanet.

1.4 GRAVITY

Bracewell and MacPhie| (1979) had foreseen it: interferometry in the infrared has a role to play
for exoplanet observations. Given the angular resolution needed to differentiate a planet from its
host-star, it was clear that interferometers with long baselines would have an edge on single-telescope
instruments for disentangling starlight from planet light.

It took the construction of the Very Large Telescope (VLT) and VLTI from 1991, a first generation
of interferometric instruments (VINCI: [Kervella et al.| (2003), MIDI: |Leinert et al. (2003), AMBER:
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PPetrov et al| (2007)), and in 2016 the first-light of GRAVITY. Two years after, HR 8799 e was the
first exoplanet ever directly observed by interferometry (GRAVITY Collaboration et all [2019).

GRAVITY is a second-generation instruments at VLTI. It recombines either the four 8-meter

diameter Unit Telescopes (UT) or the smaller relocatable 1.8-meter Auxiliary Telescopes (AT). It
observes in the K-band (A ~ 2.2 pm) and has launched optical interferometry into the realm of faint
objects (K<19 mag). I detail the instrument specificities in Chapter [2l Here, let us focus on the
achievements of GRAVITY observations.

Figure 1.5 — Twilight on the Very Large Telescope (picture: G.Hiidepohl/ESO).

1.4.1 Science cases’ overview

The main science case of GRAVITY is the study of the Galactic Center (Eisenhauer et al., |[2005]).
The instrument is able to measure the relative astrometry of stars orbiting the central black hole

Sgr A* at an exquisite precision of 50 pas. Moreover, it can detect gravitational redshifts in the stars’
spectra (GRAVITY Collaboration et al., 2018a, 2020a) and monitor matter distribution close to
the last stable orbit (GRAVITY Collaboration et al., 2018b)). This brought direct confirmation that
Sgr A* is a supermassive black hole and allowed for a validation of General Relativity principles.

The next exciting goal is to determine the spin of the black hole from the orbits of stars on close
orbit (Gravity+ Collaboration et al., 2022).

The study of active galactic nuclei is another important science case of GRAVITY. Observations

can resolve the broad-line region extension around black holes at the center of distant galaxies (up
to z=2). Together with the velocity gradients estimated from the shape of the K-band emission, one
can measure the mass of the central supermassive black holes and bring information on how black

holes shape their galaxy evolution (Abuter et al., 2024al).
GRAVITY also brought major breakthroughs to the study of young stellar objects. The high angu-
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lar resolution of the instrument at K-band allows for resolving the innermost region of protoplanetary
disks at a fraction of au. This allows for analyses of dust distribution (GRAVITY Collaboration et al.|
2021b)) and temporal variability of the infrared emission close to the star (Gravity Collaboration
et al., |2024)). Also, the analysis of emission lines from the magnetospheric gas accretion and/or
ejection brings precious information on the complex processes at play on T-Tauri stars (Bouvier
et al., |2020; |Gravity Collaboration et al., [2023)).

Finally, but of primary importance here, GRAVITY has enabled the first direct observations of
exoplanets by interferometry. GRAVITY was designed for observing faint infrared point-sources, so
the ability of the instrument to observe planetary mass companions was already predicted at the
beginning of the GRAVITY project (Eisenhauer et al., 2005)). Since 2018, GRAVITY has observed
and characterized 13 young exoplanets. This has been possible thanks to the ExoGRAVITY large
programme and the community that gathered around this new observation technique.

1.4.2 ExoGRAVITY

For observing exoplanets by interferometry, having a sensitive instrument was a requirement.
But it was not the only one. We also needed: observing strategies, a dedicated data reduction
pipeline, and observation time (Lacour et al., 2020). The ExoGRAVITY project was created by
Sylvestre Lacour, and accreted more and more researchers over the years to form the ExoGRAVITY
consortium (~ 100 people). They developed observing strategies and the ExoGRAVITY pipeline
(GRAVITY Collaboration et al., [2020b)) I will describe later in Chapter |2l In 2019, they obtained a
large programme of observation (ID: 2104.C-5046(A)) that lasted from February 2020 to September
2023. During my PhD, I contributed to some of these observing nights by reducing the data in real
time. A lot of the work I will describe here is based on data from the large programme (Chapters
and . Now that the large programme is over, several smaller open-time programmes are conducted
by members of the consortium.

In terms of scientific output, ExoGRAVITY observations provide the relative astrometry between
the host star and the planet at 50 pas precision, 20 times more precise than classical imaging. This
great precision allows for constraining exoplanets’ orbits (e.g. semi-major axis, eccentricity, inclination)
even on a relatively short temporal baseline. The observations also provide K-band spectra at a
resolution power of 500 (routinely) or 4000 (on brightest companions). This contains information on
the planet’s atmosphere (Sect. where we can extract the companion’s temperature, radius,
metallicity, and C/O ratio.

Combined with radial-velocity or absolute astrometry observations, the ExoGRAVITY relative
astrometry provides direct dynamical mass measurements at a precision and a robustness greatly
improved compared to spectroscopy mass estimations. For a proper estimation of the companion
mass and orbit, we use Markov Chain Monte Carlo codes like orbitize! (Blunt et al. 2020]) that
provide the probability distribution of the parameters given a set of observational constraints.

Radial-velocity and absolute astrometry are also used with GRAVITY to identify new targets.
The science fiber of GRAVITY has a limited field of view, so, we need a prior estimate on the
companion’s projected position on sky before an observation (Sect. .

Finally, the observation of more massive substellar companions, like brown dwarfs, is also a
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significant fraction of the ExoGRAVITY activities. It uses the same observation strategy and pipelines,
and from it, we can study the continuum of substellar objects from planets to main-sequence stars.

1.4.3 Harvest of substellar companions
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Figure 1.6 — All planets detected with a mass and semi-major axis estimate according to https://exoplanet.eu
(April 2024). The colored dots show the discovery method. The black circles show the exoplanets observed
with GRAVITY. Jupiter and Saturn are shown for reference.
ExoGRAVITY has directly observed 13 sub-stellar companions that are confirmed as exoplanets.
Most of them are exoplanets discovered by direct imaging:
B Pic b: GRAVITY Collaboration et al.| (2020Db])
HR 8799 bcede: Nasedkin et al. (submitted)
PDS 70 be: Wang et al.| (2021b)
HIP 65426 b: Blunt et al.| (2023)
HD 95086 b: unpublished
e AF Lep b: Balmer et al. (in prep.)
e 51 Eri b: unpublished
We also made the first direct detection of exoplanets discovered by radial velocity:
e (3 Pic c: Nowak et al.| (2020))
e HD 206893 c: Hinkley et al.| (2023).

Figure [1.6] shows the planets observed with GRAVITY. The majority of the exoplanets detected
with GRAVITY are on more distant orbits than Jupiter, and all are more massive than Jupiter. The
two exoplanets closest to their star have a semi-major axis around 3 au. They have been discovered
by the radial-velocity technique, and, indeed, radial-velocity planets are mostly in a 1 to 10 au
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semi-major axis range. All planets observed with GRAVITY are young (< 15 Myr) self-luminous
planet.

Observations of young Jupiter-mass planets at 5 au (Jupiter analogues) and closer companions
are needed to complete the picture of giant planet formation and dynamic evolution. For observing
exoplanets so close to their star, we will not be able to rely on a previous discoveries by direct imaging.
The classical imaging technique is not yet capable of detecting companions in this parameter space.
Radial-velocity technique has already discovered Jupiter analogues, but this technique disfavors
young systems due to their higher stellar activity that disturbs radial-velocity measurements. The
microlensing technique is also sensitive to these Jupiter analogues, but, as shown in Sect. they
are detected at distance around 7 kpc. The projected separation of a planet orbiting at 5 au from its
star at 7 kpc from earth is 0.7 mas, inaccessible by direct observation techniques. For these low mass
planetary companions observations at the au-scale, GRAVITY relies on the planets discovered by
absolute astrometry. And hopefully, these planets will be revealed by the next Gaia data release, the
Gaia DR4, in 2026 (see Sect. [3.6).

Before the expected harvest of Gaia exoplanets, we already use the information of the Non-
Single-Stars (NSS) catalogue of Gaia DR3 released in 2022 to infer the on-sky position of companion
brown dwarfs and observe them with GRAVITY (Winterhalder et al., 2024; |[Pourré et al.l 2024). Tt
adds up to notable brown dwarf observations of the ExoGRAVITY consortium, like HD 72946 B
(Balmer et al., 2023|), HD 136164 Ab (Balmer et al., |2024) and HD 206893 B (Kammerer et al.,
2021)) with an extensive study of their orbit and atmosphere that helps to constrain mass-luminosity
relationships and cooling curves. From these observations, we also gather indications on the brown
dwarfs’ formation process and the impact they can have on protoplanetary discs (e.g. HD 142527 B
Nowak et al. 2024b).

Hold your breath...

... before a deep dive in the instrument.

In this chapter, I focused only on the yield of the different exoplanet detection methods, but all
these methods rely on cutting-edge instruments designed to push the sensitivity limits and expand
the detection parameter space.

In the next chapter, I will describe how GRAVITY achieve the direct observations of exoplanets
by optical interferometry.
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Observing planets with GRAVITY
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If GRAVITY achieved the first direct observations of an exoplanet by optical interferometry, it is

thanks to instrumental breakthroughs and a remarkable instrumental design. In this chapter, I start

by wave optics to outline the theory of single-mode interferometry. Then I describe the GRAVITY

subsystems, all are crucial building blocks of the instrument sensitivity and astrometric precision.

Finally, I detail the ExoGRAVITY observation strategy and data reduction pipeline to achieve

interferometric light deconvolution.
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2.1 Theory of optical interferometry

2.1.1 Simple model

Let me first describe the simple case of an interferometer with two telescopes{f]7 observing the
same unresolved source. Each telescope receives the electric field:

2
Er,(t,\) = Ep exp (z;(k(t) -xT1)> exp(—iwt) (2.1)
2 .
E1,(t,\) = Ey exp <z/\(k(t) 'XT2)> exp(—iwt) (2.2)
with Ej the electric field amplitude, A the wavelength, k(¢) the unit vector in the source direction (in
the following all vectors and matrices are printed in bold), x1, = (zT,,yT,, 2T, ), XTy = (TTy, YTy, 2T )

the two telescopes’ position in space, and w = 27 f the light pulsation. Combining the two electric

fields, we obtain the intensity:

IT1T2 (ta )‘) = ‘ET1 (ta )‘) =+ ET2 (t7 )‘)‘2 (2-3)
2

— Bl lexp(—iwt)? | exp (z'?j(ku) ~le>) +exp (ﬁ%k(t) . xm) (2.4)

— 20y + 2], cos (i’r[k(t) - (% — XTI)]> . (2.5)

So, the intensity is the sum of two terms: the simple addition of the intensity of the two electric fields,
and an oscillating interference term. Converting k to its expression in the appropriate spherical
coordinates system fixed with respect to the celestial sphere, and hereafter called “the pointing
direction”, Eq. becomes:

2
IT1T2 (t, )\) = 21y + 21y cos ()\[ARA(ZETQ — le) + ADeC(yT2 — yTl) + (ZT2 — ZTl)]> , (26)

with ARA and ADec angles corresponding respectively to small right-ascension and declination
offsets. The term (z1, — 21,) is the geometrical delay due to the path difference between the two
telescopes. In the cases where the apertures are on the same plane perpendicular to k, like single-
telescope aperture masking or interferometry at the Large Binoculary Telescope, this term is null by
design. On VLTI or CHARA, the telescopes are not on the same mount, so this term is non-zero but
is compensated by delay-lines.

The Uy and V}, coordinates for the baseline b formed by T; and Ty are defined as:

Ub =TT, —ITTy (2.7)

% =YTy — YT, (28)

!Following an outline close to Nowak] (2019).
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so Eq. 2.6 becomes:

2T

ITng (t, )\) = 21y + 21y cos ( h

[ARA Uy(t) + ADec Vb(t)]> . (2.9)
The telescopes’ position (zT,,yr,, 21,) and (zT,,yr,, 2T,) expressed in the pointing direction coor-
dinate system are fixed with respect to the celestial frame, and therefore change with Earth rotation.
So the UV coordinates change with time with respect to the target direction ARA and ADec. Here,
the useful astrophysical information is ARA and ADec, the position of the object on the celestial
sphere with respect to the pointing direction. It is the only unknown, and it is encoded in the

intensity as a cosine oscillation.

2.1.2 Reveal the interference term

If we consider a monochromatic, mono-axial observation (fixed k), with a fixed baseline, the
Eq. is sterile. The purpose of an interferometer is to measure the interference term by adding
some diversity in the cosine term. For this at least two solutions exist.

OPD scan

Modifying the optical path difference (OPD) is the most obvious solution to reveal the interference
pattern. Under its simplest form, it is the Young’s two slits experiment (Fig. . The centeral pixel
of the detector is at zero OPD, but, as we move away from the centeral pixel, we induce a path
difference d between the two apertures of the interferometer:

2
It,1,(d) =21y + 21y cos (;\T[ARA Uy + ADec Vj, + d]) . (2.10)

For apertures small with respect to the apertures distance (baseline), the interference pattern is
directly visible as a cosine modulating the intensity on the detector.

Source

Interference
Pattern

Figure 2.1 — Schematic for the interference pattern on a detector for different angle 9. Zero OPD is at 9 = 0.
(From Bopp et al., [2018))

On PIONIER at VLTI (Le Bouquin et al. 2011), the recombination does not occur on the
detector itself. The electric field from the individual telescopes is injected in single-mode fibers and
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the recombination is performed in integrated optics (Benisty et al.; 2009). Because of the single-mode
nature of the instrument, the angle on the detector does not correspond to a different observation
direction k, and so, does not convey any OPD meaning. In order to scan the fringes, an OPD d must
be introduced before recombination. In PIONIER, this is performed by independent piezo-controlled
mirrors on each incoming beam from individual telescopes. In this case, the detector records the
temporal variation of intensity during the OPD scan and reveals the interference term (Fig. .

—
HD11022, H=2.485

150

100

ADU

\
0

opd (Lm)

Figure 2.2 — Intensity measured on one baseline on PIONIER at H-band for different OPD. (Red) summing
the 7 spectral channels. (black) on a single spectral channel (From |Le Bouquin et al. |2011])

In practice, the scan of OPDs is disturbed by the OPD contribution of the Earth atmosphere
(see Sect. on the fringe tracker). Still, one can detect short separation binary stars by closure
phase. It consists in adding the phase measured on three baselines forming a closed path to eliminate
the atmosphere contribution and retrieve the relative astrometry (ARA, ADec) between the two
bodies (e.g. Le Bouquin and Absil, 2012; [Marion et al., [2014]). This technique hardly detects binaries
at contrasts less than 1072, and is therefore not favored for exoplanet observations.

Wavelength dispersion

Like PIONIER, GRAVITY is a single-mode interferometer with recombination by integrated
optics (Perraut et al. 2018). However, in GRAVITY the interference pattern is not revealed by a
scan in OPD but by dispersion of wavelengths in the K-band:

2
It,1,(\) = 21y + 21y cos <;[ARA U + ADec Vb]> with  1.95 pum < A <245 pm.  (2.11)

As shown by Fig. at OPD=0 (ARA=ADec=0) we are on the white fringe and the intensity
does not vary with the wavelength. When we consider non-zero OPD, the intensity starts to modulate

with the wavelength.
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Figure 2.3 — (Top) Interference term intensity dependence with A. (Bottom) Fringes averaged over the whole
K-band. (Right) Interference term intensity at given OPD 0, 10 and 30 pm.

The intensity variations at different wavelengths and at different OPD values are precisely what
is recorded by the GRAVITY science camera. The wavelength dispersion of the interference term at
only one OPD value is not sufficient to determine the relative astrometry (ARA, ADec) of the light
source. If we consider an object aligned with our unique baseline, the Eq. becomes:

2
It,1,(N) = 21y + 21y cos (IARA Ub> with 1.95 pm < X < 2.45 pym. (2.12)
Due to the parity of the cosine function, there is a fundamental indetermination on the sign of ARA.

This provides relative astrometry modulo 180°. To lift this indetermination, an additional technique
is required.

2.1.3 Complex visibility in GRAVITY

GRAVITY not only relies on the wavelength dispersion to reveal the interference term, but also
uses a technique called ABCD recombination. The ABCD recombination consists in having four

separate recombination channels that each introduces a different phase ¢4, ¢5, ¢c and ¢p.

Still considering a simple two-telescope interferometer observing the same unresolved source, we
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obtain:
I4(N\) =21y + 21y cos <2)7\T[ARA Uy + ADec V3] + qﬁA) , (2.13)
Ip(\) = 21y + 21y cos (QI[ARA Uy + ADec V3| + ¢B> , (2.14)
Ic(\) = 21y + 21y cos <2;F[ARA Uy + ADec V] + ¢c> ) (2.15)
Ip(A\) =21y + 21y cos <2;\T[ARA Uy + ADec V3| + qSD) (2.16)

With the phases ¢4 =0, ¢p = 5, ¢c = 7 and ¢p = 37“ rad, it becomes:

2
I4(\) = 2Io + 21y cos <;[ARA Uy + ADec (2.17)

]
Ip(\) =21y — 2] sin [ARA Uy + ADec V},]) (2.18)
]

)
). (2.19)
) |

Ic(\) = 21 — 21y cos ( "[ARA U, + ADec Vj,

In(\) = 21y + 21, sin | —[ARA Uy + ADec V3] (2.20)

From these four terms, we can identify:

:IA—IC+. Ip —1Ip

V(N 5 i X 5

2
— 2]y exp <z [;\T(ARA U, + ADec Vb)D : (2.21)

with V' the complex visibility. Here and in the following notations, underlined variables indicate
complex quantities. This quantity is not degenerate in the (ARA,ADec) sign, as individual intensities
I4,Ip,Ic and Ip can be. In this respect, the ABCD recombination can be seen as a scanning at
four different OPDs to fully constrain the fringes’ dispersion shown on Fig. (top).

One baseline at a given time ¢ only provides the projection of (ARA, ADec) on its orientation
(Up, V3) but not yet the individual relative astrometry ARA and ADec. For this, more than two
telescopes are needed. At VLTI, we have four UTs (or ATs) that observe simultaneously the same
target; they form six baselines of different lengths and different orientations. Moreover, the length
and orientation of the baselines projected in the target direction k changes with time as the Earth
rotates with respect to the celestial sphere. The set of all U and Vj, coordinates probed during the
time of the observation forms the UV plane. Each baseline provides complex visibilities V (b, t, A), so
the relative astrometry ARA and ADec of the object is fully constrained by the observation.

This is all that is needed to understand the basics of how to observe exoplanets with GRAVITY.
As we observe objects that we do not resolve (stars and planets), this simple plane-wave formalism is
sufficient and there is no need to introduce the Zernike-Van Cittert general theorem that describes
the visibility drop for any intensity distribution on-sky (see Monnier| (2003) for a concise description

or [Thompson et al.| (2017) for a complete derivation).



2.2. GRAVITY SUB-SYSTEMS 27

U (m) - North U (m) - North
100 -50 0 50 100 1100 50 0 50 100
301 100 201 L 100
\ — UT1-UT2
3 =~ 50 - 3 \ \.50 < |—uTiuts
5 /(/ ~ \ 3 @ [ \ \ 5 UT1-UT4
o n -~ o 1 | -
e o o T 2 o : 0o UT2-UT3
< 2 v B { % $ & UT2-UT4
P - o S \ 7]
S -l s0 & S 50 7 UT3-UT4
> > \ .
. k
-100 L_100
-501 B ade by ASPRO 2/JMM -501 ade by ASPRO 2/JMM
50 0 50 .50 0 50

U (MA - 10”6/rad) U (MA - 10*6/rad)
(a) (b)

Figure 2.4 — UV plane examples at VLTT on the UTs. (a) Observing a target for 6.5 hours with elevation
from 45 to 89°. (b) Observing a target for 1.5 hours at 45° elevation. UV planes from ASPRO2.

2.2 GRAVITY sub-systems

GRAVITY is a complex instrument. The Eq. (2.21]) defining the complex visibilities is in an ideal
case, without the Earth atmosphere, and without undesired instrumental OPD contributions. In
order to measure the (ARA Uy, + ADec V4) term in real conditions various instrumental subsystems

are required (Fig. and .
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Metrology

Figure 2.5 — Simplified schematic of GRAVITY at VLTI. Highlighted: the adaptive optics CTAO, MACAQO
and NAOMI, the metrology sub-system and the delay-lines.
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Figure 2.6 — GRAVITY with the cryostat open, in the VLTI lab (photo K. Perraut).
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2.2.1 Adaptive optics

Before any interferometric considerations, we must collect the light from the individual telescopes.
The telescope’s pupil transmission function A(u,v) is:

1, ifw,v in the UT (or AT) pupil (Fig.

A(U, U) =
0, otherwise

(2.22)

where u and v are the coordinates in the pupil plane.
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Figure 2.7 — Modeled pupil of the VLTI telescopes.

Back to Eq. (2.1)) describing a plane-wave arriving at a telescope, I now take into account the
pupil A and obtain:

E(t,u,v) = A(u,v) Ey exp (z%{r(k(t) X)) exp(—iwt). (2.23)

Considering timescales far longer than the light period 27/w, and neglecting the delay term k(t) - x
that is irrelevant for a single telescope, we simply obtain:

E(u,v) = A(u,v) Ep. (2.24)

In the Fraunhofer diffraction approximation for far fields, the corresponding intensity Iz at the focal
plane (z,y) is:

Ir(z,y) = || F[Eo Alu, )%, (2.25)

with F the Fourier transform. I is called the point spread function (PSF) of the telescope. This
determines the diffraction limit of the instrument (Fig. [2.8a)).

In real ground-based conditions, turbulence in the Earth atmosphere distorts the incoming
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wavefront and adds undesired OPD ®,,,, at different points u, v in the pupil:

E(t,u,v) = A(u,v) Ey exp (i?@atm(t,u,v)) . (2.26)
The temporal and spatial content of @, is well approximated by the turbulent energy cascade
theory of Kolmogorov . We usually describe the atmosphere turbulence by its coherence
time 7y, the typical timescale during when the phase of a given point u,v changes by 1 rad, and
the Fried parameter rg, the typical length at a given time where the phase changes by 1 rad. Both
7o and 7o are defined for A = 500 nm. At Paranal, the coherence time 7y can vary between 1 and
20 ms depending on the weather, and the spatial coherence ry can vary between 5 and 30 cm. In the
following, I use the seeing at A = 500 nm instead of r¢: it is defined as S, = 0.98 x \/ry.

The atmosphere OPD, @4, is responsible for degradation of the PSF. In the focal plane, instead
of the characteristic pattern of the diffraction limit of Fig. we obtain a PSF that resembles
Fig. that is more extended and displays satellite blobs structures called “speckles”. The Strehl
ratio is a metric for the wavefront quality; it is the ratio between the peak intensity in the image
and the peak intensity at the diffraction limit. On Fig. the Strehl ratio is 100%, on Fig. [2.8b| I
estimate the Strehl ratio around 30%
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Figure 2.8 — Image of a star in H-band (1.6 pm) on the acquisition camera of GRAVITY. (a) in simulations on
a UT pupil with D = 8 m and the same pixel scale as the GRAVITY acquisition camera. (b) 0.7 s acquisition
on-sky with MACAO on g Pic with an excellent seeing of 0.45 arcsec.

The correction of the atmosphere’s impact on the wavefront has motivated the development of
adaptive optics for astronomy since the end of the 1980s . Under its most simple
form, adaptive optics relies on the real-time measurement of ®,¢,,, that is applied as a correction on a
deformable mirror in a closed control loop. The frequency of the correction loop must be high enough
to capture a significant fraction of the turbulence (79=5 ms corresponds to 200 Hz variation of the
atmosphere state). Similarly, the adaptive optics better captures the turbulence if it corrects a wide
range of aberrations at the pupil plane. The aberrations are generally decomposed on orthogonal
bases like the Zernike basis or the Karhunen—Loeve basis (KL, e.g. ,

1991)). For example, SPHERE (Beuzit et al.l [2019) has arguably one of the most advanced adaptive
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optics currently in operation (Fusco et al., 2014), it obtains routinely Strehl ratios of 90% in the
near-infrared with a loop running at 1380 Hz and correcting close to 1000 KL, modes on the UT3

pupil.

At VLTI, the adaptive optics on the UTs are:

e MACAQO, Multi Application Curvature Adaptive Optics (Arsenault et al., 2003), that couples
a bimorph mirror with a curvature sensor in the visible. It controls 50 modes at 500 Hz.

e CIAO, Coudé Infrared Adaptive Optics (Kendrew et al., [2012), that uses the same bimorph
mirror as MACAO but with a Shack-Hartmann wavefront sensor operating in the range
1.4 < XA < 2.4 pm. It also controls 50 modes at 500 Hz.

On the ATs, the adaptive optics are:

e NAOMI, New Adaptive Optics Module for Interferometry (Woillez et al.l [2019), the deformable
mirror is a reflective surface with magnetic actuators and the wavefront sensor is a Shack-
Hartmann in the visible. It controls 14 modes at 500 Hz.

MACAO is the only adaptive optics used for exoplanets’ observations with GRAVITY so far.

The progress in adaptive optics have been of paramount importance for the ground-based direct
imaging of exoplanets. Although, it is clear from Fig. that the MACAOQO adaptive optics does not
correct enough atmosphere turbulence to permit direct observations of exoplanets on a single UT. On
GRAVITY, the direct observation of exoplanets is made possible by the interferometric deconvolution
technique described in Sect. The adaptive optics serves two purposes for optical interferometry:
first, it concentrates the light of the astronomical targets to better match the single-mode of the
fibers. This way, we have more flux from the science object, that is crucial for observing faint sources
as exoplanets. Second, it limits the amount of starlight that leaks in the science fiber when we
observe the planet. This starlight is responsible for noise in the visibilities that ultimately set the
detection limits of the instrument (see Chapter [3)).

2.2.2 Fringe tracker

The Earth atmosphere is not only distorting the images from individual telescopes. It also
contribute to an additional OPD term (piston) between telescopes. Back to Eq. (2.21)), it becomes:

2

V(b,t,\) = 2Ipexp (z [ 3

(ARA Uy(t) + ADec Vi (t) + A®arm (b, t))}) ) (2.27)
with A®utm x(b,t) = Patm,x,T, (£) — Patm,x,1,(t) the difference of atmospheric piston between the
two telescopes forming the baseline b. I mentioned in the previous section that the atmosphere
turbulence over Paranal has a spatial coherence length rg at most of 30 ¢cm in the visible, so 1.8 m
at K-band (scaling in A\%®). This is much smaller than the smallest UT baseline (~30 m). So each
telescope is affected by a totally different turbulence outcome that is responsible for a differential
delay A®uim » affecting the interferometric complex visibilities. The differential delay between the
two telescopes is changing on timescale of the coherence time of the atmosphere, that is around

60 ms in K-band. This is a problem by many aspects.
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First, it adds an OPD term that pollutes the astronomical OPD (ARA U, + ADec V}) that
we want to measure. Second, the atmospheric piston prevents any long integration of the fringes.
Integrating for more than the atmosphere coherence time results in the fringes to blur. For this
reason, VLTT instruments like VINCI (Kervella et al., 2003) and PIONIER (Le Bouquin et al., 2011)
have to make short integrations of the order a few milliseconds to “freeze” the turbulence (Fig. ,
which limits the achievable magnitude of these instruments (K=9 mag on VINCI, H=7 mag on
PIONIER).
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Figure 2.9 — K-band fringes on VINCI at VLTI. VINCI had no fringe tracker, so the fringes are shifted from
one exposure to the other by atmospheric pistons (From |Glindemann et al., 2003)

The solution adopted for GRAVITY directly follows the adaptive optics philosophy. The fringe
tracker (FT, Lacour et al., [2019) is an interferometric arm of the instrument that is fed by single-
mode fibers and has its own ABCD combiner (see Sect. . The FT observes a bright target
(K<10 mag) and measures the fringes at a rate up to 1 kHz. It sends correction commands to a fast
piezo-controlled mirror for each beam that adjusts the piston in real-time to lock the fringes at a
given position. The FT is in the GRAVITY cryostat, therefore it is also sensitive to the differential
pistons induced by the VLTI vibrations, and it can correct them.

In parallel, since the fringes are locked and the A®,y, (b, t) term is compensated, the science
arm (SC) of GRAVITY can integrate on a target with exposures up to 300 s. The science object
cannot be picked arbitrary far from the guide star of the fringe tracker. Like in adaptive optics, the
distance between the guide star and the science object is limited by the isoplanetic angle (Tallon
and Foy} [1990). On GRAVITY+ and in the WIDE mode (see Sect. [2.6), it is recommended not to
exceed 30 arcsec between the FT star and the SC target.

Overall, the fringe tracker implementation has been a game changer for optical interferometry,
pushing the magnitude limits of science objects down to K=19 mag. Since 2023, the fringe tracker of
GRAVITY is used to stabilize the fringes during MATISSE observations (GRA4MAT mode, Lagarde
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et al., 2022). This gives access to fainter targets in L (A = 3.5 pm) and M-band (A = 4.7 ym), and
launches another instrument into the direct observations of exoplanets by optical interferometry.

2.2.3 Metrology system and other loops

The FT can be understood as a piston-adaptive optics for interferometry. As any adaptive optics,
it is subject to non-common path aberrations (NCPA). At VLTI, non-common path pistons are
a major problem that greatly limits the astrometric accuracy. GRAVITY has a metrology system
(Lippa et al., [2016) dedicated to measure the non-common path piston between the FT and the SC.

Metrology

As already shown in Eq. , each telescope is affected by different atmospheric pistons ®qm -
Again, following a formalism close to Nowak! (2019), we can add ®py,, a delay term that encompasses
delay lines tracking and the correction of the atmospheric piston by the actuator of the F'T, and
Dprop,sc or Pprop pT the delays induced by the specific propagation in the SC or the FT arm of
GRAVITY. This way, the total piston for the SC and FT of Telescope 1 is:

(I)SC,T1 = q)atmﬂr,Tl + q)DL,Tl + q)prop,SC,Tl (228)

Prr 1, = Patmr, T + PoL Ty + Pprop,FT, T - (2.29)
So, the OPD between Telescope 1 and Telescope 2 is:

Adgc = Pscr, — Psem, = APatm,r + APpr, + APprop.sc (2.30)
A®pr = ®pr1, — PrTT, = AP8ttim,r + APpI, + APprop FT- (2.31)

The angular separations considered in this work (<0.5 arcsec) are much smaller than the piston
atmospheric isoplanetic angle (>10 arcsec). Therefore, we can consider that the SC and FT experience
the same propagation in the atmosphere. By principle, the FT keeps A®pp = 0, so:

A®yir + Adpp, = —APp0p FT, (2.32)
and the OPD for the science arm can be written:

A®gc = APpropsc — APprop FT- (2.33)
Back to a telescope by telescope expression, it becomes:

A(I)SC = (q)prop,SC,Tg - Qprop,FT,Tg) - ((I)prop,SC,Tl - q)prop,FT,Tl) (234)

N J

Y v
Telescope 2 Telescope 1

So, the OPD A®gc that affects the astrometry can be corrected if we can measure the OPD between
the propagation in the FT and in the SC.
In GRAVITY, this measurement is done by the metrology system. It injects a laser in the SC and
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FT beam combiners that retro-propagates through the whole GRAVITY and VLTI optical chain to
the individual telescopes. On the telescope pupil, it forms fringes whose frequency encodes the OPD
(Pprop,sc, Ty — Pprop,FT,T; ). On the spiders of each telescope (UT and AT) there are four receiving
diodes that measure these fringes and, therefore, properly measure A®gc.

GRAVITY has benefited from the lessons learned in the PRIMA instrument at VLTI (Eisenhauer
et al., [2023). Indeed, PRIMA had a metrology system that went from the instrument to the coudé
focus of each telescope. It was insufficient to fully probe the non-common path pistons and the
accuracy of the instrument was limited to 3 mas instead of the expected 10 to 50 pas (Woillez et al.|
2014). The experience acquired during the PRIMA project motivated an extensive work on the error
budget for the astrometry at VLTI (Lacour et al. 2014), and concluded that the metrology must
measure the full non-common path in the telescope, up to the M1 space, at the very location of the

telescope aperture.

Acquisition camera loops

In practice, the metrology system of GRAVITY captures correctly the OPD A®gc only if the
SC and the FT pupils are matching on the diode receivers of the telescopes spiders. If the SC and
FT pupils are not matching, the metrology diodes probe different part of the pupil, and any optical
aberration (higher than piston) translates into errors in the differential piston measurement. In
GRAVITY, there is a pupil tracking system that images four emitting diodes placed at the telescopes
spiders and adjusts variable curvature mirrors to prevent any drift.

The pupil diodes are imaged on the acquisition camera of GRAVITY (Anugu et al., 2018). This
camera receives the H-band (A=1.6 pm) photons and serves many purposes (Fig. . It is not
only the sensor for the pupil tracking system, but also the sensor for a field guiding that uses a focal
plane image to correct tip-tilt drifts at less than 1 Hz frequency.

Additionally, the acquisition camera has a Shack-Hartmann wavefront sensor per beam that is
not (yet) used in operation, and provides an image of the four pupils.

The fringe-tracker, the metrology system, the pupil guiding and the field guiding are necessary
subsystems for achieving astrometry measurements at 10 pas accuracy. Altogether, they rigidify the
instrument, against most of the jitters and drifts to provide the most stable and unbiased wavefront

to the SC.
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Figure 2.10 — Real-time display of the GRAVITY acquisition camera. Each column corresponds to one
telescope. Vertical lines from top to bottom is: pupil beacons, internal Shack-Hartmann wavefront sensor,
pupil viewer, and field image (From |Anugu, [2016)

2.2.4 Science arm

The science arm of GRAVITY collects the K-band flux from each telescope of the array, recombines
the beams with an integrated optics combiner, and then disperses the fringes chromatically on the
spectrometer cameraﬂ

The beam from individual telescopes is injected in a single-mode fiber after an off-axis parabola
(Fig. . The intensity injected in the SC corresponds to the convolution of the Gaussian mode
with the electric field at the focal plane. I give more details on the SC fiber injection of GRAVITY
at Sect. Once the light is injected in the SC fibers, a fine tuning of the OPD is performed by the
Fibered Differential Delay Lines (FDDL). This subsystem stretchs the fibers to adjust the pointing
of GRAVITY.

The core of GRAVITY is the interferometric recombiner. Building up on the developments in
integrated optics for PIONIER (Benisty et al., |2009), GRAVITY recombiner is an integrated ABCD
combiner (Perraut et al.| [2018) with four inputs (the four telescopes) and 24 outputs (6 baselines x

2The FT arm has a similar design but the chromatic dispersion is only at low spectral resolution (R=23) and the
camera is a SAPHIRA detector (Finger et al., [2016al).
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4 ABCD). The integrated optics chip is very compact (5 cm long) compared to recombination in
bulk optics. This permits to enclose the recombination stage in a cryostatic stable environment.

After the integrated optics, the combined light of each baseline is dispersed by prism or grisms,
depending on the spectral resolution. Finally, the flux from the 24 outputs dispersed in wavelength
is recorded on the SC camera, a HAWAII-2RG detector (Loose et al., [2003). The integration time
ranges from 0.3 to 300 s, and is chosen by the observer to maximize the signal-to-noise ratio (SNR)
without saturating the detector.
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Figure 2.11 — Example of SC camera image during an observation of 5 Pic b at MEDIUM resolution (R~500).

2.3 Observation modes

GRAVITY has several observation modes that can be chosen by the observer depending on the
object observed and the scientific goal.

2.3.1 Spectral resolution

The instrument has three spectral resolutions available: LOW at R~20, MEDIUM at R~500 and
HIGH at R~4000. The LOW resolution mode is used for the observation of stars around the Galactic
Center to maximize the SNR. For exoplanet observations, experience from the ExoGRAVITY large
programme shows that the LOW resolution is not optimal for the interferometric deconvolution of
the star’s light and the planet’s light. For this reason, we commonly use the MEDIUM resolution that
appears to be better for both the detection and the spectral characterization. The HIGH resolution
is used only on the brightest exoplanets. To my knowledge, the only satisfactory spectrum obtained
with the HIGH resolution is on the bright 8 Pic b (K=12 mag). The GRAVITY+ upgrade (Sect. [2.6)),
and especially the new adaptive optics, will improve the transmission and the Strehl. It will certainly

enable more HIGH resolution observations of exoplanets in years to come.
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2.3.2 Polarization

GRAVITY offers the possibility to separate the two linear polarizations (GRAVITY Collaboration
et al., [2024)) in a SPLIT observation mode. The polarization separation is done by a Wollaston
prism inserted after the prism/grism of the SC and of the FT. For exoplanets observations, we use
in general the COMBINED mode, where polarizations are not separated. As planets are detected
via their thermal emission, the fraction of polarized light is expected to be null or low. Combining
the two polarizations provides more flux in each spectral channel, and thus a better SNR for faint
objects like exoplanets.

2.3.3 Field separation

As already mentioned, GRAVITY has two interferometric arms operating in parallel. The light
from the VLTI must be split in the instrument in order to feed both SC and FT.

SINGLE

The most simple mode of GRAVITY is the SINGLE field mode. In this configuration, the FT
and the SC have the same field of view. In other words, the F'T guide star is also the science star.
The beams are separated by a 50/50 beamsplitter.

This mode is not used for exoplanets’ observations but this is the mode favored for observation
of young-stellar objects (e.g. GRAVITY Collaboration et al., [2024b)).

DUAL ON-AXIS

One of the major strength of GRAVITY is the possibility to observe a different field of view on
the SC and on the FT. This is the DUAL field mode. For separations of less than 600 mas between
the FT and the SC field, the split between the two fields is done by the 50/50 beamsplitter and is
called DUAL ON-AXIS. Figure illustrates how the SC fiber can point to a different location
than the F'T and observe a science target that is not the FT guide star. This is the mode we use for
direct observation of exoplanets and other substellar companions at short separations (e.g. |[Nowak
et al., |2020; Winterhalder et al. 2024).

By design, 50% of the SC target flux is lost in DUAL ON-AXIS mode.

DUAL OFF-AXIS

For more than 300 mas separation between the FT and the SC fields of view, one can split the
two beams with a roof-mirror instead of the beamsplitter. This mode is called DUAL OFF-AXIS
and is illustrated in Fig. Contrary to the DUAL ON-AXIS, in DUAL OFF-AXIS all the flux
from the science target is transmitted to the SC. This is why, this mode is favored for observing
exoplanets and brown dwarfs beyond 300 mas (e.g. Blunt et al., 2023]).

The beam propagated from one UT has a 2x2 arcsec field of view at the VLTI lab (4x4 arcsec
on ATs). It sets the upper separation limit of the DUAL OFF-AXIS mode at 2 arcsec on the UT.
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Figure 2.12 — Schematic description of the two methods available in GRAVITY for separating the FT and SC.
(From [Nowak et al., 2024a))

DUAL WIDE

The DUAL WIDE (GRAVITY+ Collaboration et al., 2022) is a new mode developed as part of
the GRAVITY+ upgrade (Sect. and operational since 2022. In this mode, the star-separator
system (STS, [Delplancke et al., 2004) at the coudé focus of each telescope propagates two different
fields of view of 2x2 arcsec for the UTs (4x4 arcsec on ATs). It now makes possible to have a FT
guiding star on one field of view, the SC target on the other, and allows for increasing the distance
between the FT and the SC beyond what was possible with the DUAL OFF-AXIS mode.

Being able to pick a guide star for the FT and the adaptive optics at up to 30 arcsec from the
SC target has improved the sky coverage of the instrument. It has already permitted important
extragalactic observations, for example the observation of the broad line region around a supermassive
black-hole at z=2 (Abuter et al., 2024b)).

To my knowledge, this mode is not used for exoplanets’ observations. Usually, substellar com-
panions remain in the 2 x 2 arcsec of a single field of view around their host-star. Also, in DUAL
WIDE mode the metrology link between the FT and the SC is lost as well as the absolute measure
of visibilities. It makes it impractical for measurement of relative astrometry between the star and

the companion.

Summary

Figure summarizes the separation ranges of the different modes. My PhD is focused on
exoplanet observations at short separation; below 200 mas. So, in all my work I used only observations
in the DUAL ON-AXIS mode.
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Figure 2.13 — Range of separations accessible on the UTs and the ATs on the different ON-AXIS, OFF-AXIS
and WIDE modes (From ESO website)

A description of the GRAVITY hardware that makes possible the ON-AXIS and OFF-AXIS
separation of the FT and SC fields is in [Pfuhl et al.| (2014).

2.4 Observables

GRAVITY provides one observable: the complex visibilities of the science object referenced to
the position of the FT object.

P2VM

The pixel-to-visibility-matrix (P2VM) is crucial to obtain the complex visibilities from the SC
and the FT camera. The method to obtain the P2VM is close to the AMBER data reduction
et all [2007). As detailed in [Lacour et al| (2008), the relationship between the intensities of the
ABCD outputs at the different wavelengths and the complex visibilities is linear. Therefore, a single

linear operation with the SC images provides the complex visibilities on all the baselines, as well as
the total incoming flux for each telescope. This linear operation is performed thanks to the P2VM.

GRAVITY has a calibration unit (Blind et al.l |2014), placed at the output of the cryostat
(Fig. . It is used for calibrations and health-checks. The P2VM is computed on the calibration
unit before and after each observing night. This way, it is closest to the state of the instrument at

the moment of the observation. The visibility-to-pixel-matrix (V2PM) is measured on the internal
calibration lamp by sequentially measuring the flux on SC camera with only one incoming beam, and
then for the six different baselines. The P2VM is obtained by inversion of the V2PM. The P2VM
is simply the generalisation of Eq. but for the cases where A, B, C and D outputs are not
exactly measured at phases of 0, 7/2, 7 and 37/2.

The P2VM is the cornerstone of the GRAVITY pipeline (Lapeyrere et al., 2014) that converts
the raw data into astroreduced.fits that are used for the science analysis of the observations.

Observation files

An observation is composed of NDIT exposures on the SC assembled in NFILES files. The
number of NDIT per files has to be a multiple of four because of a dithering pattern on the detector
that repeats every four exposures.

The GRAVITY pipeline provides an astroreduced.fits for each NFILES of the observation.
It contains nine different tables, the most important for us here are: the 0OI_WAVELENGTH table with
the wavelength A and the error on A, the 0I_VIS that contains the complex visibilities at each A on
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the SC and FT and the associated error for each baseline and each NDIT, the 0I_VIS also contains
information on the metrology OPD and the FDDL position; finally, the 0I_FLUX contains the total

flux from individual telescopes at each .

Referencing the visibilities

The complex visibilities VISDATA in the 0I_VIS are not referenced. Back to Eq. (2.21)), it means
that the angles ARA and ADec do not correspond yet to the relative astrometry with respect to an
identified position on sky.

In order to reference the raw visibilities, it is necessary to add a phase ternﬂ:

¢p(b,t,\) = PHASE_REF — PHASE_MET_TELFC — %WOPD,DISP (2.35)

where PHASE_RFEF is the phase measured by the fringe tracker, PHASE_MET _ TELFC the
phase measured by the metrology between the fiber couplers and the telescopes, and OPD_DISP
the OPD induced by the FDDL.

We obtain the complex visibilities referenced on a point determined by the metrology, V.. (b, t, ),

by applying:
V,,(b,t,\) = VISDATA x ¢'%», (2.36)

With this correction, we obtain a phase-referenced visibility, therefore static in a celestial reference
frame. However, these complex visibilities still contain a static term, possibly very large (mm), coming
from the unknown zero-point of the metrology. This unknown offset disappears if we reference the
observations with respect to each other. For example, considering one observation V, ,,, on a star and
another observation V, ,,, on a companion at a relative astrometry (ARA, ADec), both referenced at
the same metrology point:

Vy,.(b,t,\) = VISDATA; x e'¢r (2.37)

)

Vo m(b,t,\) = VISDATA, x €'r. (2.38)
We can reference V, with respect to the star and obtain V,
KQ,S(b7 ta >‘) = ZQ,m X e_i arg(zl’m)' (239)

Now, the phase of V, ; is the pure astronomical OPD term (ARA Uy + ADec V}), and from this we

can extract the relative astrometry of the companion with respect to the star (see ExoGRAVITY

pipeline Sect. . An example of companion phase referenced to the star is shown in Fig.
By definition, the observation on the star (V7) referenced to itself is:

KLs(b? 2 /\) = Kl,m X e_i arg(zl’m). (2.40)

and has a phase equal to zero on all baselines, at all wavelength A and all time ¢. Similarly, if we

3Detailed at Sect 10.26.1 of the (GRAVITY Pipeline user manual.
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reference the observation V, with respect to the companion position (relative astrometry), the phase
of the companion will be zero at all b, A and t¢.

The work with complex visibilities often requires to switch from one referential to another. In
this manuscript, I will mostly use visibilities referenced to the star, or referenced to the planet,
and occasionally visibilities referenced to the position of the center of the SC fiber or referenced
to the speckles. I will refer to it as “referenced to the (star/planet/fiber/speckles)”, “phased on
the (star/planet/fiber/speckles)”, or “in the (star/planet/fiber/speckles) reference frame”. All these
expressions convey the same meaning of referencing the phase of the complex visibilities with respect
to a position on-sky.

2.5 The ExoGRAVITY technique

GRAVITY was not specifically designed for exoplanets’ observations. However, it was designed
for enabling observation of faint point sources in the K-band. At the beginning of ExoGRAVITY,
Sylvestre Lacour and Mathias Nowak developed a specific observation strategy and a dedicated

pipeline to turn GRAVITY into a powerful instrument for direct observation of exoplanets.

2.5.1 Observation strategy

Let me first describe the basics of planning and performing exoplanet observations with GRAVITY.

Position the SC fiber

Before the observing night, we must determine the position of the SC on-sky. Due to the injection
in single-mode fibers in the SC arm, GRAVITY has a field of view limited to 65 mas on the UT and
290 mas on the AT (full-width at half maximum of the Gaussian mode in intensity). Because of
this limitation, we never make an observation without at least a guess on the companion (planet or
brown dwarf) position around its host-star. If the companion has already been detected by direct
imaging, its relative astrometry is often enough constrained to enable observations with GRAVITY
(GRAVITY Collaboration et al., [2020bf Blunt et al.l 2023)). We keep track of the best up-to-date
orbit predictions in http://whereistheplanet.com/ (Wang et al. 2021al).

For companions that have never been directly imaged, we can rely on trends in the Hipparcos-Gaia
proper motion of the host star as well as radial-velocity data if the companion has a semi-major axis
smaller than 10 au. This was the case of the first direct detection of HD 206893 ¢ in September 2021
(Hinkley et al., 2023)), it took seven pointings at different positions on the UTs to pave the field and
finally detect the planet. We were not so lucky with the search for HIP 77718 b or HR 8799 f where
we did not detect the companion despite several pointing attempts.

For higher-mass companions like brown-dwarfs, the Gaia DR3 Non-Single Stars catalog (Halbwachs
et al., |2023)) provides orbits of tentative detections that, given some assumptions on their brightness,
are often constrained well enough for the GRAVITY field of view (Winterhalder et al., 2024).


http://whereistheplanet.com/

42 CHAPTER 2. OBSERVING PLANETS WITH GRAVITY

Observation sequence

In every direct observations of exoplanet with GRAVITY, the host star is the FT guide star.
The fiber of the FT arm of GRAVITY stays centered on the star during the whole observation. For
the SC, the observation sequence is different if we are in DUAL ON-AXIS or OFF-AXIS mode.

During observations in DUAL ON-AXIS mode, we alternate between acquisitions with the SC
centered on the star, the SC centered on the expected position of the planet, and the SC away from
the star and the planet (SKY). The observation on the star is used as a phase reference (Sect.
and a spectrum reference (Sect. . For both observations on star and on the planet, the detector
integration time (DIT) must be chosen carefully to avoid saturation of the SC cameraﬂ

A typical observation sequence on the UTs is:

e SC on-star: NDIT={16, 32, 64} and DIT={0.3, 1, 3}s

e SC on-SKY: NDIT={16, 32, 64} and DIT={0.3, 1, 3}s

e SC on-planet: NDIT={8, 12, 32} and DIT={10, 30, 100}s

e SC on-SKY: NDIT={8, 12, 32} and DIT={10, 30, 100}s

e SC on-planet: .

e SC on-planet:

e SC on-planet: .

e SC on-star: NDIT={16, 32, 64} and DIT={0.3, 1, 3}s
This sequence is repeated for the duration of the observation. Without the overheads, 20 min
total integration time on planet(NFILESxNDITxDIT) can be enough for obtaining the relative
astrometry of a bright companion (K<15). For obtaining companion’s spectra at high-SNR, the
total integration time of the observation can be of the order of 2 or 3 hours.

In OFF-AXIS mode, the calibration of the metrology zero-point by observing the FT object is
impossible. Instead a “swap” is executed where the FT is fed by the science object and the SC is fed
by the tracking object. Such a swap is obviously impossible for exoplanets, which are too faint for
fringe tracking; so the observation sequence must include a “swap” on a known calibrator (Nowak
et al., 2024al). T did not use this mode during my PhD, all the observations I worked on were at short
separations with the DUAL ON-AXIS mode.

2.5.2 Pipeline

The reduction of the raw observation data is done by the GRAVITY pipeline (Lapeyrere et al.,
2014])). Tt provide the astroreduced.fits files already described in Sect.

The relative astrometry and the spectra of exoplanets are obtained with a second reduction stage,
the ExoGRAVITY pipeline. This section is a summary of the ExoGRAVITY pipeline description in
Nowak| (2019) and GRAVITY Collaboration et al.| (2020b)). This pipeline was developed at least two
years before my PhD. However, I wish to give some details of the underlying mathematics that will
be necessary to understand the modification I propose at the end of Chapter [ (Sect. [4.6.4)).

The total process for ExoGRAVITY reduction is illustrated in Fig. The astroreduced.fits
of both observations on-star and on-planet are used in the script astrometry_reduce.py to obtain

4GRAVITY template manual, Fig. 2 and 3


https://www.eso.org/sci/facilities/paranal/instruments/gravity/doc/GRAVITY_TemplateManual_P114.pdf

2.5. THE EXOGRAVITY TECHNIQUE 43

the relative astrometry of the planet with respect to its star. This relative astrometry is used in a
second script, spectrum_reduce.py, that measures the planet-to-star contrast spectrum.

GRAVITY pipeline ExoGRAVITY pipeline
Raw observations
Astrometry Contrast
X X run_gravi_reduce.py astroreduced.fits| astrometry_ reduce.py ARAADES spectrum_reduce.py spectrum
Calibrations (NFILES on-planet

Iy
NFILES on-star) T
> Contrast estimate

Figure 2.14 — Block diagram for the reduction process of exoplanet observations with GRAVITY

Preamble

Following a formalism close to [Pourré et al.| (2024), the total flux injected in the SC fiber when
we observe the planet is:

Fonplanet (M, t, A) = F(AN)T'(m, Ao, t, \) + F,(A\)T(m,0,t, \) (2.41)

with m the telescope, Aa = (ARA, ADec) the relative astrometry, Fy and F), respectively the true
star and planet flux (unaffected by the instrument nor the atmosphere), and 7" a transmission term
containing the atmosphere and the instrumental transmission. It also includes the loss due to the
Gaussian field of view of the SC. Therefore, T'(m, Aa,t, A) is the transmission of an object at an
angular distance Aa from the SC fiber center, and T'(m,0,t¢, A) is the transmission of an object
located directly under the SC fiber. The total flux is not the observable of interest in GRAVITY;
however, the star flux injected in the fiber at the planet position is responsible for photon noise and
systematic noise in the complex visibilities.

A fraction of the total flux is coherent between two telescopes and contributes to the complex
visibilities observed with the SC on planet:

Voonplanet (0,1, A) = ¥*(b’ t, NG (b, Aa,t,\) +V (b, 1, \)G (D, 0,1, \) (2.42)
spv;gkle pl;;et

with V. and V, respectively the true complex visibilities for the star and the planet, and G an
interferometric transmission term. Like T, G includes transmission losses from the Earth atmosphere,
the instrument and the distance A« from the center of the Gaussian field of view. The Equation
shows clearly the term V), that we want to measure, and the undesired speckle term.

Like any deconvolution technique for direct imaging, the aim of the ExoGRAVITY pipeline is to
disantangle the speckle from the planet signal and provide an estimation of V). If we consider the
complex visibilities referenced to the star, the planet complex visibility is:

o

V,(b,t,A) = Sp(\) exp <z = [Aa U(t)]) (2.43)

with S, the planet’s spectrum and U = (U, V;) the UV plane coordinates. Moreover, in the
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ExoGRAVITY pipeline, the speckle term is modeled with:
K* (b7 t7 A)G(b7 Aa7 t’ >\) = E(b7 t’ A)Lnstar(bﬂ t7 )\)7 (244)

where P is a complex polynomial and V. is the complex visibility measured when the SC fibers

onstar

are centered on the star. V... can be written:

Vst (0,6, A) = J(b, £, \)G (b, 0,2, A) S5 (N), (2.45)

—~—onstar

where S, is the star’s spectrum and J is a function accounting for the drop of star’s visibilities if the
star is resolved by the interferometer. The resolution limit in the K-band on the longest baselines B
of VLTT is:

A 22x107°

0=~ —
2B 2 x 130

= 8.5 x 107 rad = 1.7 mas. (2.46)

The star observed during the ExoGRAVITY large program with the highest apparent angular
diameter is 8 Pic with 6; =0.9 mas. In the following, I will consider that the objects are not resolved
and take J = 1.

Introducing the contrast spectrum:
S
C(\) =22, (2.47)
S

we can rewrite Eq. (2.42):

v

ot 0:3) = P00 8,10 + CON Vo0,V 0 (157 [Aa U] ). (2:8)
This equation holds under three assumptions:

e the host star is not resolved by the interferometer,

e the modulation of V.. by the polynomial P is a good model for the coherent flux V
effectively injected in the SC at the planet position,

e the transmission G (including the Earth atmosphere transmission and the instrumental trans-
mission) has not changed significantly between the on-planet observation and the on-star
observation.

Experience have shown that a 4" or 6** degree polynomials are enough for P to effectively model
the average of the visibilities in the two FILES
observed on-star directly before and directly after the acquisition on-planet considered.

Equation is what we want to solve with the ExoGRAVITY pipeline. The script

astrometry_reduce recovers Ao and the script spectrum_reduce recovers C(\).

the speckle term. In the following, we take for V. ...

Astrometry fit

As shown by Eq. (2.48)), there are two unknowns, the contrast spectrum and the planet relative

astrometry. It means that we must make an assumption on the contrast spectrum in order to
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obtain the astrometry. Either we already know the contrast spectrum of the planet from previous
observations, or we make the assumption of a flat contrast spectrum. Experience shows that the
shape of the contrast spectrum has only a small impact on the astrometry fit, so in almost all cases
we make the flat contrast assumption in astrometry_reduce.

Following notations close to Nowak! (2019)), we can express Eq. in matrix form for a given
baseline b and time ¢, it becomes:

kmax
_ k
Xb,t,onplane‘c - Z QkA Xb,t,onstar + Hyb,t,onstargb,t (249)
k=0 —
~ planet
speckles

where:

® Vi onplanet a0d Vi otar are vectors of length (ny), with ny the number of spectral channels
(ny = 233 in MEDIUM resolution),
oV

—onstar

° lezf:g‘ gkAk is the complex polynomial P of order kpyax with coefficients a;. A is a (ny x ny)

is a (nx x ny) matrix, with Vj,; ;.. on the diagonal and zero everywhere else,

matrix with wavelengths A on the diagonal and zero everywhere else,

e k is the scalar contrast value for the flat contrast,

e ©,, is the exponential term of Eq. depending on the UV plane and the relative astrometry
of the planet, it is a complex vector of length (ny).

In linear algebra language, Eq. shows that the visibilities observed with the SC on the
planet exist in two subspaces: one in the speckle’s subspace formed by the observation on-star
modulated by a polynomial in A that takes different values for each b and ¢, the other is the planet
subspace formed by the visibilities that have the same instrumental and telluric transmission as
Vit onstar (G 1 Eq. ) but with the phase @, of the planet. This last term contains the relative
astrometry that we want to measure, but it is in a complex exponential that is not compatible with a
linear fit. We fix this problem with the most straightforward solution: a brute force grid exploration
of all possible separations. Once we fixed a position Aa = (ARA, ADec), the rest of the fit is linear
and provides a x? value quantifying the accordance of the fixed relative astrometry with the data.
At the end, we obtain a x? grid were we can find the astrometry that best fits the visibilities (see
Fig. .

I will detail here how we perform the linear fit for a given relative astrometry Ac. If the speckles’
subspace and the planet’s subspace are identical, there is no hope to disentangle the planet from the
speckles’ visibilities. However, we have good reason to believe that the two subspaces are different.
The main reason is that the planet can have a phase that modulates on spectral frequencies greater
than frequencies accessible by a 4™ or 6" order polynomialﬂ Also, expressed in the star’s reference
frame, the planet visibilities follow the temporal variation of the UV plane due to sky rotation. In
the star’s reference frame, the speckles are not affected by the UV plane, so this diversity further
helps to disentangle the planet’s signal from the speckle’s signal. In this sense, it is very close to the

5T will show in Sect that the inner working-angle of ExoGRAVITY is reached when this frequency dichotomy
ceases to hold.
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angular differential imaging technique used for direct imaging of exoplanets on single telescopes.

From the speckles’ term, we can compute Eit the projector matrix orthogonal to the speckle’s

subspace. By definition:

kmax
Eit <Z QkAk Vb,t,onstar) = 07 (2.50)
k=0

so, when we apply El&t to Eq. we obtain:

1 1
Eb,tzb,t,onplanet = K’Eb,tyb,t,onstargbt (2'51)

-

The Eq. (2.51]) seems easier to solve than Eq. (2.49)), but, since the projection matrix for a
given b and ¢ is necessarily of order less than ny, Eq. (2.51) is not invertible. This is why we use a
decomposition of Eb{t:

Hy, Elitﬂz,t =Dy, (2.52)

where Hj ; is an Hermitian matrix and ﬂZt its complex transpose, D, , is the diagonal expression of
Eb{t in the basis defined by Hy, ;. From Eq. 1) we can identify:

ﬂb,t Ebi,t = Db,t ﬂb,m (2-53)

so Eq. can be written:
Dy Byt Vit onplanet = €Dt Hy ¢ Vit ongtar ot (2.54)
Because Bb%t was an orthogonal projector, the matrix Dy ; is diagonal with values (1,---,1,0,---,0).

So we can identify blocks in Dy, and Hy; such that:

I; O
D, . = 2.55

H H
H,, — (b,tll b,t12) . (2.56)

Equation ([2.54)) becomes:

(ﬂb,tll Eb,t12) Xb,t,onplanet =K (Hb,tll Eb,tm) yb,t,onstar@b,t' (2'57)

We can express the last equation under the form:

Q,, = KRy (2.58)
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with,
gb,t - (Eb,ﬂl Hb,tl?) Xb,t,onplanem (259)

. h .
that is a vector of length equal to the rank r of H, ;. For example, for a 4™ order polynomial the
number of polynomial parameters is 441, and the rank of Hy , is r = n) — 5, so r = 228 in MEDIUM
resolution. The right hand term of the equation is:

Eb,t = (ﬂb,tn ﬂb,tu) yb,t,onstar@b,t (2.60)

that is a vector also of length r.

We have to keep in mind that the Eq. is very incomplete, it is for only one baseline and
time. Due to the projection perpendicular to the speckles’ subspace, a part of the planet signal
may have been lost and cannot be recovered from this equation alone. To recover all the planet’s
information, we must use all the diversity we have between the speckles’ subspace and the planet’s
subspace, that means, taking into account the full set of visibilities on all b and for all exposures. By
doing so, we expect that the planet signal can be fully disentangled from the speckles.

I do not detail here the calculations necessary for propagating the errors along the astrometry
fit procedure. It is all described in |Nowak! (2019) at Sect. 12.5. But, in the maximum likelihood
formalism detailed at Eq. (B.46) of [Nowak (2019), the astrometry dependent part of x? for the fit
on all b and ¢ can obtained by:

-1

ZRW*Q b,tgzb,t ZRW*%HM (2.61)

and the contrast x is estimated by:

-1

ZRth—zbt 2.b,t 2R2bt 2btR2bt ’ (2'62)

where Ry and Q, are vectors of length 2r such that:

R, = (;) Q, = <QQ*> (2.63)

The matrix W, is an expression of the error covariance described at Eq. (12.60) of (Nowak, 2019).

Now that we have a linear fit that provides a x? for each given position ARA, ADec of the planet,
we can try different positions and search for the one that provides the best fit (minimal y?).
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Astrometry outputs

The astrometry_reduce script produces the result of the astrometry fit in (ARA, ADec) maps.
Each position on the map is assigned a periodogram power p,, corresponding to:

pw(ARA, ADec) = x2 — x*(ARA, ADec), (2.64)

where X% is the x? obtained under the null hypothesis, i.e., that there is no planet signal in the
data. The peak periodogram power p,, on the map indicates the position where the planet has been
detected. Assuming Gaussian noise, this peak power scales with the square of the SNR, so, a high
periodogram power p,, is an indicator for a strong planet signal in the data correctly fitted by the
reduction script.

Figure shows examples of periodogram maps. A periodogram map is obtained for each
NFILES of the observation, and finally summed to form the combined periodogram map. The best
astrometric fit is extracted from the combined periodogram map and the error on the astrometry is
estimated from the dispersion of the peak periodogram power position in the periodogram maps of
individual NFILES. The combined periodogram map is statistically equivalent to a fit on all NFILES,
thus taking full account of the diversity brought by the sky rotation. We can notice that the peak
periodogram power is always surrounded by bright side lobes. This corresponds to the “dirty beam”
of the VLTI, in other words, the PSF of the instrument given the UV plane orientation. To assess
the robustness of a detection, one can also examine the periodogram from the fit of the separate
NFILES. If they all point to the same best fit spot (as on Fig. , the detection is robust. It is
also common to check if the fit from the different baselines agree to the same solution. However, this
file-by-file analysis is possible only for targets bright enough to be detected on individual NFILES.
For the faintest targets, or targets far from the SC fiber field-of-view, the combined periodogram

map is the only source of information.
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Figure 2.15 — Periodogram maps from an observation on HD 206893 ¢ the 2021-10-16. (left) periodogram
map for each of the 10 NFILES composing the observation. The white numbers correspond to the peak
periodogram power of the maps. (right) combined periodogram map corresponding of the sum of the 10
individual periodogram maps. The orange cross shows the fiber position during the observation.

To understand better the data behind the astrometry fit, we can look at the best planet fit and
speckle fit. Figure shows the speckle and the planet fit of complex visibilities for the same
observation as the periodograms of Fig. [2.15] It contains the real and imaginary part of the fits
for all 6 baselines and all NDITs. In this example, the speckle fit captures most of the observed
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complex visibilities (V. janet), if the visibilities data and the speckle fit were side-by-side, we could
not easily tell the difference. However, a small part of the visibilities (here ~1%) is not captured by
the speckle fit, this signal is captured by the planet fit. Due to the sky rotation, we can notice that
the frequency of planet spectral oscillations drifts with time and this is well captured by the pipeline.
Appendix [A-2] shows another example of how the polynomial modulation fit the speckle and can

reveal the exoplanet’s visibilities.
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(b) Planet fit
Figure 2.16 — Best fit for the speckles (a) and the planet (b) phased on the star, in HD 206893 ¢ observation
the 2021-10-16. The observation contains 10 files of 32 exposures, hence the total of 320 NDITs.

Similarly as the x2, we obtain an estimation  of the planet contrast at each (ARA, ADec) tested
during the script. Then, it is possible to obtain the k from the best fit in individual NFILES and
then average the k values obtained. Another solution is to rely on the contrast « at the best fit in the
combined periodogram. If the companion is not detected on individual NFILES but is only revealed
when we combine all the periodogram maps, it is advisable to rely on the x value computed on
combined periodogram. Either way, this contrast estimation is just an indication. The total contrast
spectrum C'(A) is provided by the second part of the pipeline.
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Spectrum fit

The spectrum_reduce part of the ExoGRAVITY pipeline relies on the companion astrometry
(ARA, ADec) measured by the astrometry reduce script. So @, is fixed to:

©,, =exp (zz;\T [ARA Uy(t) + ADec V},(t)]) . (2.65)

Contrary to the astrometry fit, here we do not make any assumption on the planet contrast. Also,
in spectrum reduce, the contrast is obtained for the whole set of NFILES combined in one single
linear fit, and not in a fit of separated files of the observations. Otherwise, the method is the same
as astrometry reduce: we search the contrast spectrum C()) in the subspace perpendicular to the

speckles’ subspace.

For the contrast spectrum fit, we express all the visibilities in the companion reference frame. In
the following, a tilde ~ indicate visibilities phase referenced on the planet. Back to Eq. (2.54) for a

given baseline b and time ¢, it now becomes:

~ ~

(Eb,tll Hb,tlZ) Xb,t,onplanet = C()‘) (Eb’tll Hb7t12> Xb,t,onstar (266)

To obtain a single linear expression for all b and ¢, we assemble all the H;,, matrices such that:

(Hy, ¢ )11 (Hy, )12 0 T 0
H = 0 (Ebz,h)ll(ﬂbg,h)lQ : (267)
: 0
0 e 0 (Eb&tNDIT i1 (Ebe INDIT )12
and all the observed visibilities such that:
Xb1 ,t1,0onplanet
X = ng,tl,onplanet (268)

~

Xb@ JINDIT,Onplanet

From this, we can form a matrix Q as:

©
I

fa

<

(2.69)
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Also, we form:

~

((Ebl,tl )11 (Hbl 1 )12) Kln ,t1,onstar

~

((Hbz,tl)ll (Ebg,tl)]j) KvatlvOHStar

R — (2.70)
<(Hbs,tNmT)11 (ﬂbﬁ,tNmT)m) Voo tnnrr,onstar
And finally, the Eq. (2.66]) becomes:
Q=RC(\N). (2.71)

This Eq. (2.71)) is the equivalent of the previous Eq. (2.58]), excepted that this time the information
in Q and R is not incomplete as were Q, , and Ry, ;. We can arrange Q and R in such a way (Q, and
R,) that we obtain the contrast for each of the n) spectral channels by:

C(N) = Re (QW; 'B,) [Re (B, 'R,) | (272)

with W, an expression of the spectrum errors that I do not detail here.

Spectrum outputs

The spectrum reduce script provides the companion-to-star contrast spectrum in the K-band
(see an example in Fig. and the spectrum covariance matrix between each spectral channel
(see Fig. . The covariance includes all the correlated errors provided by the GRAVITY pipeline
and propagated through the ExoGRAVITY pipeline.
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Figure 2.17 — Contrast spectrum of 8 Pic b for an observation of 7 NFILESx32 NDITx10 s on 2021-01-06.
The lighter blue area corresponds to the 1o error artificially inflated x2.

We can obtain the spectrum of the exoplanet by multiplying the contrast spectrum with a
synthetic stellar spectrum (e.g. NextGen, Hauschildt et al., [1999) at the same effective temperature,

metallicity and log(g) as the primary. Then we can compare the planet spectrum with synthetic grids
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of planet spectra (e.g. ExoREM (Charnay et al. [2018) to retrieve some of the exoplanet atmosphere
properties (temperature, radius, metallicity, C/O ratio, log(g)).

The covariance matrix (Fig. is dominated by the variance (diagonal term) but also include
the covariance between all the spectral channels. This covariance is non-zero and is especially

prominent at the lower and higher ends of the spectrum.
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Figure 2.18 — Covariance matrix for the spectrum of g Pic b shown in Fig. [2.17

Thanks to the dedicated observation strategy and the ExoGRAVITY pipeline, GRAVITY is now

a recognized instrument for direct observation of exoplanets.

2.6 Towards GRAVITY +

The multiple successes of GRAVITY have motivated an upgrade of the instrument and of the VLTI
infrastructure. The project GRAVITY+ started in 2019 and includes several major improvements

(Fig. [2.19).

WIDE, FAINT and vibrations The first phase of implementation focused on the commissioning
of the DUAL-WIDE mode (Sect. , called GRAVITY WIDE, and on activities dedicated to
improve the instrument sensitivity, called GRAVITY FAINT, including the replacements of the
grisms, implementation of a procedure to limit the metrology laser noise, and improvement of the
fringe tracker software. At the time of writing this manuscript, these items are completed and
operational. The improved vibration control of the VLTI is still in progress (Bigioli et al., 2022]).

GPAO The second phase of implementation is the replacement of the 20 years old MACAO by the
new adaptive-optics GPAO at the coudé focus of each UT. I have shown in Sect. that the actual
atmosphere correction provided by MACAO leaves much to be desired. GPAO will bring us closer to
the extreme adaptive optics world, with a design close to the SAXO adaptive optics of SPHERE
(Fusco et al., [2014) and the adaptive optics of ERIS (Davies et al., [2023). The wavefront sensors
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of GPAO are Shack-Hartmanns with 40x40 lenslets (for natural guide stars) and the deformable
mirrors are from ALPAO and have 1432 actuators. These new adaptive optics will correct more
than 800 modes (MACAO corrects 50 modes) at around 1 kHz (MACAO 500 Hz). It will routinely
provide Strehl of 80% in the K-band and significantly improve the injection in the FT and SC, as
well as limiting the amount of star-light injected in the SC when we observe exoplanets. With GPAO,
we expect to be able to close the FT loop on fainter guide stars (down to K=13 mag) and to be
able to detect fainter K-band science objects, down to K=22 mag (actually limited to K=19 mag).
The new adaptive optics are currently assembled at the Max Planck Institute for Extraterrestrial
Physics in Garching (wavefront sensors), IPAG in Grenoble (corrective optics: deformable mirrors
and mounts), LESIA in Paris (real-time controller) and the Lagrange laboratory in Nice (final test
bench). It will be commissioned at VLTI during summer 2024 and should be operational in October
2024.

Laser guide stars In a third phase, the GRAVITY+ project will install laser guide stars on UT1,
2 and 3 (UT4 is already equipped with the 4LGSF). This will allow for closing the adaptive optics
loop in regions of the sky where we lack bright stars in the visible to serve as guide stars. The
expected Strehl is around 60% at K-band. However, we will still need a natural FT guide star as
the artificial laser-guide-stars do not allow for fringe tracking, and a natural guide star for tip-tilt
control. Still, with the DUAL WIDE mode that allows to pick a FT guide star at up to 30 arcsec
from the SC target, the laser guide stars will greatly improve the sky coverage of GRAVITY.

Laser guide stars for all telescopesj

State-of-the-art AO
Vibration control

‘ Wide-field off-axis fringe tracking

Grism upgrade

Figure 2.19 — Improvements of the GRAVITY+ project. (From IGravity—i— Collaboration et al.], |2022D

For the exoplanets’ science case, we will benefit from all the efforts to limit the noises at VLTI
(metrology back-propagation, vibrations) and to improve the instrument transmission. However, the
breakthrough is expected from new adaptive optics GPAO that will stabilize the wavefront against
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atmosphere turbulence, allow for fine aberrations control, and thus limit the stellar photon noise and
other systematic noises in our exoplanets’ observations. It shall enable observations of lower-mass
companions closer to their star.

The direct observations of exoplanets focus on nearby stars that are generally bright enough
to be guide stars for the adaptive optics. For this reason, the implementation of the laser guide
stars is not as crucial for our science case as it is for the observation of active galactic nuclei or
low-mass young stellar objects still embedded in their parent clouds. Still, the lasers might improve
the observations of exoplanets around young stars like PDS 70 (Wang et al., 2021b) that are faint in
the visible and expand our capacity to directly exoplanets in young systems.

My role in the GRAVITY+ project was not to directly contribute to the development of GPAO,
but rather to already prepare the ground for an optimal use of the new adaptive optics once it is
installed. In this manuscript, I call the instrument GRAVITY+ when mentioning instrument after

the GPAO commissioning.

2.7 Here it starts

Here starts my PhD, on this new technique for direct observations of exoplanets: the optical
interferometry. The recent breakthroughs in this science case on GRAVITY leads us to imagine that
the instrument might play a big role in exoplanets’ characterization in years to come. I conducted
my PhD is this context, in the very last years before the commissioning of the new adaptive optics of
GRAVITY+ and before the release of the Gaia Data Release 4. GPAO will be crucial for high-contrast
observations with GRAVITY+, and the Gaia DR4 will give us thousands of targets to characterize,
including young Jupiter analogues that are so important for our understanding of the formation and
dynamical history of planetary systems.

From the hardware of the instrument, to the data reduction and the observation strategies, 1
have shown in this chapter that GRAVITY is a sophisticated instrument that includes a wide range
of subsystems and real grasp on the telescopes’ infrastructure. This provided me several routes to
investigate to improve the capabilities of the instrument for exoplanets’ observations, and a 3-year
PhD is not enough to cover everything. Nevertheless, I made progress on our understanding of the
instrument limits in high-contrast conditions (Chapter , on the “wiggles” systematics that pollute
our K-band spectra (Chapter and I worked on a high-contrast mode dedicated to exoplanet
observations on GRAVITY+ (Chapter [5)).
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Any mature instrument dedicated to direct observations of exoplanet must have a thorough
estimation of its sensitivity and detection limits. It serves at least three purposes. First, it allows
for identifying synergies between instruments. Detection curves do not say everything about an
instrument’s capabilities, but comparing their different limitations with their specific strengths
outlines the overall potential of the community to investigate this science field. Second, a detection
limit is very useful for optimizing the observation strategy, especially for challenging targets. Third,
getting the detection limits brings us to understand what the limitations are. This helps for getting
the best from an existing instrument, and, even more, for wisely guiding instrumental upgrades

towards tackling the biggest problems.
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GRAVITY is very young as an exoplanet observer, and its detection capabilities had so far
not been assessed. During the second year of my PhD, I took it upon myself to investigate which
exoplanets GRAVITY can detect, which it can’t, and what the main limitations are.

My related publications

e (Pourré et al., 2024) : Pourré, N., Winterhalder, T. O., Le Bouquin, J.-B., Lacour, S., et al.
(2024). High contrast at short separation with VLTI/GRAVITY: bringing Gaia companions to
light. A&A, 686:A258,

e (Pourré et al.,in prep.): Pourré, N., Palma-Bifani, P., Bonnefoy, M., et al. (in prep.). Constraints
on the moon-forming disk around GQ Lup B with VLTI/GRAVITY. A&A.

3.1 The most challenging exoplanets observed
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Figure 3.1 — Periodogram from the astrometry_reduce script for the 5 Pic ¢ observation of 2021-01-05. I
kept only 6x32x10 s to check the detection over ~ 30 min exposure. The full dataset for this observation is
18x32x10 s (~1h30).

Prior to my work quantifying the detection limits of the ExoGRAVITY technique, we could only
rely on rough quantitative estimates of the instrument’s capabilities. This was provided by successful
observations of exoplanets that seem to have a lower SNR because of their high contrast in flux with
their primary, or because of their short separation. In Sect. I already listed the exoplanets
observed directly with GRAVITY. Among these observations, the most challenging ones were 8 Pic
c and 51 Eri b.

3 Pic c has a K-band contrast of (4.8 +0.4) x 10~° (Nowak et al.l 2020) and apparent magnitude
my = 14.3+0.1. With the ExoGRAVITY large programme, we observed it down to 94 mas separation
(Lacour et al., 2021)). At this separation, the detection is clear when combining the periodogram
maps over 30 min integration time, but strong side lobes are present around the periodogram peak
(Fig. and there are heavy systematics in the visibilities (see Sect. . We somewhat feel that
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the noise floor is close, and that we would not be able to detect much fainter companion at this
separation.

51 Eri b has a K-band contrast around 2.5 x 1076 and an apparent magnitude my = 18.5. We
observed it down to 300 mas thanks to an on-going monitoring programme lead by William Balmer.
The detection is difficult and seems to require exquisite atmosphere conditions. It is at the limit of
the instrument capabilities in DUAL OFF-AXIS.

These observations were the first hints we had of our detection limits. From these two challenging
observations, we could estimate the ExoGRAVITY limits around 4 x 10~ contrast at 94 mas, and
2 x 1075 at 300 mas.

3.2 Injection method

Injection of a planet

Injection of synthetic companions in observation data and retrieval attempts with the reduction
pipeline is a standard technique to quantify the detection limits of an instrument. In ExoGRAVITY,
this technique had never been used before my PhD. I developed it first with the goal to understand
the impact of systematics on observables (Sect. , but it also appeared to be the simplest solution
for testing detections.

In all my work, I injected planets in DUAL ON-AXIS data at MEDIUM resolution. I inject the
planets in the astroreduced.fits files produced by the GRAVITY pipeline (Fig. . The 0I_VIS
table of the astroreduced contains VISDATA, the complex coherent flux measured in SC for each
baseline and each NDIT. I inject the synthetic planet model in the star reference frame:

Viyntheticcomp = C Vonstar e X [UAe] ity (3.1)
For Vopstar, I use the average of the two nearest host-star observations with the SC. U(¢) are the UV
plane coordinates included in the UCOORD and VCOORD columns in the VISDATA table. I choose the
relative position of the planet with respect to the star with Aa = (ARA, ADec). In all this chapter,
the planets are injected with a flat contrast spectrum for the sake of simplicity, so C' is scalar. Later
on, in Sect. 4] T also will inject planets with C'(\) of the shape of the 5 Pic b contrast spectrum.

In this chapter, with a flat contrast spectrum, it is the same model of an off-axis point source
that is used for the retrieval in astrometry_reduce script of the ExoGRAVITY pipeline. As already
discussed in Sect. the complex visibilities in VISDATA must be rephased by a ¢, in order to
be referenced to a meaningful on-sky position (the metrology reference point). So, here we must
proceed the other way round and dephase the synthetic planet signal to match the raw data phase.

GRAVITY pipeline ExoGRAVITY pipeline
Raw observations astroreduced.fits
(NFILES on-planet Astrometry Contrast
run_gravi_reduce.py FILES on-star) astrometry_reduce.py ARAADES spectrum_reduce.py Spectrum

Calibrations

‘> Contrast estimate k
Planet injection

Figure 3.2 — Block diagram from raw observations to planet contrast spectrum. The planet injection is done
after the GRAVITY pipeline.
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Finally, for each file, we have a (NDITxNBASESxN)) matrix that we add to the data:
VIS DATA + = ‘/Syntheticcomp x DIT. (32)

The data in VIS_DATA are in unit of number of electron on the SC camera, but Vynear as extracted
by the cleanGRAVITY toolsﬂ is in e/s. This is why a multiplication by DIT is required in Eq. In
all this work NBASES=6 (the six baselines of VLTI) and N3=233 channels (MEDIUM resolution
mode). After this process, the data contains the original speckles and noises (detector, photon-noise,

background,...) together with a synthetic planet at a known position and contrast.

Subtraction of a planet

Under its current form, the ExoGRAVITY is not able to retrieve several planets in the SC fiber
field-of-view. For this reason, and to avoid adding unnecessary complexity, I inject the planets in
planet-free datasets. It can be non-detection datasets taken during the search of an exoplanet, or
datasets where I subtracted the companion. To subtract a companion signal in the data, I follow the
block diagram of Fig. From the astroreduced files produced by the GRAVITY pipeline, I run a
first astrometry_reduce with the gofast option that averages NDIT in each NFILES to speed-up
the reduction. At this point, we do not have the planet contrast spectrum, so the best astrometry
is fitted under a flat contrast assumption. The best (ARA, ADec) astrometry is then used as an
input for the spectrum_reduce script. Here, two possibilities: we can either use the astrometry fit
for each file, or the global astrometry from the combination of each file. In this chapter I always
used the astrometry per file, it makes sense if the companion is bright enough to be detected in
each file. If the companion is not detected in each NFILES, the astrometry fit is erratic and it
might lead to a biased contrast spectrum. Once completed, the spectrum_reduce script execution
produces a unique contrast spectrum that we use in a final run of astrometry_reduce instead of
the flat contrast assumption. For a better subtraction, we need a separate planet fit for each NDIT
and not a global one for the whole file. The last step is to subtract the NFILES planet fit of size
(NDITxNBASESxN}) into the corresponding VIS_DATA column of each astroreduced.fits. As

for the injection, a dephasing by —¢, is needed to match the raw data state:

VIS_DATA — = PLANETFIT x DIT x e~ (3.3)

The dataset we obtain is subtracted from our best fit of the companion signal in the data. Careful
checks of the astrometry_reduce outputs on the planet-subtracted datasets show no remaining

signal of the subtracted planet.

Be it for injection or subtraction of a planet companion, I expect no methodology difference on
the AT or the UT, although I never tested it on AT data.

"https://gitlab.obspm.fr/mnowak/cleanGravity
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Flat contrast assumption

GRAVITY pipeline " duced.fit ¥ ExoGRAVITY pipeline
Raw observations astroreduced.1its
> (NFILEan-planet Astrometry Contrast
i . run_gravi_reduce.py NFILES on-star) astrometry_reduce.py ARAADES pectrum_reduce.py spectrum
Calibrations | ‘o fast| XNFILES on-planet x1
i Contrast estimate k
astroreduced.fits Y
(NFILES on-planet Planet fit
+
NFILES on-star) istrometry_reduce.py XNFILESXNDIT = Subtraction in corresponding
astroreduced.fits

Figure 3.3 — Block diagram for the planet subtraction in a astrometry_reduce—spectrum_reduce—astrometry_reduce

process.

3.3 Determine what is a detection

At the beginning of my PhD, we had no method established to determine the robustness of
ExoGRAVITY detections. For the attempts to detect new exoplanets or brown dwarfs, and for
the challenging known targets, we relied on the visual inspection of the astrometry fit outputs by
the most experienced eyes of Sylvester Lacour and Mathias Nowak. Eventually, a small hint of
detection was ruled out, or confirmed, by the comparison of the reduction between the ExoGRAVITY
pipeline and the Sylvestre own reduction pipeline. The detection was decided by the inspection of the
periodogram maps provided by the astrometry fit. Figure shows examples of clear detection and
non-detection periodograms. As shown on Fig. for a non-detection, the periodogram map has
no peak standing above the rest. The grid-like structure of the spots is characteristic of the pipeline
fitting noise. The periodogram power remains to low values, despite summing the periodograms from
all NFILES (5 in this example).
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Figure 3.4 — Comparison of the periodograms summed for all NFILES for a clear detection and a non-detection.
(a) Clear detection of 8 Pic b the 2020-02-10 on a 2 x 32x10 s (10 min) dataset. (b) Non-detection during the
search for HD 206893 c the 2021-08-27 on a 5 x 32x10 s (27 min) dataset.

I have to note here that in the ExoGRAVITY framework, the detection is not easy to link to the
SNR of visibilities provided by the GRAVITY pipeline. The general pipeline provides error bars
that take only into account the detector noise and photon noise. But the visibilities are also affected
by systematics (Sect. , especially for high-contrast observations in DUAL-ON-AXIS mode. This is

why we rely only on the outputs of our reduction pipeline to take a decision on the detection or
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non-detection of the target.

3.3.1 Preliminary attempt

During the first few months of my PhD, I carried out a study to determine the integration
time necessary for detecting a planet at a given K magnitude. For this, I used the ExoGRAVITY
observations listed in Table It is a mixture of actual planets’ observations and non-detection

pointings where I injected planets.
Table 3.1 — Dataset for the sensitivity analysis

Companion Date K mag comp. K mag* Contrast Sep. [mas] 7y [ms] Seeing [arcsec]
B Pic ¢ 2020-02-11 14.3 3.5 4.7x1073 130 12 0.49
B Picb 2021-01-07 12.3 3.5 2.9%x10~* 411 7 0.54
B Picb 2021-08-26 12 3.5 3.9x10~* 464 1.8 1.6
HD 206893 (inj.) 2021-08-27 15.6 5.6 1x10* 75 4 0.7
14.8 2%10™4
13.1 o 1x1073
11.9 3x1073
HD 206893 ¢ 2021-10-16 15.9 5.6 7.8x107° 111 2.5 0.53
HD 72946 B 2022-01-25 13.8 5.5 4.7x107% 163 7 0.6
HD 136164 b 2022-02-20 14.3 7.3 1.6x1073 104 12 0.39
PDS 70 b 2022-02-21 16.4 8.5 6.9%x10~% 160 7 0.8
PDS 70 ¢ 2022-02-21 17 8.5 3.8x10~* 211 6 0.7
HIP 77718 (inj.) 2022-02-21 15.8 5.8 1x10~* 203 3 0.9
15 2%x10~4
13.3 s 1x1073
12.1 - 3x1073

I estimated at that time that a periodogram power of more than 500 on the combined map was a
satisfactory criterion for detection. My method was to reduce iteratively each observation presented
on Table with the astrometry_reduce script of the ExoGRAVITY pipeline. For each observation,
if the periodogram maximum was above 500, I ran again the reduction with subtracting exposures
(NDIT) to artificially restrain the observing integration time. I stopped at the last reduction that
provides a periodogram power above 500. The results obtained are shown in Fig. It shows
that the integration time versus companion K band magnitude follows line 2.9 x 10~% x 10K mag/2:5,
With this detection criterion, I saw no clear influence of the separation on the integration time
necessary for detection of the real companions’ observations. However, for the injected companions,
the observation at 75 mas required systematically twice more integration time than the injection at
203 mas. The outlier observation of § Pic b has a seeing of 1.6 arcsec and shows a possible strong
influence of the weather conditions on the detection.

In Fig. I show the integration time necessary for a detection does not scale with the contrast.
If injected companions show a trend towards higher integration time for deeper contrasts, it is only
because they are all injected around stars of similar magnitude (K= 5.6 ~ 5.8). For the whole dataset
that include host star magnitude ranging from 8.5 to 3.5, the integration time does not seem to scale

with the planet-to-star contrast.
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Figure 3.5 — Minimal integration time needed to have a periodogram power of minimum 500. (a) Expressed in
companion magnitude, ranging from 12 to 17. (b) Expressed in companion-to-star contrast at K-band.

The empirical relationship linking planet magnitude and integration time has been very useful for
building observation proposals and has been widely used in the ExoGRAVITY consortium. Looking
back to it, it has severe limitations. The periodogram power is based on a x? computation using the
errors on visibilities given by the GRAVITY pipeline. These errors only take into account photon
noise and detector noise, but we know that we also have correlated noise that is sometimes the
dominant contributor. In these conditions, the y? is not necessarily representative of the SNR.

It was a first step that was very useful, but later on I developed another strategy providing more
reliable SNR estimation.

3.3.2 New proposition

The ExoGRAVITY consortium needs to have a robust quantitative estimate of planet detection
SNR. Unlike the previous technique (Sect. |3.3.1)), this new proposition is not only based on the peak
periodogram power but also estimates the noise from the periodogram map.

Method

The method uses only the combined periodogram maps produced by the astrometry_reduce

script. It can me summarized as:

e Step 1: Run astrometry_reduce on the observation data. The investigated range in (ARA,
ADec) must cover the fiber field of view (50% injection limit). It is 65 mas on the UT and 290
mas on the AT, centered on the SC fiber position. The number of (ARA, ADec) on the map
must be sufficient to properly sample the periodogram peaks. 150 points for 65 mas is a good
number.

e Step 2: Find pmax, the peak periodogram power in the map.

e Step 3: Subtract the planet from the data following the process of Fig.

e Step 4: Run astrometry_reduce on the data with the planet subtracted. Keep the same range
of (ARA, ADec) as step 1.

e Step 5: Find po max, the peak periodogram power in the new map.

e Repeat steps 3 to 5 to subtract the brightest “blob” fit found at step 5, and obtain p{),max.
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The SNR of the companion detection is:

SNR ey = , | max (3.4)
P0,max

The ratio SNRo = 4 /Po,max/Po max 18 @ check that there is not another companion in the data. I

assume that SNRg <1.5 is a good sanity check that there is no major problem in the companion
subtraction. On my laptop (CPU 19-11950H), the full process takes around 20 min for NFILES~10.
To save computation time and avoid memory overload, the companion subtractions (step 3) must be
done on a small (ARA, ADEC) grid centered on the companion position, with no more than 50 x50
grid points.

Unlike the previous detection criterion (Sect. , this method takes into account the systematics

and not only the provided error bars. It is then more representative of the actual detection status.

Example: § Pic c

The 8 Pic ¢ observation of 2020-03-07 is emblematic of high-contrast with GRAVITY. It was
taken under the ExoGRAVITY large programme. The instrument mode is DUAL-ON-AXIS and
MEDIUM resolution. The planet is at 4.7x107° contrast and 138 mas separation. The data are
heavily affected by the systematics (the "wiggles”) discussed in Sect. . The observing log is on
Table 3.2

Table 3.2 — Log for the GRAVITY observations of 8 Pic ¢ on the UT.

Date: 2020-03-07

Observing time Airmass To Seeing
00:15:44/01:41:47 1.13-1.27 6.1-12.6 ms 0.49-0.99”
Target ARA/ADEC?  NFILES/NDIT/DIT
B Pic 0/0 mas 8/64/0.3 s
B Pic ¢ -72/-118 mas 12/32/10 s

Figure shows the periodogram maps used for SNR computation. The periodogram with the
planet (Fig. |3.6a) peaks at pmax = 9904. Once the planet best fit is subtracted from the data, the
periodogram peak is at pomax = 224. Then, the detection SNR for this observation is:

SNR = | Pmx _ g6 (3.5)
P0,max

The SNRg between the planet subtracted and the bightest-blob subtracted periodograms is 0.9. We
can conclude that there is no other planet in the data, and that the 8 Pic ¢ subtraction brought us

to the noise level.

2Fiber position.
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Figure 3.6 — Periodogram maps for the  Pic ¢ observation of 2020-03-07. The periodogram main peak is
shown in bold for each map. (a) Original with planet, with peaks higher than 1000 (periodogram power)
plotted with red crosses. (b) After subtraction of best 8 Pic ¢ fit, with peaks higher than 100 plotted. (c)
After subtraction of the brightest blob fit, peaks higher than 100.

Example: AF Lep b

The observation of AF Lep b of 2023-12-23 is a good example of an observation of a faint companion
at more than 300 mas. There are no wiggles in the data at this separation. The observation is part
of the programme 0112.C-2396(C) led by William Balmer. As it is recent unpublished observations,
I do not disclose the precise planet position that has little importance here. The instrument mode is
DUAL-ON-AXIS and MEDIUM resolution. The companion was observed at a contrast of 1.5 x 107>,
The observing log is on Table

Table 3.3 — Log for the GRAVITY observations of AF Lep b on the UT.

Date: 2023-12-23

Observing time Airmass To Seeing
03:20:45/06:35:24 1.04-1.31 4.9-10.8 ms 0.37-0.68”
Target ARA/ADECY  NFILES/NDIT/DIT
Af Lep 0/0 mas 4/16/3 s
Af Lep b ~320 mas 22/12/30 s

Figure [3.7] shows the periodograms map for the AF Lep b observation. The detection is at
SNR=6.3. I run a second reduction on the dataset where the planet is subtracted. The brightest
blob of the planet-free periodogram is at SNR=1.1, so no other planet is detected in the data.

3Fiber position.
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Figure 3.7 — Periodogram maps 66 x66 mas for the AF Lep b observation of 2023-12-23. (a) Original with
planet, with peaks higher than 1000 plotted with red crosses. (b) After subtraction of best AF Lep b fit, with
peaks higher than 60 plotted. (c) After subtraction of the brightest blob fit, peaks higher than 60.

Summary and other examples

Let me summarize here the tested detection of 5 Pic ¢ and of AF Lep b, and add two other

examples from the ExoGRAVITY large programme.
Table 3.4 — Summary of quantified detections

Companion Date K mag comp. Contrast Separation NFILESxNDITxDIT SNR

[mas] [min]
B Pic c 2020-03-07 14.3 4.7x107° 138 64 6.6
AF Lep b 2023-12-23 17.0 1.5x107 320 132 6.3
B Pic b 2020-02-10 12.3 3x1074 319 11 11.2
PDS70b  2022-02-20 16.4 7.2x1074 160 80 7.2

These results tend to confirm that fainter companions require more integration time than brigher

companions to reach the same SNR.

Conclusion

I plan to include a script doing this SNR computation in the ExoGRAVITY pipeline. It will be a
useful add-on for planet-search and for first observations with GRAVITY, when the planet position
is not well known. If Gaia DR4 brings the expected yield, GRAVITY+ will routinely confirm Gaia
companions and a robust SNR estimate will help to confirm the companions, and determine if we
have sufficient confidence to publish their direct detection.

For the first-pass of the SNR procedure (steps 1 to 5), I do not expect it to reveal planets
that have not been identified before. The visual inspection was not quantitative but it was reliable.
However, it is possible that we have missed second companions when a bright companion was already
seen in the field of view. For this, my method that subtracts the bright companion and re-runs the
reduction could reveal a companion signal that was previously hidden. Especially on observations on
the AT where the wider field of view is more likely to contain several companions. We could imagine
doing a consistent re-reduction of all ExoGRAVITY archival data with my technique, and hopefully

have good surprises.
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On SPHERE, they developed the powerful reduction algorithm PACO (Flasseur et al., 2020)
that motivated to reduce again the data of the SHINE survey (Chomez et al., 2023a). Last year,
Antoine Chomez discovered an additional companion to HIP 81208, already a three-body system
(Chomez et al., 2023b)). This new planetary mass companion orbits at 20 au (137 mas) around the
brown-dwarf (HIP 81208 C) and was previously hidden by its host. This is just one shining example
of what new reduction of archival data can bring.

3.4 ExoGRAVITY contrast curve

The injection/retrieval method is usually the best way to estimate the sensitivity limit of exoplanet
imagers. It allows for testing the retrieval pipelines on realistic noise from the observations, but in a
controlled environment where we know the ground truth (planet position and magnitude). Before
my PhD, it was already clear that GRAVITY could observe planets at close separation that are out
of reach for classical imaging techniques. But there was no quantitative study to show how close
and how deep GRAVITY could observe around a bright host star. I proved in the previous sections
that my methods of injection and subtraction of companion in the GRAVITY data were reliable.
So the path is now clear for determining the contrast curve of GRAVITY with the ExoGRAVITY
observation technique. I recently published these results in |Pourré et al. (2024).

3.4.1 Choice of a dataset

The first step was to choose a dataset that will be the basis of this analysis. I had access to the
full ExoGRAVITY database, not only from the large programme but also smaller open time and
technical time programmes from the consortium. Sylvestre Lacour reduces all these data uniformly
with the lastest GRAVITY pipeline. In total, the 7th January 2024 it contained 2950 files for 317
observations from 2017-09-05 to 2023-12-29 (if three targets are observed during the same night, I
count three observations). Among these observations, 141 had the SC fiber below 400 mas separation.
For my analysis, a collection of several observations was needed to cover a given range in separation
because of the restricted field of view of each individual observation. I first focused on observations
from 30 to 150 mas for my injection/retrieval, because it is the most relevant separations for observing
Gaia candidates and possibly Jupiter-mass planets at the au scale. Only in a second phase, I added
an observation at 320 mas to have a measure of ExoGRAVITY limit at longer separation. I wanted
it to be as uniform as possible, with bright host stars and good atmospheric conditions to be sure
that the adaptive optics was performing at the nominal regime. I also chose the dataset so that they
are uniform in NFILESxNDIT xDIT. Table summarizes the data I chose.

All the data below 150 mas have 1600 s integration time (27 min). The AF Lep dataset at 320 mas
is the same as the one presented in Sect. but limited to 5 x 12 x 30 s (30 min). For all the
data, the 5 NFILES span over one hour observation time. In the table, the “Sky rot.” column gives
the variation of parallactic angle along the observations. Unfortunately, it is not consistent between
observations, it ranges from 16 to 91°. For classical imaging instruments, it would be important since
the sky rotation affects a lot the deconvolution power of ADI. For our ExoGRAVITY technique, it
is not yet clear whether it is of critical importance. The fact that the sky rotation does not match
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Table 3.5 — Dataset for the ExoGRAVITY contrast curve

Injection range SC sep. Star Date K mag *  Seeing 0 Sky rot. Integr. time
[mas] [mas] [arcsec]  [ms] [deg] NFILES x NDIT x DIT

30 to 45 54 HD 17155  2022-08-19 6.5 0.54 9-18 36 5x32x10s

45 to 70 72 HD 206893 2021-08-28 5.6 0.62 2-8 48 5x32x10s

70 to 100 92 3 Pic 2021-01-06 3.5 0.45 8-12 45 5x32x10s

100 to 130 111 HD 206893 2021-10-16 5.6 0.50 2-4 91 Hx32x%x10s

130 to 150 136 8 Pic 2020-02-09 3.5 0.81 6-15 16 5x32x10s

320 320 AF Lep 2023-12-23 4.9 0.52 5-10 16 5x12x30s

between the chosen datasets should give us indication on the role it plays in the interferometric
deconvolution.

3.4.2 Method

Injection separation Here, I will first describe where I inject the planets. Despite the access to
so many ExoGRAVITY archival observations, it was impossible to find SC pointing at all 5 mas
separation interval between 30 to 150 mas. The observations I selected for the injection/retrieval are
separated by 20 mas one from another. To obtain a continuous contrast curve, I took the liberty to
inject companions not only at the exact separation of the SC fiber but also on a range of 20~30 mas
around the fiber center. I will show in Chapter |5 (Fig. that the star flux injection in SC with
respect to separation forms a plateau from 80 to 150 mas. As we expect our dominant source of
noise to be related to the amount of star flux injected in the fiber at the planet position, a 15 mas
difference between the companion and the fiber position does not make a significant difference in the
observed noise. More, I show in Chapter [5| Sect. that it is in our best interest to off-point the
fiber from the companion at separations below 80 mas. I use this in the present work. As Table [3.5
shows, for the planets injected from 30 to 45 mas, the actual fiber position is at 54 mas, and for
planets injected from 45 to 70 mas, the SC fiber is at 72 mas. This simulates the off-pointing strategy
described in Sect. 5.4l

Injection PA Also, from my very first injection/retrieval with this dataset, it appears clearly
that the positional angle (PA) had a strong influence on the detection limits. This comes from the
inhomogeneous UV plane drawn by the UTs. Figure [3.8 shows that the longest projected baselines
(UT1-UT4 or UT1-UT3) are oriented east/west or north-east/south-west. The perpendicular direction
is probed only by shorter baselines. If the star-companion couple is oriented perpandicular to the
longest baselines, the sensitivity at short separation is affected. For this reason, in this work I inject
the companions either at the PA parallel to the longest baselines (most favorable position), or at the
PA perpendicular to the longest baselines (worst position). I do not necessarily inject the companion
at the PA where the SC was positioned during the observation, but I adapt the astroreduced.fits
headers so that the ExoGRAVITY pipeline behaves as if the SC was at the simulated position. The
method holds if the noise in the SC does not depend on PA; this is a reasonable assumption and the
results we obtained gave us no reason for challenging it.
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Figure 3.8 — VLTI UV plane as shown by Aspro2 for two targets of the dataset. Radial segments shows the
UV plane coverage during the acquisitions in MEDIUM resolution.

Strategy and detection criterion For the retrieval, I use the astrometry_reduce script of the
ExoGRAVITY pipeline, averaging NDIT in each NFILES. The range of (ARA,ADec) is a 60x60 mas
grid centered on the injected planet, excepted for injections below 45 mas where the grid is shifted
to avoid the 10 mas region around the star that can provide strong and erroneous signal (Fig. [3.9).
This comes from the impossible planet/star deconvolution at short separation that I describe later in
Sect. I use the combined periodogram for extracting both the astrometry and the companion
contrast. I use a 4" order polynomial for the speckle fit. In this analysis, I consider that a retrieval is
successful if the planet is retrieved at less than 3 mas than the injected position, and if the contrast is
retrieved with less by 50% error. The 3 mas criterion comes from the typical spot size on periodogram
maps (e.g. Fig. . If the planet is retrieved with an error on astrometry of more than the typical
spot size, I have good reason to believe that the retrieval failed.
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Figure 3.9 — Examples of planet injections for the contrast curve at the most favorable PA. (Green dots)
position of planets injected. (Background image) Periodograms when no planet is injected. (a) Injections at
less than 45 mas in HD 17155 dataset. (b) Injections from 100 to 130 mas in HD 206893 dataset of 2021-10-16.

To reveal the contrast curve, I inject 5 companions per separation and contrast, each at a different
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PA of maximum +10° around the best (or worst) PA with respect to the UV plane. This shuffles the
effect of individual blobs in the periodogram that could affect one particular position. I consider that
the 1o limit is reached at a given separation when I retrieve successfully at least four companions out
of five. Injecting more companions per position and contrast would be too intensive computationally,
it would also make companions too close from each other and therefore not statistically independent
(several planets under the same blob). Already, under these conditions, obtaining the ExoGRAVITY
contrast curve with the PA parallel or perpendicular to the longest baselines required around 72
hours of computation on my laptop.

3.4.3 Contrast curves

Curves analysis The ExoGRAVITY contrast curve for 27 min integration time and in good
atmospheric conditions are shown in Fig. It shows that we can reach contrasts of 6x107° down
to 50 mas separation. Below 50 mas the sensitivity drops fast (see Sect. on inner working angle).
Between 100 and 140 mas, the contrast limit reaches a plateau at 2.5x10°. This is for the most
favorable PA, for the less favorable PA; the dependence on the orientation of the star-to-companion
axis with respect to the UV plane is striking. Compared to the best orientation, when the PA is
perpendicular to the longest baselines the contrast limit is x20 less deep at 35 mas and still x3
less deep at 90 mas. At separations larger than 130 mas there is no influence of the UV plane
orientation. It means that, above 130 mas, even the shortest baselines have sufficient signal to enable
the interferometric deconvolution. This sensitivity dependence with the PA was quantified before my
analysis. It must be taken into account for the future observations at less than 130 mas, and some
companions may remain undetected by GRAVITY because their unfavorable PA puts them in the
blind spot of VLTI
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Figure 3.10 — (From [Pourré et al.,[2024) Empirical contrast curves for ExoGRAVITY from the injection/retrieval
analysis. The red lines outline the 1o limits for the PA parallel to the longest baselines and the PA perpendicular
to the longest baselines, thin or thick depending on the background plot.

Fundamental limitations Another important fact from these contrast curves, is their remarkable
smoothness with separation despite the fact that I used 5 different observations around different host

stars. It is a first clue that, below 150 mas, we are not limited by stellar photon noise. For example,
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at 100 mas we pass from a dataset with a host star at 3.5 mag to a host-star at 5.6 mag (x7 fainter).
If the detection in the two datasets were dominated by photon noise, we would see a step in the
detection limit contrast by /7 ~ 2.6 at 100 mas (Fig. . There is no such step in the contrast
curve, showing that either we are limited by systematics that scale with the stellar flux instead of
scaling with the square root of the stellar flux, or the higher amount of sky rotation in the faint star
dataset (see Table compensates for the sensitivity step. I further investigate the limitations in
Sect.

Limit further away In the dataset at 320 mas around AF Lep, the detection limit at the most
favorable PA is at 5.1 x 1076 for 30 min integration time (see Fig.|3.19)). It is a good indication of
the contrast we can reach around 300 mas. It also shows that the contrast limit decreases with the

separation, and thus again points towards a limitation that is related to the star flux injected in the

SC.

3.5 Fundamental limitations

After determining the contrast curve, the next step was to investigate the fundamental limitations
that prevents the detection of fainter and closer-separation companions.

3.5.1 Inner working angle
A deconvolution limit

In classical Lyot coronagraphic imaging, there is a mechanical inner working angle determined by
the size of the focal plane mask. In this configuration, the planet photons get masked from a given
separation and there is zero throughput below this limit. On top of that, deconvolution techniques
such as ADI and SDI also have a drop in efficiency at lower separations and lead to self-subtraction
of the planet signal. Unlike coronagraphic imaging, the dual-fied interferometry with GRAVITY
does not have a mechanical inner working angle, the short separation limit is set by the limit of the
deconvolution technique.

As already explained in Sect. the coherent flux injected when the SC fiber is observing the

companion is (Eq. (2.48))):

Vot 3) = 2006 a0 6:3) + OO a0t ) 0o (157 [8a U] ) (30
The deconvolution relies on the fact that the polynomial P modulates on low spectral frequencies
when the planet signal O(b,t,\) = e X [AaUMN podulates on higher spectral frequencies. Going
down to shorter separations, the planet signal will modulate on lower and lower frequencies, and
ultimately be completely captured by P in the speckle fit. This is the fundamental limit of the
ExoGRAVITY technique in term of inner working angle. The separation range where it happens
depends on the order of the polynomial, more degrees of freedom for P encompass higher spectral

frequencies and are more likely to capture part of the planet signal. It also depends on the projection
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of the planet signal on the UV plane, that determines the planet modulation frequencies on the

different baselines.

Tests

I investigated for the loss of planet signal to the polynomial fit. For this, I used an average UV
plane representative of the observations with the UT (Fig. [3.11b]) and computed the term © for
several separations and PA. For each planet injected, I obtained a complex planet signal of size
(NBASESxN)) and I measured its rms amplitude as:

NBASES 1
rms(©) = ). FAZ(Re(@( )b, )2) Zlm M) | (3.7)
bo Ny

Then, I fit a polynomial of a given order on ©(\), separately on the real and imaginary part of each
baseline. I removed this fit to © and obtained the filtered version © that represents the residual

planet signal after the speckle fit. I computed the residual fraction as rms(é) /rms(0).

The results are shown on Fig. I computed the residual fraction of planet signal © for
separations from 0 to 200 mas, for three different PA from 60° (optimal) to 120°, and four different
polynomial orders from 3 to 8. At PA=60° with a 4*" order polynomial, that is the most commonly
used, half of the planet signal is lost below 35 mas. Above 100 mas, almost no signal is lost. this
tendency is the same at PA=90° because the planet still induces a signal on all baselines, including
the longest. But at PA=120°, the losses are important even at 200 mas separation because the planet
is perpendicular to three baselines and the projected length of the three other baselines is reduced.
The planet signal modulates on very low frequencies and is captured by the polynomial even at
200 mas separation. Loosing some planet signal to the polynomial does not directly entail that the
planet contrast is underestimated by the pipeline. Indeed, the real observations are generally not a
static snapshot at one position of the UV plane. There are different baselines orientations along the
observations due to sky rotation and this diversity is crucial for the pipeline to retrieve the full planet
astrometry and contrast. Even if part of the planet signal is missing in each file due to the capture
by the polynomial, the fit can still properly fit the planet and retrieve the right contrast as long as
the missing information is not the same in each file. However, at short separations the information
loss can be drastic and this capture of the planet signal by the polynomial is responsible for the
sudden loss of sensitivity showed in the contrast curves. It happens at 45 mas when the planets are
injected parallel to the longest baselines (Fig. , at this separation even the signal from the
longest projected baselines start to be lost in the fit. When the planets are injected perpendicular
to the longest baselines (Fig. the loss is not sharp at 45° but more progressive from 35 to
100 mas.
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Figure 3.11 — Influence of the polynomial order on the planet signal subtraction. (a) Simulations. Fraction of
planet signal left after speckle subtraction for different polynomial orders and PA. The gray dashed line shows
the intensity injected in SC on the UT at diffraction limit, for reference. (b) (color dots) UV plane for the 6

observations used for the contrast curve (Table . (black dots) Average UV plane used for the simulations
of Fig (a).

Towards the 34 order

This analysis shows that there is an interest in reducing the polynomial order to push the inner
working angle. Historically, during the ExoGRAVITY large programme, the default polynomial order
was 4. Lower order polynomials proved not sufficient for fitting speckles, and gave erratic results.
The situation changed from November 2022 when Sylvestre Lacour, Mathias Nowak and Julien
Woillez upgraded the GRAVITY FT in the context of the GRA4MAT commissioning. Before that,
the fringe tracker was frequently jumping from one fringe to the neighbor. On GRAVITY, it was
responsible for low order features at the border of the K-band that were captured by the polynomial
in the ExoGRAVITY pipeline. On MATISSE;, it was a major limitation to the data exploitation and
thus needed to be solved. The 2022-11-09, during a technical run for the FT upgrade (60.A-9102),
Sylvestre observed a brown dwarf at 35 mas separation with PA=27°. This observation is treated in
detail in Sect. Reducing the data, I realized that a 3" order polynomial provided a stronger
companion signal and a slightly more constrained position on the periodogram. Indeed, the FT
upgrade was so successful that we obtained this unexpected side effect: the features at the K-band
border are greatly reduced and we can use a 3' order polynomial at short separations.

I made an injection/retrieval test on the 2022-11-09 data to test if the inner-working angle was
effectively pushed by the use of the diminution of the polynomial order. I subtracted the companion
signal from the data and injected successively companions at 2.7x1073 contrast (same as the brown
dwarf detected) from 30 to 58 mas. For each separation, I injected 3 companions at different PA
around 27° (the actual fiber PA during the observation). Figure[3.12|shows the results of the retrievals.
It shows clearly that below 45 mas the astrometry_reduce fit with 4™ order polynomials is less
reliable than with the 3" order for retrieving the companion at the right position and contrast. The
fit with the 34 order polynomial detects the three companions injected down to 34 mas, where the
4% order fit is clearly erratic. Above 45 mas, the fit with the 4*" order polynomial appears to be
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slightly more a accurate. I tested 2°¢ order polynomials for the sake of completeness but it provided
very unstable results. My recommendation would be to use a 4" order polynomial above 45 mas and
a 3" order polynomial below 45 mas. However, this cannot be a strict rule as it depends on the PA
of the target. For close companions, or particularly badly oriented ones, the 3"d order polynomial is
now an option for achieving better detections even above 45 mas separation.
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Figure 3.12 — (From Pourré et al., [2024)) Injection and retrieval of a companion at 2.7x1073 and different
separations. Comparison of the reduction with a (top) 3'¢ order polynomial and (bottom) 4" order polynomial.

Prospects

A question arises very often in the ExoGRAVITY consortium: “Would you rather have longer
baselines or bigger telescopes?”. This analysis provides part of the answer. Our observations of
exoplanets on the UT at VLTI suffer from non-homogeneously populated UV plane. The PA from
100° to 180 ° (£180°) are poorly probed due to the lack of long baselines in this direction. So,
rather than longer baselines, we could use another UT adequately positioned to fill the north/south,
north-west /south-east gap. Moreover, the interferometric deconvolution would be increased by the 4
additional baselines. Otherwise, Fig. shows that the full-width at half maximum of central
lobe of the UT PSF injection matches exactly the point where half of the planet signal is lost due to
its interplay modulation with the speckles. I doubt it was foreseen by the visionary creators of VLTI,
but it shows that the 8-meters UTs are a reasonable choice for working with 130 meter baselines in
the near-infrared. For more answers to this question, a thorough study of the fundamental noises
limiting the detection is required.

3.5.2 Photon-noise or systematics limited?

I have shown in the previous section that the polynomial speckle fit was limiting the exoplanets’
detections at separations below 45 mas. The fundamental limitation on the plateau from 50 to

150 mas is still left to determine.



3.5. FUNDAMENTAL LIMITATIONS 73

Comparison of two photon regimes

Method A simple look at the contrast curves of Fig. [3.10] shows that the contrast limit decreases
with separation, the injection/retrieval at 320 mas makes it even more visible (full contrast curve
in Fig. |3.19). It is a good indication that we are not limited by detector noise, but by a noise
source related to the stellar flux injected in SC. To determine if the limitation comes from photon
noise, I made another test based on injection/retrieval. I selected the two datasets of Table
where the SC fiber is around 100 mas: 8 Pic (K*=3.5 mag) with the fiber at 92 mas and a total of
13x32x10 s (69 min) integration, and HD 206893 (K*=5.6 mag) with the fiber at 111 mas and a
total of 27x32x10 s (144 min) integration. For each dataset, I simulated shorter integration times
by selecting a limited number of successive NFILES among the total NFILESx NDIT x DIT available.
Then, I injected 7 planets at 100 mas and different PA around the most favorable orientation with
respect to the UV plane. Starting from injections at a contrast where I was sure to retrieve all the
injections, I decreased the contrast by steps of 1x1075 until I retrieved less than 5 companions over
the 7 injected (1o limit). The conditions for successful retrieval are the same as previously: less than
3 mas from the injected position, less than 50% error on contrast. I recorded the contrast limit for
different exposure times on each dataset.

Results The results for these tests are shown in Fig. [3.13] There are two ways to plot the contrast
limit, either as a function of the number of star’s photons injected in the SC (Fig. , or as a
function of the integration time (Fig. . When plotted in number of photons, we can see that
the contrast limits on HD 206893 do not align with the contrast limits on 8 Pic. If the observations
were limited by the stellar photon noise, they would align proportionally to the inverse square root
of the number of stellar photons injected (Poisson statistics). This is a proof that, at 100 mas, we are
not at the fundamental limit of photon noise. Instead, when I plot the contrast limit with respect to
the total integration time, we can see that it aligns well along a line of equation 1.5 x 1073 x (/)7L
It shows that increasing the observing time pushes down the detection floor, down to 1.6x107°

contrast for 144 min total exposure time.

Analysis Since the detection limit seems to depend solely on the integration time and not on the
host star magnitude, I conclude that we are limited by systematics that scale with the number of
injected photons. I see two possible reasons that could explain why the contrast limit decreases with
integration time. First, the systematics can vary with their own coherence time and a longer exposure
time averages them out. This is similar to direct imaging observations limited by the coherence time
of speckles for detection with differential techniques. Second, even on static systematics, the sky
rotation adds some diversity between the noise and the signal and can explain the benefit of longer
observations. The 8 Pic observation has a total sky rotation (variation of parallactic angle) of 60°
and the HD 206893 observation has 115° sky rotation. This could explain why £ Pic contrast limits
lie above the HD 206893 limits. These two reasons are not exclusive, and both phenomena could
play a role in our detections.

I show here that the contrast limit at 100 mas depends fully on the integration time. This result
does not match the result I obtained in Sect. where I showed that the detection limit depended
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Figure 3.13 — Detection limits for different integration times on two datasets: HD 206893 (2021-10-16) and 3
Pic (2021-01-06). Planets injected at 100 mas. (a) Expressed in number of photons estimated from the star’s
magnitude, the VLTI transmission and loss of injection at 100 mas. (b) (From Pourré et all [2024) Expressed
in integration time.
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on the companion magnitude but not on the contrast. However, this previous study was fully based
on the periodogram power that takes into account only the error bars computed by the GRAVITY
pipeline (photon noise, read-out noise). I believe that the results presented in the current section
are more reliable, since they are based on retrieval of the injected planet properties (position and
contrast) and, thus, take into account the noise structures that are not captured in the error bars.
To confirm the conclusion I draw here, it would be interesting to develop this study at different
separation and with data around different host stars.

The level of statistical noise

To identify the nature of the limiting noise, I performed another test. It consisted in adding
Gaussian noise to the data and measuring the impact on the detection limit.

Method For this, I used the HD 206893 (2021-10-16) dataset limited to 5 x 32 x 10 s, the same
exposure time used for the contrast curve computation of Sect. I wanted to measure the noise
rms in the data without the contribution of the low frequency systematics. For this, I collected the
residual noise from the observations without planet injected, real and imaginary part separately, and
I filtered to keep only the higher half of spectral frequencies. Then I found the level of white Gaussian
noise required to have the same power in the high frequencies. I call this level the normalized rms noise.
Then I added the white noise to the VISDATA. Each NFILES, NDIT, baseline, and real and imaginary
parts have a different realization of the noise. The final step is to launch the injection/retrieval to

find the new detection limit.

Results and analysis Figure shows the results of this analysis. It shows that the detection
limit is not directly affected by the addition of white noise. It has a small plateau between 1 (original
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noise) and x2~3 normalized rms noise. After this plateau, the contrast limit rises proportionally
with the noise and indicates that the SNR is driven by the Gaussian noise added. This analysis tends
to show that the statistical noise floor is only x2 ~ 3 below the limiting systematics. I confirmed
this result by measuring the contrast limit of fully synthetic data, namely, with only Gaussian noise
and a synthetic planet signal in the VISDATA. The Gaussian noise is at the same normalized rms as
the real data. In this case, I found a 1o contrast limit at 9x107° instead of the original 2.5x1075. It
shows that, additional to the statistical noise, there are structures in the visibilities that limit the
achievable contrast.
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Figure 3.14 — Retrieval success rate at 100 mas when injecting additional Gaussian noise in the HD 206893
(2021-10-16) dataset. Normalized rms noise of 1 is the original noise in the data. Normalized rms noise of 10 is
x10 the original noise rms amplitude. (gray line) ax line for reference.

Conclusion

The conclusions are illustrated in Fig. I have shown that the exoplanet observations with
GRAVITY are limited at 100 mas by systematics that scale with the amount of star flux injected
in the SC fiber when it points at the exoplanet. This is a good sign, since the new GRAVITY+
adaptive optics will reduce the amount of star flux injected and have a direct linear impact on the
contrast limit. Then, I showed that the statistical noise floor was x2 ~ 3 below the contrast limit
in the HD 206893 dataset of 27 min. I know from discussions on this topic with Frank Eisenhauer
that observations of the galactic center stars reach a noise floor at K=19 mag. The statistical noise
floor T measured (red in Fig. is at K=18.2 mag. It would be very interesting to make the
same analysis as Fig. on the 8 Pic dataset. If the statistical noise appears to be at the same
magnitude (around K=18.2 mag) it would be a confirmation that we reached a floor that is not

related to star flux, maybe the same floor that limits the observation of faint free-floating objects

with GRAVITY.
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Figure 3.15 — Schematic summary of the detection limits at 100 mas measured in this section.

3.5.3 Theoretical noise level

So far, I have determined the limits of the ExoGRAVITY observations with an empirical method
based on injection/retrieval. However, it is also possible to draw the contrast curve theoretically with
an estimate of each noise contributor. Especially, we can learn a lot from the comparison between
the empirical and theoretical methods. I was very lucky that, at this point of my PhD, Alexis Bidot
was also willing to estimate the theoretical noise in GRAVITY. Alexis was a PhD studentﬁ working
on an analytical model for estimating molecular mapping limitations in the instrument HARMONI
(Bidot et al.l 2024) on the Extremely Large Telescope (ELT) and he wanted to expand his analysis
to other instruments observing exoplanets. We worked together on the theoretical noise level of
GRAVITY.

Method The first step is to estimate the theoretical flux Fy for a star of a given magnitude my. It

is:

_my 1 7w D?
Fy=27,x10"725 waxExfillx 1

(3.8)

with:
o 7, =429 x 1071 W.m~2um~!, the zero-point flux of the 2MASS K-band.

e B, = 0.4 pm, the bandwidth of the K-band.

o F, = }f\—oc =9.2 x 10720 J, the energy of a photon of \g = 2.2 pm.

o fir = 0.97, the effective factor of surface on the UT that is not obscured by the M2 and the
spiders.

e D = 8 m, the diameter of the UT primary mirror.

For example, for HD 206893 of magnitude my = 5.6, each UT receives a flux in K-band:

F, = 5.23 x 10% photons.s~*

“He defended his PhD successfully in November 2023
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The theoretical SNR taking into account the photon noise and the detector noise is:

planet signal

SNR =
4/ (Photon noise)? + (Read-out noise)?

_ nT v (D4 Co Fs) DIT NDIT o (3.10)

V/&(3) T (S Fu) DIT NDITyq; + RON? Nyt NDIT o1

with 7 the fraction of the planet signal that is not captured by the polynomial fit (see Sect. , T
the total transmission of the VLTI and GRAVITY, v; is the instrumental visibility, >}, is the sum
over the 4 telescopes, C, the planet contrast, ¢ the fraction of star flux injected in the SC at the
separation s, RON the read-out noise of the camera and Npixels the number of useful pixels read on
the camera. For a given SNR, we can estimate the corresponding contrast:

\/(8) T (N1 Fx) DITNDIT o1 + RON? Nyt NDI Ty
1T 0; (3o Fs) DIT NDITroq '

C,(s) = SNR (3.11)
In this analysis, we use the following values:

e &(s) is estimated thanks to measurements of total flux at different separations. I simulated a
continuous injection profile with HCIPy (more details in Sect. .

e T' = 0.01, this is the common value for the fraction of K-band photons that reaches the SC
detector. I verified this number by comparing the theoretical flux Fs per telescope (Eq.
and the flux measured in the SC. I obtained values between 0.008 and 0.015 depending on the
observation.

e DIT=10s.

e NDIT;,1= NFILESxNDIT=5x32=160.

e RON = 9 photons/DIT on the Hawaii-2RG detector.

® Npixels=6 baselinesx 4 ABCD channelsx 233 pixels of the spectrum (MEDIUM res.) x 2 pixels
width = 11184 pixels. The useful pixels on the detector.

e 7 is the fraction of the planet signal that is not captured by the polynomial speckle fit. It is
similar to the profiles shown on Fig. Here we considered 4™ order polynomials and only
baselines of 100 m.

e 1;=0.8. The estimated fraction of total flux that makes fringes. Thanks to this, we can estimate
the level of planet coherent flux from stellar total flux F; and the contrast C,.

Results The results for the theoretical contrast limit with respect to separation are on Fig. [3.16
There is a crenelation pattern on the theoretical curves because I used different star magnitudes
with respect to separation (Table . This is to match the setup of the empirical curve and be
representative of where the empirical curve should be if it was limited by photon noise. Indeed, for
a brighter host star there is more star flux injected in the SC and the photon noise level follows
the square root of this flux. Hence, expressed in flux contrast, the noise level is lower on brighter
star. I definitely conclude that ExoGRAVITY observations at less than 150 mas are not limited by
photon noise because this crenelation is not visible on the empirical contrast curve. The theoretical
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curve at SNR=3 is given for reference, but this is the curve at SNR=1 that directly compares to the
empirical curve. At SNR=1, the theoretical contrast limit lies well below the empirical contrast. For
HD 206893 at 100 mas, it is a factor 10. For 8 Pic at 95 mas, it is a factor 37. From Fig. I also
conclude that the photon noise dominates largely the read-out noise. It is therefore the main noise

contributor in our theoretical analysis.
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Figure 3.16 — Comparison of theoretical curves at SNR 1 and 3 with the empirical contrast curve derived
at 1o by injection/retrieval with a favorable PA. The separate contributions of read-out noise (RON) and
photon noise are shown for SNR=1.

Conclusion Computing the theoretical photon noise level is an additional proof that the current
observations are limited by systematics that scale with the star flux. Here, I found that the photon
noise was x10 below the empirical contrast limit. However, in the previous section, I found that
the statistical noise level at 100 mas was x2 ~ 3 below the effective contrast limit in HD 206893
observations. It shows that our theoretical noise analysis miss an important noise contributor, maybe
the same noise floor that we know is limiting the observations of faint stars that are not in a
high-contrast regime.

3.5.4 Noise level in the data

One last possibility to determine the noise limit in ExoGRAVITY observations is the most
straightforward: measure the noise level in the data.

Method For this, I analyzed the observations around 8 Pic on 2021-01-06 with the fiber at 92 mas
and HD 206893 on 2021-10-16 with the fiber at 111 mas (same as Sect. . The 0I_VIS table
in the astroreduced files contains the referenced complex visibilities. From these data of each
NFILES of the observations, I subtracted the speckle fit and the planet fit I obtained thanks to the
astrometry_reduce script of the ExoGRAVITY pipeline. This way, I obtained the residual from
the observation data. This is the process described in Eq. that is of paramount importance in
the next chapter (Chapter . Since the planet and the speckle fit are removed, the residuals contain



3.5. FUNDAMENTAL LIMITATIONS 79

only the noise (statistical and systematics). The intensity in each spectroscopic channel is stored in
unit of photo-electrons in the 0I_VIS table. So, I computed the noise N;es in the complex visibilities
residuals R as:

1

with b the baseline and t the observing time composed of NFILESxNDIT exposures. So the noise
Niyes is representative of the noise level on one exposure of 10 s.

The astroreduced file also includes the 0I_FLUX table compiling the individual total flux
F1, Fy, F5 and F) received by each telescope, as computed from fluxes measured on the SC camera.

From this, I can estimate Nphot the photon noise associated:

o 1 Fbl(tv >‘) + FbZ(t7 >‘)
Nonot (b, A) = NFILES x NDIT ;\/ 3 ’ (3.13)

where F}; and Fpy are the respective flux on the two telescopes constituting the baseline b. The

division by 3 accounts for the split of each telecope flux to form the 3 related baselines.
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Figure 3.17 — Comparison of the residual noise amplitude in the complex visibilities with the estimated photon
noise from the observed flux. Both represent the average noise level over 160 exposures of 10 s. The orange
and red numbers corresponds to the average scaling between the residual noise and the estimated noise.
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Results The results are shown in Fig. [3.17 The actual noise in our observations residuals is x 3.3
above the photon noise for HD 206893 and x4 above for # Pic. The data are in full accordance with
the previous analysis, so everything shows that the noise level in the data is above the photon noise
level. Also, I found that the photon noise estimated from the observed fluxes (dashed on Fig. 3.17)
matches well the theoretical noise computed in Sect.

Conclusion

My analysis of the fundamental limitations for exoplanet observations with GRAVITY conclude
that we are currently limited by systematics that scale with the star flux injected in the SC fiber
when we observe the companion.

Despite my detailed analysis, I did not yet obtained a complete view on the noise contributors at
100 mas in the specific dataset of HD 206893 on 2021-10-16. As shown in Fig. [3.18] the residuals
observed in the data at Sect. are x3 higher than the photon noise, not enough to fill the
%10 gap we found theoretically at Sect. The theoretical noise level and the measurements of
residuals in the data were only taking into account the norm of the complex visibilities V. For future
work, it would be interesting to investigate if structures in the phase of V could be responsible for
the gap between the empirical contrast limit and the residuals level in the data.
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Figure 3.18 — Summary of the noise levels estimated or measured in this chapter in the HD 206893 dataset of
2021-10-16.

As the situation is about to change at VLTI, with the upgrade from GRAVITY to GRAVITY+.
I would recommend to replicate this analysis and push it further with new data collected after the

adaptive optics commissioning.

3.6 Comparison with other instruments and techniques

Drawing the ExoGRAVITY contrast curve is useful not only for identifying the main limitations
of the technique, but also allows for comparisons with other instruments.
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I have to remind here that the GRAVITY curve I computed focuses on the shortest separations
achievable with the instrument on the UT, from 30 to 300 mas. It represents only the innermost
region of the DUAL-ON-AXIS mode and does not include the detection of binaries down to 2 mas
using closure-phase, the outer ON-AXIS (up to 600 mas), and the OFF-AXIS mode (up to 2000 mas).

Comparison at short separation
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Figure 3.19 — Contrast curves for some instruments dedicated to direct observations of exoplanets. Adapted
from https://github.com/nasavbailey/DI-flux-ratio-plot. SPHERE/IFS in YJH and IRDIS in HK
bands from |Chomez et al.| (2023a). SPHERE/SAM from [Stolker et al. (2024). ELT /HARMONTI from
(2021). HST/STIS from Ren et al| (2017). JWST/NIRCAM from |Carter et al|(2023). Roman space
telescope prediction for 25 hours exposure time (from personal communication of V. Bailey). (red squares)
Exoplanets directly observed with GRAVITY, contrast at K-band as measured on GRAVITY. (blue triangles)
Visible contrast estimation for exoplanets detected by radial-velocity cataloged in the NASA exoplanet archive.
The estimation follows a Lambertian model assuming radii of 1 Ry, and geometric albedo of 0.5. (red triangle)
Infrared contrast estimated for exoplanets detected by radial-velocity. Computed from estimated equilibrium
temperature and assuming radii of 1 Ryyp. All visible and infrared contrast calculations are based on
land Oppenheimer| (2010)).

Figure shows the contrast curve of several instruments dedicated to direct observations
of substellar companions. First, it shows that GRAVITY is the only instrument that can directly
observe planetary-mass companions below 100 mas. It demonstrates that infrared interferometry
unlocks a parameter space at short separations that was previously unprobed by direct imaging
techniques.

The single-telescope aperture masking on SPHERE (SAM) is capable of probing very short
separations, but the contrast limit is x100 above the GRAVITY limit. It highlights the benefits from
interferometric deconvolution on 130 m baselines compared to UT aperture baselines. Compared
to classical coronagraphic imaging, the GRAVITY curve aligns well with the SPHERE/IFS and
IRDIS contrast curves above 100 mas. So far, § Pic ¢ and HD 206893 ¢ have only been directly
observed by GRAVITY. The SPHERE/IFS curve seems to imply that both planets are in the reach


https://github.com/nasavbailey/DI-flux-ratio-plot

82 CHAPTER 3. DETECTION LIMITS OF EXOGRAVITY

of SPHERE, but the IFS curve is at YJH bands and the planets are plotted with their K-band flux.
From discussions with Antoine Chomez and Philippe Delorme, we concluded that the contrast of
these two planets at YJH-bands was much less favorable than at K-band. This explains why these
two exoplanets have never been observed by SPHERE.

In the future, the high-contrast mode of HARMONI and the molecular mapping technique might
reach direct imaging at separations comparable with GRAVITY and down to 3x1075 contrast at
H-band (Houllé et al., [2021).

Until now, spatial imaging with HST or JWST has never been able to reach the inner-working
angle of ground-based instruments. This is due to both limited size primary mirrors (HST: 2.4 m,
JWST: 6.5 m) and lack of adaptive optics for fine aberration control. Future space observatories
(Roman space telescope, HWO) will have to bridge this gap in order to fulfill their ambitious goal of
detecting solar-system planet analogues in reflected light.

Instrumental synergies
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Figure 3.20 — (From [Pourré et al.l 2024)) Comparison of the Gaia and GRAVITY sensitivity in a mass-vs-
projected-separation plot for a star of K=6 mag at 40 pc. The Gaia curve is from [Sozzetti| (2010). I scaled the
GRAVITY contrast curve in companion mass using previous substellar companion observations characterized
with the ExoGRAVITY program. (red dashed) Estimation of the fundamental limit of GRAVITY observation
for free-floating objects.

One of the biggest limitations of these contrast curve comparisons is that it put asides the
specificity of each instrument, and thus the possible fruitful synergies. For example, GRAVITY has
comparable detection limits as SPHERE but has a limited field of view that makes it poorly suitable
for blind search of exoplanets. However, once the planets have been located by SPHERE, GRAVITY
is able to get the relative astrometry at an unchallenged 50 pas precision, and obtain the companion
K-band spectrum at R ~ 500 during the same observations. Similarly with the ELT instruments like
HARMONI, GRAVITY will not compete with their field-of-view, but will remain an excellent tool for
exoplanet characterization. As already discussed in Chapter [, the most promising synergy foreseen
is with the space telescope Gaia that will deliver astrometric detection of thousands of exoplanets
with the data release 4 in 2026. Figure shows an estimate of the sensitivity overlap between
Gaia and GRAVITY. It shows that thanks to its ability to detect down to 50 mas, GRAVITY will
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be able to characterize a significant fraction of exoplanets whose positions have been previously
deduced by Gaia absolute astrometry. The actual number of exoplanets directly observed is less
than 20. Thanks to Gaia, we can expect that this number will explode in the 5 years to come and
GRAVITY+ will make this possible even before the first light of ELT instruments.

3.7 Zoom-in: (non-)detection of a circum-companion disk

Introduction

In the young stellar objects and exoplanet communities, there is a growing interest to obtain
direct constraints on the presence of disks around sub-stellar companions. It has been a few years
that the presence of material orbiting companion exoplanets and brown-dwarfs has been established
from the analysis of infrared excess and accretion signature in emission lines (e.g. GQ Lup B: |Seifahrt,
et al.| (2007), [Marois et al.| (2007), [Demars et al. (2023); GSC 06214-00210 b: Bowler et al.| (2011);
Delorme 1(AB)b: [Eriksson et al| (2020)). This matter is expected to form a circum-companion
disk, the kind of disks where satellites can form (Canup and Ward, [2002)). These circum-companion
disks are necessarily compact because of the low mass of companions (below 100 Mj,;) and the
gravitational influence of the host star. It is commonly acknowledged that the disk cannot be more
extended than 1/3 of the Hill radius (Ayliffe and Batel |2009), this predicts disks of radius of at most
a few au. To obtain direct observations of these disks, astronomers naturally turned to interferometry.
Benisty et al.| (2021)) describes a detection of unresolved material around PDS 70 b and ¢ with
ALMA. Wang et al|(2021b) observed the same PDS 70 b and ¢ with GRAVITY and the UT from
2018 to 2020. On GRAVITY, they used the visibilities per baseline to determine an upper limit for
the circum-planetary disks’ extension. They did not detect any loss of visibility that would betray
a spatial extension of the planets’ light distribution. Still, they could constrain the maximal disk

extension, and assuming a bright disk they found a 3¢ limit at 0.14 au for b and 0.24 au for c.

Observations of GQ Lup B

At the beginning of my PhD, Mickaél Bonnefoy brought to my attention that the companion
brown-dwarf GQ Lup B would be an ideal target for a tentative detection of circum-companion
disk with GRAVITY. We know that it is accreting thanks the observations of Ha and Paschen
lines observed by (Marois et al., 2007) on Subaru and HST, and by (Seifahrt et al., 2007) and
Demars et al.| (2023)) on VLT /SINFONI. It orbits at 700 mas from the host-star, at this separation
the disentanglement with stellar light is not challenging. Also it has a mass estimated between 10
and 42 Mj,, that lets us hope for a more extended disk than the PDS 70 planets. I submitted a
proposal as PI to apply for GTO NAOMI time on GRAVITY and the AT. Unfortunately, it was
rejected. However, a brown-dwarf monitoring programme led by Jason Wang started at the same
time on GRAVITY /AT, and GQ Lup B was on the target list. His goal was to get the brown-dwarf
astrometry at different epochs. So, at each epoch, he was doing integrations of 27 min in total in
the astrometric array configuration. This is enough for a good detection and astrometry, but for a
characterization of the companion disk I would rather have had two times 2 hours integrations, one

with the astrometric array to benefit from the long baselines of the AT, one with the small array to
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Date Target Airmass 79 [ms] Seeing [arcsec] ARA/ADEC NFILES/NDIT/DIT
2022-08-14 GQ Lup A 1.10-1.23 3.6-5.0 0.5-0.7 0/0 mas 5/4/30 s
GQ Lup B -700/109 mas 4/4/100 s
2022-09-06 GQLup A 1.21-1.47 3.86.7 0.7-1.2 0/0 mas 5/4/30 s
GQLup B -700/109 mas 4/4/100 s
2023-03-19 GQ Lup A 1.17-1.32 4.8-64 0.9-1.2 0/0 mas 5/4/30 s
GQLupB - - o -700/109 mas 3/4/100 s

Table 3.6 — Observing log for the GQ Lup B observations on GRAVITY and the AT.

have a full coverage of the UV plane. Be that as it may, Jason Wang kindly handed me his data so I
could run my analysis. He used the DUAL-ON-AXIS mode of the instrument with the MEDIUM
resolution. The observing log is on Table

Data reduction and disk model

For the data reduction, I used the ExoGRAVITY pipeline. By ignoring all baselines but one, we
can obtain the contrast per baseline and the 1o error based on the contrast standard deviation on
separate NFILES. To overcome the lack of short baselines (Fig. , I used the K-band contrast
of GQ Lup B measured by Neuhauser et al.|(2008]) on VLT/NACO as a Om-baseline visibility, the
contrast is (3.2840.67) x10~3. All points are shown on Fig. On GRAVITY visibilities from
the three epochs and the Om-photometry, I fit a model composed of a point source and a Gaussian

disk in the UV plane. The model is:
2 B\?
~ 1 (A) w3 (3.14)

with B the baseline length, F}, the point source flux, Fy the peak flux of the Gaussian disk and Wy
the full-width at half-maximum of the disk in the object space (light distribution on-sky). The three
parameters for the fit are Wy, the flux ratio R = Fy/F), and the total flux F; = Fy + F,. I vary these
three parameters in the ranges W, = [0, 1.42] au, R = [0,0.5] and F; = [1.8,4.8] x 1073 contrast
with the primary GQ Lup A. To obtain a reduced x? equal to one for the best fit, I had to shrink
the error bars by a ratio of 0.785. Since the errors are only computed from the dispersion of small

M(B, Fy, Fy, Wd) = I, + Fyexp

samples (NFILES=4 or 3), it was expected that the error bars would need some adjustement to be
statistically meaningful. With these data and the model, I obtained the y? map showed in Fig.

Results

This analysis leads to a non-detection, the best fit is obtained with a zero disk flux (Fy = 0).
However it puts constraints on the maximal extent the disk can have. For example, Fig. shows
that a disk of 0.5 au width and contributing to x0.45 of the companion flux would have been detected
with a 20 confidence level. The 1o limit indicates that assuming a flux ratio of 0.15, the disk is
not wider that 0.3 au. Because we lack visibilities at baselines shorter than 50 m, a bright disk of
more than 0.8 au width is compatible with the data. As shown with the dashed line on Fig. a
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bright extended disk can induce the visibility loss between 0 and 40 m baselines, where we have no
measurements, and have constant visibilities for longer baselines. This explains the loosening of the
disk constraints for more than 0.8 au wide disk on Fig. [3.22

The Hill radius rg of GQ Lup B is:

Mg
3Ma

rg =a(l —e)y For Mg = 10 My, = g = 13 au For Mp = 40 My, = rg = 21 au,

(3.15)

where Mp is the mass of GQ Lup B, M = 1.02 Mg (MacGregor et al.l|2017) the mass of the primary,
a= 1173% au QStolker et al.L |2021D the semi-major axis and e = 0.24J_r8€’% the eccentricity of B orbit

(Stolker et al., 2021). For the Hill radius of GQ Lup B with the lightest mass this corresponds to a
theoretical diameter limit of (13/3) x 2 ~ 9 au for the circum-companion disk. New observations

with shorter baselines would help to draw a conclusion on the wide-disk hypothesis.
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Figure 3.21 — (From [Pourré et all [in prep.)Observations with GRAVITY on GQ Lup B with the AT. (a)
Visibilities observed on three epochs of the astrometric configuration of the AT. (grey line and light grey area)
Zero-baseline photometry from Neuhauser et al. (2008). (solid black line) Gaussian disk model at 1o and
0.4 au width. (dashed black line) Gaussian disk model at 1o and 1.2 au width. (b) UV plane at the three
epochs.

Conclusion on this analysis

This analysis was initially part of paper in preparation (Pourré et al., in prep.) with Paulina
Palma-Bifani and Micka€l Bonnefoy. Half of the paper was about the GRAVITY observations detailed
here, the other half was a revised spectrum fit with ForMoSA (Petrus et al. 2023)) from 0.6 to
5 pm. For the second part, we used improved calibrations and scaling of the available spectra and
photometry that challenged the tentative detection of |Stolker et al.| (2021) of a disk of radius 65 Rjyp
(0.03 au) at 460 K around GQ Lup B. The situation changed very recently when JWST/MIRI
observations of GQ Lup B from 4.8 to 11.7 pm confirmed the infrared excess from a circum-companion

disk (Cugno et al.l [2024)). The spectrum analysis of our paper is now obsolete. It is left to determine

if my paper on preparation can stand on one leg with the interferometric detection limit alone.
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Figure 3.22 — (From [Pourré et al., fin prep.) x? map from the GQ Lup B visibilities fit with the Gaussian disk
model.

The results presented in this section are not only interesting for the disk of GQ Lup B, it is also
an example of the constrains we can put on a circum-companion disk with the AT and GRAVITY.
However, the K-band is probably not optimal for probing cold disks around companions. The new
GRA4MAT mode of MATISSE at the longer wavelengths of L. and M-bands is more promising to
one day bring a detection.

3.8 Conclusion of the chapter

I developed new tools based on injection, subtraction and retrieval of exoplanets signal in
GRAVITY data. With these tools I proposed a solution to quantify detections SNR, and I used
archival data to determine the contrast limit of the ExoGRAVITY technique.

My work on the detection limits concludes that we are currently limited by systematics that
scale with the star flux. I conclude that the priority is to limit the injection of stellar flux in the SC
fiber at the planet position. This will improve with the new adaptive optics GPAO and I expose my
preliminary work on a dedicated high-contrast mode for GRAVITY in Chapter

Regarding the tools, the next step is to make the injection/subtraction scripts available in the
ExoGRAVITY pipeline such that any user can quantify the significance of their detections.

Concerning the GRAVITY contrast curve, it represents the actual capabilities of the instrument
but it will soon be outmatched by the upgrade GRAVITY+. Spending 3 hours on-sky, in good
atmosphere conditions, at the end of GPAO commissioning would be enough to provide an updated
contrast curves and quantify the new capabilities of the instrument. At the end Chapter 5, I give an
estimation of the contrast curve we can expect on GRAVITY+ .
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The previous chapter showed that the exoplanet detection limit below 150 mas on GRAVITY
was not due to statistical photon noise. Instead, we showed that we were limited by systematics
whose amplitude scales with the host star flux injected in the SC. One particular type of systematics
was identified before the present work, from the beginning of the ExoGRAVITY large program in
2020, and these features were thought to be the cause of correlated noise in exoplanet spectra. In
the ExoGRAVITY consortium, these systematics are called “wiggles”.

Reproducing the problem on the GRAVITY calibration unit, I showed it was not a feature created
by ExoGRAVITY pipeline, and I investigated for the problem source on the hardware. However, at
the time of writing this manuscript, we still have no explanation for the nature of the phenomenon.

Working with Mathias Nowak on the ExoGRAVITY pipeline, we converged to a promising
strategy that uses the wiggles-vs-planet phase diversity to reduce the amount of static systematics

mixing with the planet signal.

4.1 Unexpected spectral oscillations: a common problem

The apparition of systematics under the form of clear oscillations above the statistical noise is

an ubiquitous problem in high-precision astronomy.

Before GRAVITY, it already affected AMBER at VLTI with beating in the phases across the
K-band (Millour et all [2008)). The cause of the problem has been identified: it came from the
polarizers at the entrance of the intrument. Air-blades were responsible for a Fabry-Perot effect on
each separated beam, and created a more complex beating signal after beam recombination (Malbet
et al., |2008]).

More recently, I had the opportunity to discuss with Kevin Barjot and Manon Lallement, both
PhD students on the single telescope interferometric instrument FIRST installed at Subaru (Vievard
et al} 2023), and Sebastien Vievard, astronomer at the Subaru telescope. Wiggles also appeared on
the test bench of FIRSTv2, in a band around A =675 nm, and appeared to be a serious problem for
the detection of protoplanet signal. Fortunately, they identified the cause of the problem. Again, it
came from the polarizers located on the separated beams before recombination (Barjot) 2023]).

Spectral oscillation systematics do not appear only in interferometry but also on one-telescope
instruments. The planet characterizer Keck/KPIC suffers the same problem in a narrow band around
A =2.3 nm. It comes from Fary-Perot effect in the dichroics that is mitigated a posteriori in the data
(Finnerty et al., 2023).

Finally, the James Webb Space Telescope is not spared by fringing effects. It appeared pre-launch
on the detector of the MIRI instrument in a band around A =5.3 pm (Argyriou et al., 2020).
Reflections between the different layers of the cameras is responsible for a fringing that is not
totally corrected by the standard calibration. The problem is field dependent and depends also on
the intensity distribution of the object observed. By collecting data on internal source in various
configurations, they obtained a better understanding of the fringing structure and developed a model

that reduces by 50% the fringes’ amplitude after post-processing.
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4.2 Apparition of the wiggles in ExoGRAVITY

In February and March 2020, the ExoGRAVITY large program performed a series of observations
to bring the first direct observation of the planet 8 Pic c. The search for this faint companion revealed
an unexpected signal in the complex visibilities.

The archetypal example of the wiggles is the 5 Pic ¢ observation of the 2020-03-07 (Tab. . The
SC fibers were positioned at 138 mas from the star, and the data reduction with the ExoGRAVITY

pipeline revealed a clear detection of the companion (SNR=6.6). The /8 Pic ¢ contrast is measured
at (4.8 +£0.5) x 1075.

The astrometry fit of the complex visibilities gives the speckle fit of the stellar flux injected in
the SC fibers when observing the planet (Fig. and the planet fit (Fig. . We can see the
sky rotation in the planet signal, the oscillations evolve as the six baselines rotate with respect to
the star-to-planet axis.

Table 4.1 — Log for the 5 Pic ¢ observations of 2020-03-07.

Date: 2020-03-07

Observing time Airmass 70 Seeing Sky rotation
00:15 / 01:41 1.13-1.27 6-13 ms 0.49-0.99” 34 deg
Target ARA/ADEC NFILES/NDIT/DIT
g Pic A 0/0 mas 8/64/0.3 s
B Pic ¢ -72/-118 mas 12/32/10 s

We can compute the residuals r of these observations. In the case of ExoGRAVITY observations,
the classical r = Signal — Model, is:

ﬂ(b’ t )‘) = Koncompanion(b’ t )‘) - Kspeckle,fit (bv t, )‘) - Kcompanion,fit(b’ t )‘) (41)

The residual for the § Pic ¢ observation are shown on Fig. The “wiggles” correlated structures
appear clearly above the noise. It is composed of oscillations that remain static, when referenced on
the star, over the 1.5 hour observation. The wiggles are similar in spectral frequency and phase on
all baselines. These two properties already discard the hypothesis of an astrophysical nature of the
signal, as no intensity distribution on-sky can induce the same static signal on baselines of different

length whose projection evolves with time.
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Figure 4.1 — (a) Speckle fit, (b) planet fit, (c) residuals, on the complex visibilities, with phase centered on the
star. For each baseline, the 384 exposures (NFILESxNDIT) are stacked on the vertical axis. From S Pic ¢
observations the 2020-03-07.
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Figure [4.2| shows the same residual in amplitude and phase of the complex visibilities. The wiggles
are clearly visible in the phase, and only slightly visible in the amplitude (on baseline U3-U1). At
this moment, the favored hypotheses were that either the feature was created by the data reduction,

or originated from an instrumental problem.
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Figure 4.2 — Residuals (Norm/Phase) in the complex visibilities, phase centered on the star. From § Pic ¢
observations the 2020-03-07.

The amplitude of these correlated structures can reach three times the planet signal amplitude
on certain baselines. Since the “wiggles” are stable in time and on all baselines, the signal decouples
easily from the planet signal in the astrometry fit and did not affect the 8 Pic ¢ detection. However,
a correlation was identified between the presence of wiggles in the data and oscillating features in
the extracted K-band spectrum of the planet. Figure shows the spectrum of 8 Pic ¢ obtained
from the February and March 2020 observations. Figure [£.4] shows the spectrum of HD 206893 ¢
whose observations also contain strong wiggles. These features prevent detailed analyses of the planet
atmosphere from the GRAVITY spectrum alone.
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Figure 4.3 — 8 Pic ¢ K-band MEDIUM (R~500) resolution spectrum from INowak et al.l (]2020])

The “wiggles” appeared systematically on ExoGRAVITY observations around bright stars (3 Pic:
K=3.5; HD206893: K=5.6; HR8799: K=5.2) at separation from 80 to 140 mas. They were identified
as the main limitation for the spectral characterization of short separation exoplanets.
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Figure 4.4 — HD 206893 ¢ K-band MEDIUM (R~500) resolution spectrum (red) from [Hinkley et al.| (2023))
4.3 Impact on observables

We have seen that the “wiggles” signal is very different from a planet signal. However, the wiggles
amplitude can be higher than the planet signal amplitude and, at some point, affect the observables.
To test the wiggles impact on the relative astrometry and K-band contrast spectrum, I used purely
synthetic data to simulate the observations and a wiggles’ model. The synthetic observations include
Gaussian noise and an injected planet with a flat contrast spectrum. The planet injection follows
the procedure described in Sect. I modeled the wiggles in the star’s referential as a Fabry-Perot

pure phase effect:
Kwiggles()‘) = Ax eiQTﬂU (42)

with A the amplitude and o the size of the Fabry-Perot cavity. I injected the same wiggles model
on each baseline. The wiggles in the 8 Pic observation presented in the previous section have an
amplitude contrast with respect to the star around 1.7x107%.

To match the noise and wiggles’ properties, I computed the power spectral density of the residual
on 8 Pic. I performed the Fourier transform using Welch’s method (scipy.signal.welch) along
the spectral direction, separately on each exposure and baseline, and separately on the real and
imaginary part. The power spectra are on Fig. The wiggles are clearly visible with a peak at
17 pm~! on baselines U4-U3, U4-U1 and U4-U2, that corresponds to a o ~ 84 pm in the Fabry-Perot
model. The drop below 4 pm~' comes from the 4" order polynomial that captures all the low
frequencies in the speckle fit. We have no explanation for the drop above 100 pm ™!, it may come
from a spectral channel smoothing in the GRAVITY pipeline. In my synthetic observations, the
noise I injected is Gaussian with 51 e/s rms filtered by an order 1 Butterworth low-pass filter with
a cutoff frequency at 100 Hz. I injected separate outcomes of this noise in the real and imaginary

parts of individual exposures.
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Figure 4.5 — Power spectral densities of the residuals on four baselines on S Pic ¢ observations the 2020-03-07.
Only real part.

To keep a reasonable computation time, the following data reductions use the go_fast mode of
the ExoGRAVITY pipeline that averages the NDIT of each file.

4.3.1 On relative astrometry

The first part of the ExoGRAVITY pipeline is the astrometry_reduce. It provides the relative
astrometry (ARA, ADec) and a planet contrast, assuming a flat contrast spectrum. As discussed in
Sect. these observables can be estimated either on the individual NFILES and then averaged,
or estimated on the fit maps of all NFILES combined. For this test, we use the combined fit maps
as they give more robust detection of faint companions. I injected a planet at the same separation
(138 mas) and contrast (5x1075) as 8 Pic ¢. The UV plane and NFILESxNDIT xDIT are the same
as the 2020-03-07 observation on S Pic ¢ shown in the previous section. The observables retrieved by
the pipeline for the synthetic observations, with Gaussian noise and increasing wiggles amplitude, are
on Fig. The script converges to the same astrometry for wiggles of less than 1.4x1073 contrast
with respect to the star flux (28 times the planet amplitude). Even so, the error on ARA and ADec
increases from 0.2 mas with no wiggles to 1.8 mas with wiggles at 1.4x1073 contrast. For wiggles’
amplitude higher than 1.4x1073, the astrometry fit becomes completely biased by the systematics
and does not converge on the injected planet. The planet contrast measured remains within 20%
error as long as the fit converges to the right astrometry.

Figure shows the periodogram maps from the x? fit for the different wiggles’ amplitude. It
shows that wiggles tend to disturb the relative power of the primary and secondary peaks, ultimately
making the script converge to the wrong astrometry.

I concluded that, for a planet at 5x 10~ contrast and 138 mas separation, the astrometry_reduce
script is robust against wiggles. The outputs deviate from the injected value only for wiggles of 28
times the planet amplitude. On some baselines, the wiggles modulate on a similar spectral frequency
as the planet on some baselines. However, the sky-rotation makes the planet signal evolve with time,
and as the wiggles are static, then it is easy for the code to disentangle the planet and the wiggles.
We can make the hypothesis that the wiggles can have more impact on the astrometry if the planet
and the wiggles modulate on the same spectral frequencies on several baselines and if there is less

sky-rotation to add temporal diversity between the planet and the systematics.
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Figure 4.6 — Outputs of the astrometry_reduce for increasing wiggles amplitude. The planet is injected at
ARA = —71 mas, ADec = —120 mas at 5x10~° contrast.

4.3.2 On K-band spectrum

The results of the spectrum reduce of the ExoGRAVITY pipeline with different wiggles’ ampli-
tude are on Fig. The planet is injected at a 5x 10~ contrast, close to 3 Pic ¢ contrast at K-band.
We can see that the flat spectrum is affected by significant features for a wiggles’ amplitude close to
the B Pic ¢ observation of 2020-03-07 (1.7x10~* contrast). These features peak at 1.5x107> above
the planet contrast and significantly above the statistical errors estimated in the GRAVITY pipeline
from read-out noise and photon noise. As expected, the features in the spectrum grow stronger as
the Fabry-Perot signal grow stronger, up to 160% relative error on the flat spectrum for wiggles of
4x10™* contrast.

The impact on the spectrum is more and more problematic as we stack observations. This reduces
the statistical noise but, if the wiggles are stable from one observation or one night to another, only

make the features more prominent.

I also performed synthetic observations with C'(\) as a 8 Pic b spectrum instead of a flat spectrum.
The contrast spectrum is accumulated from several nights to have a high SNR (> 100), it is close to
the spectrum published in |GRAVITY Collaboration et al.| (2020b). For setting C'(\), I divided the /3
Pic b spectrum by its average over A and multiplied this normalized contrast spectrum by a scalar
setting the average contrast value.

For this test, I added no statistical Gaussian noise. The results for different wiggles’” amplitude is
shown on Fig. It shows that the CO absorption at 2.3 nm is strongly disturbed by the wiggles
effect on the spectrum. For wiggles at 1.7x10™% contrasts, this test simulates the spectrum one can
achieve on 3 Pic b if observed at 140 mas, for an observing time long enough to be dominated by
systematics. It highlights how the extraction of spectral information of astrophysical interest can be

disturbed, or made impossible, by the wiggles presence in the data.
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Figure 4.7 — (ARA, ADEC) maps from the astrometry fit. Panel’s titles correspond to the wiggles’ contrast
(x1073). Panels with a red frame highlight the reductions that did not converge to the right astrometry.
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Figure 4.8 — Contrast spectrum retrieved on synthetic observations with a flat contrast spectrum at 5x107°.
The gray fill shows the 1o error bar amplitude as estimated by the GRAVITY pipeline. The spectra have an
artificial waterfall offset of 10x107°.

Conclusion

To conclude, this study shows that the planet detection and astrometry measurement are more
robust to the wiggles effect than the planet spectrum. I have shown in Chapter [3| that the planet
detection in the instrument was limited by systematics. We can wonder if the wiggles are this limiting
noise. For a specific case of a planet at 138 mas, I have shown in Sect[4.3.1] that the wiggles can set a
detection limit 25 times below their amplitude on 1.5 hours observing time. Back to the archetypal
case of the 2020-03-07 observation, it would set a planet detection limit at 6x1076. Testing the
detection limit with the code used in Sect. I found a detection limit at 2.5x107° on this
dataset. It indicates that the wiggles are not the limiting noise for detection, or at least that the
Fabry-Perot model is not representative of the systematics that are limiting the planet detection.

For the planets observed with GRAVITY below 150 mas, the wiggles’ amplitude is never high
enough to disturb the astrometry fit. However, the wiggles disturb the planet spectrum retrieval and
this fact alone motivates to calibrate or suppress the source of these systematics in GRAVITY data.
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Figure 4.9 — Contrast spectrum of the shape of § Pic b injected at 1x10~% in synthetic observations with
different wiggles’ amplitude. No noise added. The spectra have an artificial waterfall offset of 0.5x 1074,

4.4 Search for the wiggles’ source: on-sky data

I analyzed on-sky archival data from the ExoGRAVITY large programme to understand the
nature of the wiggles and find a way to mitigate them. Because it is polluting the coherent flux,
the picture of one telescope beam undergoing a Fabry-Perot reflection generating the wiggles is too
simplistic. We must keep in mind that the effect we observe is a differential effect between the four
beams recombined in GRAVITY. Therefore, it can be complex to pinpoint the physical source of
the problem.

4.4.1 Method

To quantify the impact of wiggles in residuals, I fitted the wiggles separately for the real part
and imaginary part with a low-pass filter on the data. I used the model W:

W = |P(b,t, \)Vonstar| X[As x sin(2mwo/A) + A, x cos(2ma/N)], (4.3)

speckle fit

with A and A, scalar amplitudes and o the OPD. The speckle fit comes from the astrometry_reduce
script. I fit o on the residuals with testing 1000 values from 1 to 100 pm and selecting the one that
provides the lowest y2. Amplitudes A; and A, come from a linear fit. Thanks to this model, we
can quantify the frequency and amplitude (rms(W)) of the wiggles. I found the phase of the model
(arctan[A./A;]) not robust enough for looking at phase drifts. Figure shows that this model
captures well the wiggles in the residuals.

I collected 11 ExoGRAVITY observations, from 2020 to 2022, at separations lower than 140 mas
(DUAL-ONAXIS mode), all at MEDIUM resolution (Table. [4.2)). These observations are all around
bright stars, ranging from K=3.5 mag to K=5.8 mag. It ticks all the boxes for wiggles to dominate
the residuals. I reduced the data with the ExoGRAVITY pipeline, averaged the residuals over the
NFILESxNDIT, and fitted the residuals with Eq. on separate baselines.
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Figure 4.10 — Example of wiggles fit on baseline U4-U3 of the 3 Pic ¢ observations of 2020-03-07 (Fig. |4.1c]).
The residuals are averaged over the whole observation (NFILES and NDIT).

Table 4.2 — Dataset for wiggles analysis ExoGRAVITY

Star K mag star Date To [ms]  Seeing [arcsec] NFILES/NDIT/DIT Fibers position Planet?
B Pic 3.5 2020-02-11  11~18 0.49~0.72 10 x 32 x 10s 131 mas, PA 211° Yes
B Pic 3.5 2020-03-07  6~12 0.50~0.89 12 x 32 x 10s 138 mas, PA 211° Yes
CPD-36 6759 5.8 2021-02-28 4~6 0.83~1.10 12 x 32 x 10s 69 mas, PA 279° No
CPD-36 6759 5.8 2021-03-29 3~4 0.69~0.84 6 x 32 x 10s 69 mas, PA 279° No
HD 206893 5.6 2021-08-26 4~7 0.46~0.77 4 x 32 x 10s 75 mas, PA 344° No
5.6 4~7 0.54~0.78 4 x 32 x 10s 74 mas, PA 318° No
5.6 4~6 0.54~0.84 4 x 32 x 10s 76 mas, PA 293° No
HD 206893 5.6 2021-09-27 2~3 0.74~1.13 8 x 32 x 10s 72 mas, PA 245° No
5.6 2~3 0.70~1.11 12 x 32 x 10s 109 mas, PA 223° Yes
HD 206893 5.6 2021-10-16 2~3 0.47~0.60 27 x 32 x 10s 111 mas 218° Yes
HR 8799 5.2 2022-08-17 3~7 0.84~1.56 12 x 12 x 30s 131 mas, PA 15° No

4.4.2 Wiggles’ occurrence

The analysis of the wiggles’ amplitude with respect to the amount of coherent flux [V, 1anet]
injected in the SC is shown on Fig. {11} In all observations of the dataset, the coherent flux is
largely dominated by the host star flux (the planet is faint). This analysis tends to indicate that the
wiggles’ amplitude scales with the coherent flux injected in the SC. For the outliers observations on
HD 206893 at 293° and 318° PA, the coherent flux increased drastically (up to 4 times) compared
to the observation at 344° PA the same night. This increase in coherent flux does not entail an
increase in the wiggles’ amplitude. Considering all other observations, the wiggles appear to have
an amplitude around 0.5% of the coherent flux in SC. It is an indication that these systematics
originate from the flux of the star injected in the fibers at the planet position.

The wiggles’ fit on this dataset also gives the spectral frequency, under the form of the OPD
parameter o in Eq. (4.3). The Figure shows that the wiggles are consistently appearing at
o =78 £ 11 nm. I have seen no correlation with the separation or the coherent flux injected.

Some of the observations chosen for this analysis do not contain a companion signal (e.g. HD
206893 on 2021-08-26). They were taken while searching for a planet with loose constrain on the
relative astrometry. Wiggles are clearly visible in the residuals of these observations too. This
excludes the hypothesis of an origin from the companion signal. Overall, I concluded from this
analysis that the wiggles are compatible with an origin as a reflection in some dichroics or other

optical parts in the VLTI or in the instrument.
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Figure 4.11 — Amplitude of wiggles fitted on the residuals with respect to coherent flux injected in SC, for
11 different observations. Markers’ shape differentiate the host stars and markers colors differentiate the
observing nights. All six baselines are plotted separately for each observation.

4.4.3 Wiggles in HIGH resolution

On 2022-01-24, I participated to an ExoGRAVITY observing night (remotely, in delegated visitor
mode) to reduce the data collected as we observed. One goal of this run was to obtain the first
HIGH resolution (R~4000) K-band spectra for $ Pic b and § Pic c. It was a success for § Pic b, as
it has a favourable contrast (2.5x10~%) and was at large separation (494 mas). The analysis of the
spectrum is actually part of the PhD of Matthieu Ravetﬂ However, the observation on S Pic ¢ was
much more challenging. It was at 91 mas from the star and the contrast is know to be 4.5x107° at
K-band. The planet ¢ was detected during this run, showing that the HIGH resolution mode is also
suitable for planet detection at less than 100 mas, but the spectrum was extremely noisy. It brought
no improvement compared to the previous MEDIUM resolution spectrum (Fig.

From this HIGH resolution observation, on the top of the exoplanets spectra, there was also
something to learn about the wiggles. Interestingly, the residuals showed a wiggles structure compa-
rable with the one observed in MEDIUM resolution. From the wiggles’ fit, I obtained an average
o =79 nm, and, on the most affected baseline (U4-U3), an amplitude rms of 0.4% of the coherent
flux injected (rms). This is an important result. In HIGH resolution mode, the light is projected
over 1628 pixels of the SC camera in the spectral direction (see Fig. , against only 233 pixels in
MEDIUM resolution mode. The wiggles have the similar properties with both modes, this discards
the hypothesis of wiggles originating from reflection in the camera coating or fringing in the CCD
(like on JWST/MIRI, |Argyriou et al| (2020)). Also, diagnostic tools of the GRAVITY pipeline
show that pixels are below the saturation threshold for all observations where wiggles are the most
prominent. I concluded that wiggles do not originate from a saturation of the camera, for both
MEDIUM and HIGH resolution mode.

!Supervised by Gaél Chauvin and Mickaél Bonnefoy.
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Figure 4.12 — ¢ parameter of the wiggles’” model with respect to the wiggles’ amplitude, for 11 different
observations. Markers’ shape differentiate the host stars and points of the same color are from the same
observing night. All six baselines are plotted separately for each observation.

4.4.4 First basic tests on the ExoGRAVITY pipeline

In the attempt to understand the source of the wiggles, I carried out simple tests on the
ExoGRAVITY reduction of on-sky data, with 5 Pic 2020-03-07 and HD 206893 2021-09-27 data.

Polynomial fit The first test was to investigate the possible influence of the polynomial P(\)
used for speckle fitting. We suspected that fitting 4'" or 6'" order polynomials separately on the
real and imaginary parts could result in unexpected phase effects. I compared the residuals with
the 4'" and 6 order in ExoGRAVITY reduction: the wiggles stay the same in both cases. The
script reaches a limit for polynomial order 17" due to a conditioning of matrix inversion for the
speckle basis. At order 17", the wiggles in the residuals are attenuated because partially fitted by
the polynomial, but their frequency and phase are unchanged. At least an order 23" is required for
totally fitting the wiggles, but it would wash out the planet signal in the speckle fit. To conclude,
the wiggles are not an artifact from the technique of polynomial modulation of on-star observation
for the speckle fit.

Wiggles at zero-separation The second basic test was on the planet-star separation. So far,
the wiggles were only observed at separation from 70 to 140 mas. We did not know if the wiggles
were still visible at shorter separations, and even at 0 mas. To answer this question, I reduced
on-star observations as if it was on-planet observations and looked at the residuals produced. The g
Pic 2020-03-07 contains 8 observation files on the star (separation 0 mas), interleaved with the 12
observation files on the planet ¢ (separation 138 mas). I discarded the observations on the planet
and chose 4 observations on the star to be the new “science”. I reduced these 4 on-star files with
the ExoGRAVITY pipeline with the other 4 neighbor on-star files as phase reference and contrast
spectrum reference. The outputs of astrometry_reduce show that, obviously, we have more coherent
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Figure 4.13 — Residuals from S Pic ¢ observation at HIGH resolution the 2022-01-24. Averaged over the NDIT.

flux injected than the observation on-planet, but residuals do not contain any wiggles. This is a
surprising result. Previous analysis, like the one presented on Fig. have shown that the more
coherent flux in the observation from 75 to 140 mas, the higher the wiggles in the residuals. The fact
that they are not observed in SINGLE-FIELD (separation 0 mas) challenges the hypothesis of a

source in a dichroic reflection.

Star reference Third, I wanted to check if the wiggles can originate from bad star reference. I

made two tests that discard this hypothesis:

o Test #1. I reduced the data with stellar reference not as the average of the nearest observation
on-star (default mode), but with only one reference for the whole dataset, or only the average
of the first with the last on-star observation. In all these tests, the wiggles in the residuals
appeared unchanged.

e Test #2. Before reduction, I fitted the phase of the star reference of each baseline with a 10"
order polynomial and I replaced the phase reference by the polynomial ﬁtﬂ This have the effect
of filtering out an eventual wiggle in the reference phase. Then, the reduction of the planet

observations with this filtered star reference exactly displays the same wiggles in the residuals.

Modifications or deliberate alteration of the on-star reference do not affect the wiggles. This is not
the origin of our systematics problem. This is also a strong argument against the optical reflection
hypothesis, that would affect both the star reference and the planet.

For further investigations on the wiggles’ cause, I turned to the GRAVITY calibration unit that

allows for daytime tests on the instrument itself.

2The polynomial fit is performed in the star referential, de-wrapped from the metrology phase, FT phase, and
dispersion. The polynimal is then re-wrapped to mimic normal visibility reference for the ExoGRAVITY pipeline.
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4.5 Search for the wiggles’ source: on calibration unit

The GRAVITY calibration unit (see Fig. allows us to fully operate the instrument indepen-
dently from VLTI and provide daytime observations on the calibration source in a controlled and
replicable environment.

During the technical time slot for GRAVITY+ commissioning from the 26" May to the 274
June 2023, Sylvestre Lacour and I managed to produce daytime ExoGRAVITY-like observations, at
short separations, on the calibration unit. This opened the way to an extensive investigation of the
wiggles’ source in the GRAVITY optics.

4.5.1 Procedure

We setup the instrument in SINGLE-FIELD, MEDIUM resolution mode and manually set the SC
fibers’ position in the beam combiner parameters. We ran acquisitions with the SC on the calibration
lamp to mimic the on-star observations, and acquisitions with the SC of each channel at a given
positional offset (unit of acquisition camera pixels, 1px=17.78 mas sky UT). For SKY observations,
we take a SINGLE-FIELD acquisition with the whole field away from the fibers by 2 arcsec. For
data reduction by the GRAVITY and ExoGRAVITY pipelines, the following header keys must be
modified:

e DPR TYPE: to OBJECT,DUAL or SKY,DUAL

e INS SOBJ X and INS SOBJ Y: to the separation set in the beam combiner settings (in mas sky

UuT)

e INS SOBJ SWAP: to “NO”

The data obtained were reduced with the most recent P2VM, and the SKY taken instead of the
calibration DARK. With the default lamp power, sequences of 64x1 s and the SC at 50 mas, we
obtained wiggles at the highest SNR ever observed (Fig. . Both the ratio with respect to
coherent flux and the spectral frequency of the systematics make us confident this is the same wiggles
phenomenon as observed on-sky. There are no planet in our observations on the calibration source,
still we will continue to use the nomenclature described in Sect. especially V., o1anet for the
observations with the SC offseted from the on-star axis.

I made the following tests in Garching, at the ESO Headquarters, where the Garching Remote
Access Facility allows for a control of VLT /VLTI instruments and telescopes. The test sessions
were part of technical time for the GRAVITY+ commissioning during the slot of October 2023 and
January 2024.

4.5.2 Wiggles: a creation of the ExoGRAVITY pipeline?

This was a question that was still pending. I have previously shown that the polynomial order in
astrometry_reduce and the on-star reference had no influence on the wiggles. By proving this, I
did not totally excluded a creation of the systematics in the ExoGRAVITY pipeline.

Thanks to the high SNR of the wiggles in the observations on the calibration unit, I was able to
definitely discard a cause in the ExoGRAVITY pipeline. I showed that the wiggles are already present
in the phase of V. janet €ven before the ExoGRAVITY reduction and the planet fit. Figure
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Figure 4.14 — Residuals from calibration unit. SC fibers at 50 mas, 1 s DIT.

shows that if we subtract a polynomial on the phase of V., janet, the wiggles directly appear in
the phase. It also shows that the features in the phase are the same as the wiggles observed in the

post-astrometry_reduce.
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Figure 4.15 — Amplitude (a) and phase (b) of Vonpianet averaged over the NDIT for the measurement at 50 mas
also displayed on Fig. (b left): Blue line, raw phase centered on the star. Orange line, 4'" order polynomial
fit. (b right): Green line, raw phase - polynomial fit. Black dashed, residuals post astrometry_reduce x 0.01.

Thanks to this test, I proved that the wiggles come either from the instrument or from the
GRAVITY pipeline, but is not a feature from the ExoGRAVITY pipeline.

4.5.3 The wiggles’ field

I used the calibration unit to make 48 observations with the SC fibers positioned on a grid from
-150 to 150 mas in both directions, with 50 mas steps. This took more than two hours, and therefore
could hardly be done on-sky on the UT, even on technical time. I reduced all pointings separately
with the ExoGRAVITY pipeline and fitted the wiggles model W on the post-astrometry residuals.
Thanks to this study we can quantify the wiggles amplitude and frequency on the field close to the
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“star” (calibration lamp).

For the wiggles’ amplitude, the results are on Fig. This is, to my knowledge, the first ever
map of interferometric speckle field. On these maps, the wiggles’ amplitude and the coherent flux are
averaged over the NDIT, over the baselines and over the real /imaginary parts. It is striking how the
wiggles’ amplitude map (Fig. follows closely the coherent flux amplitude map (Fig. .
This is an additional argument that the wiggles are issued from star coherent flux injected at the
SC fibers’ position. The closer we observe to the star, the higher the wiggles’ amplitude. Also, the
Fig. shows the ratio between wiggles amplitude and coherent flux across the field. First, we
recover the 0.5% ratio around 100 mas observed on sky. Second, it shows that the closer we observe
to the star, the smaller the ratio between coherent flux and wiggles’ amplitude. It falls down to

0.13% at 50 mas in these tests. This fact is consistent with the absence of wiggles at separation
0 mas (Sect. . In SINGLE-FIELD, either the ratio is null or it is so small that the wiggles are
buried in the photon noise. The maps also show that the wiggles’ amplitude can slightly vary with
the PA, a fact also observed on-sky.
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Second output of the wiggles fit, the frequency. The evolution of the wiggles’ spectral frequency
across the field is shown on Fig. A slight trend towards lower frequency emerges as we approach
the star. This tendency is also difficult to reconcile with the hypothesis of wiggles originating from

reflection in the instrument.

4.5.4 Phase

Change with SC position. I investigated how the phase of the wiggles changes with the SC
position in the field. The phase of the wiggles must be understood here in the sense of the oscillation
position along the K-band. Figure [£.17] shows the residuals for different SC positions separated
by 5 mas. On some baselines, we see that the wiggles remain similar in structure, only reducing
amplitude as we increase the separation (it appears clearly on U3-U1). On some others, the wiggles
change in shape and phase drastically when the fibers are offset by 5 mas (U3-U2). This indicates
that the wiggles can have a high sensitivity to the fibers’ position. This may prevent any calibration
by observing the sky out of the planet position. As all different positions are reduced with the same
reference on-star but still display very different wiggles’ shape and amplitude, it is an additional
proof that the wiggles do not come from a bad on-star reference.
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Figure 4.17 — Post astrometry_reduce residuals (same as Fig. but averaged over NDITs) by 5 mas
increment of the SC position in the radial direction from 100 mas. High-frequencies filtered. Calibration unit.
Artificial waterfall offset.

Temporal evolution. I collected data on the calibration unit at the same SC fibers’ position and
same NDITxDIT (64x1 s) at 87-days intervals. The wiggles’ comparison is shown on Fig.
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Most of the bigger structures in residuals are consistent between the two dates (e.g. U3-Ul, U4-U1).
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Figure 4.18 — Residuals at the same SC position at 100 mas in October 2023 and January 2024. High-frequencies
filtered. Calibration unit. Artificial waterfall offset.

So, the wiggles appear to be relatively similar if taken 3 months apart, but can change with the
fine position of the SC fibers in the field. This last fact prevents to make a calibration map to apply
to the on-sky observations. It would require a field sampling of at least 2.5 mas steps from -150 to
150 mas separation, and at least two minutes per position. It would take 512 hours of daytime and
possibly would need to be updated every year or so. More realistically, we can imagine a solution
where the GRAVITY calibrations at the end of the night include DUAL-ONAXIS observations
at the exact SC position of the exoplanet observations of the run. This could be used as wiggles’
calibration at the ExoGRAVITY reduction stage.

4.5.5 Investigate the wiggles’ source

The GRAVITY calibration unit is a remarkable laboratory for day-time tests. It allows for
replicating observations with various operational modes of the instrument, but also for changing the
optical parts setup or adding/removing it from the beams. I used the calibration unit to investigate
for the source of the wiggles. Thanks to this, I excluded some possible contributors to the wiggles
problem.

Wollaston prism. As recalled in Sect. the polarizing elements have been identified in other
instruments as the source of oscillations in the visibilities. In GRAVITY, there are two observing
modes, one where polarizations are combined (COMBINED mode), and another where the two linear
polarization states are separated by a Wollaston prism and recorded separately (SPLIT mode). All
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ExoGRAVITY observations use the COMBINED mode, as this mode is preferred for faint sources
with low polarization fraction expected. I used the calibration unit with the SC fibers at 125 mas from
the “star” and recording 16x10 s acquisitions in both COMBINED and SPLIT modes. I also took
acquisitions “on-star” with the two modes. After separate reduction by the ExoGRAVITY pipeline,
I saw wiggles in the residuals with both COMBINED and SPLIT modes. Moreover, the wiggles were
identical in amplitude, frequency and phase with both modes and on the two polarization states. I
concluded that the Wollaston have no influence on the wiggles.

Half-wave plate. The half-wave plate in GRAVITY is used to control the linear polarization
orientation. It can be rotated at different angles. In usual ExoGRAVITY observations it is left at
0°. I used the same setup as for the Wollaston test (fibers at 125 mas) and recorded acquisitions of
8x10 s for half-wave plate angles successively at 0°, 20° and 40°. The wiggles residuals remained
unchanged for each half-wave plate angle. I concluded it has no effect on our systematics residuals.

Fibered Differential Delay Lines. One possible source of the wiggles is the fibered differential
delay lines (FDDL). Fibers have birefringence and, according to Sylvestre Lacour, it could cause
undesired phasing effects between the two polarizations that could generate wiggles after the
recombination. These delay lines are in the GRAVITY cryostat and perform the last fine tuning of
the OPD in the instrument, with delays up to 6 mm on each beam. I tested, still on the calibration
unit, if setting different set-points on the FDDL has an impact on the wiggles.

For this, I put the SC fibers at 53 mas separation from the “star” and took a 64 x 3 s acquisitions.
During the acquisition, I added an offset of 3 pm every 30 s on the input 1 (UT4) of the FDDL.
This way, the fibers’ length increased on only one telescope and, if the FDDL are the problem, it
would have an impact on the wiggles.

I reduced the data with the ExoGRAVITY pipeline. As the wiggles remained unchanged along
the whole sequence, at that time I concluded that the FDDL was not the source of our problem.
But moving only one telescope, we could not change the set point over a large amplitude before
loosing the fringes. Another interesting test would be to change the FDDL setpoint for all telescopes
simultaneously, this way we could safely reach +200 pm offsets and cover a more significant fraction
of the FDDL stroke. If the wiggles remain unchanged even after such drastic offsets of the FDDL, I
would conclude that the FDDLs are not the cause of our problem.

Derotator. At the entrance of the GRAVITY cryostat, there are four K-mirrors, one for each
input beam. Their role is to stabilize the field against sky rotation. Here, on the calibration unit,
there is no sky rotation to counter. So K-mirrors rotate the entire field as seen by the instrument.
To test the impact of the derotator angle on the wiggles, I put the SC fibers at 100 mas separation.
I ran acquisitions of 64x1 s for derotator angles 0°, 5°, 10°, 20°, 40° and 80° (mechanical angle),
successively. The fibers position are fixed in the instrument, only the derotator moves. This is also
what happens during the on-sky observations. Figure shows how residuals evolve with K mirror
rotation. They are relatively unchanged on all baselines from the original position (0°) to 5° rotation.
However, for 10° and more the residual drastically change. Between 0° and 80° the wiggles’ amplitude

drops linearly by 50%. A high frequency appears in the residuals for baselines U3-U2, U3-U1 and
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U2-U1. I have no explanation for these higher-frequency wiggles but changing the “on-star” reference
(one taken at 0°, the other one at 80°) for the ExoGRAVITY reduction has an impact on their
amplitude.

These tests on the GRAVITY derotators are preliminary results. I did not have the opportunity
yet to replicate them, so, at this point I cannot draw a conclusion. However, it seems to indicate
that a field rotation seems to have an impact on the wiggles’ amplitude and shape.
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Figure 4.19 — Post astrometry_reduce residuals for different derotator angles. SC fibers at 100 mas. High-
frequencies filtered. Calibration unit. Artificial waterfall offset.

P2VM calibration At the end of each night, a new P2VM matrix is measured in the calibration
unit of the instrument. This matrix is crucial for GRAVITY data reduction (Sect. . Julien
Woillez brougth to my attention that the P2VM are always measured in the OFF-AXIS mode of
the instrument (with the FT-SC fields separated by the roof mirror), even for data reduction of
ON-AXIS observations (FT-SC separated by a beam-splitter). If the wiggles come from a reflection
in the beam-splitter, it would not be captured in the calibration. Thanks to the Paranal staff, we
immediately obtained a ON-AXIS P2VM (taken on 2023-11-17) that I could use to reduce again
the data affected by wiggles. I started by the archetypal 2020-03-07 run on 8 Pic c¢. Unfortunately,
this calibration was not valid anymore, 3.5 years distance between the observation and the P2VM
calibration was too long. Only the U4-U3 baseline reduced correctly, and wiggles appeared the same
as with the classic OFF-AXIS P2VM. However, the new ON-AXIS P2VM proved to be a good
calibrator on the daytime data collected during the technical run of October 2023. It further showed
that the wiggles were the same with the ON-AXIS or OFF-AXIS P2VM. This test tends to eliminate
the hypothesis of a cause in a reflection of the ON-AXIS beam splitter.
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4.5.6 Conclusion

I tested different optics configuration in GRAVITY to identify the instrumental parameters that
have an impact on the wiggles. Of all components tested, only the derotator has an impact on the
residuals systematics. It is a promising direction for further tests. The objective of these studies
was to better understand the wiggles, how they change with time, with position in the field, etc.
Unfortunately, these tests did not yet provide a solid physical explanation for the apparition of the
wiggles in the ExoGRAVITY residuals. At this point of our knowledge, given all the experience
collected on the wiggles’ condition for appearance, I would discard the hypothesis of a source in
star-light reflection in dichroics or in the beam combiner.

I would rather advocate for a cause in the off-centered light injection in the SC fiber. I have
shown in this section that wiggles are a fraction of the starlight injected in the SC. As shown in
Fig. 4.20, under realistic atmosphere residuals, between 1 and 10% of the starlight is injected even
when the SC fiber is at 100 mas from the star. If a fraction of this off-axis light is affected by some
OPD, it could have a wiggle effect in the phase. It would also explain why we do not see wiggles at
separation 0 mas, because at this position most of the flux is injected directly at the fiber center and
is not affected by this OPD. We could imagine that, as we move the fiber away from the star, the
off-axis OPD problem gets more prominent, until we are far enough from the star for the problematic
flux fraction to fall below other noise sources. It could explain why we see the wiggles only from 50
to 140 mas separation. However, this theory fails to explain other wiggles’ properties. For example, I
do not know any physical process that could add 80 pm OPD in an off-centered fiber injection, let
alone producing a differential 80 pm OPD on the six baselines.

The cause of the wiggles in GRAVITY is still under investigation.
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Figure 4.20 — Contour flux injection of the SC fiber including realistic atmosphere residuals.

4.6 Calibration attempts

In order to obtain cleaner and unbiased exoplanet spectra with GRAVITY, there is another way
besides correcting the physical source of the wiggles. This other solution is to remove the unwanted
signal at the data reduction stage. As shown in Sect. this solution has often been favored for
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mitigating fringes effects in non-interferometric instruments. These methods must be implemented
carefully, to avoid any distortion or masking of the signal of interest. The calibration can bring two
equally good solutions: either it corrects the wiggles’ effect in spectra, or it corrects the spectrum
covariance matrix C,, such that the wiggles are properly included in the correlated errors.

In the following, the xfed are calculated as:

2 [Cmes - C’inj](j;vl [Cmes _ Ciﬂj]T
Xred = DOF ’

(4.4)

with Cpes(A) the contrast spectrum at the spectrum_reduce output, Ciyj(A) the contrast spectrum
injected, and DOF' the number of degrees of freedom. Here DOF is taken to 233-5 (number of
channels in spectrum - parameters of speckle fit). Thus, the Xfed calculation takes fully account of the
covariance matrix. The errors for the 233 channels of the spectrum are provided by the GRAVITY
pipeline and only account for photon noise and read-out noise (here photon noise dominates). I
tested this X?ed by injecting bright companions at 10~ contrast in data not affected by wiggles,
at 300 mas from the star. I obtained x2 ,=1.7 with the full spectrum and x2,=1.3 by cutting the
spectrum edges by 30 channels on each side (and adapting DOF' accordingly). The spectra edges
seem affected by systematics even in no-wiggles conditions.

For all the following calibration attempts, I used on-sky data on HD 206893 ¢ taken on 2021-10-16
in an extensive 27 x 32 x 10 s observation. I removed the planet observed at 111 mas and I injected
a planet at PA=+45° but at the same separation as HD 206893 c. I injected it at 8x107° contrast
with a contrast spectrum of the same shape as § Pic b (see Fig. . This way, my dataset is
representative of the kind of long ExoGRAVITY observations we make for obtaining faint exoplanets
spectra. For the data reduction, I used the fast mode of the ExoGRAVITY pipeline (average of all
NDIT in individual NFILES).

4.6.1 Self calibration

One of my first attempts for the wiggles’ calibration was to use the post-astrometry_reduce
residuals R themselves for cleaning the data before the spectrum reduction.

Remove all residuals

First of all, I made a rudimentary test. This consists in running the astrometry reduce with
the default flat contrast assumption and completely remove the residuals from the data before
spectrum reduce (Fig. [4.21). The phase term ¢, (REFTOphasingdata) must be added to the
residuals to express it in the same referential as the VISDATA. This way the residuals can be
suppressed from the astroreduced file in a meaningful way.

This procedure removes the wiggles from the data, but, by definition, it also removes everything
that is not a planet with a flat contrast spectrum. Indeed, the astrometry fit assumes a flat contrast
for the planet, so the post-astrometry_reduce residuals contain the planet signal that could not be
captured with a flat contrast spectrum. So, unsurprisingly, when we subtract the residuals from the
data, the spectrum_reduce outputs what is left in the data, namely, a perfectly flat contrast spectrum.

I tried different contrast assumptions in the astrometry_reduce to obtain different residuals. Each
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Figure 4.21 — Block diagram from raw observations to planet contrast spectrum with removing residuals
before spectrum reduction.

time, the spectrum obtained at the end of the process matches exactly the spectrum assumption
provided in the astrometry fit. There is no improvement of the spectrum to expect by this technique
but it is a good starting point for the description of more promising calibration solutions.

Remove residual average over time

A slightly more sophisticated solution is to take the temporal average of the post-astrometry_reduce
residuals over the whole observation. The observation lasts 3.5 hours for a total of 2.4 hours inte-
gration time, so, in the star reference, the planet imprint in complex visibilities varies a lot with
time (e.g. Fig. [4.1b)). From this, I expected that the residuals’ average contains most of the wiggles
and not too much planet signal not captured by the astrometry fit. Again, I obtained the residuals

under the flat contrast spectrum assumption in astrometry_reduce. I used the same workflow as

Fig. {L.21}
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Figure 4.22 — Contrast spectra comparison for the injected planet, with and without removing the residuals
average from the data. Blue and orange envelopes show the errors from the GRAVITY pipeline.

Figure shows the results of this calibration on the final contrast spectrum. The calibration
damps most features, especially at the band borders. This results in a more accurate spectrum with
Xl?ed = 1.62 instead of X?ed = 2.18. The original spectrum fit gives an average contrast of 7.8x107°
and the calibrated spectrum gives 7.4x107°, indicating that part of the planet spectrum have been
suppressed. In this calibration attempt, the covariance matrix is unchanged.
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Modulate the residuals in the joint fit

Instead of suppressing the residuals’ average in the VISDATA, I attempted a more subtle method.
I included the residuals into the fit of spectrum_reduce that jointly fits the planet and the speckle
term. I added the possibility for the fit to modulate the average residuals by a 4" degree polynomial
P, separately on the real and imaginary part of each baseline and file. On our typical ExoGRAVITY
observation formula (Eq. (2.48)), it gives:

Konplanet(b7 t? A) = LB(bv t? )‘)Konstar(bv t’ )‘2 + Bw(b7 t? A) [Z f(b, t? )‘) + C(/\)Konstar (bv t? )‘)eZQTW[Aa vl
v t Y
speckles - _ planet

wiggles

(4.5)

This polynomial modulation for the wiggles’ fit is additional to the polynomial modulation for
the speckle fit. It offers new degrees of freedom to the fit for evacuating systematics.
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Figure 4.23 — Contrast spectra comparison for the injected planet, with and without adding the residuals
fitting in spectrum_reduce. Blue and orange envelopes show the errors from the GRAVITY pipeline.

This calibration gives good results, with a 2, = 1.20 (Fig. . Including new parameters in
the spectrum fit modifies the covariance matrix. However, the better x? is not an effect from the
covariance matrix alone. Indeed, the squared distance to the injected spectrum is reduced by 37%
compared to the classical reduction without wiggles’ fit. Attempts with polynomial modulations of
order 6 and 8 deteriorated the spectrum. With a 4" order polynomial modulation, this is a promising

calibration solution that seems to efficiently reduce the systematics impact.
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4.6.2 Model calibration

Suppressing the model

I tried another calibration solution based on the Fabry-Perot phase model described in Eq. (4.3).
I fitted the model on the residuals averaged in NDIT for each of the individual 27 files of the dataset.
Visual inspection showed that this fit captured efficiently the wiggles with OPD around 80 pm. Then,

I removed this fit, file by file in the astroreduced before the spectrum reduction, in the same spirit
as previous tests (Fig. [4.21)).
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Figure 4.24 — Contrast spectra comparison for the injected planet, with and without removing the Fabry-Perot
model from the data. Blue and orange envelopes show the errors from the GRAVITY pipeline.

This model calibration did not change the spectrum significantly (Fig. |4.24]). The average contrast
retrieved is 7.6x107° accounting again for a slight loss of planet signal.

Adding the model to the joint fit

Similarly to Sect. I included the wiggles’ model into the fit of spectrum reduce that jointly
fit the planet and the speckle term:

Konplanet (bv tv )‘) = @(b’ tv )‘)Konstar(bv t’ >‘) + Bw (bv t’ )‘)W(b’ tv )‘) + g(A)Konstar(b’ t’ )‘)eﬂ%[Aa vl

_ _/

speckles wiggles planet

(4.6)

The wiggles’ model W from Eq. (4.3) cannot be fitted linearly because of the ¢ parameter in
the sine and cosine. So, in a first step, I fitted the wiggles’ model on the post-astrometry_reduce
residuals R, on each file separated, and, in a second step I inject this fit of W to the spectrum fit.

As a result, the spectrum_reduce cannot modify the frequency of the wiggles’ model, but it can
modulate the amplitude with a low order polynomial.
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Figure 4.25 — Contrast spectra comparison for the injected planet, with and without adding the Fabry-Perot
fitting in spectrum_reduce. Blue and orange envelopes show the errors from the GRAVITY pipeline.

Adding these new parameters to the spectrum fit provided a slightly better X?ed even if the
calibration deteriorated the lower end of the contrast spectrum. Indeed, the calibration changed

the covariance matrix and thus achieved to reduce the x? while deteriorating the spectrum. This
calibration method is not reliable.

I draw two possible conclusions from these model driven calibrations.

e This calibration method is too rigid, with the ¢ parameters issued from the residuals fit. It
would certainly benefit from non-linear additional fit of these parameters in the spectrum
reduction.

e The Fabry-Perot model may not capture the most problematic properties of the systematics,
and so, fails to significantly improve the contrast spectra.

4.6.3 Off-pointing calibration

Inspired by the SKY acquisitions on GRAVITY and chopping strategy for observations in the

mid-infrared, we wanted to investigate the possibility to calibrate the wiggles by observations taken
out of the planet position.

The dataset I used in this section do not include pointings at another position than on the planet.
To test the possibility of the off-pointing calibration, I used an observation taken on the same star
but 20 days before, on the 2021-09-27. It is an acquisition of 8 x 32 x 10 s taken at 71 mas separation,
where no planet was found (Fig. .
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Figure 4.26 — SC fibers’ transmission for the observation on planet HD 206893 ¢ (blue dot) the 2021-10-16
(blue contour), and the calibration observation off-planet the 2021-09-27 (red contour). Injection dependence
with separation is for coherent flux under standard atmosphere residuals (see Sect. [5.4.1)).

I included the off-planet visibilities V g into the spectrum reduce script, I took the temporal
average (phased on star) over NFILES and NDIT, and added the possibility to modulate this average
by a 4*" order polynomial, similarly to previous add-on to the joint fit:

+ OV gpgpar€’ > 1AUD] (47)

onstar

K0np1anet(b7 2 A) = B(b7 t, )‘)Konstar + Bw<b7 L, )‘) Zzoﬁ(b7 t A)
—_— 7 ~

speckles - — planet
wiggles

The modulation was done separately on real and imaginary part.
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Figure 4.27 — Contrast spectra comparison for the injected planet, with and without calibrating on an off-planet
observation. Blue and orange envelopes show the errors from the GRAVITY pipeline.

The results for this on-sky calibration attempt is on Fig. The X?ed is improved to 1.74 and
the squared distance to injected spectrum is improved by 15%. The calibration performance is less
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than the previous test with modulation of the residuals of the same observation night at the same
fiber position (Sect. . I have shown on the calibration unit that wiggle’s phase is changing with
the fiber position in the field. On some baselines, wiggles are already changing in phase, amplitude
and frequency when moving the SC fibers on a 10 mas scale. This is therefore not surprising that an
observation taken at 57 mas distance, additionally at a different separation from the star and at a
different date, do not capture well the systematics.

4.6.4 Use planet-VS-speckles diversity

Building up on the previous calibration attempts and the subsequent discussions they trig-
gered, Mathias Nowak and I developed another promising solution based on a modification of the
spectrum_reduce script.

The wiggles’ model for this new solution follows these assumptions that are consistent with the
observations:

e wiggles are static in the speckles’ referential,

e wiggles can have different amplitudes depending on the baseline.

The speckles’ referential is slightly different from the star’s referential. It is illustrated in Appendix[A.3]
The speckles’ referential is close to the star’s referential but there is an additional low-order modulation
that comes from polynomial speckle fit. Empirically, we have verified that the solution better captured
the wiggles when we considered that the wiggles are static in the speckles’ referential, rather than
static in the star’s referential.

In the script spectrum_reduce, we cannot implement a model for static wiggles in the same way
we implemented new degrees of freedom in the previous sections. When we added new degrees of
freedom to the joint fit in Eq. , and , it was always in the philosophy of adding a new
term that resembles the speckles term, and to fit it in the same way we fit the speckles. This time,
we did not want to modulate a signal with a polynomial, we rather wanted to capture what is static
in the speckles’ referential. To achieve this, the right way to proceed is to add a term that resembles
the planet term. Our first attempt was of the form:

Vonplanet(b7 t? )‘) = @(b’ tv A)Konstar + g(A) |Zonstar|6i2%[AaU(t)] + gw(b’ )‘) |Konstar‘67i arg(B(b,1:)) :

_/

speckles planet wiggles

(4.8)

In this equation, the planet term captures the fraction of Vonplanet that is referenced on the planet
position (complex exponential term) and that has the same transmission as Vopgtar. The transmission
can vary with A and with the baseline b. It holds under the assumption that the instrument and
atmosphere transmission have not changed too much in time between the acquisition on planet and
the acquisitions on star. In this referential and with this transmission, the script can output the
planet-to-star contrast C'(\).

Similarly, the wiggles’ term captures the fraction of Vi,planet that has the same transmission as
Vonstar but that is referenced on the speckles. The additional output is the wiggles’ contrast Cy, (b, ).
Contrary to C'()\), the wiggles’ contrast Cy, (b, \) has a real and imaginary part. Before the joint
fit, we need to obtain the polynomial phase arg(P(b,t, \)) necessary for a phasing at the speckle



116 CHAPTER 4. SYSTEMATICS IN THE K-BAND VISIBILITIES

referential. The cleanest way to obtain it is to use the polynomials obtained for the speckle fit at the
previous stage, in the astrometry_reduce script.

This new model implemented in the ExoGRAVITY scriptﬂ opens new possibilities for tests.
The use of |Vopstar| for the wiggles’ transmission was motivated by the assumption that the wiggles
originate from star flux. In practice, I found that using the residuals post-astrometry _reduce |r|

instead of |Vonstar| captured better the wiggles. Therefore, for the following test on the synthetic
planet I used:

Vonplanet(b7 tv )‘) = B(bv t7 A)Konstar + C(A)Konstarei%r[AaU(t)] + Cw(b7 >‘) |£(b7 t? )‘)‘eii arg(B(0,1:))

J N

v

speckles planet wiggles

(4.9)

In this equation, the contrasts Cy (b, A) can be understood as the best fit for everything that
is static in the speckles referential, given a transmission corresponding to the features present in
post-astrometry_reduce residuals. Implementation wise, it consists is in modifying the matrix R

presented in Eq. (2.70). I give the details on the implementation in Appendix
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Figure 4.28 — Contrast spectra comparison for the injected planet, with the original and with the new pipeline
version. Blue and orange envelopes show the errors from the GRAVITY pipeline.

The result for this calibration strategy is shown in Fig. The X?ed is equal to 1.14, that is
the closest to 1 I achieved in all my tests. Moreover, the square-distance to the injected spectrum
is reduced by 49% compared to the classical reduction without wiggles’ fit. The covariance matrix
of the planet spectrum is modified by the addition of the wiggles term and we believe that it new
covariance matrix better capture the correlated errors in the signal.

This method relies on the difference between the planet’s referential and the speckles’ referential.

3in the branch newstyle of the ExoGRAVITY pipeline


https://gitlab.obspm.fr/mnowak/exogravity

4.7. TOWARDS A SOLUTION 117

The speckles’ referential is slowly evolving with time but stays close to the star’s referential, so the
efficiency of the method relies on the diversity of the planets referential due to the UV plane change
with time. In the long dataset I used for these tests, the sky rotation (variation of parallactic angle)
is 115°, and the spectrum looks significantly improved by the additional wiggles’ fit. I tested this
wiggles’ fit on a shorter dataset with only ~ 40° sky rotation, and, on the contrary, the spectrum

improvement was marginal.

4.6.5 Summary of calibration attempts

Here end our explorations on calibration techniques to remove the wiggles’ impact on the contrast

spectrum. Table shows a summary of the spectrum improvement with the different techniques.
Table 4.3 — Result from calibrations attempts

(C — Ciny)? x%4 Cov. matrix Average contrast

Original reduction 8.9 x 1078 2.18 — 7.8 x 107°
Calibrations Relative sq. dist Fl

Removed residuals average -35% 1.62  Unchanged 7.4 %x107°
Modulated residuals average -37% 1.2 Modified 7.5 x 107°
Removed model -11% 2.16  Unchanged 7.6 x 107°
Modulated model +38% 1.93 Modified 7.5x107°
Off-pointing calibration -15% 1.68 Modified 7.6 x 107°
Planet-vs-speckles diversity -49% 1.14 Modified 7.5 x 1073

The proposed new version of the spectrum_reduce presented in Sect. is the most promising
pipeline solution against the wiggles. Based on additional spectrum retrieval on synthetic Gaussian-
noise (not detailed here), I believe that the corrected spectrum is cleaned from systematics, and
therefore, close to the statistical noise limit.

4.7 Towards a solution

All the studies I conducted for understanding the wiggles’ source and for finding the best way to
calibrate it did not yet converged to an operational solution. However, I now see promising ways
forward for limiting the impact of systematics on ExoGRAVITY spectra.

4.7.1 Upgrade of the ExoGRAVITY pipeline

In the previous section, I showed that we found a promising solution that reduces the impact of
wiggles and other static systematics in the pipeline. This solution still needs to be tested in different
configurations, on true planets and injected, before being implemented in the ExoGRAVITY pipeline.

Already, we can test this new version on the spectra of exoplanets observed with the ExoGRAVITY
large program. I reduced the ExoGRAVITY observations of HD 206893 ¢ separately with the classical

pipeline and with the solution proposed to fit the wiggles (new pipeline). The observation includes

$Square distance to the injected spectrum, relative to the original reduction.
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2.4 hours on target. Figure shows the comparison of the contrast spectra obtained. Here we
do not have the ground truth so we cannot compute a x? or a squared distance. By qualitative
inspection, I notice that the wiggles’ fit of the new pipeline tends to reduce the prominence of some

features, for example at 2.13 pm and 2.27 pm. Also, it significantly damps the increase of the contrast
at the band border above 2.4 pm.
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Figure 4.29 — Contrast spectrum of HD 206893 ¢, comparison with and without the wiggles’ correction of the
new pipeline.
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Figure 4.30 — Contrast spectrum of 8 Pic ¢, comparison with and without the wiggles’ correction of the new
pipeline.

I repeated this comparison for 8 Pic ¢ observation combining three runs on target for a total of
2.8 hours integration. The comparison is in Fig. [£.30] the amplitude of the correction is similar to
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the previous comparison on HD 206893 c. Similarly, some features are reduced in the spectrum and,
again, the biggest correction is at the higher-end of the contrast spectrum.

From these spectra comparison alone, we cannot push the analysis much further. An interesting
way forward would be to measure the impact of the wiggles’ correction on the exoplanets’ charac-
teristics measured by atmosphere fitting. In the two cases tested here, the wiggles’ correction does
not seem to significantly change the slope of the contrast spectra, so I do not expect a big effect
on the exoplanet temperature. However, measuring the potential change in other parameters like
the log(g), the metallicity or the C/O ratio would help us to determine what is robust against the
wiggles, and what is not. More importantly, I also believe that the atmosphere parameters obtained

on the corrected spectrum would be more accurate.

According to me, this wiggles’ fit improves the spectrum quality even in non-wiggles cases. |
have preliminary results from retrieval of injected spectra in AF Lep B observation where we see
no wiggles in the residuals. In this case, the wiggles’ fit still brings better retrieval, especially by
correcting the features at the K-band borders.

4.7.2 Instrumental solutions

In Sect. and I have shown that the wiggles roughly scale with the coherent flux from
the light that is injected at the planet position. Moreover, I will show in Chapter [5| that GPAO
and the high-contrast mode shall reduce the star injection at the planet position by a factor close
to 10 at separations from 80 to 150 mas. So, we can expect that the wiggles’ amplitude and any
systematics that scale with the star flux will be reduced by a same amount. With both GPAO and a
high-contrast mode implemented in GRAVITY+ in the months to come, it will be worth to observe
again the actually challenging planets 5 Pic ¢ and HD 206893 ¢ and obtain higher SNR K-band
spectra. For the new fainter exoplanets we will certainly discover at separations closer than 150 mas,

it is still to be determined if wiggles will still be a significant problem.

Apart from the new adaptive optics, another solution against the wiggles has been imagined by
Sylvestre Lacour and Guillaume Bourdarot and will soon be tested on technical time. It consists in
a pupil modulation during the planet observation. The modulation pattern changes the imaging
baselines (Woillez and Lacour, [2013) by a controlled amount p(t) of maximum +50 ¢cm and so the
exoplanet signal changes accordingly:

v

~_onplanet

(b,t,A) = P(b,t, )V opatar + CONVgneta €’ x [AUOFAD)] (4.10)

onstar nstar

As the wiggles are generated in the instrument, they are independent from the baseline, so they
would not be affected by the pupil modulation. This technique can be interpreted as a way to force
planet-wiggles diversity, and not just relying on sky and UV plane rotation to disentangle the planet
from the systematics. It may even help recovering the planet signal in other systematic noise, even
in observations that are not affected by the wiggles, and thus improving the detection limits at little

cost.
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4.8 Conclusion

Now we have a better understanding of the correlated structures in the K-band visibilities of
GRAVITY. From the analysis of on-sky and calibration unit data, I conclude that the wiggles
originate from stellar flux leaking in the SC fiber. From tests on the calibration unit, I could conclude
that the wiggles’ problem comes from GRAVITY itself, and not from the VLTI. I could exclude a
cause in most of the optical parts of the instrument, only a field rotation with the K-mirror changes
the wiggles’ shape in the residuals of internal ExoGRAVITY-like observations. But, at this time, we
did not yet pinpoint the cause of the wiggles.

I tested different calibration strategies in the ExoGRAVITY pipeline, and eventually we found a
promising solution that seems to efficiently disentangle the wiggles from the planet. According to
me, implementing it in the master branch of the ExoGRAVITY pipeline is a priority.

In the future, we can reasonably expect that with the higher Strehl of GPAQ, less stellar light
will leak in the SC fiber and the wiggles’ amplitude will be significantly reduced.
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The injection of host star light in the SC at the planet position is the unanimous limit for planet
detection and characterization with GRAVITY. It is a fact I demonstrated in Chapter [3]and Chapter [4}
Since I have identified this single major limitation, we can put all our efforts towards limiting as
much as possible the speckles’ injection in the SC fiber. This is timely with the commissioning of
the new GRAVITY+ adaptive optics GPAO this year in 2024. The new AO is expected to routinely
provide K-band Strehl of 80% against the actual ~30% with MACAO, and thus make a big leap
towards the diffraction limit of the UT. This better atmosphere correction will already contribute
to reduce the star light injected in the SC fiber during planet observations. It will also open the
way for wavefront control and Non Common-Path Aberrations (NCPA) control solutions that are
expected to bring remarkable improvement. This chapter describes the work I did to prepare the
ground for a high-contrast mode before the advent of GPAO.

In this chapter, I first describe the increasing importance of techniques to create high-contrast
zones (dark holes) in direct imaging (Sect. Sect. and fibered instruments (Sect. [5.2.2)). Then,
I describe a rudimentary but efficient strategy to improve the contrast already on GRAVITY), the
tip-tilt dark hole (Sect. . After this, I explore phase apodizations for digging dark holes with
GRAVITY+ (Sect. Sect. . I finish the chapter with a description of my work on aberration
control and beam-stabilization (Sect. Sect. [5.§).

My related publications

e (Pourré et al., 2022¢) : Pourré, N., Le Bouquin, J.-B., Woillez, J., et al. (2022c). Digging a
dark hole in GRAVITY: towards Jupiter-like observations at the astronomical unit scale. In
Mérand, A., Sallum, S., & Sanchez-Bermudez, J., editors, Optical and Infrared Interferometry
and Imaging VIII, volume 12183 of Society of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series, page 121830V.

e (Pourré et al., 2024) : Pourré, N., Winterhalder, T. O., Le Bouquin, J.-B., Lacour, S., et al.
(2024). High contrast at short separation with VLTI/GRAVITY: bringing Gaia companions to
light. A&A, 686:A258.

e (Pourré et al., [2022a) : Pourré, N., Le Bouquin, J. B., Milli, J., et al. (2022a). Low-wind-effect
impact on Shack-Hartmann-based adaptive optics. Partial control solution in the context of
SPHERE and GRAVITY+. A&A, 665:A158.

e (Pourré et al., [2022b)) : Pourré, N., Le Bouquin, J. B., Milli, J., et al. (2022b). Understand
and correct for the low wind effect on the SPHERE and GRAVITY+ adaptive optics. In
Schreiber, L., Schmidt, D., & Vernet, E., editors, Adaptive Optics Systems VIII, volume 12185
of Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series, page 121855C.
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5.1 From extreme AQO to dark holes

For the past fifteen years, the AO technologies improved a lot on the number of actuators of the
deformable mirrors and on the wavefront sensors sensitivity. Now, the most advanced AO instruments
are called Extreme Adaptive Optics, like SPHERE (Beuzit et al., 2019, GPI 2.0 (Chilcote et al.,
2020)), SCExAO (Jovanovic et al., [2015). They are characterized by fast (> 1 kHz) and high order
(~1000 modes) atmosphere correction and specific control of vibration and NCPA. After the post-
processing techniques of angular-differential imaging (Marois et al., 2006), reference differential
imaging (Lafreniere et al., [2007) and spectral differential imaging (Racine et al., [1999), they can

detect exoplanets at 107% contrast at 1 arcsec in the near infrared.

Their biggest limitations now are servolag from the adaptive optics (wind-driven halo,|Cantalloube
et al., |2020)) and quasi-static aberrations from NCPA (Vigan et al., 2022) or low-wind effect (LWE,
Sauvage et al., [2016; |Milli et al.l 2018)). Against the wind-driven halo, the chosen solution on SPHERE
is to build a faster, pyramid-based, second stage of adaptive optics (Boccaletti et al., 2020al). Against
static and quasi-static aberrations, one solution is to measure them directly on the science camera
with a Zernike phase mask (N'Diaye et al.,|2013a)). Another solution is to design focal-plane wavefront
sensing algorithms, that together with phases introduced by the pupil-plane deformable mirror, can
converge to reducing the speckle impact on the whole field or on a given field area.

These high-contrast strategies are called wavefront-control techniques. If they correct speckles of
the whole focal plane, these algorithm coupled to a pupil plane deformable mirror can only correct
for phase aberrations. However, if they focus on reducing the speckles impact only in a specific region
they can correct both amplitude and phase aberrations to reach deeper contrasts. The high-contrast
zone created is called “dark hole” (Malbet et al., [1995). The wavefront control technique has been
designed and tested on SPHERE (Potier et al., 2020, [2022) with reduction up to x5 of the speckles
intensity on sky. It is also developed on SCExAO (Ahn et al., [2023) where they reach x100 to 500
on internal source and on MagAO-X (Haffert et all 2023)) with promising results on test bench.

5.2 Dark-holes theory

5.2.1 Electric field conjugation
The theory of wavefront control writes as:
Ep = AeVti0¢i¢nM (5.1)

with Ep the electric field in the pupil, A the pupil transmission, v the amplitude aberrations, ¢
the phase aberrations and ¢pys the phase introduced by the deformable mirror. In the small phase

approximation, the first order expansion gives:

Ep=A+iA¢py + A(v + i¢p) (5.2)
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The electric field at the focal plane is then:

Er = .F[A] + i]:[A(Z)DM] + ./T[AI/] + Z./_"[Agzs] (5.3)
=FEp+ FEpy+ Eg (5'4)

with F the Fourier transform, Ep the electric field induced by the pupil diffraction, Epys the electric
field induced by the deformable mirror and E4 the electric field induced by the aberrations. The
goal of the electric field conjugation is to minimize ||Epy + Ep + E4l|?, the light’s intensity, at a
given position of the focal plane. It is how dark holes are created.

Going back to Eq. we can break ®pjs, v and @ in odd and even components:

EF = f[A] + Z“F[A(ZSDM,O] + Z.I.[A(ﬁDM,e] + ‘F[AVO] + F[Aye] + Z-F[A(ﬁo] + ZF[A¢6] (55)
—— - -— 52NN -— D e e e —
Re Re Im Im Re Re Im

The core of most wavefront control algorithm is to identify the phase ¢pys to apply on the
deformable mirror to tackle the focal plane impact of aberrations v and ¢. We need odd modes on
the deformable mirror to tackle the pupil diffraction, the even amplitude aberrations v, and odd
phase aberrations ¢,. We need even modes to tackle odd amplitude aberrations v, and the even
phase aberrations ¢e.

On high-contrast imaging instruments, the electric field aberrations are measured thanks to
probes sent with the deformable mirror. In the pairwise probing technique (described in |Give’on
et al., 2007; Potier et al.l [2020), two probes of opposite amplitude are applied successively, and
an image is recorded for each one. If we have a good knowledge of the influence functions of the
deformable mirror, it is then possible to have an estimate of Ep and E 4. All that is left, is to apply
the opposite phase (—Ep — E4) on the deformable mirror to create the dark zone with reduced
speckles amplitude.

5.2.2 Specifics for fiber instruments

Some high-contrast instruments, like Keck/KPIC (Delorme et al., |2021b) or GRAVITY, do not
have a camera at their science focal plane but a single-mode fiber. For KPIC, this is to enable
high resolution spectroscopy (R>30 000). For GRAVITY, this is to enable interferometric beam
recombination by integrated optics. This poses specific questions in the context of wavefront control
for creating dark holes.

In fibered instruments, the only field location where we are interested in reducing the speckles
impact is in the fiber field-of-view. This relaxes the degree of freedom of the problem, and the stroke
required on the deformable mirror for the correction. However, the only information we have from the
electric field is the intensity of the light injected at different wavelengths (and eventually the phase
in GRAVITY, see Sect. . There are different approaches for creating dark holes in single-mode

instruments.
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Phase apodization

First, we can inject a pre-defined OPD map that is designed to create a null at the fiber location.

This resembles the phase apodization developed for imaging (Guyon 2003} Yang and Kostinski, 2004),

however, the light coupling in the fiber’s mode offers specific possibilities. This is the technique chosen
by Emiel Por and Sebastiaan Haffert in their instrumental concept Single-mode Complex Amplitude
Refinement (SCAR, [Por and Haffert| [2020; Haffert et al.l |2020). The instrument is composed of six
micro-lenses that each feed a fixed single-mode fiber at 1.6 A\/D separation. They used simulations
and Gurobi minimizers together with the method for coronagraph optimization of
. At the diffraction limit, they found that best solution is to join the first zero and the second
zero of the diffraction pattern to create a dark hole at a short separation. As shown on Fig. [5.1a] in

unaberrated conditions and at a single wavelength, the light injection in a single-mode fiber reaches
a perfect null when the fiber overlaps the first zero of the diffraction pattern. One way to widen the
null and make it more robust to tip-tilt jitter and chromaticity is to join the first and second null
under the fiber mode. This strategy applies to our case on GRAVITY.
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Figure 5.1 — From [Por and Haffert| (2020), Fig. 2 and 8. (a) Coupling efficiency in a single-mode fiber when
centered on a star (left), when overlapping a zero (center) and when overlapping two zeros (right). (b)
The SCAR optimal modes for average normalized star flux injected of 1x107%, 3x107° and 1x10~°. These
simulations include a 20% bandwidth.

They obtained the best OPD offset to tackle the diffraction of a VLT /UT pupil at A = 750 nm
(Fig. |5.1b)), and this for different bandwidths. They tested it on bench and achieved x50 reduction
of the star injection in the off-axis fiber. The major drawback of the static apodization is that it

assumes a diffraction limited system and does not adapt to instrumental changes, like quasi-static
NCPA.
Semi-analytical model

In a forthcoming paper, Sylvestre Lacour and Mathias Nowak will publish a semi-analytical
model, close to speckle-nulling, for the optimal phase apodization in the context single-mode fiber
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injection for optical interferometry. The strategy focuses on reducing the stellar flux injected in the
SC for individual telescopes. In this respect, this is not specific to interferometry but could also
apply to other single-telescope instruments.

Expressed at pupil plane, the stellar intensity in the single mode fiber, when observing a planet
at a separation Aa, is:

2
Ip, = U AMp exp (i[¢p(u) + ¢pp(u) — kAa - u])du| |, (5.6)

with u the spatial coordinates in the pupil, ¢ the residual phase aberrations from the atmosphere or
NCPA, ¢pys a phase apodization induced by the deformable mirror and k the wavenumber. They
want to find the apodization ¢pps that minimizes Ip,. For this, they assume that ¢pys respects two

symmetries:

épy(u) = ppy(0) if Aa-u=Aa-u (5.7)
épy(u) = —dpy(v) if Aa-u=-Aa-u. (5.8)

Equation forces the phase to be equal along the direction perpendicular to the star-planet axis.
Equation forces the phase function to be odd along the star-planet axis. Also, they want the
apodization to be as small as possible in order to preserve the Strehl and, consequently, the planet

injection. This adds to the constraints:

f (Gar (u)2du ~ 0, (5.9)

Finally, they we consider that the fiber apodization Mp is 1 over the whole pupil.

With these assumptions, they develop an analytical solution that lead them to an apodization of
the shape:

opym(u) = klasin(kAa - u) + b(kAa - u) cos(kAa - u)]. (5.10)

The two parameters a and b can either be estimated in simulation or optimized iteratively to reduce
star injection. This apodization is based on first order linear approximations but the model can
be enhanced by adding higher order terms at the price of additional parameters to optimize. In
the spirit of “simple is better”, at least for a first try, I tested the focal plane impact of the two
parameters model of Eq. in simulation in Sect.

Iterative algorithms

To have a dark-hole less rigid than a static phase apodization, it is possible to use iterative
algorithms that actively adapt the OPD map applied on the deformable mirror to the instrumental
conditions. This is the route taken by Llop-Sayson et al. (2019), |Llop-Sayson et al.| (2022)) in the
visible with a pair-wise probing and electric field conjugation adapted to a single-mode fiber at the
focal plane. The formalism is the following (adapted from [Llop-Sayson et al. 2019). From Eq.
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the first order expansion of the intensity Ir injected in a single-mode fiber is:

2

Ip = U‘J‘(ED'FEDM"‘EA)MF dx| , (5.11)

with Mp the fiber mode shape at focal plane and x the focal plane coordinates. A probe injected on
the deformable mirror induces the electric field E,, so Ir can be written:

2

2
Ir = ‘JJ(ED —I—EA) Mp dx| + ‘f EpMF dx

+ 2Re (H(ED + E4) Mp dx x f E, Mp dx> . (5.12)

And, the intensity difference for a pair of probes of opposite amplitude is:

Alr = 4Re <JJ(ED + Eq) Mp dx x f E, Mp dx)
= 4JfRe(ED + E4) Mp dx x JfRe(Ep)MF dx
+4jfhn(ED+EA)MF dx x Jflm(Ep) Mrp dx, (5.13)
which gives for n pair of probes:

AIl SS Re(EpJ) MF dx SS Im(EpJ) MF dx
L | =4 : :
AI, SRe(E, ) Mp dx  (§Im(E, ) Mp dx

SS Re(ED + EA) Mp dx

SSIm(Ep + Ea) Mp dx | (5:14)

This last equation is a linear equation of the form B = Cx, where B is the observation, C' the
expected probe impact on focal plane and z the unknown overlap integral with the electric field
from diffraction and aberrations. The estimation & is obtained by:

i =C"B, (5.15)

where C'" is the pseudo-inverse of C. The last step is the electric field conjugation. We want to

minimize the cost function that is:

Y = ’H(ED + Eax+ Epy) Mp dx 2. (5.16)

The command to send to the deformable mirror is computed thanks to the transformation matrix
from the field space (injected in the fiber) to the actuators voltages. This matrix comes from
simulations of the optical system. The probing, flux recording and corrections are iterated until
convergence. With this technique, the null in the fiber is not achieved by nulling the intensity over
the whole fiber field of view. Instead, it adapts the phase under the fiber to make it asymmetric and
cancel the light coupling by phase opposition (as shown for SCAR, on Fig. .
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An iterative algorithm using a more straightforward speckle-nulling technique has been tested by
Xin et al| (2023) for dark-hole creation in the K-band on KPIC. They injected four probes with the
deformable mirror to recover the phase of the electric field coupling in the fiber. Then they applied

the corresponding correction on the deformable mirror. They tested it on-sky with observations of
HD 206893 c at 98 mas (2 A/D) and achieved a moderate x2.7 star flux reduction. It took 4 iterations
to converge on an internal source and the same number of iterations on-sky. To my knowledge, this
is the closest experiment to what we want to do on GRAVITY, given the single-mode fiber, the
wavelength and the planet separation.

It is still debated if an iterative algorithm like these can be used on GRAVITY in the future (see

Sect. .

5.3 Fiber injection in GRAVITY

I want to build a realistic simulation of the fiber coupling stage of GRAVITY to enable meaningful

wavefront control simulations.

5.3.1 Optical properties of the fiber coupler

In GRAVITY, the incoming beam from each individual telescope is injected into two single-mode
fibers, the FT and the SC. It is performed by off-axis parabolic mirrors (M12 in Fig. [5.2).

TTP actuator Pupil actuator

HWP
K-mirror (M1-M3) j

Cryostat window M5/M7

Figure 5.2 — The fiber coupler of GRAVITY. From |Pfuhl et a1.| (]2012[)

I will focus here on the SC fiber. I approximate the mode shape of the fiber by a Gaussian beam.
The Fourier transform of a Gaussian is another Gaussian such that:

Fle ™) (u) = \/j (5.17)
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Therefore a Gaussian in focal plane is a Gaussian on pupil plane with a different width.

In the Gaussian beam framework, the fiber beam is described by the mode-field-radius wgy and
the wavelength A. The mode-field-radius is the distance from the propagation axis z for which the
intensity decays by 1/e? of the peak intensity at z = 0, where the beam waist is the narrowest
(Fig. [5.3). With these parameters we can find the beam radius dependence with the distance z from
the fiber.

Figure 5.3 — Evolution of w with the distance z for a Gaussian beam. With z the Rayleigh length, © the
angular spread (figure by Rodolfo Hermans for Wikipedia.)

The Rayleigh length zp is equal to:

P (5.18)

and the beam-waist-radius w(z) equals:

2
w(z) = wop |1+ (z) (5.19)
2R

It leads us to the optimisation part to be sure that the fiber will collect as much light as possible.
A wide field-of-view in the focal plane (a wide Gaussian) results in a narrow Gaussian on pupil plane
and is a sub-optimal coupling. Conversely, a narrow field-of-view in the focal plane will result of loss
in the injected light. There is an optimum to be found here.

The key parameters for our study are in |[Pfuhl et al.| (2012]):

e the wavelength A = 2.15 pum, the center of the K-band.

e the mode-field-radius wy = 3.83 pm

e the beam diameter at the entrance of the instrument d = 18.0 + 0.3 mm

e the radius of curvature of M9 is R.9 = 200 mm

e the off-axis distance for M9 is dog = 40.00 mm

e the radius of curvature of M11 is R.;1 = 200 mm

e the off-axis distance for M11 is doj; = 105.55 mm

e the radius of curvature of M12 is R.12 = 104.35 mm

e the off-axis distance for M12 is dojs = 28.00 mm
As shown in Fig. the beam coming from the VLTI is focused by the M5 and recollimated by the
M7. M5 and M7 have the same curvature radius and off-axis distance so the beam size is preserved.
However, M9 focuses the beam and M11 recollimates but M9 and M11 do not have the same focal


https://en.wikipedia.org/wiki/Gaussian_beam
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length. The focal length of off-axis parabolas is:

R

fe= 1 + cos(sin™! (%))

(5.20)

that we can numerically iterate to find the focal length fs. It gives fo = 104 mm and f1; = 127.8 mm.
The magnification is then:

Mgy, = 1;191 =1.229 (5.21)

So after M11 the beam diameter is d’ = My/11d = 22.1 mm. In GRAVITY the numerical aperture of
the fiber injection is optimized to F' = 2.5. So:

F:% < fi2=d x F=55mm (5.22)
with f12 the focal length of M12. Ultimately, the focal length of M12, the last off-axis parabola,
determines the size of the fiber mode on the pupil.

I then wanted to check that I could find the same optimum in simulation. I used the values
describing the fiber coupler and kept the fio as a free parameter. I ran the optimization at pupil
plane. So the problem was to find for what value of fi2 the following integral reaches its maximum:

_(NuZ? )2

C = fjA(u,v) - Mp(u,v,w,)du)? = |JJA(U,U) . ewdmg (5.23)
with A the aperture (here 8 m circular aperture with a circular central obscuration of 1.116 m to
match the UT pupil), and Mp the electric mode of the fiber at the pupil plane. The integral of M]%
and A? are normalised to 1. So C' corresponds to the coupling rate, m is the normalisation factor
of Mp, and w, is linked to fi2 by Eq. Exploring fi2 values from 0.1 mm to 200 mm I found
that the maximum for C' is reached for fio = 55 mm. It matches the value in the instrument. For
this optimal value, I foundd a coupling rate of 77.9% in intensity (Pfuhl et al|(2012)) gives a 77.8%
coupling rate).

In my simulations, most of the time I used the single-mode optimum derived in this section.
Sometimes, I used a common approximation in the GRAVITY consortium for the fiber mode on the
pupil plane:

Mp(d) = exp(—0.078 d?), (5.24)

with d the distance from the pupil center in meter. I could verify that the approximation was very

close to the physical approach and leads to similar results.
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5.3.2 Implementation in simulation

I call “injection map” the flux injected in the fiber at the different positions on the focal plane.
To simulated it, I use:

EN(x0) = J Ep(x)Mp(x —xo)dz (5.25)

with Eg‘j the electric field injected in the fiber at the position x¢ = (29, o), x = (z,y) the focal
plane coordinates, and My the fiber mode at the focal plane. This is a convolution product:

Ep (x0) = {Er(x) * Mp(x)}(xo) (5.26)
= FIF{Er(x)}F{Mp(x)}]. (5.27)

We can replace F{E(x)} = A(u) the electric field at the pupil plane and F{Mp(x)} = Mp(u) the
fiber mode at the pupil plane to obtain:

B (x0) = F[A(u)Mp(u)] (5.28)
and
IM(xo) = ||ER|? (5.29)

The UT pupil with the fiber mode and the corresponding injection map are shown on Fig. [5.4]

4 1.0 300 10°
0.8 200 10—1 _
2 .
8 100 B
0.6 2 1072 g
0 g 0 =
0.4 5 103 2
= ~100 5
-2 = E

-4 0.0 ~300 10-5

-4 -2 0 2 4 -200 0 200
[m] [mas]
(a) A(u)Mp(u) (b) I

Figure 5.4 — (Left) Amplitude of UT pupil with the SC fiber mode. (Right) Corresponding injection intensity
map at focal plane. Each point of the map represents the injection intensity in the SC fiber for a given position
around the star.

It shows that the fiber injection map can be computed from pupil plane directly, in an efficient
way. It opened the way for testing strategies to reduce the stellar light injection in simulations.
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5.4 Tip-tilt dark hole: from simulations to operation

I have shown in Chapter [3] that GRAVITY has the unique capability to directly observe planets
below 100 mas separation. This motivates us to increase the planet-to-star contrast at less than
2)A/D (113 mas on the UT). At these short separations, we identified that the lowest order Zernike
modes played the main role. Here, I describe the key impact of the modes of lowest possible order
(piston excluded), tip and tilt.

Straight from the first injection simulations, Jean-Baptiste Le Bouquin identified a regime at short
separation where a moderate amount of tip-tilt offset could increase significantly the planet-to-star
contrast. Close to diffraction limit the star injection decreases sharply in a separation range from 0.5
to 1.5 A/D. At the same time, when the SC fiber is pointed on the off-axis planet, the planet injection
is relatively stable, up to field offsets of £0.5A/D. I tested if it could be used in actual GRAVITY
observations, and I quantified the improvement. These results are part of a SPIE proceeding (Pourré
et al., 2022c) and a publication in A&A (Pourré et al., 2024).

5.4.1 Simulations for GRAVITY

The first step is to determine the on-sky injection map on GRAVITY using the UT and MACAO.
For this, I used archival data to get a realistic estimate of the flux injection dependence with
separation. The dataset is composed of observations around bright stars (3.5 >K> 7.5) with the
SC fiber at separation from 55 to 411 mas. The atmosphere conditions are from normal to good
(0.4” <seeing< 1.0”) and are representative of the usual conditions at Paranal.

The astroreduced files contain the total flux per telescope for each exposure (0I_FLUX) and the
coherent flux per baseline for each exposure (0I_VIS). I used end-to-end adaptive optics simulations
with HCIPy (Por et al., 2018) to obtain a continuous injection profile that matches the observations.
I simulated a low order adaptive optics controlling 50 modes (like MACAO) and a Kolmogorov
turbulence. T included 20% bandwidth to account for the GRAVITY band from 1.95 to 2.4 pm.
The actual tip-tilt jitter in the VLTI tunnels is referenced at 10 mas rms (Anugu et al., 2018), in
the simulations I included 8 mas rms instead. It is a conservative value for the residuals we expect
with an operational fast guiding system in GRAVITY (Sect. . From this realistic simulation, I
adjusted the atmosphere parameters and the adaptive optics loop gain to obtain the best match for
the total flux and coherent flux respectively. The result is shown on Fig. Continuous profiles
match remarkably the observations from short to longer separations.

Now that I have a realistic injection profile, I can make predictions. In operation, we will not
use the deformable mirrors to introduce field offset. Instead, the “tip-tilt” will be introduced by
changing the SC position in the field by some determined offset. Figure [5.6| shows the example of a
planet at 56 mas (1 A/D). At this separation, a fiber offset of 25 mas in the radial direction opposite
to the star allows for a increase of the planet-to-star flux ratio of x1.9 in total flux and x4.3 in
coherent flux. This simulation also predicts that the flux ratio would be increased by x15.8 in an
unaberrated case. This situation close to the diffraction limit represents the best we could achieve

with GPAO with a control of the internal aberrations and extremely good atmospheric conditions.
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Figure 5.5 — SC injection profiles for total flux and coherent flux based on observations on the UT. The
diffraction limit is for 20% bandwidth and 8 mas rms tip-tilt jitter.
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Figure 5.6 — Example of the flux ratio improvement by fiber off-pointing for a planet at 1 A\/D on the UT.
(Top) Slices of the total flux, coherent flux, and diffraction limit injection along the planet-star axis. (Bottom)
Flux ratio for all possible fiber position. The best position with the fiber at +25 mas is in solid blue line.

I can expand these simulations to any planet position. I search for the best fiber position in a
-25 mas to +25 mas range around the planet. This maximal offset corresponds to 73% of planet flux
injected (100% is for the fiber on the planet) and it appeared not safe to offset the fiber further away
due to aberrations in off-axis fiber injection (GRAVITY Collaboration et al., 2021a)). Figure
shows that the technique brings the most improvement in total flux (x2.3) for a planet at 40 mas

and in coherent flux (x5) for a planet at 50 mas. It shows that no improvement can be expected for
planets at more than 83 mas. The positioning strategy for the SC fiber can be summarized this way:
e Planet at less than 58 mas : fiber at planet position +25 mas
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e Planet between 58 and 83 mas : fiber at 83 mas
e Planet at more than 83 mas : fiber on planet
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Figure 5.7 — Fiber off-pointing technique improvement for all planets from 10 to 125 mas on the UT. (a)
Improvement of the flux ratio compared to fiber pointing on planet. (b) Best fiber positions.

I have drawn the same study for the AT. To my knowledge, these smaller telescopes have never
been used for exoplanet direct observations, but they are routinely used for brighter sub-stellar
companions observations (brown-dwarfs, e.g. Nowak et al., 2024a). T used on-sky observations I
acquired during technical time to obtain the continuous injection profiles. The injection in SC on
the AT with the NAOMI adaptive optics is slightly closer to the diffraction than the injection on
the UT with MACAQO. Figure [5.§] summarizes the improvement the technique can bring on the AT.
It shows that, here, the fiber is better left at 400 mas separation when observing companions from
300 to 400 mas. The predicted flux ratio improvement is close to the prediction for the UT.
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Figure 5.8 — Fiber off-pointing technique improvement for companions from 40 to 500 mas on the AT. (a)
Improvement of the flux ratio compared to fiber pointing on companion. (b) Best fiber positions.

The next step is to validate this off-pointing fiber strategy on-sky.
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5.4.2 Validation on sky

In March 2022, I applied (PI) to NAOMI Guaranteed Time Observation in order to observe two
companions brown dwarfs, HD 984 B and HD 72946 B. The scientific rationale of the proposal stressed
the need for monitoring known brown dwarfs to precise their orbit eccentricity. Bowler et al.| (2020)
shows a trend towards low eccentricity for giant planet and a uniform distribution of eccentricities for
brown dwarfs, highlighting different formation processes between the two populations. I also described
the fiber off-pointing technique to use the so called tip-tilt dark holes and emphasized the timeliness
with the ongoing GRAVITY+ upgrade. The proposal was reviewed favorably and I performed the
observations on GRAVITY and the AT, in delegated visitor mode (ID 0110.C-0182(A)).

These two objects have a well known ephemeris thanks to previous observations (HD 984 B:
Meshkat et al. (2015); Franson et al.| (2022)), HD 72946 B: Bouchy et al.| (2016); Balmer et al.| (2023)).
This is required since I needed to know where to point the SC fiber in GRAVITY at a precision less
than 20 mas (0.08\/D on the AT). HD 984 B was at 250 mas separation (1A/D) and HD 72946 B
was at 140 mas (0.6A/D) at the time of the observations. They were both in a separation range
where I expected fiber-off-pointing to make a difference in flux ratio (Fig. .

HD 72946 B was the most challenging target, unresolved by the individual AT and at 6x10~4
contrast in K-band. Unfortunately the atmospheric conditions were bad during the run, with seeing
up to 2.5”, the instrument struggled to track the fringes and the companion was not detected.

HD 984 B observations were scheduled another night, with very good observation conditions. The
observing log is presented on Table I interleaved observations on the expected position of the
brown dwarf (predicted by http://whereistheplanet.com/, |Wang et al., |2021a) and observations
with a fiber offset of +100 mas away from the star. I used the MEDIUM resolution and DUAL-ON-
AXIS mode, as it is common for short separation companions observation with GRAVITY. Finally,
I reduced the data with the GRAVITY pipeline, and then reduced separately the on-companion and
off-companion pointings with the ExoGRAVITY pipelind’]

Table 5.1 — Log for the GRAVITY observations of HD 984 AB on the AT.

Date: 2022-10-24

Observing time Airmass T0 Seeing
01:12:17/01:57:20 1.07-1.14 2.5-4.5 ms 0.43-0.66"
Target ARA/ADEC] NFILES/NDIT/DIT
HD 984 A 0/0 mas 2/8/10 s
HD 984 B 162/197 mas 3/8/30 s
HD 984 B 224/273 mas 3/8/30 s

I estimate the detection SNR (see Sect. [3.3.2) at 7.7 with the pointings on the companion and
at 8.7 with the off-pointings. The periodogram from the astrometry_reduce script show a clear
detection in both cases (Fig. [5.9)). Thanks to the technique, the star coherent flux injected in the SC

*For the off-companion pointings, I do not recommend to average NDIT to speed-up the reduction (gofast mode).
This mode makes the average of NDIT with the fringes centered on the SC fiber, assuming that the companion is close.
In specific cases like here, where the companion is not under the fiber, it could result in signal losses.

tFiber position.


http://whereistheplanet.com/
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is reduced by x6 and the total flux by x3.4 on average. The simulations predicted improvements

of x5.5 and x2.5. The slightly better flux reduction on-sky was certainly due to the excellent

atmosphere conditions.
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Figure 5.9 — Periodogram of the astrometry_reduce script, with the fiber on-companion (a) and off-companion
to improve the contrast (b). The spot of higher power corresponds to the brown dwarf detection.

The relative astrometry of HD 984 B is pinned down to ARA = 168.98 + 0.02 mas and
ADEC = 202.64 + 0.04 mas with a parameter covariance p = —0.73. The relative astrometry
measured is consistent in both fiber positions but the uncertainty on ARA is reduced by 35% and
ADEC by 8% thanks to the off-pointing.

The spectrum of the companion is also improved (Fig. [5.10). Assuming the main noise contributor
is the photon noise from stellar total flux, I expect a SNR improvement of:

SN Rog Foft | pon
—1= —1=074x34—-1= :
VR P\ For 0.74 x /3 36% (5.30)

with szﬁc and F" the flux off-companion (including fiber losses) and on-companion respectively, and
F the stellar flux injected following the same superscripts. On the contrast spectrum produced by
the ExoGRAVITY pipeline, the SNR is given by:

SNR =+VCT -cov-C (5.31)

with C' the contrast spectrum and cov the covariance matrix. I obtain SNR,, = 120 and SN Rog =
164. This matches the predicted +36% SNR increase due to the technique.
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Figure 5.10 — HD 984 B contrast spectrum in K-band. With (black) and without (grey) the tip-tilt dark-hole.

Conclusion With this observation, I proved that the off-pointing technique can bring the expected
improvement in flux ratio (total and coherent). It is a valid technique to enable detection and better
spectral characterization within the range from 0.5 to 1.3 A\/D separation. The off-axis aberrations
in the fiber coupler did not entail astrometry error, since the companion signal is consistent between
all baselines. According to GRAVITY Collaboration et al.| (2021a), the phase error is at most of 40°
at 0.4 \/D. This is captured by the polynomial fit of the speckle and does not pollute the companion
signal. Other possible issue, the FDDL are tracking at the SC fiber position so that an object close to
the fiber pointing is integrated coherently over time. If the science object is off-centered with respect
to the SC, this might result in losses in coherent flux. A better setup for the future would be to set
the FDDL tracking at the expected companion position instead of the SC position. Considering the
DIT and the separations, it does not have significant impact though, again the off-pointing technique
brings the expected improvement.

This observation proves that a companion at 1 A/D and 2.7x1073 contrast is easily detected on
the AT, with a SNR of more than 7. It opens the way for observations of close-orbit brown dwarfs
with the AT instead of the expensive UT. I provided this observation of HD 984 B to Jason Wang
so he could add it to the observations of his monitoring programme (5109.C-0779(A)). Thanks to a
uniform observation and reduction of 11 brown dwarfs (+HD 984 B) with GRAVITY and the AT,
he will be able to comfort or challenge the eccentricity distribution of |Bowler et al.| (2020).

However, this improved detection cannot fully translate to the UT. As shown in Sect. the
inner working angle of the ExoGRAVITY technique is set by the polynomial order used for speckle
fitting. It is around 40 mas separation with a 4" order polynomial on the typical UV plane of the UT
(Fig. 3.11b). At 1 A/D on the AT (250 mas), a companion is still far from the inner working angle
and easy to disentangle from the speckles. At 1 A/D on the UT (57 mas), the signal is already lost
in the polynomial on the shortest baselines, making the interferometric deconvolution less efficient.

5.4.3 Use in operation

The off-pointing technique has also been used on the UT. The most spectacular example is the
confirmation of the sub-stellar companion Gaia DR3 2728129004119806464 B (later called Gaia ...6464
B) at 34 mas from the host-star and K-band contrast (3.1 + 0.5) x 1073. This is to our knowledge



138 CHAPTER 5. GRAVITY+ HIGH-CONTRAST MODE

the substellar companion at the closest separation ever directly observed. This description of the
observation method of Gaia ...6464 B detection is part of my paper Pourré et al.| (2024)).

The observation was taken by Sylvestre Lacour and Thomas Winterhalder during the science
verification of the fringe tracker upgrade of GRAVITY in November 2022 (60.A-9102). Thomas had
a narrow prediction of a candidate companion position around Gaia ...6464. For this, he used a
combination of the Gaia DR3 Non-Single Stars catalog and Markov-chain Monte Carlo (MCMC)
technique (described in Winterhalder et al., [2024). The SC fiber was positioned at 60 mas from the
star, so 25 mas away from the predicted position for a dark companion. The instrument was set in
MEDIUM resolution and DUAL-ON-AXIS mode. We reduced the raw data with the GRAVITY
pipeline and then with the ExoGRAVITY pipeline. Exceptionally, and for the first time, we used a
3" order polynomial for the speckle fit (due to the reason explained at Sect. , it improved the

detection.

Table 5.2 — Log for the GRAVITY observations on the Unit Telescopes.

Date: 2022-11-09

Observing time Airmass T0 Seeing
01:51:09 / 02:57:59 1.54-2.16 3.5-9.6 ms 0.35-0.88”
Target ARA/ADECH| NFILES/NDIT/DIT
Gaia ...6464 A 0/0 mas 4/12/10 s
Gaia ...6464 B 28/53 mas 16/4/30 s

At such a small separation, the polynomial captures the planet signal on most baselines. It
results in only UT4-UT1 and UT3-UT1 providing a planet signal that stands out of the speckle
fit. Still, the planet is detected with SNR=4.5 and an apparent contrast of 2.3 x 1073. The actual
companion contrast is corrected to 3.1 x 10™3 accounting for the fiber losses due to off-pointing. The
measured relative astrometry is ARA = 15.68 + 0.14 mas and ADFEC = 30.18 + 0.15 mas with a
parameter covariance p = —0.94, in full accordance with Gaia data. Thomas combined this single
GRAVITY observation with the Gaia observation using his MCMC tools and checked with Carine
Babusiaux and the BINARYS code (Leclerc et al |2023)) that they achieved similar convergence. The
GRAVITY direct observation confirms that the companion does not contribute significantly to the
Gaia flux, so we can safely assume that the Gaia photocenter is located on the star. Thanks to this
information and the precise relative astrometry, the GRAVITY /Gaia association allows to pinpoint
the companion mass to 78.343:2(2) M;,p and the primary mass to 0.53f8:8§ M. This is a remarkable
example of the power of the synergy between Gaia an GRAVITY. With only one direct observation,
the dynamical masses are precisely determined and the companion orbit is improved, especially
the period due to Kepler 3" law. Other than the astrometry, the ExoGRAVITY pipeline provides
the K-band spectrum for the companion. However, this spectrum is noisy and probably affected by
systematics, there is little or no information to extract from it (Winterhalder et al., 2024]).

iFiber position.
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Figure 5.11 — From [Pourré et al.| (2024). Periodogram for the confirmation of Gaia ...6464 B. (Orange cross)
detection of the companion. (White contour) position prediction by Gaia, at 68, 95 and 99.7% in outward
order. (Red) Fiber center and 50% injection field of view.

This observation is at the border of the inner working angle for the GRAVITY technique and
Fig. shows that the detection is not obvious. Several peaks of nearly equal power surround the
main detection peak. For comparison, the detection of HD 984 B on Fig. is much more clear.
I have to note here that the observation on Gaia ...6464 B has been a turning point for my PhD.
First unconvinced by the companion detection, I tested the detection with my tools for injection
and retrieval of exoplanets. This opened the way for the determination of the detection curves and
all the studies around fundamental limits described in Chapter |3| To make sure that we could trust
the detection of Gaia ...6464 B, I removed the companion signal from the data and injected in total
more than 100 companions at different PA, separation and contrast. All companions injected at
the same apparent contrast than Gaia ...6464 B were successfully retrieved. At apparent contrasts
of 1.8x1073 (-25% compared to Gaia ...6464 B) I retrieved 90% of the injected planets, and for
contrasts of 1.4x1073 (-42%) I retrieved 80% of the injected planets. To conclude, the detection of
the brown dwarf is reliable, and would not have been possible at this high level of confidence without
the use of the tip-tilt dark hole.

5.5 Wavefront control for GRAVITY +: simulations

GPAO will enable wavefront control possibilities. Then, we can imagine a high contrast mode that
allows for a more subtle strategy than using only the tip-tilt with the position of the SC fiber. In this
preliminary work on a high-contrast mode for GRAVITY, I investigated for the best modes at pupil
plane against diffraction of the UT aperture. So, this study is in the category of static apodization
(like Sect. rather than iterative dark-hole. All these tests are made in an unaberrated case
with only 20% bandwidth, 8 mas rms tip-tilt jitter from the VLTI tunnels and realistic model of the
SC fiber injection. All these simulations use HCIPy, so without linearization and without assumption

on the aberration amplitude.
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5.5.1 Find the best apodization
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Figure 5.12 — Comparison of the star injection for different OPD apodization families. (Dashed line) UT
diffraction with 20% bandwidth and 8 mas rms tip-tilt jitter. (Dotted line) No wavefront control but adding
the possibility to offset the SC fiber of +25 mas to take advantage of tip-tilt dark hole. (a), (b), (c), (d)
Highlight of the different OPD apodisations. They all include the tip-tilt dark hole. (Solid colored line) Average
injection over the K-band. (Colored area) Wavelength dependency of the injection from 2.0 to 2.4 pm.

My goal here is to find the best OPD pattern to apply on the deformable mirrors of GPAO in
order to dig dark holes at separations from 30 to 150 mas (0.5 to 2.6 \/D). Section already
showed that different phase apodization models exist, either semi-analytical or found thanks to
function optimization. I quantified the starlight rejection for the Sylvestre semi-analytical model,
for a simple mode inspired by SCAR composed of a coma and a trefoil, for a step-model and I ran
optimizations over the lowest order Zernikes with a genetic algorithm. I optimize all OPD patterns
to maximize the planet-to-star flux ratio in the fiber. However, there are always runaway solutions
that explode the PSF of both the star and the planet, and accidentally create a spot of high-contrast.
Thus, I discarded OPD maps of more than 170 nm rms, they affect too much the Strehl. In the
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genetic algorithm, I penalized the OPD rms in the cost function to avoid such solutions to occur.
Figure shows how these OPD patterns compare to each other in term of injection of
starlight in the SC fiber. First, it is striking that almost all models reach a limit along a line from
(25 mas, 2x1071) to (125 mas, 2x1075). Only the semi-analytical model (Fig. achieves a
break of this line below 50 mas, but at the price of strong OPD around 130 nm rms. Otherwise, all
methods, except the semi-analytical, bring a two orders of magnitude improvement at 100 mas. At
larger separation, the genetic algorithm reveals a apodization that brings an abyssal three orders
of magnitude improvement at 125 mas. The modes and the techniques are described in the next

section.

5.5.2 Phase apodization families

Semi-analytical model

The semi-analytical model of Sect. has two free parameters, a and b (Eq. . I optimized
these parameters with the Nelder-Mead algorithm of scipy.optimize.minimize. The optimization
function minimizes the flux injection at the central wavelength A =2.2 pm. With this model, the
off-pointing of the SC is included as tip-tilt in the OPD maps (Fig. . Indeed, at short separation
the sin(kAa - u) modulates the phase on a low frequency that is essentially tip-tilt across the pupil
(Fig. . In the simulation, I force the tip-tilt to stay under +25 mas to respect the condition
stated at Sect. B.4.1l
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Figure 5.13 — Optimal OPD patterns of the semi-analytical model, at two different separations.

This model is the most efficient at reducing the stellar flux at separations below 75 mas. It even
brings a x2 improvement at 37 mas compared to pure tip-tilt dark-hole. However, it is outperformed
by other methods in the 75 to 125 mas range. According to me, this comes from the fact that tip-tilt
is induced by the OPD map shape defined by the sine and cosine in Eq. instead of being a free
parameter. In all other models, it is a completely free parameter that can take any value at +25 mas
around the planet position and is therefore decoupled from the shape of the apodization.

SCAR mode

I found that a combination of a coma and a trefoil of equal amplitude was the best low-order
approximation of the SCAR apodization shown on Fig. It has the same effect of joining the first
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and the second zeroes of the diffraction pattern to create a dark-hole at around 120 mas (2 A\/D).

In the simulation, I used the Nelder-Mead minimizer to find the best coma+trefoil amplitude at
each separation. However, the minimizer appears to behave poorly with the free condition of the
fiber position that can jump anywhere in a 50 mas range around the planet. So, in a first pass, I
used the minimizer to identify the best modes without the fiber offset, this creates a collection of
optimal modes. In a second pass, I searched for the mode of this collection that provides the best
contrast at each separation, but this time including the free parameter on the fiber offset.
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Figure 5.14 — Optimal SCAR mode for a planet at 90 mas. (a) Best OPD apodization of 78 nm rms. (b) Impact
of the apodization on SC injection. Lines from blue to dark-red show the injection for different wavelengths
across the K-band.

Figure shows the optimal low-order SCAR mode for a planet at 90 mas and its impact on
focal plane. The dark-hole is created at 125 mas but the offset on the fiber position allows for a
star light reduction of two orders of magnitude already at 90 mas. For planets from 100 to 150 mas
separation, the best solution is to keep the SC fiber in the dark-hole at 125 mas. This explains the
plateau on Fig. In my simulations, the best low-order SCAR modes do not exceed 85 nm rms
amplitude, and therefore have moderate chromaticity, and a low impact on the Strehl.

Step model

This model originated from brainstorming with Jean-Baptiste on the best possible modes to
reduce stellar injection at the shortest separations. As shown by Eq. we need odd modes on
the deformable mirror to tackle the pupil diffraction. Moreover, we want this mode to be tip-tilt
free, as we choose to inject the tip-tilt by moving the fiber instead of injecting phase slopes on the
deformable mirror. From these assumptions, I tested steps modes that are defined by two parameters.
As described on Fig. [5.15] one parameter is the width of the inner steps and the other is the amplitude
of the inner steps. The amplitude of the outer steps is set to the value that nulls the tip-tilt over the

pupil.
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Figure 5.15 — Phase step model across the UT pupil, with the two parameters: width and amplitude. The
plateau from -0.55 to 0.55 m is the central obscuration by M2.

As for the SCAR mode, I run a first minimization pass with the Nelder-Mead algorithm but
fixing the fiber on planet position (for any planet position from 30 to 160 mas). In a second pass,
I enable the fiber off-pointing and I search the best phase map among the phase maps created at
the first pass. An example of best step mode is shown on Fig. At this separation, the star flux
reduction at the central wavelength is x5 better than with the SCAR mode. However, the dark hole
created is more chromatic. Averaging results at the different wavelengths of the K-band, the dark
hole depth is similar to the one created with the SCAR mode. This is the takeaway for this phase
apodization model, on average similar efficiency at reducing the stellar flux in the fiber, but with
more wavelength dependency over the K-band compared to the SCAR mode.

T ;
10° @ : 1w No phase apod. / 2.2um
2l éi = Step mode / 2.0um
10-1 4 5] : 5 m— Step mode / 2.2um
\ E 1 Qi = Step mode /2.4um
'g 0.: e
50 E 10-2 - 1 .
0 E g !
A @ 1073 4 1
S 2 |
k= 1
—-50 O 10744 !
@ i
1
1075 5 :
1
1
10_6 T T T ! T = T T T
0 25 50 75 100 125 150 175 200

Separation [mas]

(b)
Figure 5.16 — Optimal step mode for a planet at 90 mas. (a) Best OPD apodization of 65 nm rms. (b) Impact
of the apodization on SC injection. Lines from blue to dark-red show the injection for different wavelengths
across the K-band.

In practice, these modes are impossible to imprint on a continuous deformable mirror surface. I
did not investigate the influence on the dark hole of slighly softening the OPD steps. However, when
projecting the optimal step modes on the Zernikes of Noll less than 20, we obtain just a coma and
trefoil of equal amplitude. Then, we can see our low-order SCAR modes as an edge-soften version
of the step modes. Apparently, the sharp edges are not beneficial to the dark hole creation at the

separations I investigated.
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Genetic algorithms

Finally, I wanted to search for the best apodization without any assumptions on the symmetry
and the modal content. For this, it makes sense to use an orthogonal modal decomposition basis.
First, I chose the basis formed by Zernike polynomials of lower order or equal order than Noll#22
(secondary spherical aberration). I exclude piston and tip-tilt. This makes a minimization with
19 parameters, with another free parameter for the SC position on the star-planet axis. All these
parameters have a non-linear impact on the focal plane. Therefore, it is impossible to converge
to anything else than disappointing local minima with the Nelder-Mead algorithm (or any other
minimizer available in scipy.optimize.minimize). To explore this tricky parameter space, I coded
a genetic algorithm. This type of algorithm starts from a set of random solutions that are ranked
thanks to a score function. I take the better ranked half of the population and produce a new
generation of solution by randomly swapping solution elements (each Zernike mode amplitude).
Additionally T added a mutation probability of around 1% to occasionally modify a Zernike mode
amplitude by a random amount. Generation after generation, the best ranked solution improves,
until reaching convergence to what we hope is the global maximum. In the following, the score

function I' I choose is:
['=rp/(2.0 pm,x) + 1,/5(2.2 pm, x) + 7,/5(2.4 pm, x) — 7 x RMS{¢par} (5.32)

with 7,/4(), x) the planet/star ratio of injected flux at the wavelength A and fiber position x (fiber
position is of course the same at all \) and 7 is a weight I set to 1 x 10" m~! after empirical tests.
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Figure 5.17 — Optimal genetic mode (Noll< 22) for a planet at 90 mas. (a) Best OPD apodization of 72 nm rms.
(b) Impact of the apodization on SC injection. Lines from blue to dark-red show the injection for different
wavelengths across the K-band.

The flux ratio improvement thanks to the phase apodization found by the genetic algorithm is
shown on Fig. For a modal basis composed of Zernike modes up to Noll#22, the best apodization
reached the same dark-hole level as the SCAR modes. Figure shows the best apodization found
for a planet at 90 mas. In the planet direction (horizontally) the apodization shape resembles the
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SCAR mode, the OPD rms is 72 mas that is also close to the optimal SCAR. It is difficult for my
algorithm to converge to the precise optimal apodization map, hence the solution slightly worse
than the best SCAR. However, from these genetic optimizations conducted several times at different

separations from 30 to 130 mas, I am convinced that we do not miss a low-order Zernike solution
that would be better than SCAR.

To go one step further, I ran two genetic optimizations with all Zernike modes lower or equal to
Noll# 123 (piston and tip-tilt excluded). This makes in total 121 free parameters and take several
tens of hours to converge on my laptop. For this reason, I ran optimizations for only two planet
positions, 90 and 120 mas. At 90 mas, the best solution is still SCAR-like. However, for a planet at
120 mas it converged to an OPD that digs a much deeper dark-hole. Figure [5.18| shows the result
of this optimization. The dark-hole created at 140 mas is two orders of magnitude deeper than
the SCAR dark-hole at 125 mas. Interestingly, the SCAR mode joined the first two nulls of the
diffraction pattern, this mode seems to join the first three zeros. The injection map created by this

mode is shown on Fig. The dark injection zone created is around 40 mas wide, it is robust to
tip-tilt jitter and eventual error in the dark-hole positioning with respect to the planet. Still, I believe
that the OPD map is not optimal. I expect the non-horizontally symmetric features to be artifact
from the genetic algorithm. A second pass of genetic algorithm with this OPD map as a starting
point, and a score function left to determine, would bring us closer to the optimal apodization that
joins the first three zeros of the diffraction. Also, very preliminary tests tend to show that this deep
dark hole at 150 mas can be achieved with OPD maps composed of the optimal combination of two

sinusoids of different frequencies in the planet direction.
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Figure 5.18 — Optimal genetic mode (Noll< 123) for a planet at 120 mas. (a) Best OPD apodization of
165 nm rms. (b) Impact of the apodization on SC injection. Lines from blue to dark-red show the injection for
different wavelengths across the K-band.
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Figure 5.19 — Full injection map for the optimal genetic mode with all lower or equal to Noll#123, and a
planet at 120 mas. Include 20% bandwidth and 8 mas rms tip-tilt jitter.

5.5.3 Conclusion

In unaberrated conditions on the UT pupil, the low-order SCAR mode creates the deepest and
most achromatic dark hole for observing planets below 100 mas separation. From 100 to 180 mas,
another type of mode revealed by the genetic algorithm prevails. The star injection in the fiber at
125 mas reaches 2x 1075 of the on-star injection.

I did not investigate for the influence of different pupil orientations. The spiders holding the
secondary mirror create diffraction lines that are affecting more certain PA than other. Short
preliminary tests tend to show it has a non-negligible impact on the dark hole position and depth. A
static apodization model for GRAVITY+ will necessary take into account the pupil orientation.

Finally, this study focused on shortest separation exoplanets, one reason is because this is the
region where the Gaia/GRAVITY synergy has an edge (Sect. . Also, this is where we have
a chance that star diffraction dominates the injected flux, and therefore the only region where a
static apodization makes sense. It is still interesting to investigate how to create dark hole at longer

separations, this is a possible future development of this study.

5.6 Wavefront control for GRAVITY +: tests at VLTI

The next step after the simulations was to confront the real instrument.

5.6.1 Context

The new adaptive optics GPAO will be commissioned at summer 2024 at VLTI. The goal here is
to pave the way for an implementation of the wavefront control mode on the new system. Before
hand, we expected to have some problems to tackle on the real system, and we want to gather as
much knowledge as possible on the “worst offenders” to a high-contrast mode. This means: tests of
internal sources of VLTI to prepare for GPAQO, but also some tests on-sky to identify if the phase
apodization could bring some improvement already on the existing system.

The adaptive optics currently available at VLTI are:

e NAOMI, the adaptive optics of the AT controlling 14 Zernike modes.

e MACAOQ, the visible adaptive optics of the UT, controlling 50 Zernike modes.
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e CTAOQ, the infrared adaptive optics of the UT, controlling 50 Zernike modes.

Both MACAOQO and CIAO control the same curvature deformable mirror, but only CIAO offers the
possibility to introduce modal offsets. This is why my work on VLTI and GRAVITY focuses on
NAOMI and CIAO.

At the VLTI lab (Fig. , regardless of the telescope (UT or AT), we used three focal planes.
Outside GRAVITY, I used the IRIS camera (Gitton et al. |2004) that can make images in J, H or
K-band. Inside GRAVITY, I used the acquisition camera in H-band, and the SC arm with the fiber
injection in K-band.
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Figure 5.20 — VLTI lab at Paranal. (a) VLTI lab map on the observer panel. (b) VLTI lab picture (N. Pourré).
For all the following tests, I use the low-order SCAR apodization. The previous section have
shown it was the most efficient apodization below 100 mas. Moreover, it is composed of only a coma
and a trefoil, that makes it easy to implement.

5.6.2 AT on sky

During the first year of my PhD, I spent three months at ESO Garching with Julien Woillez
for testing wavefront control on the AT. It was under a technical time request in the context of
the GRAVITY+ commissioning (TTR-109.0013). The ESO headquarters offer the possibility to
control the Paranal instruments and telescopes thanks to the Garching Remote Access Facility
(GRAF). First, I had access to the VLTI during 4 to 5 hours of daytime, twice a week. It was a
great opportunity for me to learn about the finest details of the complex VLTT infrastructure, and
to learn how to operate it. From that moment until my last tests in January 2024, I could count
on Julien Woillez for guiding me with relentless support and brilliant teaching skills. I want also to
acknowledge here the amazing support of the Paranal staff. They would always make everything
they could for me to perform my tests in the best conditions despite the numerous other activities
on the telescope.

Impossible daytime tests For daytime tests, the goal was to use the internal Nasmyth beacon of
one single AT and propagate it through the VLTI tunnels via the delay line, to the IRIS camera. The
AT available for my tests depended on the Paranal daytime activities and maintenance. I learned
how to inject modal offsets and disturbance in the NAOMI reference slopes, how to collect data
from the camera, how to tackle some of the numerous bugs and warnings that spice up the VLTI
experience. First, I wanted to bring the system to diffraction limit and obtain the most unaberrated
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PSF on IRIS. For this, Julien has a python script that uses NAOMI and the harmonic modulation
technique (described later in Sec. . It is supposed to measure and correct the NCPA between
the wavefront sensor and IRIS. Despite a few weeks of attempts, I could not see the Airy rings on
TIRIS K-band images, only a blurry spot. At one point, we realized that the AT internal lamp was
injected by a fiber that was not single-mode but multi-mode. It creates a source that is not a PSF
but an extended source, making it easier for NAOMI Shack-Hartmann calibrations, but preventing
meaningful wavefront control tests. Then, our only solution was to test the apodization with the AT
on-sky. Two half-nights were scheduled for this.

Preparation before on-sky tests Before using some precious on-sky time, I prepared SCAR
mode injections on NAOMI. I wanted to make sure the adaptive optics could reproduce the mode,
and I wanted to be able to set it at any PA on-sky. The NAOMI control basis is the first 14
Zernike modes (piston excluded). The low-order SCAR mode composed of only a coma and a
trefoil is well in the control range. For the angle, this is more complex. The deformable mirror
is at the Nasmyth focus and the wavefront sensor is at the coudé focus (Fig. 1 of |Woillez et al.,
2019). So, the wavefront sensor is stable with respect to IRIS but it rotates with respect to the
deformable mirror. The angles are the azimuth angle and the angle of the derotator that lies between
the two. The wavefront sensor measurement is rotated numerically before being applied to the
deformable mirror. The on-sky north angle 6, is given in the real-time database (under the key
@wat2tcs:Appl_data:TCS:nmupd:data.northAngle for AT2). So, the modes amplitude to produce
a SCAR mode (S) at any PA on-sky is:

0t0t29n+PA—7T

cos(Orot) — sin(Biot) 0 0
sin(for)  cos(Btot) 0 0
S = {0 coma 0 o_trefoi 5.33
[O 0 COS(39tot) —sin(39tot) ( h- o-tref 1> ( )
[0 0 sin(SOtOt) COS(30tOt)

with (avfcoma Oh_coma Qv trefoil aoitrefoﬂ> the vector of modes amplitude for vertical and horizontal
coma, and vertical and oblique trefoil. The NAOMI software includes a command for sending modal
offsets to the reference slopes of the Shack-Hartmann (spaccsServer.Acq.addModesToRef). Still,
during these tests I also developed a basic operational knowledge of SPARTA, the generic software
infrastructure of all the adaptive optics of VLT /VLTL
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(a) (b)
Figure 5.21 — Preliminary mode injection test on NAOMI, on AT Nasmyth beacon. (a) Image of the Shack-
Hartman and estimated deformable mirror shape from the NAOMI panel. The white circle indicates the
portion of the mirror that is seen by VLTI. (b) Corresponding IRIS differential image ([image no SCAR] -
[image SCAR]).

Figure shows the example of a SCAR mode on NAOMI to dig a dark-hole to the north. The
angle and the mode shape on the deformable mirror behave as expected. I could not check if the
mode was applied with the right amplitude since the internal source do not produce a PSF.

On-sky on TRIS I could then go on-sky for my first half-night of tests on IRIS. The seeing at
500 nm was around 0.8 arcsec. I pointed to the bright star HD 114613 (K=3.27 mag, R=4.28 mag) to
make sure that the wavefront sensor had enough flux. On a bright guide star and under 80% seeing
conditions, Woillez et al.| (2019)) predicts a K-band Strehl of 73% with NAOMI. The star hosts a planet
detected by radial velocity with a maximal elongation 260 mas and a mass M, sini = 0.36 My, it
did not disturb our tests. I tested different SCAR amplitudes on AT2 and recorded 30 s sequences
on IRIS. The results are shown on Fig. The IRIS pixel scale is 140 masgyy,/pixel on the AT,
that is a separation sampling every 0.56 A\/D. We can see that the optimal SCAR mode amplitude

only improves the contrast by x1.3 at 1.67 A/D. This is not significative. I used a post-adaptive
optics residual cube I generated with HCIPy to deteriorate the simulation shown on Fig. and
obtain the intensity injected with respect to separation close to Fig. This gives me a Strehl of
45%, well below the expected NAOMI performance. This can be caused by NCPA between NAOMI
and IRIS, or, more probably, by uncontrolled high-order patterns on the deformable mirror. Indeed,
the deformable mirror has 145 effective actuators but a wavefront sensor that measures only the
14 lowest orders. The arising of high-order artifacts is identified as a probable flaw of NAOMI. In
the simulation with Strehl 45%, the improvement by SCAR modes is also non-significative. The
rest of my on-sky time this night was dedicated to tip-tilt jitter control tests and tests of control of
low-order NCPA with defocus (that was a dead-end briefly described in Sect. .
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Figure 5.22 — SCAR apodization impact on K-band image intensity on IRIS. (a) Simulation on the AT pupil,
including bandwidth 20%. (b) Intensity measured on-sky on IRIS, averaged over 30 s. SCAR modes injected
with NAOMI.

On-sky on GRAVITY My second half-night was scheduled two weeks later. It should have been
dedicated to tests on GRAVITY with the AT, but it was canceled due to bad weather (rain!) at
Paranal. A few nights later, the VLTI was closed for science operations because of a technical issue
on AT4. Thanks to Aaron Labdon (VLTI astronomer at Paranal) I could get some time for my
tests at this moment. The atmosphere was exceptional, with an average seeing at 0.45 arcsec. We
pointed to HD 191089 (K=6.1 mag, R=7.1 mag), that is bright enough for NAOMI and the FT
to operate in the nominal regime. I applied strong SCAR modes on NAOMI and checked on the
GRAVITY acquisition camera that the dark hole was applied in the direction I expected. Then I
positioned the SC fiber at different separations from 0.6 to 2.2 A/D along this direction. I estimated
in simulation that the optimal SCAR mode for GRAVITY fiber injection on the AT pupil is 50 nm
rms. I collected acquisitions with and without the SCAR mode and then reduced the data with the
GRAVITY pipeline. The astroreduced files contain the flux of individual telescopes. Figure
shows that the SCAR mode had no beneficial impact on the injection. Simulation confirms that no
flux reduction can be obtained with the SCAR mode under this amount of residuals.
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Figure 5.23 — Comparison of the SC injection with and without SCAR mode on the AT. The measured
injection is averaged over 2 min.
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Conclusion This concludes my tests of wavefront control on the AT. It showed that the AT were
not suitable for daytime tests due to the multi-mode beacon injection. Also, I showed that, on-sky,
the apodization with SCAR mode brings no stellar flux reduction on NAOMI. However, this was
a great opportunity to learn how to operate the VLTI and GRAVITY. After these three months
at ESO, the technical time for GRAVITY+ rearranged in one week sessions every three to four
month. In these sessions, all GRAVITY+ commissioning and continuous improvement activities are
combined.

5.6.3 UT on beacon

AT did not offer the possibility of daytime or nighttime wavefront control tests, so I went to UT
for my tests. The main advantage of working with UT is that it is the telescopes we use for exoplanet
observations. Most things we learn there can directly apply to GPAO and a future high-contrast
mode for GRAVITY. However, it is more difficult to have time on the UT, even daytime. It is mostly
because each telescope has three single-telescope instruments that require daily calibration and
maintenance, so my daytime tests were really entangled with Paranal operations. Other drawback,
using CIAO on the internal source requires to put one UT and VLTI in a non-standard configuration
that is difficult and time consuming to set.

Dual-beacon off-axis mode As already discussed in Sect. each UT has two wavefront
sensors and one deformable mirror. MACAOQ is a curvature sensor that is coupled with the bimorph
deformable mirror and do not permit modal offsets injection. On UT, only CIAO allows for injection
of modal offsets. The wavefront sensor is a 9x9 Shack-Hartmann in K-band where reference slopes
can be modified. But CIAO only works off-axis (Fig. , namely, it sees a field of view that is
different from the 2 arcsec field of view that goes to VLTI. For daytime tests, there are two infrared
internal lamps at the Nasmyth focus of the UT. One is injected by a single-mode fiber and the
other one is injected by a multi-mode fiber. To run daytime tests on VLTI with CTAO in closed
loop, I have to set the Star Separator System (STS) such that the multi-mode beacon is centered on
the CIAO wavefront sensor and the single-mode beacon is centered on IRIS or GRAVITY at the
VLTI lab (Fig. [5.24). This mode is called dual-beacon-off-axis. An old script (”template” in ESO
language) exists to set it automatically but it did not work. Instead of diving into ESO software to
repair it (in Tcl programming language), I chose to set the dual-beacon mode manually each time I
needed it. It takes 20 min when everything goes well, it takes me up to 5 hours when something,
or several things go wrong (examples: one shutter has not been opened, STS startup did not put
the mirrors at default position, CIAO real time computer needs reboot, ...). Staring from outdated
mirrors’ position provided to me by Nicolas Schuhler and Frangoise Delplancke-Strébele, 1 searched
for the good alignment position of the M10, Field Selector Mirrors (FSM) and Variable Curvature
Mirrors (VCM) that allows me to see light on both CIAO and IRIS. Finally, I had an updated table
of mirrors’ position for dual-beacon-off-axis mode on all four UT.
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Figure 5.24 — Schematic of dual-beacon-off-axis mode, from UT Nasmyth beacons to VLTL

For the technical time request of February 2023, I had the opportunity to travel to Paranal
and be at the telescope for the first time. It was a valuable experience to see how operations are
organized there, and how technical, engineer and astronomer staff work together. Moreover, being
on-site facilitated the coordination with the Paranal team, and pushed me higher in the priority
list of daytime activities. My primary goal was to test the low-order SCAR apodization impact on
GRAVITY injection in SC on one UT Nasmyth beacon.

Apodization tests on IRIS 1 first worked on IRIS to check if the single-mode Nasmyth beacon
really provided a PSF close to the diffraction limit. The PSF obtained is shown on Fig. leftmost
image. Despite the coarse pixel scale of IRIS (31 masgyy,/px on the UT), I got convinced that the
size of the PSF core matched well what I obtained in simulation for a point source. Still, the beacon
PSF seems not radially symmetric, as it should be for a non-obstructed round pupil. It betrays
the presence of low-order aberrations. As a first test, I wanted to inject SCAR modal offsets of
different amplitude in CIAO and measure the impact on the IRIS image in K-band. The CIAO
software does not provide a command for simple modal offset. For modal injection, I multiply a
vector containing the amplitude of the 50 modes controlled with the pseudo-inverse of the matrix
LoopMonitor.WFSSLOPES2MODES available for each CIAO system. I obtain a set of slopes that I
subtract to Acq.DET1.REFSLP, and I update the system (Acq.update). Figure shows the images
for SCAR apodizations from 21 to 212 nm rms. The SCAR mode has the expected impact seen on
simulations: it removes light from the right side of the PSF and create a trail with vertical dark
stripes on the left side. Figure displays horizontal slices of the images. It highlights that the
PSF without apodizations is indeed aberrated because the profile is not symmetrical. However, it
shows that even in these conditions, a SCAR apodization of 85 nm rms reduces the star intensity on
the image by x13 at 90 mas. From simulations, I expect the SCAR amplitude to have most impact
on flux reduction at 90 mas at 78 nm rms (for an image and a round pupil unobstructed). This is a
promising result, since I obtained it in raw condition: without corrections of the NCPA, and without

tip-tilt jitter control for the tunnel seeing.
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Figure 5.25 — IRIS images of the single-mode Nasmyth beacon of UT2. SCAR modes are injected at different
amplitude with CIAO. All images at K-band, 30 s average.
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Figure 5.26 — Horitontal slices of IRIS images in K-band for different SCAR amplitudes (Fig. |5.25)

Apodization tests on GRAVITY-SC After these tests on the IRIS camera, I wanted to address
my primary goal: test the SCAR mode on the SC fiber injection of GRAVITY. It is operationally
heavy to make daytime tests with propagation of a beacon from one UT to GRAVITY. It is not
possible to open the GRAVITY shutters to the VLTI without an interlock system armed. As soon
as the shutters are open, the metrology lasers propagates from GRAVITY and for safety reasons,
nobody is allowed to stay in the VLTI tunnel, or in all UT concerned. It means that, for completing
these tests, I had to request for the whole VLT /VLTI for a duration from 2 to 5 hours. Still, from
this session in February 2023 to January 2024, I had numerous opportunities to run those heavy
tests. I estimate it accumulates to around 50 hours propagation for UT to GRAVITY. This shows
how accommodating and helpful the Paranal staff is.

As for IRIS, I first checked that the SCAR mode was applied in the direction I wanted to scan
with the SC fiber. To do so, I applied a strong SCAR mode on CTAO that modifies the PSF in a way
that is easy to recognize and where the direction is clear. The real-time display of the acquisition
camera in GRAVITY shows the PSF and the position of the FT and the SC fibers in the field. Past
this preliminary test, I injected the mode on CIAO of UT2. Simulations show that the optimal
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SCAR amplitude is 36 nm rms for an unobstructed round pupil. Figure shows how the injection
in SC is affected. Unfortunately, the SCAR mode brings no improvement, it even causes an increase
of the “star” light injection around 100 mas. We have seen that the image on IRIS was affected
by low-order aberrations. Also, we know that the fiber coupler in GRAVITY introduces low order
aberrations on the order of 100 nm rms. In this environment, it is not surprising that the 36 nm rms
SCAR mode do not have the expected effect. The Fig. also includes an example of injection
curve with 145 mas rms aberrations (defocus, astigmatisms, comas). It matches well the injection
measured and gives a realistic example of the NCPA we expect in SC.
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Figure 5.27 — Measured intensity injected in SC on the UT2, with and without SCAR apodization on CIAO.
Each round point is an average over 24 s. (Solid line) Simulation, diffraction limit for a 8 m round pupil
unobstructed, 20% bandwidth and 8 mas rms tip-tilt jitter. (Dotted line) Simulation, example of injection
under 145 nm rms low order aberrations.

Conclusion From these tests on the UT Nasmyth beacon, I concluded that a static apodization
would not be efficient for the SC arm of GRAVITY as it is now, even without atmosphere residuals.
One way forward could have been to inject SCAR mode of different amplitude and measure the
corresponding impact on SC injection (like we did on IRIS). If most of the NCPA are static, we could
obtain an internal source model of the best apodization depending on the PA. The internal source is
a round pupil, so we would have extrapolate our results to the UT pupil with the M2 obstruction
and the spiders. Instead, it appeared more urgent to us to find a way to correct the NCPA as much
as possible from the SC. It would increase the injected flux of the science objects (exoplanets, stars
of the galactic center, ...), and bring us closer to a system where static phase apodization makes
sense.

5.7 Aberrations in GRAVITY

Among instruments providing direct exoplanet observations, GRAVITY has by far the longer
non-common path between the adaptive optics and the science detector. Indeed, at VLTI the adaptive
optics are at the coudé focus of each telescope and the beam travels up to 250 m in the tunnels

before reaching the instrument at the VLTI lab. The aberrations affecting the wavefront along this
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path must be treated in a high-contrast mode of GRAVITY. As I published in [Pourré et al.| (2022c),
my initial plan was to optimize the SCAR modes amplitude to correct for odd NCPA, and optimize
a defocus amplitude to tackle even NCPA (Eq. . Defocus is the lowest order even mode, so we
expected it to be able to act on the even component of the electric-field at the shortest possible
separations. Simulations show that under low order even modes, the right choice of defocus amplitude
can dig a dark hole anywhere in the first zero of the injection pattern. However, it brings a significant
improvement only in monochromatic case without tip-tilt jitter. I tested it in real conditions on IRIS
and GRAVITY, and achieved Strehl deterioration but no contrast improvement. Rather than adding
aberrations on top of aberrations, I took the path of NCPA correction in VLTI and in GRAVITY. In
this sense, my approach is the same as single-telescope exoplanet imagers where a lot of effort have
been put into correcting NCPA over the past few years (N’Diaye et all 2016} |[Vigan et al., [2022;
Haffert et al., 2023]).

5.7.1 Harmonic modulation technique

I used the Zernike harmonic modulation technique to measure NCPA on IRIS and GRAVITY.
This method has been used by Julien Woillez on NAOMI/IRIS in 2018 and by Henri Bonnet on
CIAO/GRAVITY-FT in 2016. To my knowledge, it has never been published. The method is based
on amplitude modulation for rejecting low frequency noise, here are the details. Starting from the

Maréchal approximation:

_ 20 (5.34)

max

~

with Inax the peak intensity in the image without any aberrations, and o the rms amplitude of the
NCPA in wavelength unit. Under the small o assumption, the first order expansion gives:

I(0) = Ipax + po?, (5.35)

with p a constant. Introducing a temporal modulation of the aberrations as pu(t) = R(t) + ¢ cos(w1t),
with R(t) a slow ramp, we obtain:

I(o + p,t) = Imax + p(0 + R(t) + qcoswit)? (5.36)
2 2 21t
= Imax +plo + R(1)]* + % + 2pg[o + R(t)] cos(wit) + pqcoz(wl). (5.37)

If we apply a band-pass filter to select the frequency fi; = %+, we obtain the signal W (t):

o
W (t) = 2pqlo + R(t)]. (5.38)

If there is no NCPA (o = 0), the measurement W (¢) is in phase with the ramp R(t). If o # 0, we
measure a shift between the measurement and the ramp of the amount of the NCPA amplitude. By
modulating with f;, we take advantage from the lower noise level at high frequency compared to low
frequency. This method is especially relevant at VLTI where we measure the NCPA on top of jitters

from the tunnels seeing.
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Implementation wise, I followed the scripts developed by Julien Woillez for NAOMI. The adaptive
optics is used to inject the modulation p(t). More specifically, it is injected as a perturbation sequence
in the reference slopes. For example for one Zernike mode, the modulation injected is shown on
Fig. Rather than a simple amplitude ramp, we take a slow sine wave for R(t). It creates ramps
that cross the zero at least three times during the modulation. The amplitude of the sine wave
determines the maximal NCPA amplitude that is possible to measure.

Adaptive optics loop cycles
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Figure 5.28 — Example of modulation p(t) applied for NCPA measurements. f; =25 Hz, ¢ = 0.3 pm, and
R(t) = gsin(Zt[s]).

I coded a simulation model for this NCPA detection technique, again using HCIPy. Figure [5.29
shows the simulated intensity injected in the SC fiber (centered on the beacon) if there is no aberration
detected, and if an aberration is detected. The intensity is a quadratic estimator of the wavefront
aberration, hence the doubled frequency of the slow ramp modulation. If there is no aberration
, the maxima of intensity for the slow modulation is reached when the slow modulation crosses
zero (t =1, 2 and 3 s). If an aberration is detected , the maxima of the slow modulation are
not regularly spaced anymore.

1.0 1
‘ | il

S ARH R (IBRERRE S H" I’ lH }’
Q i Ak I a
£ 08 | | It | W | 'H it J‘ |
> >
2 06- | | | | i ]
g I \‘ | I “H‘ | | } g |
) = Il ‘
g g

0.4

0 1 2 3 4 0 1 2 3 4
Time [s] Time [s]
(a) No aberration detected (b) Aberration detected

Figure 5.29 — (Simulations) Intensity injected in SC during the modulation: without NCPA (a) and with a
static NCPA (b).

Using a Butterworth band-pass filter with cutoffs at f; + %, we obtain the demodulated signal
shown on Fig. The position of the downward peaks indicate the mode amplitude that maximizes
the Strehl along the ramp R(t). Finally, we correct the NCPA with the corresponding opposite offset
in the reference slopes.
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Figure 5.30 — (Simulations) Demodulated signal at f; with and without aberration.

During my first three months at ESO learning on NAOMI, I performed a lot of these NCPA
measurements on IRIS and the AT. As I was in a training process, I do not want to draw too much
conclusion from it. Still, I proved that despite the multi-mode beacon of the AT, the script was able
to retrieve the amplitude of injected Zernike modes from Noll#4 to 15. NCPA measurements and
correction on the AT are currently not performed on operation, but there is no technical showstopper
against it. On AT2, I measured around 40 nm rms NCPA from Noll#4 to 15. On AT3, I measured
around 110 nm rms NCPA. These average amplitudes were consistent on a week timescale.

5.7.2 NCPA from UT to IRIS

General setup I used some of my technical daytime to run the NCPA script on IRIS from UT2,
with modal injection on CIAO. For this, I ran IRIS at K-band with DIT=5 ms. So the camera
provides a sampling rate around 200 Hz that is enough to capture the f; = 25 Hz without attenuation.
There is a tip-tilt tracking mode at VLTI that uses IRIS as a position sensor and sends commands
to the FSM of the STS, it is called lab guiding. This mode is not offered when observing with
GRAVITY (see Sect. . For this reason, I chose to perform the NCPA tests on IRIS without
lab guiding. These tests show if NCPA measurements are possible without tunnel seeing control.
On IRIS, I used two different ways to obtain the intensity along the modulation sequence: either
taking the value of the brightest pixel at each frame (“max pix.” technique), or taking the value
of the brightest pixel on the average sequence (“fixed pix.” technique). The “max pix.” technique
follows the brightest pixel along the sequence, and then is expected to be more robust to tip-tilt
jitter. The “fixed pix” technique is closer to the situation in GRAVITY, where the SC fiber samples
only one fixed position of the field.

NCPA measurement Figure [5.31] shows the demodulated signal for 12 Zernike modes tested in
a row with the “fixed pix.” flux. The noise level can be seen at the very beginning and end of the
sequence. The demodulated signal is obtained well above the noise. After analysis of the position of
the downward peaks, it gives the NCPA measurement shown on Fig. (blue dotted line).
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Figure 5.31 — Demodulated IRIS signal sequence with the “fixed pix.”, for 12 Zernikes modes from Noll#4 to
15, at 13:12 (CL) on 2023-05-29. UT2.

I performed two NCPA measurements on UT2 at 28 min interval, without applying correction in
between. The NCPA measurements at the two times, and using the two “fixed pix.” and “max pix.”
methods, are shown on Fig. [5.32l Measurements are overall consistent in time, apart for Noll#6
(vertical astig.) that is measured with more than 40 nm rms difference. This is comforting for both the
measurement method, that seems to bring consistent results, and for the NCPA temporal variation,
that seems to not drastically change in 30 min. I did not measure a significant change in the tunnel
seeing power spectrum between the two measurements. However, the “fixed pix.” reduction is close
to the “max pix.” reduction at 13:12, and more deviant at 13:40. In this measurement and many
others on GRAVITY-SC, I noticed that the astigmatisms and comas are the modes that are the
most disturbed by tip-tilt jitter during measurements. The average NCPA of UT2 are measured
around 60 nm rms. After iterative correction (1 or 2 iterations), I reduced the NCPA to 30 nm
rms. Henri Bonnet conducted similar tests in 2016 and achieved 4 nm rms residuals on the UT. I
believe that the difference with my tests comes from the use of a fast lab guiding during the NCPA
measurement. I did not test it.
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Figure 5.32 — Comparison of NCPA measurements taken 28 min apart on IRIS from UT2 the 2023-05-29.
Another short sanity test, I introduced a 100 nm rms coma on a corrected wavefront to check the

method ability to measure and correct a known mode. With both “max pix.” and “fixed pix.” the
coma was retrieved at 75 nm rms. The applied correction fixed part of the coma injected and thus
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validated the measurement /correction scripts. As long as the aberrations are measured and corrected
with the right sign, iterations of the method shall converge to a flat, unaberrated wavefront.

Conclusion on the tests Technically, I concluded from these tests that the modulation amplitude
is better set to ¢ = 0.2 pm rms than 0.1 pm rms that gives a weak signal hard to demodulate.
Generally, I concluded that NCPA measurements were possible without tunnel seeing control but

the correction seems to floor around 30 nm rms residuals.

Future NCPA measurements and correction to IRIS is part of the commissioning plan of GPAO,
and this action item is for me. I expect it to be easier than the tests described here. First, it can be
conducted in a single-beacon on-axis mode automatically provided by a template, rather than the
time consuming manual dual-beacon off-axis used here on CIAO. Second, GPAO has a dedicated
command to inject modal offsets in reference slopes (like NAOMI), it makes modal injection more
reliable that the multiple step process I use here. Finally, for these measurements I will use the IRIS
lab guiding that will stabilize the measurements. Surely, the GPAO NCPA correction on IRIS will
be included as an operational step of the VLTI startup performed every afternoon before UT runs.

5.7.3 Enabling NCPA measurements to GRAVITY-SC

Correcting NCPA on IRIS is a first step, but not my goal. I want to correct the aberrations
down to the GRAVITY SC arm, and cover the full non-common path between the adaptive optics
wavefront sensor and the science injection. These measurements have never been performed before.
The closest measurements were made by Henri Bonnet and Frank Eisenhauer during an afternoon of
the GRAVITY commissioning in 2016. They used the harmonic modulation technique described
earlier to measure the NCPA between CIAO and the GRAVITY-FT arm. They repeated the
measurement with different angles of the GRAVITY derotator. They measured low-order aberrations
of approximately 100 nm rms amplitude, where a coma following the derotator angle contributes to
75%. They did not venture into correcting these NCPA, and the internal report mentions a possible
uncertainty on the scaling of NCPA up to 40%. We expect similar amplitude aberrations in the SC
arm that is fed by similar off-axis parabola; however, the aberration content can be different from
FT to SC. Either way, it was not an obstacle to science observations since the MACAO residuals
on-sky were already around 300 nm rms. This is why during six years there was no further effort in
correction of GRAVITY aberrations. But with the GRAVITY+ coming upgrade and my experiments
on SCAR modes on internal beacons, we identified it as a serious limitation for high-contrast. The
new adaptive optics will provide on-sky residuals around 160 nm rms, and the internal aberrations
will be a significant limitation to Strehl.

Need for a fast detector The detector framerate is crucial for the NCPA measurement. Equa-
tion [5.37] shows that with a modulation at f; = 25 Hz the intensity at the focal plane contains the
frequency 2f1. We want to avoid aliasing and damping in the measurement of these frequencies, so
it requires a detector framerate of at least 200 Hz. In 2016, the NCPA measurements were possible
on the FT because there are read-out modes of the SAPHIRA detector (Finger et al., 2016b]) that
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can run at up to 1.2 kHz. Using operational modes, it was possible to record the intensity on the
camera during the modulation sequence and deduce the NCPA amplitude. However the SC detector
is a HAWAII-2RG (Loose et al., 2003 whose operational modes run at best at 5 Hz. For this reason,
the NCPA measurements in SC are more difficult and were never conducted. But this is not the end

of the story. There is a way to speed up the HAWAII-2RG framerate and I took it upon myself to
implement and test it (with the precious help of Leander Mehrgan and Julien Woillez).

Implementation Indeed, the HAWAII-2RG is a 2048 x2048 detector whose maximal frame rate
depends on the number of lines read in the direction perpendicular to the outputs (Fig. . The
operational modes read 2048 x512 pixels and reach minimal DIT of 0.2 s. I did short tests showing
that reading only one line (2048x 1), we can achieve DIT of 1.1 ms. At ESO, the cameras’ software
are unified under the New General detector Controller (NGC). On the NGC panel of the SC camera,
it is straightforward to take an existing mode and change the read-out window size to speed-up the
read-out. What we wanted to do here is less straightforward. We wanted to read six different windows,
each centered on the spectrum from one baseline. This has three advantages. First, we collect more
flux than reading only one line, as the light from one telescope Nasmyth beacon will light three
baselines among the six we read. Second, I do not have to change the windows’ parameters when I
work on different telescopes. Third, by reading the 6 baselines, it is possible to build an interaction
matrix and extract separate flux from each telescope if we measure NCPA on all telescopes at once.
I did not test this last point. In all the following tests I worked only on one telescope at a time.
However, operationally it would make sense to measure the NCPA on all four UT at once, and save
substantial amount of time. Leander Mehrgan had sequencer files to read several separate windows
on a HAWAII-2RG in an uncorrelated mode. It has only been tested in laboratory and never on an
ESO instrument. With his help and the help of Julien Woillez, I implemented it in the GRAVITY-SC

camera software.
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Figure 5.33 — Adapted from Figure 3 of [Loose et al| (2003). HAWAII-2RG detector in the 32 output
configuration. Red lines represent the position of the 24 GRAVITY spectra (6 baselines x 4 ABCD outputs).
Blues lines represent the lines read by my fast-read-out mode.
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Fast-SC tests 1 tested the highest framerate we can achieve with this 2048 x6 read-out mode.
There is no timestamp associated to the different frames. So, for this, I propagated the Nasmyth
beacon from one UT to GRAVITY and ran a NCPA modulation on CIAO. I expected to see the
f1 = 25 Hz peaking in the flux. Indeed, computing the power spectral density and adjusting the
sampling frequency such that the main peak in the spectrum is at 25 Hz, I found a frame time of
3.06 ms (framerate 327 Hz). It precisely matches the DIT given on the NGC panel. This test proves
that the framerate is high enough for the NCPA measurements. I also wanted to make sure that I
received enough flux on each frame. In MEDIUM resolution mode, the spectrum is spread over 233
pixels. For my measurements, I rather choose the LOW resolution mode of GRAVITY, this way
the light is concentrated on 5 pixels and is higher above the read-out noise (see Fig. . On a
2048 x 1 read-out mode with DIT 2 ms, I set the Nasmyth beacon of UT4 at 100% power, and I
measured on average 1000 ADU on the brightest pixels. The camera noise was at 34 ADU rms on
the same measurement. I conclude that the UT beacon at full power sends enough flux to have a
high SNR signal on the SC camera with fast-read-out mode. Still, the transmission can vary by 50%
from one UT to another, so I always checked that I received enough flux for my test, and that it
did not exceed the 45000 ADU limit. Above this limit the detector can have a non-linear response.
However, enough flux on the fast SC camera is too much flux for the acquisition camera that has a
DIT=0.7 s. I need the acquisition camera during the NCPA measurement for the slow field guiding
to ensure that the SC keeps centered on the beacon. So, I put a neutral density filter before the
acquisition camera that reduces the flux by 10 mag. This way, the flux received do not saturate the
pixels but is enough for tracking.

Side effects The fast read-out mode for the GRAVITY-SC detector comes with undesired side
effects. The most problematic one is frame losses. With the 2048 x6 mode at 327 Hz, the FITS files
never contain the number of NDIT requested before the acquisition. The actual number of NDIT
seems random and from 7 to 10% less than the number of frames requested. I investigated for these
lost frames on the GRAVITY calibration unit. Thanks to the Tip-Tilt Piston mirror (TTP) in
GRAVITY, I can inject a step function that periodically moves the beacon position in the field to a
different position. As the SC fiber position is fixed, the injection in the SC follows the step function
injected by the TTP. When I do this test, I can see that the steps recorded by the SC are uneven.
This shows that frames are lost during the sequence, and sometimes a group of frames (second
oscillation on Fig. . As we have seen before, the NCPA measurement relies on the position of
downward peaks along the sequence. So, the frame losses’ problem will certainly impact the position
accuracy, and bias the measurement of the Zernike mode amplitude. I observed that increasing the
DIT to 55 ms (instead of 3 ms) reduced the number of frame losses to 1 to 2% of the total. We still
found no solution against this problem, one possibility is a bad interaction with the SC real time
display that cannot follow the high pace. In the following measurements, I will keep the DIT=3 ms
despite the frame losses. Another undesired side effect appears, switching from an operation mode
to the fast-read-out mode, and back to an operational mode, the real time display of the SC camera
appears scrambled. A restart of the NGC server solves the problem, but the cause of this problem
must be found if the fast-mode is routinely used in the future.
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Figure 5.34 — Intensity in SC when a step function is injected with the TTP.

Parameters tuning For NCPA measurements, I obtained the flux injected in the SC by identifying
the pixel of the (2048 x 6) image that has the maximal standard deviation along the sequence.

Then, I sum all pixels value in a (5 x 6) window centered on the maximal standard deviation pixel
(Fig. [5.35).
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Figure 5.35 — Standard deviation (taken on the temporal axis) of the pixels value on the fast-SC image on a
NCPA modulation on one UT. Pixels are numbered relative to the pixel with the highest standard deviation.
The vertical red lines delimit the region where I sum the pixels value to extract the flux.

After the implementation of the new read-out mode, I experimented different parameters ¢, T
and f1, for the NCPA modulation p(t) = g[sin(25t) + cos(2 fit)]. I wanted to find the parameters
that provide the cleanest signal. This is compiled in Table I call good signal, a demodulated
signal where the three downward peaks are clearly identified for all modes from Noll# 4 to 15 (for
example Fig. . I call noisy signal, a demodulated signal where the downward peaks are not easy
to identify, and where the beginning and end of the modulation is not clear.
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Table 5.3 — Best parameters for the NCPA modulation

Parameter Values Comment
q 0.1 pm rms Noisy signal
0.2 pm rms Good signal
0.3 pm rms Good signal

The modulation amplitude ¢ determines the highest NCPA amplitude the method can measure.
But I expect a too high ¢ amplitude to provide less precise measurements of low amplitude
aberrations, because of the steepness of the ramp. In the following, I chose ¢ = 0.3 pm rms for
modes with Noll#< 7 that are more susceptible of reaching high amplitudes, and ¢ = 0.2 pm for
higher order modes.

fi 10 Hz (SC detector set to DIT=5 ms) Good signal

25 Hz (SC detector set to DIT=3 ms) Good signal

I see no significant influence of the f; frequency on the demodulated signal. In the following, I use
f1 = 25 Hz to remain in a zone where tunnel seeing has low tip-tilt power (see Sect. m

T 2s Good signal
4s Noisy signal
8s Noisy signal

I found the period T of the slow ramp to provide a better signal when kept short. It makes a
steeper ramp and I think that, in a noisy environment, it helps for identifying the ramp point that
maximizes Strehl. Even if, like for high amplitude ¢, it might provide less precise measurements of
low amplitude modes. In the following, I use T' = 2 s.

With this harmonic modulation method and a fast detector to measure the signal, I could then
measure the NCPA down to the GRAVITY-SC.

5.7.4 NCPA from UT to GRAVITY-SC

The two last technical time periods I participated during my PhD were in October 2023 and
January 2024. During these sessions I managed to obtain the first NCPA measurements from one
UT to the SC. In the following, I specify the UT number together with the GRAVITY input (GV)
investigated. Each GRAVITY input leads to a separate fiber coupler, and we expect the off-axis
parabolas of the fiber couplers to contribute significantly to NCPA. During technical time, each UT
beam can be addressed to any GRAVITY input but I always kept the operational addressing rule
(UT1/GV4, UT2/GV3, UT3/GV2, and UT4/GV1). For my first attempts of NCPA measurements
in GRAVITY, I was proceeding as on IRIS with 12 Zernikes modes measured per sequence with one
modulation for each mode. I soon realized that measurements in GRAVITY-SC were more difficult
due to tunnel seeing noise and detector frame losses. So, I rather performed several measurements of
each Zernike mode, always starting from the lowest order. Also, I developed a HCIPy simulations
of this technique applied to the GRAVITY fibers. It shows that Zernike modes are not orthogonal
considering their impact on the injected flux. In these conditions, it is preferable to measure and
correct the modes one by one, instead of several modes together.

First defocus measurements In October 2023, I spent a lot of effort in getting the system in the
right configuration, and exploring the best modulation parameters (Table . It paid back at the
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end of the technical time week, when I could achieve the first defocus measurement and correction
in the SC with the harmonic modulation technique. It was on UT1/GV4 and Fig. shows the
demodulated signal for 12 measurements in a row. The repetition of two close peaks and a big gap is
typical of a strong aberration detected, here a defocus at —140 + 29 nm rms (the uncertainty is the
standard deviation of the 12 measurements, Fig. . I corrected for this defocus and repeated the
measurements. I obtained the demodulated signal of Fig. whose regularly spaced peaks are
typical of low or zero aberration detected. After correction, I measured a residual 17 + 37 nm rms

defocus (Fig. [5.37)).
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Figure 5.36 — Demodulated SC signal sequence with 12 successive defocus measurements. (a) Defocus of
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Figure 5.37 — Defocus amplitude measured before and after correction on UT1/GV4 the 2023-10-26. Horizontal
lines show the average amplitude for both sequences.

A defocus correction of this amplitude has a drastic impact on the Strehl, and so on the amount
of injected flux. Averaging the collected flux over 12 s, outside the modulation sequences, I measured
on average (1.65+ 0.24) x 10* ADU before correction and (1.96 +0.14) x 10* ADU after correction. It
corresponds to +15% of flux injection and is an additional confirmation that the defocus correction
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was effective.

Higher-order NCPA In January 2024, I had some technical time to expand the NCPA measure-
ments to higher order modes and, if possible, several UT. First, I had a run on UT1/GV4 where I
measured NCPA from Noll#4 to 9. The summary of the measurements are in Appendix Table
This time I did not measure a strong defocus but the main aberrations were an astigmatism and a
trefoil around 85 nm rms and a coma around 60 nm rms (Fig. . For the six modes measured,
the total amplitude is 139 + 9 nm rms. It is an expected amplitude for the NCPA from a UT to
the fiber coupler since it is close to the 100 nm rms measured by Henri Bonnet in 2016 on the FT.
For some reason, my script for correcting the NCPA via modal offsets in the CTAO slopes was not
effective during the January technical time. I could not identify the problem, but extensive debugging
was not required since the next time I will make these measurements it will be on GPAO. And
GPAO has a dedicated command for modal offsets injection.

The next day, I performed the NCPA measurements on UT3/GV2. This time, I made a first
sequence from Noll#4 to 7, and I repeated the measurements from Noll#4 to 11 (spherical). The
detailed NCPA amplitudes are in Appendix Table I measured a strong defocus of around
-220 nm rms. I could also see it on the PSF showed by the acquisition camera, it means that this
aberration was not totally caused by the fiber coupler but probably comes from the beam provided
by VLTI. During the same technical time week, Julien Woillez and Taro Shimizu investigated a
flux problem on the same UT3/GV2; in operation it received significantly less flux than the other
UT. My independent measurement of the NCPA seems to point to a focus problem. As shown by
Fig. the measurements from the two sequences are consistent. On top of defocus, I measured
a 100 nm rms coma and a 50 nm rms trefoil. It adds for a total of 251 + 7 nm rms, that is much
more than expected but certainly because of the strong defocus. Removing the defocus contribution,
I obtain total NCPA around 120 nm rms, that is closer to the expected NCPA amplitude in SC.
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Figure 5.38 — NCPA measured on Nasmyth beacon of UT1 the 2024-01-23 (a) and UT3 the 2024-01-24 (b)
using modulations on CIAO.

Tunnel seeing The measurements on UT1 and UT3 showed the influence of tunnel seeing on the
NCPA amplitude error. On UT1 at 22:00 (Paranal time), the average error on modes amplitude was
14 nm. On UT3, 19 hours later, the average error on the same modes’ amplitude was 25 nm. I could
link it to the variations in the flux injected in the SC during the two sessions. Figure shows
the power spectral densities of the SC flux for UT1 and UT3. It shows that the flux variation in
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UT3 contained more power than in UT1 in the range from 1 to 60 Hz. Specifically, the power is 3
times higher on UT3 than UT1 at the modulation frequency f; =25 Hz. The power gap reaches
one order of magnitude from 4 to 10 Hz. The conditions in GRAVITY were the same during the
two tests, so the difference in the noise amplitude comes from VLTI. It seems that the discrepancy
comes from the delay line position that made a longer tunnel path on UT3 measurement than UT1
measurement. An internal document (VLT-TRE-GRA-15880-7501) shows that the path length in
the tunnels can have this effect on the tip-tilt power spectral density between 1 and 10 Hz. This test
shows that the tunnel seeing has a direct impact on NCPA measurements precision. It highlights
why it is preferable to have a modulation frequency at 25 Hz instead of 10 Hz. It also indicates that
future NCPA measurements from the coudé adaptive optics to GRAVITY must be performed with
delay lines at the shortest path position.
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Figure 5.39 — Power spectral densities of the flux injected in SC in UT1 the 2024-01-23 and in UT3 the

2024-01-24. We have no explanation for the 70 Hz peak, but it was also seen in piston by the team working on
VLTI vibrations.

Conclusion These NCPA measurements on the UT are a work in progress. It has shown that
the frame losses in the SC fast read-out mode did not prevent the NCPA measurements. It has an
impact on the measurements error, but I was not able to quantify it. However, the tunnel seeing
has certainly an impact that seems to dominate the measurement error budget. Back to our overall
goal, we want to pave the way before GPAO. With the new adaptive optics installed, there might be
commissioning time to conclude on the temporal variability of the aberrations, and possibly add an
operational routine to correct them (Sect. .

5.8 Stabilize the wavefront

From wavefront control simulations to NCPA measurements on GRAVITY, everything converges
to the need for a stable diffraction limited wavefront. The amount of residuals from the rapidly
changing atmosphere will be determined by the GPAO design and its successful commissioning by
the team. During my PhD, I focused not only on the NCPA but also on other disturbances that
are not corrected by the adaptive optics: corrections of the VLTI tunnels seeing (Sect. , and
correction of the expected low-wind-effect (Sect. .
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5.8.1 Tunnel seeing control

The VLTI tunnels are not in the vacuum: when the UT are open at night, one can even feel a
breeze inside due to the chimney effect. This air flow induces turbulence and disturbs the wavefront
in a path that is not seen by the adaptive optics. Pfuhl et al. (2014)) quantified that tip-tilt represent
90% of the wavefront error caused by the tunnels. In GRAVITY, a slow field guiding (sampling rate
1.4 Hz) is provided by the acquisition camera. It measures the position of a bright object in the field
and sends commands to the TTP or the STS mirrors for a correction. Anugu et al.| (2018) quantified
the typical average residuals to 10 mas rms on-sky on UT.

Limitation for dark-hole depth I have shown in the previous section that the tip-tilt jitter
from the tunnels was the main contributor to noise in NCPA measurements on GRAVITY. I ran
simulations that show that the dark hole created by phase apodization is also sensitive to the tip-tilt
jitter. Figure shows how the SC injection is affected by jitter, both in no apodization and SCAR
mode apodization conditions. It shows that increasing jitter from 2 to 10 mas rms makes the dark
hole created by a SCAR mode less deep by almost two orders of magnitude at 105 mas. Even without
apodization, the tip-tilt jitter affects the first zero of the injection pattern at 80 mas by one order
of magnitude. This demonstrates that even with no residual aberrations from the adaptive optics,
the tip-tilt jitter from the VLTI tunnels can significantly deteriorate the apodization impact on SC

injection.
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Figure 5.40 — (Simulations) Injection in SC for different amount of tip-tilt jitters. Without and with SCAR
apodization over the UT pupil. The curves are the average over the K-band (20% bandwidth).

Limitation for dark-hole implementation Another limitation from the tunnel jitter is huge
flux variations in the SC injection when it is not centered on the star (or on the beacon). Figure
shows the injection variations I measured, on UT beacon, along 45 s sequences at four different
separations from 0 to 125 mas. The flux when the fiber is centered on the beacon do not vary by more
than 5%. However, when the fiber is at 61 mas separation or more, the flux injected vary by around
40% from one exposure to another (DIT=3 s). It is a big limitation for iterative wavefront control

techniques that would require to measure and decrease the off-axis injected flux. This test shows that,
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even on the UT internal lamp, it would take averaging exposures on at least one minute to obtain
flux values with less than 10% variations. In these conditions, with 3 iterations on 5 acquisitions
(e.g. 4 probes plus one flux measurement) and the necessary overheads for reduction and sending
commands, it would take 20 to 25 min to dig a dark-hole in the SC. This test was performed without
the acquisition camera slow-guiding, further tests would show if it reduces the variations significantly.
I checked if the off-axis flux variations on the IRIS camera were of similar amplitude. I measured the
pixel values at 60 mas (2 pixels) from the PSF core along sequences with similar DIT=3 s. The flux
variations on IRIS are of the same amplitude as on GRAVITY-SC. I conclude that there is not a
specific sensitivity of the SC fiber injection to tunnel seeing compared to a focal plane camera.
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Figure 5.41 — Variations in SC injection measured on the UT2 Nasmyth beacon during sequences of 16x3 s
DIT. The intensity of each sequence is normalized by the average of the sequence.

Jitter amplitude According to the ESO internal document already mentioned (VLT-TRE-GRA-
15880-7501: GRAVITY Technical Note on VLTI induced tip tilt), the average amount of tip-tilt
jitter induced by the VLTI tunnel atmosphere is 15 mas rms (angle of UT on sky) and can peak at
19 mas rms. They measured that the power spectral density of the jitter followed a power law in f~2
from 0.01 to 10 Hz, and f~/3 above 10 Hz. It indicates that most of the jitter power lies below
10 Hz. It is in accordance with my measurement of the spectral density of the flux injected in SC
on-beacon (Fig. [5.39). These measurements show that a control solution for the frequencies below
10 Hz would already correct most of the jitter.

The abandoned system The initial design of GRAVITY included a fast-guiding system
. The principle was: a laser at 658 nm is focused on the optical axis on the FSM mirror
at the STS level (Fig. . In GRAVITY, a positional sensitive diode collects the laser flux at up
to 3.3 kHz and sends the opposite tip-tilt command to the TTP. To avoid vignetting of the science
beam, the laser injection makes an angle of 5.8° with respect to the optical axis. So the effective
flux that propagates to VLTI is issued from the scattering cone created by mirrors’ imperfections.
This system was installed in GRAVITY and in all UT and AT. Unfortunately, despite the efforts
in adjusting the lasers’ position to find the optimal scattering, the flux on two UT was too low to
bring any improvement (Table . As the tip-tilt jitter did not appear to be a major problem in
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operation, no more effort has been put to make the fast-guiding system work. The advent of GPAO,
together with the growing importance of the exoplanet science case, brings a new interest for this

system.
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Figure 5.42 — Principle of laser injection on the STS FSM mirror. Flux on the optical axis relies on the
non-specular diffusion of the laser spot.

New birth With the precious help of Frank Eisenhauer, I spent some technical time to check if
the system was still in place. The last tests were done in 2017 and we wanted to check that lasers
and positional diodes were still working. The GRAVITY calibration unit includes a visible source
for internal tests of the guiding system. From the internal GRAVITY tests, we saw that the diodes
were still operational, receiving from 2.5 to 3.5 V from the visible lamp (nominal on UT is 2 V).
We also confirmed that the software for the control loop was still operational. The diode provides
measurements at 3.3 kHz but we do not use it at that rate. To go back to the 2017 setup, we adjusted
a parameter to smooth the diode signal with a 1.2 ms moving window average. Thanks to this
adjustment, we managed to close the fast-guiding loop with the same pure integrator gain as used
in previous reports. Then, I ran tests by injecting a tip-tilt disturbance on the TTP (disturbance
called ”atmosphere normal” in GRAVITY), and corrected it with different integrator gains of the
fast-guiding. To have a truth sensor to ensure that the fast-guiding loop reduces the tip-tilt jitter, I
modified the number of lines read on the acquisition camera, a Hawaii-2RG also. This way, I was able
to run it at 100 Hz framerate on the field image instead of the operational 1.4 Hz. The results of these
tests are on Fig. It proves that the loop corrects the tip-tilt jitter with a cut-off frequency at
10 Hz. As seen by the acquisition camera, the amount of XY jitter is 50 mas rms on the perturbation
alone, and 20 mas rms with the loop at gain 600 (arbitrary). I tested loop gains 1000 and 1200, the
loop still converges but the power spectral density shows no significant improvement compared to
gain at 600. Without perturbation injected, I measured XY jitter at 1.8 mas rms. Closing the loop
at gain 600 adds some noise in the tip-tilt, I measured a total 2.0 mas rms. The noise increases with
loop gain, reaching a total 2.8 mas rms at gain 1200. This amount of loop-noise jitter is still below
the actual 10 mas rms we have in operation. Reaching this noise floor of 2 mas rms would already be
a great improvement. Overall, these tests motivate to use a maximal gain of 600 if the diode receives

sufficient flux from the guiding laser (around 2 V).
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Figure 5.43 — Power spectral densities of the tip-tilt jitter on the GRAVITY calibration unit, (a) as seen by
the positional diode, (b) as seen by the acquisition camera. The TTP injects a perturbation (blue) that the
fast-guiding system corrects in function of the gain (arbitrary value).

Injection status I conducted these fast guiding tests in January 2024, during the last technical
time week I participated. All these tests were on the GRAVITY calibration unit and I had no time
to replicate the fast-guiding tests on the real UT guiding lasers, with the real VLTI tunnel seeing.
Still, during a previous technical time, I measured the flux received on the diodes from the four UT
and compared it to the values recorded in 2017 during the GRAVITY commissioning (Table .
We still receive enough flux from UT1 and UT2 to close the loop in a nominal regime. The flux from
UTS3 increased since 2017 but does not reach a value sufficient for effective guiding. The flux from
UT4 is detected but at a very low level. Comparing the position of the spot on the diode to the

diode field-of-view, I concluded that UT4 is almost off and would need recentering.

Table 5.4 — Voltages received from the guiding laser on the positional sensitive diodes

Laser off Laser on Laser on
October 2023 2017 October 2023
UT4 0.004 V 0.20 V 0.077V
uT3 0.005 V 0.46 V 0.68 V
uT2 0.008 V 141V 1.55V
UT1 0.008 V 220V 211V

Conclusion With this technical time work to revive the fast-guiding system, Frank Eisenhauer
and I managed to bring the system back to its 2017 state. Here, we reach the limit of what we can
do remotely from Garching, so the next actions will be in Paranal. The limitation is still the amount
of flux received from UT3 and UT4. The first thing to do, is to recenter UT4 laser and check if it
brings more flux to the corresponding GRAVITY diode; second, try to adjust the laser position on
all UT (priority to UT3 and UT4) and see if we can improve the flux received. If these actions prove
not sufficient, one way forward will be to use more powerful lasers (actually 60 mW) and adapt the
baffling to cancel unwanted scattering effects. It is not officially part of the GPAO commissioning
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plan, but I hope I can spend some of my time in Paranal during commissioning to push forward to a
fast-guiding system that is ready for operation. On the UT1 and UT2 that receive enough flux, it

would be interesting to activate the fast-guiding and measure its impact on-beacon and on-sky.

Alternative solution We also imagined a completely different way to damp the tip-tilt jitter. We
thought about using the IRIS lab-guiding in parallel with GRAVITY. There is space between the
actual feeding optics that directs the VLTI beams to GRAVITY (Gravity FO in Fig. . We
could add dichroic beam-splitters to send the H and K-band to GRAVITY but let the J-band go
through to IRIS. As discussed previously, IRIS can be used as a sensor for a VLTT lab-guiding system
that can operate to 1 kHz if it receives enough flux. IRIS is an infrared camera and I can confirm
that it does not see the GRAVITY fast-guiding visible lasers. This guiding method would rely on
the star flux. As the favorite targets for ExoGRAVITY are bright nearby stars, there is certainly a
range where the IRIS lab-guiding system can be used to reduce the jitter. I made on-sky tests on
the AT showing that on a J=5.8 mag star we can close the IRIS guiding loop with DIT down to
40 ms (25 Hz rate). On a J=3.6 mag star, the minimal IRIS DIT was 8 ms (125 Hz). Accounting
for the 3 mag difference, on the UT we could run IRIS at 125 Hz framerate on stars brighter than
J=6.6 mag. This IRIS+GRAVITY path is not favored at the moment, but it can be a back-up plan
if the GRAVITY fast-guiding is a dead-end.

5.8.2 Low-wind effect control

With advent of GPAO, another problem might appear and challenge the wavefront stability: the
low-wind effect. It was the topic of my four months Master 2 internship at IPAG with Jean-Baptiste
Le Bouquin and Julien Milli in 2021. It also occupied a significant fraction of the first six months of
my PhD.

Physical explanation This undesired effect falls under the category of dome-seeing effect. It
appears when the wind speed is low at the UT aperture level. The metallic spiders holding the
secondary mirror radiate their heat to the clear sky and measurements show that their temperature
is 1 to 3° below the ambient air temperature. If the air around the spiders is almost static, the heat
exchange with the metallic structure creates a colder laminar flow (Fig. . The temperature
difference creates optical path differences of the order of 100 nm along the spiders and aberrations

that are poorly corrected (or even amplified) by the adaptive optics.
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Figure 5.44 — Illustration for the low-wind effect. (a) Aperture and structure of the secondary mirror (M2) on
UT3 (photo N. Pourré). (b) Schematic for the thermal exchange at the spiders in low-wind conditions.

Search for solutions The effect was referenced already 75 years ago in |(Couder| (1949)), but it
is only when big 8 m telescopes were brought close to their diffraction limit that the effect really
obtained the attention of the astronomers. The effect appeared during SPHERE commissioning
in 2014 and was identified as the main limitation for the instrument (Sauvage et al., 2016)). Later,
it also appeared on the other high-contrast imagers of 8 m telescopes like Subaru/SCExAO and
Gemini South/GPI. Milli et al. (2018) used wind statistics and temperature measurements on
UT3/SPHERE to confirm the physical origin of the effect. They also described how the application
of an anti-radiative coating on the spiders reduced the low-wind effect occurence from 20% to
3.4% probability. Other solutions are investigated, including active control via focal plane wavefront
sensing (Wilby et al., 2018} Bos et al., [2020), robust coronagraph design (Leboulleux et al., [2022),
pyramid wavefront sensor solutions (Schwartz et al., [2018; Bertrou-Cantou et al.l 2022; [Engler et al.,
2022), and photonic lantern sensors (Wei et al., [2023]). The low-wind effect limitation is also a major
concern for the ELT instrumentation.

The aberrations induced by the low wind effect appears to fragment the PSF core and creates
bright side-lobes at the location of the first Airy-ring. Thus, the effect is problematic for direct
observations of planetary companions at short separations. For coronagraphic instruments like
SPHERE, it generates star light leaks out of the focal plane mask and reduces the maximum
achievable contrast level. On an interferometric instrument like GRAVITY+, it is expected to
increase the amount of stellar light coupled in the fibers at the planet position and affect the
detection limits and spectra SNR.

Simulations: reproduce the effect Before my M2 internship, the impact of low-wind effect on
Shack-Hartmann adaptive optics was poorly studied. I used adaptive optics end-to-end simulations
with HCIPy to better understand this impact and find active mitigation solutions for SPHERE
and GRAVITY+. From this research, I published an Astronomy & Astrophysics paper (Pourré
et al. 2022a)) and a SPIE proceeding (Pourré et al., 2022b)). My work started by creating a realistic
simulation of the SPHERE and GRAVITY+ adaptive optics on HCIPy. The two systems have
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a Shack-Hartmann wavefront sensor and similar design in term of number of actuators on the
deformable mirror (41 in the pupil diameter), in term of loop speed (~1 kHz), and of course they
operate on the same telescopes, the UT. In both cases, the control basis is the Karhunen-Loéeve modal
basis (KL). The benefit of using HCIPy is that it properly simulates the propagation of the wavefront
along the system, without linearization and small-phase assumption. It enables us to investigate
eventual second-order effects that would cause the bad correction of low-wind effect by adaptive
optics. The HCIPy package already includes example of SPHERE-like adaptive opticsﬁ, although it
did not include the possibility to inject petal phase discontinuities. With the help of Emiel Por, I
developed modifications to include UT pupil segmentation, this add-on was later included in HCIPy.
I injected low-wind effect aberrations as separated pistons and tip-tilts on the four quadrants of
the UT pupil separated by the spiders. With this simulation, I could reproduce the post-adaptive
optics residuals observed on SPHERE during low-wind effect nights (Fig. . The aberrations
were measured in 2014 with a Zernike phase mask called ZELDA on the IRDIS camera (N’Diaye
et al |2013b)). In the SPHERE measurement, it was puzzling that the adaptive optics was not able
to correct such low-order aberrations. For example, the piston-tip-tilt of Fig. are expected to
be seen by the wavefront sensor and corrected by the system. Being able to reproduce the effect in

simulation was a very encouraging step towards understanding the cause.
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Figure 5.45 — From [Pourré et al.| (2022b). Comparison between low-wind effect OPD observed on SPHERE
with the ZELDA Zernike sensor, and post-adaptive optics OPD from the HCIPy simulation.

At subaperture scale To understand why such low order aberrations can remain in the residuals
of the adaptive optics, I had to look to the wavefront sensor. More, the cause for these residuals
appeared at Shack-Hartmann subaperture scale. I ran simulations for the propagation of a wavefront
through a squared subaperture and computed the center of gravity of the obtained spot. Then I
tested how the spot diffraction and the centroid are affected by phase discontinuities and by the
presence of a spider obscuring part of the subaperture. I found that, for a discontinuity, measuring
the center of gravity on a restricted field of view brought completely wrong measurements of the
local phase difference in the sub-aperture. Figure shows an example of these simulations. It can
be summarized as:
e Fig. Flat phase in the sub-aperture, the spot is at the center of the field of view.
¢ Fig. Phase slope of 0.2 x 2 amplitude. On an infinite field of view, it would induce a
spot displacement of 0.2\/D. Here, due to the restricted field of view, the centroid is measured
at 0.19A/D (5% error).

Shttps://docs.hcipy.org/0.5.1/tutorials/ShackHartmannWFS/ShackHartmannWFS . html
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e Fig. Same phase slope, a spider obstruct 25% of the subaperture. The centroid is
measured at 0.10\/D (50% error).
e Fig. Phase discontinuity of 0.2 x 27 peak-to-valley amplitude. The centroid is measured
0.14\/D (30% error).
e Fig. Same phase discontinuity, obstructed by the spider. The centroid is measured
-0.08\/D (140% error, wrong sign).
The presence of the spider obstructing a phase discontinuity breaks the sup-aperture PSF on bright
side-lobes. As the side lobes can fall out of the field of view, the measurement can be greatly affected.
I investigated the influence of different spider widths on a 3.5\/D field of view (like SPHERE).
I found that the actual spider width on SPHERE (25% of sub-aperture width) was the worst to
measure a phase discontinuity, and we have the same aperture-to-spider width ratio on GPAO.
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Figure 5.46 — From [Pourré et al.| (2022b)). Illustration how a Shack-Hartmann spot and the corresponding
center of gravity (cog) are affected phase discontinuities and obscuration by a spider. (top) Phase in the
Shack-Hartmann sub-aperture. (bottom) corresponding spot. The white dotted line shows the center of the
field of view. (a) With flat phase. (b) with a phase slope. (c) with a phase slope obstructed by a spider.
(d) with a phase discontinuity. (e) with a phase discontinuity obstructed by a spider. d is the width of the
sub-aperture.

At adaptive optics scale To understand why it translates into uncorrected aberrations, we have
to zoom back to the entire adaptive optics. The Shack-Hartmann wavefront sensor is sensitive to
local phase slopes on the pupil. If one quadrant of the UT pupil is affected by a piston (petal-piston),
the sensor will detect it only via the sub-apertures affected by a phase discontinuity: at the edges
of the petal-piston. These sub-apertures are partially obstructed by the spiders and I have shown
previously that it leads to wrong phase step measurements. Therefore, the petal-piston is almost
not seen by the wavefront sensor, and then poorly corrected by the adaptive optics (example Fig. 5
in [Pourré et al., |2022a)). It was expected that the Shack-Hartmann was a poor piston sensor. For
residual petal-tip-tilt, the explanation is more subtle. A petal-tip-tilt is a constant slope over one
pupil quadrant and discontinuities on the edges (see Fig. [5.48)). The wavefront sensor is sensitive
to the phase slope in the quadrant but is poorly sensitive to the edge discontinuities. Figure
shows that a phase with no rotational (curl=0) over the pupil can generate a slopes map with
rotational (curl#0) after measurement by a Shack-Hartmann. In the first example (figure top), the
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phase is composed of a vortex that leads to a sharp discontinuity from 7 to —x rad on the top of
the pupil. The Shack-Hartmann makes a wrong measurement of the discontinuity and the slopes are
fully rotational. In the second example (figure bottom), the discontinuity is smooth enough to be
measured by the Shack-Hartmann, the resulting slopes map is non-rotational. This explains how
a bad discontinuity measurements can lead to curl patterns in the Shack-Hartmann slopes. The
deformable mirror is a smooth surface, i.e., mathematically, a differentiable scalar field. The curl of a
smooth differentiable scalar field is always 0, the deformable mirror cannot generate a mode with a
curl. The KL basis is a subspace of the deformable mirror’s possible modes, it does not include any
curl either. Therefore, a rotational slopes map provided by the Shack-Hartmann does not project on
the KL basis and results in no command to the deformable mirror. To summarize, there is two ways
for the adaptive optics loop to converge to non-zero low order aberrations on the wavefront: either
the aberration is not seen by the sensor, resulting in zero slopes for the command (petal-piston),
or the aberration induces a curl pattern in the slopes that do not project onto the control basis
(petal-tip-tilt).
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Figure 5.47 — Adapted from [Pourré et al.|(2022a). Schematic showing how a sharp phase step can be wrongly
measured by the Shack-Hartmann and introduce a curl in the slopes (bottom). A smoother phase is correctly
measured and result in no curl in the slopes (top).

Mitigation strategy I reproduced the problem of the uncorrected low-wind effect aberrations
and understood its origin. Then I developed an active control strategy to mitigate it. The previous
active solutions investigated for SPHERE relied totally on focal plane wavefront sensing (Fast &
Furious algorithm Wilby et al., [2018). My study shows that the Shack-Hartmann can also be used
to measure most of the modes. First, we had to decide which modes to correct. The commonly

used low-wind effect basis is composed of 11 modes, the 3 petal-pistons (global piston excluded)

and the 8 petal-tip-tilt (Sauvage et al., 2016]). After brainstorming sessions with Jean-Baptiste, we

found another basis composed of only odd and even combinations of petal-tip-tilts and petal-pistons
(Fig. |5.48)). Expressed this way, it appears that 2 modes do not contain discontinuities (Mode#4 and
Mode#38). It reduces the number of modes to control to 9, 3 petal-pistons modes and 6 petal-tip-tilts
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Figure 5.48 — From [Pourré et al.| (2022b). Proposed decomposition basis in odd and even modes for low-wind
effect aberrations.
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For the petal-tip-tilts, we have seen previously that the Shack-Hartmann was sensitive to them
in the pupil quadrant, but failed to measure them at the quadrant discontinuities. Getting the slopes
produced by the wavefront sensor only at the quadrants center, we can obtain a reliable measurement
of the petal-tip-tilt modes (Fig. [5.49)). This measurement can be projected on our low-wind effect
modal basis and applied as a correction to the deformable mirror command.
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Figure 5.49 — From [Pourré et al| (2022a). Shack-Hartmann slopes at adaptive optics convergence under
low-wind effect aberrations. (blue) slopes selected for the piston-tip-tilt control.

For the petal-pistons, the Shack-Hartman cannot help. The measurement has to rely on focal
plane analysis. The proposed new modal basis (Fig. decomposes the petal-piston in 2 odds
and one even mode conveniently. For this, I developed a rudimentary focal plane analysis that could
directly measure the odd modes#1 and #3. Even modes are inherently difficult to measure with
focal plane analysis because of the uncertainty on the mode sign. As we only have one even mode to
measure (Mode#2), I implemented a simple trial and error approach to find the right sign. All the

theory of this focal plane analysis is described in the Appendix B of [Pourré et al. (2022al).

Control loop implementation I implemented both petal-piston and petal-tip-tilt control loops
in the end-to-end adaptive optics simulation. Figure summarizes how the different loops interact.
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For the focal plane sensing, I simulated an H-band camera with 1.5 Hz framerate, in the spirit of the
SPHERE Differential Tip Tilt Sensor (Baudoz et al.,[2010) and the GRAVITY acquisition camera. In
the full adaptive optics simulation, the measurement of odd petal-piston modes proved robust but the
measurement of the even petal-piston modes was difficult to converge. The Shack-Hartmann provides
a measurement at a 1 kHz rate. I set the gain for the petal-tip-tilt control to 0.005 to temporally
decouple the atmosphere control to the low-wind effect control. Julien Milli and Jean-Baptiste Le
Bouquin analysed the ZELDA low-wind effect sequences and concluded that the aberrations’ variation
in time was mostly contained below 0.1 Hz. This is well in the control range of the Shack-Hartman
loop and close to the cut-off frequency of the focal plane analysis. We are confident that it would
significantly capture and correct the aberrations induced by the low-wind effect.
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Figure 5.50 — From [Pourré et al.| (2022al). Schematic of the proposed control loop against low-wind effect.
(blue) original adaptive optics loop. (red) slower loop for low-wind effect control. {d¢ is for integrators. F
is the operation that extracts the petal-piston modes amplitude from H-band images. SH stands for the
Shack-Hartmann. DM for the deformable mirror. S2PTT is the matrix from the slopes at the center of
quadtrants to the petal-tip-tilt amplitude. PTT2S is the matrix from petal-tip-tilt amplitude (KL smoothed)
to slopes command. PP28S is the matrix from petal-pistons (KL smoothed) to the slopes. S2K is the matrix
from slopes to KL basis. K2DM is the matrix from KL basis to deformable mirror command.

Correction Finally, Fig. shows an example of correction in simulation. The simulation includes
an atmosphere of 0.6” seeing in frozen flow. The low-wind effect aberrations are injected as a static
pattern of petal-pistons and petal-tip-tilts. In this example, the petal-tip-tilt loop converged in
150 ms (150 adaptive optics loop cycles) to +16% Strehl at H-band. The focal plane control loop
converge in 1.7 s to additional +4% Strehl. Assuming a perfect aberration sensor that directly
projects the phase residuals on the KL basis (best fitting KL) the Strehl reaches 88%. It is only 3%
higher than the residuals after our control algorithm and confirms that our general control solution

is valid.
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Figure 5.51 — From [Pourré et al. (2022b)). Result of the low-wind effect control loop implemented in the
simulation. Strehl ratios are given at H-band. LWE stands for low-wind effect. PTT stands for petal-tip-tilt.
PP stands for petal-piston.

Real telemetry data I never tested this control solution on a bench or on SPHERE. However,
thanks to Jean-Francois Sauvage, I had access to SPHERE telemetry data from the adaptive optics
during low-wind effect events. Thanks to Sylvain Oberti, I also had access to AOF (VLT/UT4)
telemetry data during low-wind effect. There is still a gap between my simulations and the real
phenomenon. In the real data on SPHERE and AOF, I have never been able to detect the curl
pattern in the Shack-Hartmann slopes, despite the simultaneous ZELDA sensor showing it in some
SPHERE sequences. Also, my simulations predict that the adaptive optics is creating part of the
residual aberrations. This is something they investigated during SPHERE commissioning and they
saw nothing in the deformable mirror command that could explain the residuals measured with
ZELDA. Maybe the slope curl and the deformable mirror wrong commands are too buried under the
slopes and commands from the atmosphere control. Some additional analysis of the telemetry data

would be required to match simulations with observations.

Conclusion I finished this low-wind effect study and the subsequent communications (A&A paper,
WFS in the VLT/ELT ERA VI, SPIE 2022 Montreal) during the first few months of my PhD. After
that, my PhD was focused on GRAVITY and GRAVITY+ where low-wind effect is not (yet!) the
dominant problem. The spiders on UT3 where SPHERE operates have already been coated against
low-wind effect. ESO planned for the application of the anti-radiative coating on the spiders of the
other three UT in the coming months. If the passive solution prove not sufficient against low-wind
effect, we have my active control strategy that we could implement in GPAO. Following my study,
the possibility to send wavefront offsets commands at 1 Hz rate from the VLTI lab was added to the
design of GPAOQO. It would facilitate a future focal plane control of the low-wind-effect, if needed.

5.9 Towards an operational implementation

In this chapter, I described how we could reduce the star light injection in the SC fiber at short
separation to allow for lower exoplanet detection limits and higher SNR spectra. This includes NCPA
control, tip-tilt jitter and low-wind effect active correction, to finally apply phase apodizations thanks
to GPAO. At summer 2024, GPAO will be installed and the question of how it can be implemented

in operation is still pending.
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Figure 5.52 — Summary of the building blocks of the high-contrast mode of GRAVITY+. LWE stands for Low
Wind Effect, and TT stands for Tip-Tilt.

NCPA For the NCPA at VLTI (down to IRIS), it is still left to determine if it is dominated by
tunnel seeing or if a control of static or quasi-static NCPA can reduce the wavefront phase rms. If
static NCPA contribute significantly to the aberrations, the plan with GPAO is to routinely correct
them down to IRIS before VLTI operation. For the NCPA down to the GRAVITY-SC, I have shown
that we can measure and correct them. We still have to determine it is stable in time or if it varies.
If it is stable in time but rotates with the GRAVITY K-mirror (as Henri Bonnet showed for the FT
aberrations), we could imagine to have a NCPA correction at the beginning of the night, and then
apply a model depending on the K-mirror position. For NCPA varying on the timescale of 3 to 4
hours, it would be p