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Abstract 

Hyperspectral images (HSIs) are unique analytical measurements that provide 
spatial and chemical information about samples. Each pixel of a HSI contains a 
spectroscopic measurement, representing the chemical information of the 
material present at that specific area. Nowadays, there are extremely diverse 
hyperspectral imaging platforms in terms of spatial resolution and spectroscopic 
modalities. 

While the individual analysis of HSIs by chemometric methods provides 
comprehensive and rich chemical information about the nature of samples, the 
connection and complementary information among images remains too often 
unused and hidden. The integration and the simultaneous analysis of multiple 
HSIs in a single data structure or multiset, commonly referred as image fusion, 
offers a unique chemical multiscale perspective of the sample constituents.  

However, image fusion scenarios can be particularly challenging when the 
images to be merged present differences in scanned areas, spatial resolution or 
spectral dimensionality. Addressing these problems calls for the development of 
algorithms extremely flexible and adaptable to the large diversity of data 
configurations and mathematical models required. Moreover, there is a special 
interest in improving the analysis of fluorescence images due to their unique 
chemical and mathematical properties. Image fusion incorporating fluorescence 
measurements, although challenging, results in a much more accurate 
characterization of systems. 

This thesis proposes first novel algorithms to improve the analysis of excitation-
emission fluorescence images and Time-resolved Fluorescence Spectroscopic 
data, the basic measurement in Fluorescence Lifetime Imaging (FLIM) 
measurements. These algorithms improve the unmixing processes and facilitate 
the extraction of crucial information from fluorescence signals. 

On the other hand, the thesis provides an open-access protocol for 
multiplatform image fusion, adapted to handle differences in spatial resolution, 
scanned sample area and spectroscopic nature across different hyperspectral 
images. To do so, unmixing methodologies, notably Multivariate Curve 
Resolution-Alternating Least Squares (MCR-ALS), have been adapted to 
accommodate simultaneously diverse underlying measurement models and to 
analyze data structures with missing blocks of information. 

The proposed algorithms and methodologies offer a significant progress in the 
field of hyperspectral imaging analysis, enabling a more comprehensive and 
insightful understanding of samples across various scales. 
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Resum 

Les imatges hiperespectrals (HSIs) són mesures analítiques que proporcionen 
informació espacial i química de les mostres. Cada píxel d'una HSI conté una 
mesura espectroscòpica, que representa la informació química del material 
present en aquella àrea específica. Avui dia, hi ha plataformes d'imatges 
hiperespectrals extremadament diverses pel que fa a la seva resolució especial 
I als modalitats espectroscòpiques que les defineixen.  

Tot i que l'anàlisi de HSIs individuals mitjançant mètodes quimiomètrics 
proporciona informació química sobre la naturalesa de les mostres, la connexió 
i la informació complementària entre les imatges individuals roman sovint 
inexplorada. La integració i l'anàlisi simultània de múltiples HSIs en una única 
estructura de dades,  coneguda com a fusió d'imatges, ofereix una perspectiva 
química multiescala única sobre els constituents de la mostra. 

No obstant això, la fusió de dades d9HSIs presenta reptes importants quan les 
imatges que cal combinar presenten diferències pel que fa a l9àrea de mostra 
escanejada, a la resolució espacial o a la dimensionalitat espectral. A més, hi 
ha un interès especial en millorar l'anàlisi d'imatges de fluorescència degut a 
les seves particulars propietats químiques i matemàtiques. La fusió d9imatges 
que incorpora mesures de fluorescència és complexa, però proporciona una 
caracterització molt més acurada dels sistemes. 

Aquesta tesi proposa, d'una banda, algorismes innovadors per millorar l'anàlisi 
d'imatges de fluorescència d9excitació-emissió i de dades de fluorescència 
procedents d9espectroscòpia resolta en el temps, que són la resposta 
instrumental associada a les imatges de temps de vida de fluorescència (FLIM). 
Aquests algorismes milloren els processos d9anàlisi de mescles i faciliten 
l'extracció d'informació crucial dels senyals de fluorescència. 

D'altra banda, la tesi proporciona un protocol d'accés obert per a la fusió 
multiplataforma d'imatges, adaptat a la gestió de diferències de resolució 
especial, àrea escanejada i dimensionalitat spectral entre imatges. Per a tal fi, 
metodologies d9anàlisi de mescles, especialment el mètode de resolució 
multivariant de corbes per minims quadrats alternats (MCR-ALS), s9ha adaptat 
per incorporar simultàniament models diversos de descripció de la mesura 
d9imatge i per a l9anàlisi d9estructures amb blocs d9informació absent. 

Els algorismes i metodologies proposats proporcionen un avenç significatiu en 
el camp de l'anàlisi d'imatges hiperespectrals i permeten una comprensió 
multiescala més completa i profunda sobre les característiques de les mostres. 
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Résumé 

Les images hyperspectrales (HSI) sont des mesures analytiques qui fournissent 
des informations spatiales et chimiques sur les échantillons. Chaque pixel d'une 
HSI contient une mesure spectroscopique, représentant l'information chimique 
du matériau présent dans cette zone spécifique. De nos jours, il existe une 
grande diversité de plateformes d'imagerie hyperspectral en ce qui concerne 
leur résolution spatiale et les modalités spectroscopiques qui les définissent. 
Bien que l'analyse des HSI individuelles par des méthodes chimiométriques 
fournisse des informations chimiques sur la nature des échantillons, la 
connexion et les informations complémentaires entre les images individuelles 
restent souvent inexplorées. L'intégration et l'analyse simultanée de multiples 
HSI dans une seule structure de données, connue sous le nom de fusion 
d'images, offre une perspective chimique multi-échelle unique sur les 
constituants de l'échantillon. Cependant, la fusion de données HSI présente 
des défis importants lorsque les images à combiner présentent des différences 
en termes d9aire scannée, de résolution spatiale ou de dimensionnalité 
spectrale. De plus, il y a un intérêt particulier à améliorer l'analyse des images 
de fluorescence en raison de leurs propriétés chimiques et mathématiques 
particulières. La fusion d'images incorporant des mesures de fluorescence est 
complexe mais fournit une caractérisation beaucoup plus précise des systèmes. 
Cette thèse propose, d'une part, des algorithmes innovants pour améliorer 
l'analyse d'images de fluorescence d'excitation-émission et de données de 
fluorescence issues de spectroscopie résolue en temps, qui sont la réponse 
instrumentale associée aux images de temps de vie de fluorescence (FLIM). 
Ces algorithmes améliorent les méthodes de démélanges et facilitent 
l'extraction d'informations cruciales des signaux de fluorescence. D'autre part, 
la thèse propose un protocole d'accès ouvert pour la fusion multiplateforme 
d'images, adapté à la gestion des différences de résolution spatiale, d9aire 
scannée et de dimensionnalité spectrale entre images. Pour cela faire, des 
méthodologies de démélanges, notamment la méthode de résolution 
multivariée des courbes par moindres carrés alternés (MCR-ALS), ont été 
adaptées pour incorporer simultanément divers modèles de description de la 
mesure d'image et pour l'analyse de structures avec des blocs d'information 
manquante. Les algorithmes et les méthodologies proposés représentent une 
avancée significative dans le domaine de l'analyse d'images hyperspectrales et 
permettent une compréhension plus complète et approfondie à plusieurs 
échelles des caractéristiques des échantillons. 



 

 
 

 

  



 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 1.   OBJECTIVES AND STRUCTURE 

OF THE THESIS
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1.1 Objectives 

Hyperspectral images have emerged as powerful tools for the study and 
analysis of samples, attracting the attention of very different scientific fields. 
This interest has led to a great variety of hyperspectral images based on 
different spectroscopic techniques. The analysis of hyperspectral imaging data 
has two main scenarios: the analysis of individual images or the simultaneous 
analysis of several hyperspectral images, also defined as hyperspectral image 
fusion. The image fusion serves as a bridge for the datasets, connecting the 
valuable information among the images and providing a comprehensive 
chemical and spatial description of the samples. 

Nowadays, two factors are boosting the image fusion field: the arrival of cutting-
edge multimodal imaging platforms, providing different spectroscopic signals of 
the same sample, and the need to integrate outputs issued from different image 
platforms to improve the characterization of samples. Therefore, it is essential 
providing new chemometric tools able to deal with the specificities of imaging 
data coming from the large diversity of platforms differing in spatial resolution, 
scanned sample area and in the nature and dimensionality of spectroscopic 
information. 

The main aim of this thesis is to address challenges on the image fusion field, 
by proposing chemometrics tools that can integrate and analyze data from 
diverse spectroscopic sources and modalities of hyperspectral images. To 
reach this goal, two specific objectives will be addressed: 

Addressing challenges of fluorescence image analysis 

Fluorescence measurements are extensively used due to the fast acquisition, 
high sensitivity and high spatial resolution associated with this measurement, 
but they present specific characteristics and problems different from most 
images. Due to its relevance and the specific challenges that arise from its 
analysis, an innovation on the analysis of fluorescence images is mandatory to 
allow the proposal of image fusion protocols that efficiently incorporate this kind 
of measurement. For this reason, the first section of results in this thesis is 
devoted to describe the improvements proposed for the fluorescence image 
analysis. 

Within this scope, two main research objectives, related to the investigation of 
two different typologies of fluorescence images have been proposed, namely:  

• The proposal of algorithms for the analysis of excitation-emission 

(EEM) fluorescence images. This goal has addressed the proposal of 
flexible modified unmixing algorithms, based on Multivariate Curve 
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Resolution 3 Alternating Least Squares (MCR-ALS), to deal with EEM 
fluorescence images containing systematic patterns of missing entries. To 
do so, new implementations of the trilinear constraint in the presence of 
missing entries have been provided. These flexible algorithms adapt to 
handle individual EEM images, time-series of EEM images and can be used 
in image fusion scenarios. 

 
• The proposal of algorithms for the analysis of Time-resolved 

Fluorescence Spectroscopic data (TRFS) and Fluorescence Lifetime 

images (FLIM). TRFS fluorescence decay signals are always convolved 
with the Instrumental Response Function (IRF), which hinders the 
interpretation of the information. A novel algorithm capable to extract the IRF 
from the solely fluorescence decay measured is proposed. Another 
challenge for TRFS and FLIM image analysis is linked to the unmixing 
analysis of fluorescence decay curves with few time bin channels. The novel 
kernelizing algorithm, based on a tensorization approach for the analysis of 
TRFS data is proposed to solve this problem. 

Addressing challenges of image fusion 

The challenges in image fusion are as diverse as the wide variety of 
hyperspectral images. Indeed, hyperspectral imaging measurements may 
present different spatial resolution, sample area scanned, spectral 
dimensionality and spectroscopic nature. This rich scenario gives rise to a 
multitude of ways to interconnect the datasets and, consequently, proposes 
very interesting challenges to be solved. The objectives addressed in this block 
are: 

• The proposal of an open-access protocol for classical multiplatform 

image fusion. The steps to carry out in the joint unmixing analysis of 
hyperspectral images with different spectroscopic nature is presented. 
Specifically, the image fusion of Raman, fluorescence and synchrotron 
infrared hyperspectral images is studied and its applicability tested on 
biological samples. This example sets the basic steps to be followed in 
image fusion and points out some of the limitations solved in the next 
objectives.  

Coping with differences of spectral dimensionality in image fusion. 
This is the usual image fusion scenario encountered when excitation-
emission fluorescence images, which present a 2D EEM landscape per 
pixel, are coupled to any other hyperspectral image, which hold a 1D linear 
spectrum per pixel, e.g., a Raman image. The difference between the linear 
underlying model among the excitation-emission measurements (trilinear) 
and the Raman measurements (bilinear) poses a very interesting problem 
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for data fusion. An innovation to improve the flexible implementation of the 
trilinear constraint in the algorithm MCR-ALS has allowed setting a hybrid 
bilinear/trilinear model to properly define the underlying behavior of the 
measurements involved in this image fusion problem. A real case of image 
fusion with excitation-emission and Raman hyperspectral images has 
illustrated the algorithm proposed. 

• Coping with the presence of missing blocks of information in image 

fusion (fusion of different scanned sample areas and images with 

different spatial resolution). The problematic of missing entries arises very 
often in the context of image fusion when two or more hyperspectral images 
contain non-common scanned areas and/or different spatial resolutions 
among them. This gives datasets with a significant amount of missing 
entries, designed as incomplete multisets. The exploratory algorithm 
Principal Component Analysis (PCA) and the unmixing method MCR-ALS 
have been modified in order to deal with the presence of missing entries. 
The new PCA and MCR-ALS algorithms proposed adapt to large amounts of 
missing entries following the challenging missing block pattern, usual in 
image fusion problems. 

1.2 Structure of the thesis 

This thesis contains the research performed across nine papers, five of them 
already published, focusing on the development and implementation of 
innovative strategies for the analysis of fluorescence images and the fusion of 
hyperspectral data from different imaging platforms. The manuscript is 
organized in three chapters and a section of conclusions. 

The first chapter presents the objectives and structure of the thesis and the list 
of derived publications.  

The second chapter introduces hyperspectral imaging and provides technical 
and practical details on the techniques used in this thesis. These imaging 
techniques include Raman, synchrotron mid-infrared, near-infrared, 
fluorescence, and TRFS measurements, which will help readers to understand 
the underlying models discussed. 

The section continues presenting the underlying models of the hyperspectral 
image measurements, well represented by bilinear and trilinear models. 
Afterwards, it includes the description of the unmixing algorithm Multivariate 
Curve Resolution-Alternating Least Squares (MCR-ALS) and the details related 
to its application in image analysis. The classical use of MCR-ALS to deal with 
the fusion of hyperspectral images, related to the concept of multiset analysis, is 
also presented. The chapter ends with an introduction to the challenges in 
image fusion, linked to unsolved issues in the analysis of multiset structures. 
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The third chapter presents the research findings and their discussion and is 
divided in two sections. The first section is related to the results associated with 
the study of fluorescence images, i.e., the proposals of algorithms for the 
analysis of EEM fluorescence images with missing entries and for TRFS data. 
The second section addresses the challenges of image fusion, containing the 
results for the traditional image fusion, the algorithm modified to handle image 
fusion among platforms with different spectral dimensionality and the 
incomplete multiset structures.  

Finally, the conclusions extracted from this thesis are presented. 

1.3 List of scientific publications presented in this thesis 

The work performed in this thesis resulted in the nine scientific publications 
below, grouped by topics and following the sequence in the thesis manuscript. 

Publication I. The trilinear constraint adapted to solve data with strong 
patterns of outlying observations or missing values. 
Authors: A. Gómez-Sánchez, I. Alburquerque, P. Loza-Álvarez, C. Ruckebusch, 
A. de Juan. 
Citation reference: Chemometrics and Intelligent Laboratory Systems (2022), 
231:104692. 
DOI: 10.1016/j.chemolab.2022.104692 
 
Publication II. The MCR-ALS trilinearity constraint for data with missing 
values. 
Authors: A. Gómez-Sánchez, R. Vitale, P. Loza-Ávarez, R. Tauler, C. 
Ruckebusch, A.  de Juan. 
Journal of Chemometrics (2024) (submitted). 
 
Publication III. Study of the photobleaching phenomenon to optimize 
acquisition of 3D and 4D fluorescence images. A special scenario for 
trilinear and quadrilinear models. 
Authors: A. Gómez-Sánchez, I. Alburquerque, P. Loza-Álvarez, C. Ruckebusch, 
A. de Juan. 
Citation reference: Microchemical Journal (2023), 191:108899. 
DOI: 10.1016/j.microc.2023.108899 
 
Publication IV. Blind Instrument Response Function Identification (BIRFI) 
from Fluorescence Decays. 
Authors: A. Gómez-Sánchez, O. Devos, R. Vitale, M. Sliwa, D. Sakhapo, J. 
Enderlein, A. de Juan, C. Ruckebusch. 
Biophysical Reports (2024) (submitted). 
 
Publication V. Kernelizing: A way to increase accuracy in trilinear 
decomposition analysis of multiexponential signals. 
Authors: A. Gómez-Sánchez, R.Vitale, O. Devos, A. de Juan, C. Ruckebusch. 
Citation reference: Analytica Chimica Acta (2023), 1273: 341545. 
DOI: 10.1016/j.aca.2023.341545. 
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Publication VI. Linear unmixing protocol for hyperspectral image fusion 
analysis applied to a case study of vegetal tissues 
Authors: A. Gómez-Sánchez, M. Marro, M. Marsal, S. Zacchetti, R. R. de 
Oliveira, P. Loza-Álvarez, A. de Juan. 
Citation reference: Scientific Reports (2021), 11:18665. 
DOI: 10.1038/s41598-021-98000-0 
 
Publication VII. 3D and 4D image fusion: coping with differences in 
spectroscopic modes among hyperspectral images. 
Authors: A. Gómez-Sánchez, M. Marro, M. Marsal, S. Zacchetti, R. R. de 
Oliveira, P. Loza-Álvarez, A. de Juan. 
Citation reference: Analytical Chemistry (2020), 14:959139602 
DOI: 10.1021/acs.analchem.0c00780 
 
Publication VIII. Dealing with missing data blocks in Multivariate Curve 
Resolution. Towards a general framework based on a single factorization 
model. 
Authors: A. Gómez-Sánchez, C. Ruckebusch, R. Tauler, A. de Juan. 
Trends in Analytical Chemistry (2024) (submitted). 
 
Publication IX. Solving the missing value problem in PCA by 
Orthogonalized-Alternating Least Squares (O-ALS) 
Authors: A. Gómez-Sánchez, R. Vitale, C. Ruckebusch, A. de Juan. 
Chemometrics and Intelligent Laboratory Systems (2024) (submitted).
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2.1 Hyperspectral images: where chemistry reveals the 

composition and space provides the context. 

Traditional analytical chemistry has often been dominated by univariate 
measurements, which involve the use of a single parameter or data point, e.g., 
the use of the absorbance in a specific wavelength to quantify the concentration 
of a substance or a pH value to define the acidity of a solution. Univariate 
measurements have served and serve their purpose well, but the complexity of 
many chemical systems requires the incorporation of more comprehensive 
information during analyses.  

Multivariate measurements have emerged as a solution for this problem, 
providing richer chemical information. In this context, spectroscopy has become 
a fundamental tool widely used for expanding analytical capabilities. In a 
multivariate context, spectroscopic techniques provide a full spectrum, defined 
as a vector, with each element representing the signal at its respective 
wavelength (see Fig. 1). 

The use of full spectra instead of univariate measurements offers several 
benefits, such as an enhanced discrimination among chemical species, a 
reduction of interferences in analytical quantifications and a better description of 
complex samples, allowing a more advantageously understanding of the nature 
of chemical systems. Industry and research areas show plenty of applications of 
multivariate spectroscopic measurements using techniques, such as infrared 
[Wolfe and Zissis, 1978; Williams and Norris, 2001], Raman [Lewis and 
Edwards, 2001; Jones et al., 2019], or fluorescence [Lakowicz, 2006; Valeur 
and Berberan-Santos, 2012] among others.  

The analytical power of multivariate spectroscopic techniques has gone a step 
further with the introduction of spatial information in the measurement. The 
spatial information has been exploited since long in the microscopy imaging 
field, which used for decades univariate fluorescence measurements to study 
biological samples, e.g., labelling specific compounds with fluorophores to 
locate them and study the structure of a tissue (see Fig. 1). The ability to locate 
a chemical compound in a sample provides crucial information in some 
instances. For example, in cancer research, a conventional microscopy image 
can reveal not only the presence of cancer cells but also their interactions with 
surrounding healthy tissue and the distribution of blood vessels [Nagy et al., 
2009], which are often characteristic properties of cancerous tissues. Without 
the spatial information, these details remain hind.   

From this perspective, both the spatial (related to the location of compounds) 
and the spectral (related to the chemistry of the compounds) information have 
converged into the field of hyperspectral imaging. Thus, a hyperspectral image 
(HSI) is formed by a large set of spectra associated with spatial areas (pixels) of 
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the sample [Amigo et al., 2015], where the location of each pixel is defined by 
their spatial coordinates. A HSI can be displayed as a data structure with three 
dimensions: two spatial dimensions related to the pixel coordinates and sized 
(ý, þ) and one chemical dimension, defined by the spectral range covered, 
sized », forming a data cube sized (ý, þ ») (see Fig. 1). 

 

Figure 1. The complexity of the spectroscopic measurement increased from univariate to 
multivariate. Lately, the imaging and multivariate field converged to the hyperspectral 
imaging field.  

The connection between spatial and chemical information has opened the door 
to a fascinating and diverse world of hyperspectral images. Nowadays, HSIs 
can be formed by pixels sized at several nanometers, as in fluorescence 
imaging techniques [Zavattini et al., 2003; Haaland et al., 2007; Huang et al., 
2009], or by pixels covering vast areas spanning several square kilometers, as 
in remote sensing applications [Landgrebe, 1999]. The spectral dimension in 
hyperspectral images can be associated with almost all available spectroscopy 
techniques. It is possible to find HSIs that provide limited chemical information, 
such as fluorescence HSIs, where the spectra are not very selective, as well as 
others that provide very specific high-quality chemical information, like mass-
spectrometry images [McDonnell and Heerem, 2007; Caprioli, 2015; 
Buchberger et al., 2018]. 

HSIs can be obtained using four different acquisition modes [Burger, 2006; 
Amigo, 2010; Qin et al., 2013; Adão et al., 2017; Amigo and Grassi, 2019], as 
displayed in Fig. 2. 

• Point scanning: The sample grid, formed by individual pixels, is 
systematically analyzed by directing the source of illumination (usually a 
beam laser) to each pixel one-by-one and recording the corresponding 
spectrum (see Fig. 2A). This process continues until the entire area of 
interest has been scanned. Usually, the sample is placed on a stage that 
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controls the position of the sample on the grid and moves accurately in 
preset motion steps in the x- and y- directions. This method is typically 
used in applications like confocal fluorescence, Raman or infrared 
imaging. It offers high spatial resolution but the acquisition time can be 
relatively long [Griffiths, 2002].  
 

• Line scanning: This configuration acquires simultaneously a line of pixel 
spectra across the sample grid and continues until the entire area is 
covered (see Fig. 2B). In this acquisition mode, the detector has a grid of 
sensors (one per each pixel and wavelength) that simultaneously record 
signals for an entire line of pixels. Pushbroom imaging systems are 
commonly used for this acquisition mode, where the sample is placed on 
a stage that moves in the perpendicular direction to the spatial axis of the 
detector. This acquisition mode is faster than point scanning but presents 
lower spatial and spectral resolution. Remote sensing devices equipped 
with Vis-NIR or NIR imaging platforms often use pushbroom systems 
[Mangold et al., 2008; Gowen et al., 2008]. 
 

• Plane scanning (or focal plane array): In this configuration, the entire 
sample area is scanned in a single shot, but only the signal of a single 
spectral channel is acquired (see Fig. 2C), by a detector formed 
essentially by an array of sensors [Burger, 2006; Primpke et al., 2017]. 
To obtain the full image, the spectral direction is continuously scanned 
until all the specified spectral range is covered. This acquisition mode is 
faster than point line scanning but usually presents lower spatial 
resolution. This approach is very relevant for some applications, such as 
monitoring blending processes where the spatial distribution becomes 
essential [El-Hagrasy et al., 2001; Amigo, 2010], or for the study of living 
samples, where the chemical dynamics have to be recorded over time 
and, therefore, the time acquisition must be very fast.  
 

• Snapshot acquisition: It captures the entire hyperspectral data cube in 
a single shot. In this acquisition mode, there exists several configurations 
to capture the entire hyperspectral image at once [Hagen et al., 2012]. 
One of the most interesting advantages, besides the fast time 
acquisition, is the light collection efficiency of the measurement. While 
line scanning loses all photons coming from non-scanned lines (although 
they are illuminated) and plane scanning loses all photons coming from 
other wavelengths (the sensor scans only one wavelength at a time), the 
snapshot acquisition can capture efficiently a significant portion of these 
photons. This technology is still emerging and it seems that there are no 
available commercial devices yet. 
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Figure 2. Different hyperspectral image acquisition modes. A) Point scanning. B) Line 
scanning. C) Plane scanning. D) Snapshot acquisition. The area in dark red represents the 
information acquired in every acquisition step. 

The previous acquisition modes provide most HSIs, which can be displayed as 
a data cube with dimensions (ý, þ  »).  
However, HSIs can have more than three dimensions (see Fig. 3). For instance, 
HSI can have an extra spectral dimension (ý, þ  Λ »), like in excitation-emission 
fluorescence images, where a 2D excitation-emission fluorescence landscape is 
obtained per pixel [Appalaneni et al., 2014; Hruska et al., 2014; Omrani et al., 
2014; Rodríguez-Vidal et al., 2020]. HSIs can also have an extra spatial 
dimension (ý þ »), equivalent to a volumetric hyperspectral image [Mertz, 
2019; Wen et al., 2020; Gualda et al., 2015]. To add still more diversity to HSIs, 
the spectral dimension of the image cube can be replaced by a time dimension, 
such as in the Fluorescence Lifetime Images (FLIM), where the signal collected 
per pixel is the decay of the emission fluorescence over time. In the following 
sections, the hyperspectral images used in this thesis will be described in detail. 

 þý þý 
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Figure 3. Examples of fluorescence HSIs with different dimensionalities. A) Each pixel 
contains a single emission spectrum, providing a data cube or 3D image. B) Each pixel 
contains a full 2D excitation-emission landscape, providing a 4D image. C) Each pixel 
contains the fluorescence decay over time, providing a data cube where one dimension is 
time. 

2.2.1 Raman hyperspectral images  

Raman spectroscopy is a powerful analytical technique that has revolutionized 
the understanding of the molecular composition and structural properties of 
materials. Named after the Indian physicist Sir C. V. Raman, who discovered 
the phenomenon in 1928 [Raman, 1928], Raman spectroscopy is a non-
destructive and non-invasive technique that measures the scattered light 
resulting from the interaction between incident photons and a sample.  
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Figure 4. On the left, energy diagram illustrating Stokes, Rayleigh and Anti-Stokes 
scattering processes. On the right, an example of a Raman spectrum that exhibits 
characteristic peaks corresponding to molecular vibrational modes. The energy diagram 
visually represents the interactions between incident photons and molecular vibrations, 
resulting in Rayleigh scattering (no energy change), Stokes scattering (energy loss), and 
Anti-Stokes scattering (energy gain).  

When a monochromatic laser beam, typically in the visible or near-infrared 
range, is directed onto a sample, some of the incident photons excite the 
molecules of the sample to a virtual state, changing their polarizability. During 
this interaction, some of the incident photons are scattered elastically, as 
Rayleigh, and inelastically, as stokes or anti-stokes Raman scattering (see Fig. 
4) [Jones et al., 2019]. 

Rayleigh scattering is a fundamental process in Raman spectroscopy, which 
involves the elastic scattering of photons with no change in energy. Unlike 
Raman scattering, Rayleigh scattering does not involve a transition between 
energy levels or vibrational states. In Stokes Raman scattering, the scattered 
photons have less energy (longer wavelength) than the incident photons. This 
occurs when the molecules in the sample are in a lower energy state and they 
are excited to a virtual state. The results when the state decays into lower levels 
is that the molecule can end in a vibrational level higher than before. This 
results in the emission of a photon with less energy, causing it to appear to the 
right of the spectra (see Fig. 4).  

In anti-Stokes Raman scattering, the scattered photons have higher energy 
(shorter wavelength) than the incident photons. This occurs when the molecules 
in the sample are in a higher vibrational energy state before the excitation. 
Thus, when molecules return to the base state, the resulting scattered photons 
have higher frequencies than the incident beam.  

The energy difference between the incident and scattered photons in both 
Stokes and anti-Stokes scattering corresponds to the vibrational and rotational 
energy levels of the molecules in the sample. This energy difference is 
represented in the Raman spectrum as peaks at specific wavenumbers, which 
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can be correlated to the molecular bonds and functional groups within the 
sample [Lewis and Edwards, 2001; Jones et al., 2019]. Analyzing the intensity 
and position of these Raman peaks provides valuable information about the 
chemical composition and other properties of the material under investigation. 
Anti-Stokes Raman scattering is generally less intense than Stokes scattering 
because the higher vibrational states are used to be less populated at room 
temperature. Therefore, Raman spectroscopy measures the signal related to 
Stokes scattering instead of that related to the anti-Stokes scattering. 

A clear asset of Raman spectroscopy is related to the rich spectral features 
offered by this technique and, hence, the amount of chemical information that 
can be derived. The Raman bands are related to vibrational modes, which can 
be directly assigned to specific chemical bonds. However, Raman signals are 
often weak, limiting their ability to detect low-concentration substances. The low 
Raman intensity signal can be enhanced by increasing the amount of incident 
photons on the sample using a higher laser power or a longer exposure time, 
but these options can slow down the measurement and increase the risk of 
damaging the sample. Another important challenge in Raman spectroscopy is 
the fluorescence contribution to the measured spectrum, which interferes with 
the neat Raman signal and can be easily present in the analysis of biological 
tissues. This emitted fluorescence overlaps with the Raman signal and worsens 
the quality of the measurement, which requires powerful preprocessing 
techniques for a proper interpretation. 

Researchers and scientists use extensively Raman spectroscopy in fields such 
as chemistry [Clark and Dines, 1986; McCreery, 2005; Efremov et al., 2008], 
materials science [Petry et al., 2003; Smith et al., 2016; Shipp et al., 2017] or 
biology [Patel and Mehta, 2010] to gain insight into the molecular nature of 
substances and to support a multitude of applications, including quality control 
[Yang and Ying, 2011]. 

Raman hyperspectral images are particularly interesting because the high 
quality of the chemical information goes together with a very good spatial 
resolution that can reach around 500 nm of pixel size [Turrel and Corset, 1996; 
Gierlinger and Schwanninger, 2007; Kawata et al., 2017], depending on the 
laser employed. Nowadays, the Raman imaging systems have evolved a lot 
and many commercial equipment options available can be found, such as the 
confocal Raman inVia™ microscope from Renishaw used in this thesis (see 
Fig. 5), located in the Super-resolution Light Microscopy & Nanoscopy Facility 
of Dr. Pablo Loza-Alvarez at ICFO - The Institute of Photonic Sciences, the 
SENTERRA II confocal Raman microscope from Bruker or the LABRAM HR 
Evolution from Horiba, to mention some of the companies that have been more 
involved in the design of this kind of instruments. Commercial Raman imaging 
systems, as the mentioned above, tend to operate in point scanning mode, 
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although line and plane scanning imaging systems can also be found 
[Schlücker et al., 2003; Bernard et al., 2008]. 

In a Raman imaging system employing point scanning, a laser beam is directed 
through an objective lens to focus onto the sample. The scattered light is then 
collected by the same objective lens and directed towards a detector (see Fig. 
5). The most common excitation lasers used in Raman imaging work at the 
single wavelengths 405, 532, 633 and 785 nm, and the Raman signal collected 
covers the range 200 to 3500 cm-1 (in relative terms to the laser wavelength). 
The Raman signal is usually measured from the surface of the sample to 
prevent interferences with the sample itself and due to its lower light 
penetration. 

 

Figure 5. Schematic representation of a Renishaw Raman inVia™ imaging system setup. 
The system includes a precision stage for sample positioning. Then, the laser light focused 
on the sample induces molecular vibrations that emit characteristic Raman signals. The 
scattered light is then collected by the objective and directed to a detector for spectral 
analysis and spatial mapping of the sample. 

2.1.2 Infrared hyperspectral images  

Infrared spectroscopy is widely used in various scientific disciplines as a non-
destructive and non-invasive tool for characterizing the molecular composition 
of samples. The infrared radiation was discovered by Sir William Herschel in the 
early 19th century [Ring, 2000; Herschel, 2013], when he detected the 
existence of radiation beyond the red end of the visible spectrum. Since then, it 
has evolved into an invaluable tool for researchers and scientists in fields such 
as chemistry [Koenig, 1975], biology [Naumann et al., 1991; Soriano-Disla et 
al., 2014], food control [Cozzolino, 2012; Danezis et al., 2016], and 
environmental science [Mintenig et al., 2017; Simon et al., 2018]. 

 

The infrared absorption is caused by the interaction between the infrared light 
and the molecules in a sample. Every molecule absorbs energy at specific 
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frequencies and changes the dipole moments of its chemical bonds, leading to 
vibrational and rotational transitions (see Fig. 6). The energy of these transitions 
is characteristic of the molecular bonds in the molecules and provide unique 
infrared absorption patterns, represented by spectra [Wolfe and Zissis, 1978].  

Infrared spectroscopy encompasses a broad spectral range, which is divided 
into three key regions: near-infrared (NIR), mid-infrared (MIR), and far-infrared 
(FIR). Each of these regions is suitable for different types of analyses. In this 
thesis, the focus is on two types of infrared imaging systems: NIR and MIR (see 
Fig. 6).  

NIR spectroscopy operates in the near-infrared part of the electromagnetic 
spectrum, typically from 800 to 2500 nanometers, just beyond the visible 
spectrum. In this region, the absorption bands primarily result from overtones 
and combinations of fundamental vibrations, offering information about 
functional groups and chemical bonds [Wolfe and Zissis, 1978; Williams and 
Norris, 2001].   

On the other hand, MIR spectroscopy operates in the mid-infrared region of the 
electromagnetic spectrum, ranging from approximately 2500 to 25,000 
nanometers. MIR spectroscopy involves fundamental vibrations, including 
stretching and bending modes of molecular bonds [Wolfe and Zissis, 1978]. The 
MIR region is sensitive to more specific vibrational transitions, offering a 
chemical fingerprint linked to the structure and composition of chemical 
compounds. 

 

Figure 6. On the left, energy diagram illustrating the infrared absorptions of vibrational 
levels. On the right, scheme of the electromagnetic spectrum. The infrared region is split in 
three wavelength ranges: NIR, MIR and FIR. 

 

In infrared imaging systems, the two main modes for spectra acquisition are 
transmission and reflectance [Burger and Geladi, 2006; Lasch and Naumann, 
2006; Chan and Kazarian, 2016; Talari et al., 2017]. In the transmission mode, 
the infrared radiation goes through the sample (see Fig. 7A). The detector is 
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placed on the opposite side of the sample to measure the intensity of the 
transmitted radiation. The difference in intensity between the detected radiation 
and the original beam or <white= is used to calculate the absorbance ýĀĀ (Eq. 1) ýĀĀ = 2ýĀ� ( ýý0) Eq. 1 

where ý is the transmitted intensity and ý0 refers to the white or initial intensity. 
Measurements in transmission mode are suitable for transparent or very thin 
samples that allow the light beam passing through. If samples are too thick, 
very little or no light is transmitted and signal saturation appears. 

In reflectance mode, the infrared radiation is directed onto the surface of the 
sample and the detector collects the radiation reflected from the sample surface 
(see Fig. 7B). Similar to the transmission mode, the detector measures the 
intensity of a reference beam (white) and a reflected beam. An expression 
analogous to Eq. 1 is used to obtain the absorbance, where ý designs now the 
reflected intensity. The reflectance mode, in contraposition to the transmission 
mode, is suitable for thick or opaque samples. 

 

Figure 7. A)  Scheme of MIR imaging system working in transmission mode and with point 
scanning acquisition (Hyperion 3000 FTIR microscope from Brucker company). The sample 
is placed on a controlled stage for positioning. An infrared beam is focused on the sample, 
and the transmitted light collected and sent to the detector. B) Scheme of NIR imaging 
system working in reflectance mode and with line scanning acquisition (Specim FX17 
camera from Specim company). The sample is placed in a moving sample bed and 
scanned along the perpendicular motion direction. 

A clear challenge in infrared imaging is related to the pixel size. Compared with 
other imaging systems, such as Raman, the spatial resolution for conventional 
infrared imaging systems is usually around 10-50 microns [Lasch and 
Naumann, 2006] or even lower for focal plane array detectors [Offroy et al., 
2010]. Although for some applications this spatial resolution is satisfactory, it is 
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often not enough to measure biological tissues at a cell level. In this thesis, 
synchrotron mid-infrared images have been acquired because the limitation on 
the spatial resolution for conventional infrared imaging systems can be 
bypassed using synchrotron radiation sources [Jamin et al., 1998; Piqueras et 
al., 2020]. Synchrotrons are specialized particle accelerators that generate 
extremely bright and highly collimated beams of light, including infrared 
radiation. The primary reason why a brighter beam improves spatial resolution 
is that it allows for the use of a smaller pinhole or aperture in the imaging 
system. The pinhole operates by rejecting out-of-focus light. When using a 
conventional infrared source with limited brightness, employing a very small 
pinhole can significantly reduce the intensity of the collected signal. The signal 
may become too weak to be distinguished from the background noise and this 
can lead to a loss of signal quality. In this situation, the trade-off between spatial 
resolution and signal intensity becomes a limiting factor. However, using the 
very bright source of synchrotron infrared light, an increase of the spatial 
resolution (up to around two by two microns) can be achieved, enabling the 
differentiation of structures in biological tissues. 

From an instrumental point of view, MIR imaging systems can work using point 
scanning, line scanning and focal plane array acquisition modes. An example of 
MIR microscope used in this thesis is the Bruker Hyperion 3000 FTIR 
microscope from the Brucker company, located at the ALBA synchrotron. It is 
equipped with a motorized stage and a focal plane array detector, allowing 
image acquisition in both point and plane scanning modes and with a spectral 
range around 2.5 to 20 microns (see Fig. 7A). 

On the other hand, a NIR camera used in this thesis is the Specim FX17 
hyperspectral camera from SPECIM company, which can acquire images in the 
near-infrared region (around 900 to 1700 nm), operates in a line scanning mode 
and in reflectance mode (see Fig. 7B) and it has a pixel size around 100 
microns. The sample is placed in a belt, while being illuminated by a light 
source or lamp. Thus, a detector scans the sample line by line, recording the 
signal, until covers the desired area. 

2.1.3 Fluorescence hyperspectral images  

Fluorescence spectroscopy is a powerful and non-destructive analytical 
technique, capable of detecting components at very low concentrations with 
wide applicability in many different fields. The origins of fluorescence 
spectroscopy are from the early 19th century, where E.D. Clarke described the 
phenomenon in fluorite mineral [Clarke, 1819]. The term "fluorescence" itself is 
derived from the name of the mineral fluorite, known for its fluorescent 
properties when exposed to ultraviolet light. 
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Fluorescence is a phenomenon occurring when certain substances excited by 
light at a specific wavelength (often in the ultraviolet or visible range) rapidly 
return to their ground state by <relaxation= after some pico or nanoseconds 
(depending on the electronic states) and emit light at longer wavelengths. Every 
fluorophore generates a characteristic fluorescence spectrum [Lakowicz, 2006; 
Valeur and Berberan-Santos, 2012].  

Fluorescence imaging is widely used in various fields, including biology, 
chemistry and materials science. It enables researchers to characterize 
samples, quantify concentrations of certain fluorophores and study molecular 
interactions within a sample. It offers a very high spatial resolution, which can 
range from few nanometers (such as in single molecule fluorescence 
microscopy [Shashkova and Leake, 2017]) to around 200 nanometers, 
depending on the instrumental settings. All fluorescence images are usually 
acquired in point scanning mode.  

Several types of images based on the fluorescence phenomenon can be 
distinguished according to the fluorescence signal measured per pixel. In this 
thesis, three types have been studied: fluorescence images, where the signal 
measured per pixel is an emission spectrum obtained at a specific excitation 
wavelength; excitation-emission fluorescence images, where the signal is an 
excitation-emission landscape, and Fluorescence Lifetime Imaging Microscopy 
images (FLIM) [Becker, 2012], where the signal acquired is the decay over time 
of the emission fluorescence signal obtained at a single emission wavelength. 
Some additional details associated with these images described above are 
given in the next subsections.  

3D Emission fluorescence images 

In this imaging technique, every pixel area of a scanned sample is excited with 
a specific wavelength to induce fluorescence (see Fig. 8) and the detector 
captures the fluorescence intensity emitted in a wavelength range, providing a 
fluorescence hyperspectral image with dimensions (ý, þ » ), where ý and þ 
represent spatial dimensions, and »  represents the emission wavelength 
range. The spatial resolution of emission fluorescence images can go as low as 
100 nm, depending on the instrumental settings. However, despite its high 
spatial resolution, the fluorescence spectra often present broad emission bands 
and are not very rich in spectral features when compared to other spectroscopic 
techniques, such as Raman and infrared. As a consequence, multiple 
molecules or compounds can emit fluorescence with overlapping emission 
bands and it is challenging to distinguish between them based solely on their 
spectral characteristics. 
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Figure 8. On the left, energy diagram illustrating the excitation phenomenon, typically in the 
ultraviolet or visible range, that promotes an electron to a higher energy state. The excited 
electron returns to its lower energy state losing energy by a non-radiative decay, emitting a 
photon with longer wavelength than the absorbed light. On the right, example of a 
fluorescence emission signal.  

4D Excitation-emission fluorescence images 

Excitation-emission imaging is an advanced fluorescence imaging technique 
that extends the concept of fluorescence imaging by providing more detailed 
information about the fluorophores at different excitation and emission 
wavelengths. Instead of just capturing a fluorescence emission spectrum per 
pixel, it records a 2D excitation-emission fluorescence landscape per pixel, with 
one dimension representing the excitation wavelength range and the other 
dimension representing the emission wavelength range (see Fig. 9). This kind 
of image provides a 4D array with dimensions (ý, þ » » ). 

Excitation-emission hyperspectral imaging is a powerful tool to characterize 
samples with complex fluorescence behavior, enabling researchers to gain 
deeper insights into the nature of fluorophores and their interactions within a 
sample. It provides valuable data for quantitative analysis and can be a crucial 
tool for understanding environmental or biological processes. However, this 
imaging technique is not widely used in contrast to other techniques in the 
microscopy field. 

E
ne

rg
y

Non-radiative decay

Excitation - Emission
Fluorescence

V0

V1

V2

V3

V0

V1

V2

V3

Emission spectrum



 

24 
 

 

Figure. 9. On the left, an energy diagram illustrating different excitations and promoting an 
electron to a higher energy state. The excited electron returns to its lower energy state 
through losing energy by a non-radiative decay, emitting a photon with longer wavelength 
than the absorbed light. On the right, an example of a fluorescence excitation-emission 
landscape. Here, each column represents the excitation spectrum, while each row 
represents the emission spectrum.  

During the excitation-emission fluorescence acquisition, several unwanted 
spectroscopic contributions can be observed in addition to the fluorescence 
signals. Thus, it is common to observe Rayleigh and Raman scattering signals 
crossing the EEM landscape, since these phenomena occur simultaneously 
with the fluorescence (see Fig. 10). The scattering contributions hinder the 
analysis of EEM spectra and preprocessing is required to mitigate this problem. 
In addition, due to the nature of the measurement, no fluorescence signal is 
observed below the first order Rayleigh scattering since the emission signal 
always appears at wavelengths longer than the excitation used.  

 

Figure 10. Example of excitation-emission measurement of a mixture of pharmaceutical 
compounds (ibuprofen and acetylsalicylic acid). Rayleigh and Raman scattering can be 
observed through the EEM landscape. 

Usually, fluorescence microscopes operate in point scanning mode. An 
example of a fluorescence microscope used in this thesis is the Leica TCS SP8 
STED 3× microscope, manufactured by Leica (see Fig. 11), located in the 
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Super-resolution Light Microscopy & Nanoscopy Facility of Dr. Pablo Loza-
Alvarez at ICFO - The Institute of Photonic Sciences. It is equipped with a 
motorized stage, allowing image acquisition in point scanning mode. It allows 
the acquisition of excitation-emission images thanks to the white light excitation 
laser that covers a spectral range from 470 to 670nm.  

 

Figure 11. On left) Example of fluorescence imaging system (Leica TCS SP8 STED 3× 
microscope from Leica company). On right) Scheme of the acquisition. The sample is 
placed on a controlled stage for positioning. A laser beam is focused on the sample, and 
the emitted light is sent to the detector. 

Fluorescence Lifetime Imaging Microscopy (FLIM) images  

Fluorescence Lifetime Imaging Microscopy (FLIM) provides valuable insights 
into the fluorescence properties of samples. Unlike traditional fluorescence 
imaging, which captures the fluorescence intensity at different emission 
wavelengths, FLIM focuses on the fluorescence decay kinetics of fluorophores, 
measured by Time Resolved Fluorescence Spectroscopy (TRFS) [Lakowicz, 
2006; Becker, 2012; Lemmetyinen et al., 2014; Liput et al., 2020]. 

In FLIM, a pixel is illuminated with a pulsed light at a specific wavelength. Then, 
instead of measuring the emitted intensity at various wavelengths, FLIM 
measures how many photons stay in the excited state in every pulse before 
returning to their ground state for a particular time. When a molecule is excited 
to a different electronic state, it remains a certain time on that state before 
returning to the ground state (usually pico or nanoseconds) by a non-radiative 
loss of energy (see Fig. 8). The time that a specific molecule remains in the 
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excited state changes every time that a new excitation takes place. Indeed, all 
these times follow an exponential decay distribution (see Fig. 12A and Eq. 2).  ý( ) = ýă2�� Eq. 2 

Where ý( ) represents the intensity or number of photons expected to be 
detected at a time  , ý represents the preexponential factor, and � is the decay 
ratio (called lifetime) and is a distinctive characteristic of each fluorophore. 

The FLIM images can be represented as a data cube with dimensions (ý, þ,  ), 
where ý and þ represent spatial dimensions, and   represents the time axis of 
the decay curve. The spatial resolution of FLIM images can reach easily sub-
micrometer levels, making it a powerful tool for studying biological and cellular 
processes [Suhling et al., 2015].  

However, when the fluorescence decay is measured in each pixel, the signal is 
affected by the so-called Instrumental Response Function (IRF) [Luchowski et 
al., 2009]. The IRF refers to the time profile of the response of the instrument to 
an instantaneous signal, such as a short pulse of light. In other words, it 
describes how the instrument sees a perfect, short-event signal. Ideally, the IRF 
shape should be infinitely narrow, following a Dirac delta function, but this is 
never the case. The IRF shape depends on several factors such as the 
instrument optics, electronics and the laser characteristics and it usually 
presents an approximate Gaussian shape. 

FLIM measurements can be accurately characterized as the convolution of the 
IRF with the inherent fluorescence decay signal ý, i.e., the recorded signal in 
FLIM, denoted as þ, can be expressed analytically as in Eq. 3 (see Fig. 12B). þ = �ýĂ ∗ ý Eq. 3 

where * denotes convolution. 

Since the real IRF is not infinitely narrow, it affects the fluorescence decay 
measured and the subsequent analysis. On the one hand, the correct extraction 
of the lifetime of the fluorophores gets compromised due to the difficulty to 
perform an exponential fitting of the data in the initial region of the signal and, 
on the other hand, a loss of available signal usually happens since the non-
exponential part of the signal is often left out of the analysis, increasing the error 
in the estimated preexponential factors.  
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Figure 12. A) The fluorescence decay can be defined as a monoexponential decay 
function. B) The measured fluorescence decay is affected by the IRF (in blue). The 
measurement follows the convolution process, where both signals, the IRF and the 
exponential decay x are convolved. Therefore, the observed fluorescence decay behaves 
as B) instead as A), being A) the ideal scenario. 

To deal with this problem, especially when fluorophores present short lifetimes 
around or below 1 ns, deconvolution is a standard operation. This process 
requires knowledge or experimental estimation of the IRF. The experimental 
methods for the estimation of the IRF, which involve measuring the emission of 
a fluorophore with a very short fluorescence lifetime or the elastic scattering of 
the excitation laser pulse, are the most used. Thus, once the IRF is estimated, 
deconvolution of the measured signal (þ) can be performed to estimate the true 
signal (ý) according to Eq. 3.  

However, the experimental measurement of the IRF has a significant limitation. 
The IRF depends on the experimental conditions, which may change across 
measurements due to chemical and instrumental factors. For example, the use 
of different solutions, different wavelength filters, different emission windows, 
etc. As a consequence, if the IRF is not well characterized, a bias in the 
extraction of ý through deconvolution will occur. 

The fluorescence lifetime imaging microscopes used follow the same scheme of 
Fig. 11. For example, the same LEICA microscope shown before can acquire 
fluorescence lifetime images if equipped with the commercial FALCON 
detection system, which is a specific detector suitable for FLIM measurements. 

The main difference between the 3D and 4D fluorescence images and a FLIM 
image can be found in the laser and the detector used for their acquisition. In 
FLIM, the laser emits a short burst of light at a specific wavelength, typically in 
the ultraviolet, visible, or near-infrared range. The laser pulse is often very brief, 
in the order of picoseconds, to ensure precise temporal control over the 
excitation process, while the detector can capture the emitted fluorescence from 
the sample in picosecond scale. 

As a main conclusion of this section, there exists a wide range of hyperspectral 
images that offer numerous possibilities to the researchers for exploring and 
comprehending the nature of the samples, each one from a unique perspective 
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and allowing a more comprehensive understanding of their chemical and spatial 
features. 

In the following section, the underlying models for the analysis of hyperspectral 
images will be explained in detail, along with the challenges associated with 
image fusion of hyperspectral images. 
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2.2 Chemometric tools for the analysis of hyperspectral 

imaging 

Hyperspectral images contain a vast amount of complex and challenging data 
to be analyzed. For instance, Raman hyperspectral images can be easily built 
by several thousand of spectra with thousands of variables and the number of 
spectra can even go up to millions in fluorescence hyperspectral images. The 
massive number of pixels, variables and the complexity of the chemistry present 
in many samples requires chemometric tools able to transform the raw data into 
reliable and interpretable information. This section starts presenting the 
fundamental linear models for hyperspectral images, i.e., bilinear and high order 
multilinear models). Afterwards, unmixing methods, with a specific focus on 
Multivariate Curve Resolution Alternating Least Squares, are discussed in detail 
as the idoneous tools to recover the underlying model of the image 
measurement. Finally, the section introduces the data fusion structures, called 
multisets, for hyperspectral images and the challenges associated with the 
image fusion scenario.  

2.2.1 Hyperspectral images. The underlying model of the 

measurement 

There exists a wide variety of chemometrics methods to address different 
aspects related to the analysis of hyperspectral images and the selection of the 
chemometric tool depends on the objective of the analysis and data 
characteristics. In this thesis, the main focus is on solving the mixture analysis 
problem for hyperspectral images by bilinear or multilinear decomposition 
methods, i.e., to find the pure constituents present in one or several acquired 
images [Lawton and Sylvestre, 1971; Hamilton and Gemperline, 1990; de Juan 
and Tauler, 2021]. The justification of this choice responds to several reasons.  
First and most important, the great match between the underlying nature of 
spectroscopic measurements and the linear models. Second, the simplicity 
offered by linear models to accurately describe the information of hyperspectral 
images. Third, the meaningful data compression of the raw information into a 
small number of chemically recognizable image constituents (components) that 
facilitates enormously the interpretation of the results.  

In the following subsections, a comprehensive explanation of both bilinear and 
higher order linear models is provided, describing their theoretical principles and 
their relevance for the analysis of hyperspectral images. 

Bilinear models  

To understand the bilinear model and its intrinsic relation with hyperspectral 
images, it is needed to consider the fundamental principle in spectroscopy, i.e., 



 

30 

the Beer-Lambert-Bouguer law [Swinehart, 1962]. This law provides a 
straightforward relationship between the concentration of a substance in a 
sample and the amount of light absorbed at specific wavelengths. 

Specifically, the Beer-Lambert-Bouguer law correlates the concentration of a 
given analyte ÿ with its absorbance. This relationship can be expressed as a 
bilinear model (Eq. 4): 

Ăÿ,Ā = ∑āÿ,ÿĀĀ,ÿ�
ÿ=1  Eq. 4 

where Ăÿ,Ā designs the absorbance for a given sample ÿ at wavelength Ā, āÿ,ÿ is 

the concentration value of the ÿ compound in the sample ÿ and ĀĀ,ÿ the 

absorptivity of the ÿ compound at wavelength Ā (the constant pathlength ý is 
skipped from the expression for simplicity). Thus, the total absorbance 
measured on a sample is the sum of the individual absorbances of the N 

compounds forming it.   

When Ăÿ,Ā is displayed for all þ wavelengths, the absorbance spectrum þÿ of the 

sample ÿ is obtained. In addition, when ĀĀ,ÿ is displayed for all þ wavelengths, the 

pure absorbance spectrum �ÿT = [Ā1,ÿ, Ā2,ÿ, Ā2,ÿ& Ā�,ÿ] of the compound ÿ is 

obtained. Eq. 5 represents the absorbance spectrum of sample ÿ as the sum of 
the pure absorbance spectra of the N compounds weighted by their respective 
concentrations.  

þÿ = ∑āÿ,ÿ�ÿT�
ÿ=1  Eq. 5 

When a real set of ý spectra from samples formed by mixtures of N compounds 
is considered, the bilinear model in Eq. 5 can be expressed in matrix form as in 
Eq. 6. Ā = ÿþT + ā Eq. 6 

where D is sized (ý,þ) and contains the spectra of the ý samples formed by 
mixtures of N components and (ý,N) and  (þ,N) represent the matrices of 
column concentration profiles and pure spectra profiles for each of the N 
compounds in the sample, respectively. The term sized (ý,þ), corresponds to 
the unexplained variance or residuals, usually related to noise. The bilinear 
model based on the Beer-Lambert-Bouguer law also applies to many other 
spectroscopies, such as emission fluorescence and Raman, for which the total 
signal measured can be expressed as well as a weighted sum of the pure 
spectral signal of the components.  

Bilinear models are particularly valuable for many data that can be expressed in 
two modes of variation. In a bilinear model, the information of every compound 
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or component is always defined by a dyad of vectors ýÿ and �ÿT and the 
contribution of a component to the total signal measured is represented by the 
product ýÿ�ÿT. 
Hyperspectral images can be very well represented by bilinear models because 
of the bilinear nature of the spectroscopic techniques employed [Gemperline, 
1989; Hamilton and Gemperline, 1990; Ruckebusch and Blanchet, 2013; de 
Juan, 2018]. In order to express the hyperspectral image measurements as a 
bilinear model, the image cube is unfolded into a data matrix D, sized (ý × þ,  )  
where the pixel spectra are placed one below the other (see Fig. 13). With this 
matrix configuration, all pixel spectra can be described as a combination of the 
spectra of the pure components (S) in different proportions (C), as in Eq. 6.   

 

Figure 13. The hyperspectral image cube is unfolded by concatenating the spectra one below 
the other one, forming the matrix D. The matrix D is then expressed as a bilinear model. When 
the pure concentration profiles (C) are refolded, the distribution maps of every image constituent 
(component) are recovered. 

The concentration profiles C can be refolded into distribution maps that 
represent the initial image spatial configuration. The distribution maps contain 
information about the concentration and spatial distribution of every sample 
component across the hyperspectral image. The underlying bilinear model of a 
hyperspectral image inherently encloses information about the spatial 
distribution and identity of the components present in the sample, allowing a full 
characterization of the system under study. 

Multilinear models  

Certain spectroscopic measurements present a complexity that goes beyond 
the bilinear structure. While bilinear models define adequately the two modes of 
variation (C and S) present in Raman, infrared and emission fluorescence 
images, there are other spectroscopies that require multilinear models adapted 
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to describe additional modes of variation [Hirschfeld, 1980; Olivieri et al., 2004; 
Malik and Tauler, 2013; Alcaraz et al., 2019]. This is the case of 4D excitation-
emission fluorescence images, where every pixel has associated a full 2D 
excitation-emission landscape and the image measurement is defined by a four-
dimensional data set (ý, þ,    ,    ). This additional spectral dimension 
requires a trilinear model to be properly described [Andersen and Bro, 2003; 
Tauler et al., 1998; Marín-García and Tauler, 2020]. To understand the 
connection between a 4D image and a trilinear model, the initial four-way array 
needs to be unfolded into a cube or tensor D, sized (ý × þ,    ,    ), by placing 
every excitation-emission landscape one below the other. In a trilinear model, 
each component is defined by a tryad of pure profiles (see Fig. 14). 

 

Figure 14. The excitation-emission image is unfolded by concatenating each excitation-
emission landscape one below the other one, forming the data cube D. The information in 
the data cube D is described by a trilinear model, where the three modes of pure profiles 
are the pure concentration profiles (C), the pure excitation profiles (B) and the pure 
emission profiles (A). As in bilinear models, the pure concentration profiles can be refolded 
and the distribution maps are recovered. 

The trilinear model extends the bilinear concept for data with three modes of 
variation (C, related to the concentration profiles, A, related to the pure 
emission profiles and B, related to the pure excitation profiles). As described 
above, the concentration profiles C can be refolded into distribution maps that 
represent the information on the spatial distribution of the related components. 
In a 4D image, the additional spectral dimension provides richer chemical 
information and new opportunities to find characteristic spectral features to 
differentiate compounds. 

In addition, the existence of even more complex scenarios that require higher 
order linear models, as the quadrilinear model or higher to be described needs 
to be taken into consideration [Malik and Tauler, 2014; Alcaraz et al., 2019]. 
While spectroscopic measurements that directly provide quadrilinear or higher 

C

AT

= Pure emission 
signatures

Pure distribution maps

max

0

   þý
   

Pure excitation 
signatures

BT

D



 

33 

order linear data are not very common, the introduction of additional modes to 
the measurements, such as time, may demand the use of this multilinear 
models, as will also be shown in this thesis. 

2.2.2 Unmixing methods. Multivariate Curve Resolution 

Alternating Least Squares (MCR-ALS) 

As seen in subsection 2.2.1, the bilinear model is the natural, simple and 
compact way to describe the information of a hyperspectral image 
measurement through the signal contributions of their components. However, in 
most of the cases only the raw image measurement, i.e., the D matrix of Eq. 6, 
is available. To retrieve the underlying bilinear model formed by matrices C and 
S from the sole information in matrix D, unmixing methods are needed. In this 
thesis, the focus is on the unmixing method called Multivariate Curve Resolution 
Alternating Least Squares (MCR-ALS) [de Juan and Tauler, 2021], an iterative 
method meant to address the mixture analysis problem, i.e., to obtain C and S 

via an alternating least-squares optimization under constraints. MCR-ALS is 
widely used in many research fields and it is particularly suited for hyperspectral 
imaging [Duponchel et al., 2003; Amigo et al., 2008; Ruckebusch and Blanchet, 
2013; de Juan, 2018]. 

The use of MCR-ALS to analyze HSI data passes through several steps:  

1) Initially, the optimal number of components to describe the information in 
the data set D is determined.  

2) Then, an initial estimate of C or S is selected.  
3) An iterative process through an alternating least squares optimization of 

the matrices C and S is performed under constraints.  
4) Lastly, the algorithm stops when convergence criteria are fulfilled.  

A detailed explanation of each step is presented below, addressing the critical 
aspects of each one.  

1) Determination of the number of components to describe the data set D. 

The analysis of the data by MCR-ALS starts by establishing the suitable number 
of components to describe the dataset D. The number of components can be 
determined in several ways, such as estimating the chemical rank1 by Principal 
Component Analysis (PCA) [Joliffe and Morgan, 1992]. PCA provides the 
bilinear decomposition of the data D into the uncorrelated sources of variation 
that most contribute to explain the total variance of the data, called principal 
components. The explained variance of each principal component, linked to the 
related eigenvalue, can be plotted using a scree plot that shows a break-off 
point that separates the principal components related to relevant information 

                                            
 Chemical rank is defined as the mathematical rank of the data set in absence of noise and 

perfect bilinearity.  
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from those associated with noise. This point helps to estimate how many 
components are needed to properly fit the dataset D using a bilinear model and 
is a good indication for the number of components required by an MCR model. 

However, relying solely on statistical methods such as PCA to determine the 
number of components may not always capture all the underlying components 
of the data. For example, the detection of minor chemical species or the 
presence of very correlated pure spectra can be unclear when PCA is used, 
particularly in image data sets with a high noise level. Thus, when in doubt, it is 
advisable to run several MCR-ALS analyses with different number of 
components in order to assess whether the resolved pure components have 
chemical sense. The knowledge about the samples and the underlying 
chemistry of the data is the best ally, in conjunction with the use of chemometric 
tools, to properly determine the number of components required by the MCR 
model. 

2) Proposal of initial estimates of C or S. 

Once the number of components is selected, the choice of the initial estimates 
(an initial C or S matrix) is performed. The choice of initial estimates is an 
important step in MCR-ALS, since it can have an impact on the convergence of 
the model. There are two usual ways to obtain the initial estimates, i.e., from 
prior knowledge, e.g., when the pure spectra of some components are known, 
or from the selection of the purest columns (concentration profiles) or rows 
(spectral profiles) of the initial data set D2. Since the aim is optimizing these 
estimates to obtain chemically meaningful profiles, it is not recommended 
starting with initial estimates formed by random numbers. 

As a general rule, it is desired to use the pure profiles of some or all 
components if they are available. In absence of this information, several 
chemometric methods can be used to choose good initial estimates based 
solely on the available data D. Among them, there are purest variable selection 
methods, such as Simple-to-use Interactive Self-modelling Mixture Analysis 
(SIMPLISMA) [Windig and Guilment, 1991], essential spectra selection methods 
[Sawall et al., 2022; Coic et al., 2022] and many others [Cocchi et al., 2018]. 
These methods aim to identify the most dissimilar rows or columns in a data 
matrix Ā, i.e., the purest ones, and provide very good initial estimates for the 
MCR-ALS analysis. 

 

 

                                            
 Selecting the purest rows involves choosing samples where the presence of a particular 

component is the highest, i.e., the presence of the rest of the components is the lesser. 
Similarly, selecting the purest columns consist of choosing those wavelengths where the signal 
is primarily attributed to a specific component, while the presence of the other ones is as 
minimum as possible. 
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3) Alternating least squares optimization of C and S matrices 

When the initial estimates are selected, the next step in MCR-ALS is the 
alternating least squares (ALS) optimization to provide C and S matrices of pure 
profiles according to Eqs. 7 and 8. ÿ = Ā(þÿ)+ Eq. 7 þT = ÿ+Ā Eq. 8 

where C+
 and (þÿ)+ correspond to the Moore3Penrose inverse, hereafter 

referred as pseudoinverse of C and S, respectively.  

In hyperspectral image unmixing, the start of the iterative process most often 
consists of the calculation of C given D and an initial estimate of S3, (Eq. 7), 
followed by the calculation of ST given D and the previous calculated C (Eq. 8). 
After completing the first iteration, the process is repeated recalculating C and S 
while updating the pure matrices with the newly calculated ones each until an 
optimal reproduction of the initial data set D is reached according to a preset 
convergence criterion. 

One of the most interesting and useful characteristics of MCR-ALS is the use of 
constraints during the iterative optimization process. A constraint is a specific 
characteristic that the pure profiles in matrices C or S must fulfil. The role of 
constraints is helping in the chemical interpretation of the components and 
improving the accuracy of the retrieved profiles of the bilinear model. 

The versality of MCR-ALS allows applying constraints in very different ways 
[Tauler et al., 2020; de Juan and Tauler, 2021]. The constraints can be imposed 
on the entire pure matrices C or S, to specific elements in the profiles and to 
specific components. This gives to MCR-ALS the flexibility to cover a wide 
range of analytical problems and the ability to adapt to very diverse data. There 
are a wealth of constraints adapted to many application scenarios, some based 
on mathematical properties and some others that rely on chemical knowledge 
[Tauler et al., 1995; Bro and Sidiropoulos, 1998; Blanchet et al., 2007; Tauler et 
al., 2020]. However, in this section, the attention will be focused on the 
constraints commonly used and specifically proposed for hyperspectral image 
analysis.   

The first constraint proposed for MCR methods was non-negativity, which 
enforces the values of a pure profile to be positive. This can be applied in 
different ways, such as replacing negative values by zeros after the calculation 
of matrices C or S or employing softer algorithms, such as non-negative least 
squares [Lawson and Hanson, 1995] or fast non-negative least squares [Bro 
and De Jong, 1997]. This constraint is always applied to concentrations and is 

                                            
 Note that C can be chosen as well as initial estimates, if available. If this is the case, the order 

of the calculation of C and S is inverted, i.e., Eq. 8 is performed first, followed by Eq. 7. 
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widely employed in spectroscopic data, since the majority of spectra, including 
fluorescence, Raman, Infrared, etc., provide non-negative signals. 

The local rank constraint [Tauler et al., 1995] is also essential in many 
applications. This constraint is based on the identification of regions (often 
called windows), where certain components are absent in the profiles C and S. 
For example, if it is known that a specific component is not present in certain 
regions of C or S, then these parts can be forced to have zero values during the 
iteration process. This allows the active use of purity or selectivity information 
and increases significantly the accuracy of the retrieved profiles. The local rank 
constraint has been specifically adapted to be applied on the distribution maps 
of images [de Juan et al., 2005; de Juan et al., 2008; Zhang et al., 2016]. The 
application of this constraint is based on the determination of the number of 
components in subareas of the image formed by windows of few neighboring 
pixels, followed by a subsequent identification of the absent components in 
regions with rank lower than the total. Thus, during the iterative process, the 
matrix C is forced to have null signal for the components known to be absent in 
certain pixels due to the local rank information. 

In addition, there have been new image-specific constraints that use the spatial 
information of the components to improve the definition of the distribution maps 
in hyperspectral image analysis. Examples of image-specific constraints are the 
segmentation [Hugelier et al., 2015] or the smoothness constraint [Hugelier et 
al., 2015b]. The segmentation constraint forces the pure profiles of C to fulfill 
segmented patterns; therefore, it is an indirect way to introduce local rank 
information on the pure distribution maps. On the other hand, the smoothness 
constraint is the opposite to the segmentation constraint, being useful for those 
components who exhibit a smooth gradient of concentration on the distribution 
maps. The application of image-specific constraints during the iteration process 
is performed by refolding the matrix C after its calculation in Eq. 7 into the 
distribution maps. Then, the selected constraint is applied to the specific 
components. Once it is applied, the distribution map is again unfolded, and the 
iterative process continues. 

A special attention must be given to the trilinear constraint that allows MCR-ALS 
to analyze data that require high-order linear models. Although MCR-ALS is a 
bilinear decomposition method, trilinear models can be accommodated through 
the application of the trilinear constraint during the iterative alternating least 
squares optimization [Tauler and Barceló, 1993; Tauler et al., 1998; Marín-
García and Tauler, 2020; Alier et al., 2011]. In this thesis, the trilinear constraint 
plays a central role, since many fluorescence images follow this underlying 
model. Besides, the possibility to perform trilinear decompositions of datasets 
has the advantage of providing unique solutions, ensuring the correct retrieval 
of component profiles. The implementation of the trilinearity constraint in the 
context of image analysis is explained in detail in subsection 4.1. 
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4) Establishing the convergence criterion in the ALS iterative optimization. 

Determining when to stop the iterative process is also a necessary aspect in 
MCR-ALS analysis. The convergence criterion defines the conditions under 
which the algorithm should stop iterating, ensuring that the results are 
sufficiently accurate while avoiding unnecessary computation, i.e., too few 
iterations may result in an insufficiently optimized solution, while excessive 
iterations can lead to spend computation time without a clear improvement of 
the results. 

Usual convergence criteria include reaching a specified number of iterations or 
observing minimal changes in the fit between successive iterations. Generally, 
the convergence criterion based on the change on the lack of fit of the model 
across the iterations is more desired since it is less arbitrary and reflects more 
clearly the quality evolution of the sought solutions. The lack of fit of the model 
is defined as in Eq. 9, while the relative change on the lack fit of the model is 
defined in Eq. 10. 

�þ� (%) = 100 × √∑ ăÿĀ2ÿ,Ā∑ ĂÿĀ2ÿĀ  Eq. 9 

 ÿĀÿ�  (%) = 100 × �þ�ÿ�21 2 �þ�ÿ��þ�ÿ�21  Eq. 10 

 

Where ĂÿĀ is an element of the original matrix D and ăÿĀ is element of the 

residual matrix E. Finally, �þ�ÿ� indicates the lack of fit at iteration ÿ . 
However, at this point it is worth noticing that small changes on the fit do not 
necessarily imply irrelevant changes on the profiles in C and S. This is 
especially important when the pure profiles are very correlated (such as in 
TRFS data), since changes on the C and S profiles do not always go together 
with a significant variation of the model fit. In these specific instances, it is 
advisable to use a low convergence criterion (10-6% or lower) to prevent 
stopping the iterative process when the profiles are still changing. For this 
reason, it is recommended that the researcher actively supervises the 
convergence process and monitors the variation of profile shapes as an 
additional way to decide on the convergence of the optimization. 

Rotational, scale and permutation ambiguity. 

Despite bilinear decomposition methods, such as MCR-ALS, are powerful and 
flexible modeling approaches, the resulting bilinear model may suffer from 
ambiguity. Thus, rotational, scale and permutation ambiguities can impact the 
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interpretability and reliability of the obtained solutions. In this context, 
comprehensive explanations are provided to address each ambiguity, pointing 
to strategies to reduce or completely avoid them. 

Rotational ambiguity describes the possibility to obtain bilinear models of 
components with different profile shape while still effectively fitting the D matrix 
in an identical and optimal way [Borgen and Kowalski, 1985]. As shown in Eq. 
11, matrices C and S can be multiplied by a TT-1 term, equal to the identity 
matrix, where T (N,N) is a  transformation matrix containing real values. The 
inclusion of this term does not affect the model fit and allows for an optimal 
reproduction of matrix D. Ā = ÿÿÿ21þT + ā Eq. 11 

 

However, Eq. 11 can now be rearranged such that C9 = CT, and S9T = T-1ST (Eq. 
12). Ā = ÿ′þ′T + ā Eq. 12 

This implies that the matrix D can be described using components with shapes 
formed by linear combinations of those from the true chemical species 
contained in the data. Thus, there may be multiple solutions associated with a 
bilinear decomposition and the reduction or the elimination of rotational 
ambiguity in MCR methods is essential. 

The only way to reduce or completely avoid the rotational ambiguity is the 
application of constrains on the pure profiles of C and ST. Not all constraints are 
equally powerful to do this task and selectivity is key in this respect [Manne, 
1995; Tauler et al., 1995]. A pure profile contains selective information if there is 
a region where the contribution of a single component is present. For example, 
in a hyperspectral Raman image, a concentration profile cn of the component n 

has selective information if it contains one or more pixels where only the 
component n is present. When this is the case, the related sn profile can be 
retrieved without ambiguity. Similarly, a pure spectral profile sn contains 
selective information if there are one or more wavelengths where the signal 
recorded is only attributed to component n. The spectral selective information 
would ensure the correxct retrieval of the related concentration profile cn. Rolf 
Manne [Manne, 1995], extended the results previously obtained by Maeder and 
Malinowski about the general local rank conditions required to obtain bilinear 
models in absence of rotational ambiguity [Maeder, 1987; Malinowski, 1992]. As 
a general rule, the more selective the profiles are, the higher the probability to 
reduce or suppress the rotational ambiguity. 

Scale and permutation ambiguity are less relevant from the data analysis point 
of view since they do not modify the profile shapes and preserve the 
interpretability of the results, but they should be addressed to further stabilize 
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the bilinear model [Tauler and Maeder, 2009; Golshan et al., 2016; Sawall et al., 
2019]. 

The scale ambiguity describes the possibility to obtain bilinear models with pure 
profiles different in scale (not the shape) without changing the fit of the model. 
This can be clearly seen in Eq. 13 and 14, where the pure matrix C is multiplied 
by a scalar ÿ, while simultaneously the pure matrix S is divided by the same 
scalar. This operation can be done individually per component using different 
scaling factors and reaching the same conclusions. Ā = ÿÿÿ21þT + ā Eq. 13 Ā = ÿ′þ′T + ā Eq. 14 

Here, the new pure profiles of C9 and S9 have different scale than those of C and 
S, but their shapes remain the same. To address the scale ambiguity, 
normalization procedures are commonly employed. Normalization involves 
dividing the pure profiles of one pure matrix by a scalar, often based on metrics 
like their Euclidean norm, their maximum value, or their total area. This 
normalization ensures that the scale of the pure profiles is fixed and consistent 
among resolution and among components, facilitating the interpretation and 
analysis of the data. 

Finally, the last ambiguity is the permutation ambiguity. This ambiguity refers to 
the ability of rearranging or permuting the order of the components in the model 
without changing the fit of the model to the observed data. In other words, 
different permutations of the components lead to equivalent models that explain 
the data equally well. The permutation ambiguity is often ignored since it does 
not modify neither the shape or scale of the profiles retrieved. It only needs to 
be taken into account when the order of components is helpful for interpretation 
or comparison of different models. 

2.2.3 Data fusion of hyperspectral images 

In this section, the core concept of this thesis, the image fusion, is addressed.  
In the MCR framework, this concept is linked to multiset analysis [Tauler, 1995; 
Tauler et al., 1995; de Juan, 2019; de Juan et al., 2019; Tauler et al., 2020; de 
Juan et al., 2024]. 

When exploring scenarios where two or more HSIs are present, the individual 
analysis of each image appears as the most used approach. However, data 
fusion provides a much more advantageous strategy. Data fusion of 
hyperspectral images involves the integration and analysis of information from 
multiple datasets, such as multiple HSIs from different samples or/and acquired 
with different spectroscopic techniques (modality). All datasets can be joined in 
the so-called multisets [Tauler et al., 2020]. The use of multiple sources of 
information is particularly valuable when dealing with HSIs, since multiset 
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analysis provides a more comprehensive and accurate representation of the 
system under investigation. Generally, data fusion approaches are categorized 
into three levels, each one using different information from the data sets to be 
combined [Borràs et al., 2015; Brereton et al., 2017; Smolinska et al., 2019].  

• Low-level data fusion involves the direct concatenation of signals. For 
example, a multiset where a block of Raman spectra is connected with 
fluorescence spectra of analogous samples. 

• Medium-level data fusion is based on the connection of data blocks 
represented by their signal features, such as the fusion of the scores of 
principal components of each individual dataset.  

• High-level data fusion involves often the combination of model outputs 
that come from the analysis of individual data blocks. This kind of fusion 
is more often encountered in certain kinds of data analysis, such as 
classification methods. 

The selection of the data fusion level is based on the nature of the data and the 
objectives of the analysis. For instance, in chemical systems that often follow 
simple models as the Beer-Lambert law, the application of low-level fusion 
models is usually performed since it preserves the information in the original 
form. Conversely, when considering other scientific domains, such as industrial 
process control, where the response of multiple and very diverse sensors, such 
as air flow or temperature and spectroscopic signals, needs to be combined, the 
use of features extracted from the data allows a better use of the relevant 
information.  

In this thesis, only low fusion level is considered for several reasons. First, most 
hyperspectral images follow a bilinear model and a concatenation of signals can 
be treated without modifying the underlying data analysis model. Second, the 
direct interpretation of the model is very relevant, i.e., preserving the identity of 
real pure distribution maps and pure spectral profiles is required. Third, the low 
fusion level strategy adapts to handle directly the output provided by multimodal 
hyperspectral imaging platforms, able to acquire hyperspectral images using 
different spectroscopic techniques.  

Multiset structures 

In the context of low-level image fusion, multisets are defined as single data 
structures formed by a concatenation of different data blocks. Image multisets 
can be formed by data from several hyperspectral images collected on different 
samples with the same spectroscopic technique (Fig. 15A), data acquired on 
the same sample but with different spectroscopic imaging platforms (Fig. 15B), 
or by combinations of images from different samples and platforms at the same 
time (Fig. 15C) [de Juan and Tauler, 2016; Tauler et al., 2020]. The analysis of 
multisets can be performed by MCR-ALS in the same manner as the analysis of 
a single HSI described in subsection 2.2.2. However, the pure matrices C and S 
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will contain information of multiple samples or multiple spectroscopic 
techniques, depending on the multiset structure. 

Figure 15A shows an example of image fusion formed by the concatenation of 
HSIs from different samples, structured as a column-wise multiset. In this case, 
the multiset Daug is built by multiple HSIs acquired with the same spectroscopic 
technique and covering the same spectral range. It is important to know that 
only the spectral direction needs to be common among images. Instead, images 
connected can have different number of pixels, spatial geometry and spatial 
resolution. The bilinear model obtained can be expressed as in Eq. 15: 

 Ā�ÿ� = (Ā1Ā2⋮Ā ) = (ÿ1ÿ2⋮ÿ )þT +(ā1ā2⋮ā ) = ÿ�ÿ�þT + ā�ÿ� Eq. 15 

where Daug contains the spectra of the fused m images, Caug the concentration 
profiles related to every image that can be refolded into distribution maps and 
ST is the single matrix of pure spectra, valid for all images analyzed.   

The simultaneous analysis of HSIs of several samples has several benefits, 
namely:  

• The distribution maps of the components in all samples are more easily 
retrieved because of the complementary information in the multiset, e.g., the 
map of a minor compound in a sample can be more easily retrieved because 
this compound may be very well represented in a different sample.  

• The pure spectral profiles S are better defined since more pixels with more 
diverse spectral information are being used to estimate S.  

• And, in general, the rotational ambiguity of the model decreases due to the 
major diversity of information and the potential inclusion of a higher number 
of pure pixels in the multiset.  

Figure 15B shows an example of image fusion obtained by analyzing the same 
sample by n different spectroscopic image platforms. This is the main type of 
image fusion studied in this thesis. Here, the multiset is built by the 
concatenation of HSIs blocks in the row-wise direction. i.e., each pixel is defined 
by the concatenated spectral responses of the employed imaging techniques. 

The bilinear model obtained can be expressed as in Eq. 16: Ā�ÿ� = (Ā1 ĀĀ  &Ā�) = ÿ(þ1Tþ2T& þÿT) + (ā1 āĀ  &  ā�) = ÿþ�ÿ�T + ā�ÿ� Eq. 16 

This means that the response of the matrix Daug can be expressed by linear 
combinations of the pure matrix S which contains simultaneously the pure 
spectra of each spectroscopic technique. The simultaneous analysis of images 
coming from different platforms in a single multiset structure has several 
advantages.  

• First, the more complete vision of the identity of components in the data set. 
In this case, the pure profiles on S contain chemical complementary 
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information from different spectroscopic techniques and it becomes easier to 
characterize and differentiate the components present in the sample. For 
example, if a fluorescence HSI is fused with a Raman HSI, the richer 
chemical information of Raman (more interpretable and less overlapped 
bands than fluorescence) facilitates enormously the retrieval and 
identification of components.  

• Secondly, the pure concentration maps C are better defined since more 
diverse spectral information are being used to calculate C . 
And, in general, the rotational ambiguity of the model decreases due to the 
major diversity of information and the potential inclusion of a higher number 
of pure spectral channels in the multiset.  
 

Finally, Fig. 15C shows the multiset Daug formed by the measurement of 
different samples scanned by several spectroscopic platforms. 
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Figure 15. Multiset configurations and related bilinear models. A) Multiset augmented 
column-wise formed by þ hyperspectral images acquired with the same technique. B) 
Multiset augmented in row-wise direction formed by one sample monitored by n 
spectroscopic image platforms. C) Multiset augmented in row and column-wise direction 
formed by hyperspectral images acquired on m samples by n different techniques.  
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The bilinear model obtained can be expressed as in Eq. 17 

Ā�ÿ� = (Ā11 Ā12&Ā1ÿĀ21 Ā22&Ā2ÿ⋮ ⋮ ⋱ ⋮Ā 1Āþ2&Āþÿ
) = (ÿ1ÿ2⋮ÿþ)(þ1Tþ2T& þÿT) + (ā11 ā12&ā1ÿā21 ā22&ā2ÿ⋮ ⋮ ⋱ ⋮ā 1āþ2&āþÿ) 

= ÿ�ÿ�þ�ÿ�T + ā�ÿ� Eq. 17 

Here, the benefits from both row-wise and column-wise augmentation can be 
obtained. 

Generally, the multisets based on column-wise augmentation (Fig. 15A) are 
instrumentally and mathematically accessible and very simple to be built and 
allow the fusion of HSI with different area scanned, different pixel size and 
different geometries, since only the spectral mode has to be common among 
images. However, building multisets based on the row-wise augmentation is not 
trivial. In this case, the pixel mode has to be common among images, i.e., there 
should be spatial congruence among the HSIs acquired. This means that the 
coordinates of the pixels of one HSI should spatially correspond to the same 
coordinates on the others HSI when they are concatenated [Piqueras et al., 
2017]. Thus, the HSIs often need to be spatially transformed to match the pixels 
among HSIs, e.g., by balancing the pixel size of the images and/or performing 
translations and rotations. The complexity to perform the data analysis and the 
often unavailability of two or more spectroscopic imaging techniques to perform 
measurements makes that this kind of image fusion be insufficiently exploited.  

However, although multiplatform image fusion is not yet very common, there are 
starting efforts of institutions and companies oriented to develop multimodal 
imaging platforms [Wang et al., 2014; Dochow et al., 2015; Selci, 2019; 
Wightman et al., 2019; Bec et al., 2020; Tuck et al., 2020; Schie et al., 2021; 
Neal et al., 2023; Occhipinti et al., 2023]. The shift towards multimodality in 
imaging is driven by the advantages that it provides, since it significantly 
enhances the chemical information provided with the need for spatial 
congruence among signals solved. An example of this technology is the 
partnership of Renishaw and Becker & Hickl companies, which have recently 
produced a multimodal FLIM-Raman microscope. This instrument allows 
measuring simultaneously FLIM and Raman images of the same sample. 
Another example is the spectrally-resolved FLIM systems (or spectral FLIM 
systems), where the excitation, emission and fluorescence decay can be 
recorded simultaneously using the same microscope.  

Thus, the increasing interest on multimodal platforms and, in general, on the 
joint use of different spectroscopic signals in imaging has been the main 
motivation of this thesis, oriented to provide data analysis solutions for a broad 
diversity of image fusion scenarios, making them accessible to the scientific 
community. In the following section, the main studied challenges of image 
fusion are presented. 
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2.2.4 Challenges of image fusion 

Multisets have been presented as the way to integrate information from different 
HSIs acquired on different samples by different spectroscopic techniques. 
However, the explanations provided in the previous section are valid for 
datasets with images obeying bilinear models and showing similar spatial 
characteristics. New challenges arise when images to be fused present a higher 
spatial and spectroscopic diversity. In this instance, working with all available 
information and proposing joint models that may preserve the underlying natural 
behavior of the individual images is not yet solved. 

Spatial diversity among images is specifically linked to differences in the 
scanned area and/or in the spatial resolution attained by the different platforms, 
as displayed in Fig. 16 and 17 and described in the next paragraphs.  

Figure 16 illustrates the challenge associated with the fusion of HSIs covering 
partially different scanned areas. This situation may occur for several reasons, 
such as the impossibility of measuring the full area to avoid the sample 
photodamage caused by one of the spectroscopic techniques, or because the 
acquisition by one of the image platforms is very slow and this measurement is 
reduced to a small sample area. Fig. 16A shows an example where an emission 
fluorescence image is acquired scanning all the sample area, while the Raman 
image restricts to scan a smaller part. The simple solution to address this issue 
is to discard the non-common scanned area and perform conventional image 
fusion, as shown in Fig. 15B. To avoid any loss of information, a potential 
solution is to incorporate the fluorescence pixel spectra related to the non-
common scanned area into the analysis by placing them below the rest of the 
pixel spectra of the same technique (Fig. 16B). Since these pixels do not have 
equivalent Raman measurements, an empty block is generated in the multiset 
structure. This type of multiset structure is called incomplete multiset [Alier and 
Tauler, 2013] because one or more data blocks are missing.  
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Figure 16. A) The full area of a sample is measured using fluorescence imaging, while only 
a small region of the scanned area is measured by Raman imaging. The concatenation of 
all available information in the two HSIs generates an empty block, designing conditions 
where no Raman data are recorded (set as Not A Number, NaN), and a complete region 
where both signals are available for each pixel. B) The concatenated images are unfolded 
to form an incomplete multiset. The incomplete multiset contains a full row-wise augmented 
region, where the fusion of both fluorescence and Raman signals are available per pixel 
(common scanned area) and a block of fluorescence pixel spectra with a neighboring 
missing block of information, linked to the area where no Raman signal is recorded. 

A similar scenario is encountered when fusion of hyperspectral images acquired 
by imaging techniques with different spatial resolution is required. This is also a 
common situation since the pixel size of hyperspectral images depends on the 
optical characteristics of the spectroscopic technique used. To fuse images with 
different pixel size, a spatial preprocessing is needed to equal the pixel size 
among images and allow the image coregistration. Fig. 17A illustrates this 
image fusion challenge with an example where a fluorescence image with a 
pixel size of 1 × 1 µm2 needs to be fused with a Raman image with a pixel size 
of 4 × 4 µm2. To be able to fuse both images in the conventional way presented 
in Figure 15B, the fluorescence image must be binned, i.e., increasing the pixel 
size four times by summing up pixel spectra of 4 × 4 pixel windows to obtain a 
new bigger pixel, sized 4 × 4 µm2, as in the Raman image.  
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Figure 17. A) Illustrative example of a fluorescence and Raman image with a pixel size of 
1x1 µm and 4x4 µm, respectively. The fluorescence image is binned in a factor of 4x4 to 
match the pixel size of Raman. Thus, a conventional image fusion concatenating both 
images can be performed. B) The original pixel fluorescence spectra with high spatial 
resolution can be concatenated below the binned fluorescence spectra. However, this 
generates an incomplete multiset since Raman spectra with high spatial resolution are not 
available. 

This allows for the concatenation of both (binned) fluorescence and Raman 
images (Fig. 17A) in a complete multiset. However, binning the spectra of an 
image has two clear drawbacks. First, if the spatial resolution is decreased, the 
observation of certain detail in spatial structures of the components can be lost. 
Second, binning involves summing groups of pixel spectra to obtain bigger 
pixels with more mixed information. Therefore, pure pixels that help in the MCR-
ALS resolution are swallowed in the binned spectrum and the rotational 
ambiguity of the analysis increases. A way to circumvent the loss of spatial 
resolution is concatenating the pixel spectra of the original high spatial 
resolution fluorescence image below their binned version (Fig. 17B). The 
incomplete multiset obtained preserves all the information and allows retrieving 
pure resolved maps with high spatial resolution.  

Binning 4 4

µmµm
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Differences in spatial resolution lead to incomplete multisets, as those shown in 
Fig. 17, if all available image information needs to be taken into account. 
Therefore, solving these image fusion problems calls for the proposal of new 
and fast adaptations of the MCR-ALS algorithm to handle multiset structures 
with one or more missing blocks of information. 

The last challenge tackled in this thesis involves the fusion of 3D and 4D 
images, issued from techniques providing signals with different spectroscopic 
dimensionalities. Fig. 18 shows an example where a 3D Raman image is fused 
to a 4D excitation-emission fluorescence image. The challenge is not only 
related to the construction of a single data structure formed by an unfolded 
matrix and an unfolded tensor, but to the fact that these image measurements 
require different underlying linear models, bilinear and trilinear, to be properly 
described. Integrating information from datasets with distinct dimensional 
structures poses a challenge in image fusion that can only be solved by 
proposing algorithms able to accommodate hybrid models, which consider both 
the bilinear and trilinear behavior of the 3D and 4D images fused.  

 

Figure 18. Scheme of image fusion among a Raman HSI and an Excitation-Emission 
fluorescence HSI. Both images are unfolded and concatenated forming a combined matrix-
tensor structure. The block coming from the Raman HSI on Daug follows a bilinear model, 
while the block coming from the Excitation-emission HSI follows a trilinear model. 

Summarizing, the challenges related to the fusion of images with different 
dimensionalities and spatial characteristics requires the proposal of new flexible 
algorithms able to handle incomplete multisets and to perform combined tensor 
and matrix factorization. Only in this way, a general framework for image fusion 
will be obtained.
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CHAPTER 3. RESULTS AND DISCUSSION 

 

 

  



 

 
 

 

  



 

 
 

 

 

 

 

SECTION I – Addressing challenges of 

fluorescence image analysis 

 

 

This section contains five scientific publications related to the improvement of 
the analysis of fluorescence hyperspectral images, specifically excitation-
emission fluorescence images and time-resolved fluorescence spectroscopy 
data, the basic measurement of Fluorescence Lifetime Images (FLIM). The 
improvement of the analysis of the fluorescence images has a significant impact 
when image fusion using this kind of measurements is required. New 
implementations of the trilinear constraint for the analysis of excitation-emission 
fluorescence images containing missing values and new approaches for the 
analysis of time-resolved fluorescence spectroscopy data are provided.  
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3.1 Dealing with missing values on excitation-emission 

hyperspectral images 

Data sets formed by Excitation-emission fluorescence measurements (EEM) 
are the best-known paradigm of chemical measurements providing a trilinear 
model, with triads of profiles related to the excitation, emission and sample 
modes [Stedmon et al., 2008; Rodríguez-Vidal et al., 2020; Alcaraz et al., 2019; 
Marín-García and Tauler, 2020].  

Trilinear models have the interesting property of uniqueness (absence of 
rotational ambiguity) [Kruskal, 1977] and this makes trilinear decomposition 
methods very attractive to solve the mixture analysis problem. However, as 
stated in Chapter 2, the excitation-emission matrices are challenging to analyze 
due to the presence of non-linear Raman and Rayleigh scattering or the 
absence of emission signal below the excitation wavelength when EEM 
measurements are acquired with overlapped excitation and emission 
wavelength ranges. The scattering phenomena introduce signals that break the 
inherent trilinear behavior of excitation-emission matrices and must be 
addressed before analyzing data with trilinear models [Bahram et al., 2006; 
Eilers and Kroonenberg, 2014]. On the other hand, most algorithms are 
envisioned to deal with complete EEM landscapes and do not provide clear 
solutions when a systematic pattern of missing values associated with the lack 
of signal at emission wavelengths lower than the excitation wavelengths arise.  
There exist several proposals to deal with the absence of signal below the 
excitation wavelength and the presence of Raman and Rayleigh scattering in 
EEM data with benefits and drawbacks. One approach is directly selecting a 
rectangular region of interest (ROI) on the EEM landscape to avoid Raman and 
Rayleigh signals. Another is removing Raman and Rayleigh signals and 
estimate the missing values, or simply removing Raman and Rayleigh signals 
and set them as missing values [Andersen and Bro, 2003; Bahram et al., 2006; 
Elcoroaristizabal et al., 2015], as in the right plot of Fig. 19. 

 

Figure 19. Example of excitation-emission measurement of a mixture of pharmaceutical 
compounds (ibuprofen and acetylsalicylic acid). On the left, Rayleigh and Raman scattering 
can be observed in the EEM landscape. On the right, a specific region of the full landscape 
that contains only fluorescence signal is considered. White areas indicate missing entries. 
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The algorithms meant to solve the unmixing problem for trilinear data, such as 
Parallel Factor Analysis-Alternating Least Squares (PARAFAC-ALS) [Bro, 1997] 
or MCR-ALS with trilinear constraint, cannot be straightforwardly applied in the 
presence of missing values. For this reason, one of the main efforts in this work 
has been the adaptation of the trilinearity constraint to handle missing data in 
MCR-ALS. This results subsection includes the Publications I, II and III and the 
related discussion. 

Publication I is a new implementation of the trilinearity constraint for MCR-ALS 
to deal with strongly patterned missing data. This initial adaptation is complex 
and requires a sequential implementation with several steps, such as a 
submatrix selection, to be implemented. 

Publication II offers an improved, simple and easy way to implement the 
trilinear constraint based on an adapted use of the NIPALS algorithm. This 
implementation does not require sequential steps, adapts to any pattern of 
missing values and it can be easily implemented in the MCR-ALS framework. 

Publication III shows the application of the adapted trilinearity constraint for the 
presence of missing values in a photobleaching study of the natural 
fluorophores of a vegetal tissue. The flexibility of application of the multilinear 
constraints is tested in a challenging scenario requiring a quadrilinear model.  

 

_______________________________________________________________ 
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A B S T R A C T   

The possibility to perform trilinear decompositions of data sets has the clear advantage of providing unique 
solutions. Excitation-emission 昀氀uorescence matrices (EEM) are the best known paradigm of chemical measure-
ments providing a trilinear structure associated with the con昀椀guration of excitation, emission and sample modes. 
Chemometric tools, such as Parallel Factor Analysis (PARAFAC) and Multivariate Curve Resolution-Alternating 
Least Squares (MCR-ALS) with trilinear constraint, assist in solving the mixture analysis problem by exploiting 
the trilinear behavior of the EEM measurements. However, the spectroscopic nature of EEM measurements makes 
that no emission signal can be recorded below the current excitation wavelength, generating a strong and sys-
tematic pattern of outlier (zero observations) in EEM data that challenges the classical analysis by MCR-ALS or 
PARAFAC. Several approaches have been proposed to deal with this problem, such as the identi昀椀cation of 
outlying values below the excitation wavelength and, thus, the use of data imputation in PARAFAC, but they 
show severe limitations when systematic outlying data patterns occur. In this paper, we propose a new imple-
mentation of the trilinear constraint in MCR-ALS algorithm to cope with EEM measurements where a strongly 
patterned of outlying data is present. This approach preserves the trilinear property and does not require any 
data imputation step to replace the outlying observations. Its performance is tested on simulated data, controlled 
pharmaceutical mixtures and hyperspectral images of a plant tissue (HSI). It should be noted that the approach 
proposed is applicable to EEM data, where a systematic pattern of outlying observations exist, but can be 
generalized to the treatment of any trilinear data set with a strong pattern of missing values.   

1. Introduction 

Excitation-emission 昀氀uorescence (EEM) spectroscopy allows char-
acterizing and quantifying 昀氀uorophores taking advantage of differences 
in their excitation and emission pro昀椀les [1–4]. EEM spectroscopy pro-
vides a full 2D excitation emission matrix or landscape per sample. 
When EEM from different samples are organized in a single 3D structure, 
the three dimensions refer to the sample direction (s), excitation direc-
tion (ex) and emission direction (em), forming a data cube of size s×
ex× em. In the microscopy 昀椀eld, excitation-emission hyperspectral im-
aging (EEM-HSI) associates an excitation-emission 昀氀uorescence mea-
surement with every pixel and provides 4D images, where two 

dimensions x- and y- are the pixel coordinates, and the remaining ones 
correspond to the 2D EEM landscapes, forming a hypercube of size x ×

y × ex × em [5,6]. 
In absence of Rayleigh and Raman scatter and for emission ranges 

higher than the excitation ranges used in the measurement, EEM mea-
surements follow naturally a trilinear model, i.e., every component 
coming from a set of EEM matrices (i.e. a set of samples) can be 
expressed as a combination of three different pro昀椀les: a concentration 
pro昀椀le, which describes the relative abundance of a 昀氀uorophore in the 
different samples, and the associated excitation and emission spectra. 
When a set of samples is analyzed, a concentration pro昀椀le describes the 
relative abundance of a 昀氀uorophore in the different samples. When EEM 
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昀氀uorescence images are studied, the values in a concentration pro昀椀le 
refer to abundance of a 昀氀uorophore in every pixel. In this context, 
concentration pro昀椀les are refolded to recover the 2D structure of the 
original image and display distribution maps (Fig. 1). 

Characterizing samples or image 昀氀uorophores from raw EEM mea-
surements needs suitable chemometric methods that take advantage of 
the underlying trilinear model of the method. In this scenario, PARAFAC 
[7,8] and Multivariate Curve Resolution-Alternating Least Squares 
(MCR-ALS) [9,10] become an excellent alley to deal with the mixture 
analysis problem. Whereas PARAFAC naturally provides trilinear data 
decomposition as shown in Fig. 1, the underlying MCR-ALS model is 
bilinear. However, trilinearity can also be applied in the MCR-ALS 
framework as a constraint [11–13]. Thus, different works have re-
ported on the 昀氀exibility to impose the trilinear condition per component 
or per block in a multiset con昀椀guration [5,11,14], offering very versatile 
scenarios of hybrid bilinear/trilinear models. Hence, MCR-ALS becomes 
a very good and 昀氀exible chemometric tool adapted to the characteristics 
of the EEM measurement, where the applied trilinear constraint relies on 
the fact that the 昀氀uorescence emission shape of the components remains 
constant across all the excitation wavelengths [5,12,15]. At this point, it 
is important to remind that all trilinear decomposition methods provide 
unique solutions in absence of degeneracies in all modes of the tensor 
analyzed [16]. This property is an excellent asset when compared with 
methodologies relying on bilinear decompositions, such as MCR-ALS 
when the trilinear constraint is not imposed [8,11,13,16]. 

However, some limitations can be observed in all trilinear decom-
position algorithms when dealing with missing data. In this sense, 
昀氀uorescence measurements have the particularity that no emission 
signal is produced at wavelengths shorter than the excitation wave-
length used. This fact may cause a systematic pattern of zero observa-
tions in EEM measurements, linked to the natural 昀氀uorescence 
phenomenon, as can be seen in Fig. 2. In this scenario, an option is 
selecting a rectangular region of interest (ROI) in the EEM landscape to 
avoid the regions with absent data. However, data selection may discard 
relevant information for the characterization of some sample com-
pounds, as shown in Fig. 2, where there is no possible rectangular ROI 
including information of all sample compounds simultaneously. Another 
alternative is replacing the outlying observations using data imputation 
methods, which is the same treatment given to data sets with missing 
values. During the analysis, the EEM outlying observations (or missing 
values in a wider context) are replaced by predictions coming from the 
model itself to avoid algorithm incompatibilities. However, it is dif昀椀cult 
to perform a reliable data imputation when the outlying (or missing) 
values show a strongly patterned structure, such as the one in Fig. 2 
[17]. 

The classical trilinear decomposition methods, Incomplete Data 
PARAFAC (INDAFAC) or PARAFAC-ALS are well suited to handle 
missing values when their spatial distribution is random, but not for 

systematic patterns of missing values, such as the one in Fig. 2. In 
contrast, MCR-ALS can analyze a complete multiset, obtained by 
unfolding adequately the data in Fig. 2. However, since the current 
implementation of the trilinearity constraint in MCR-ALS is not prepared 
to handle missing values, only a bilinear decomposition would be 
possible. 

In this work, we propose a new implementation of the trilinear 
constraint in MCR-ALS capable to deal with the presence of systematic- 
patterned missing values. Our approach can be optionally applied to 
individual components and does not require any data imputation step. 
To proof the potential of this new approach, the new constraint has been 
tested in simulated data, in EEM from controlled pharmaceutical sam-
ples and in EEM-HSI from cross-sections of rice roots as examples. It is 
worth noting that the outlying systematic pattern of EEM 昀氀uorescence 
data will be handled in the same way as a systematic pattern of missing 
values would be. Hence, on the theoretical description of the proposed 
approach, the expression missing values will be used because the 
approach proposed can be applicable to both scenarios. 

2. Data sets 

This section includes simulated and real examples of EEM mea-
surements. The simulations have been performed mimicking the maps 
and spectral 昀椀ngerprints of an EEM-HSI of vegetal tissue and introducing 
variations related to different noise level and noise structures and 
structures and to diverse spectral overlap conditions. Examples of real 
EEM-HSIs and EEM measurements of solution samples of pharmaceu-
tical mixtures are studied. 

2.1. Excitation-emission hyperspectral images of plant tissue 

2.1.1. Simulated excitation-emission hyperspectral image 
The simulated data set is an EEM-hyperspectral image where the 

shape of the distribution maps is taken from the analysis of a similar real 
EEM leaf sample image done by the authors on a rice leaf sample [5]. 
The maps show a considerable overlap among components. In total, the 
EEM-HSI simulated sample surface has a size of 119 × 119 pixels. The 
simulated range is from 200 nm to 500 nm with a step size of 6 nm for 
the excitation wavelengths (51 channels) and from 270 nm to 570 nm 
with a step size of 6 nm for the emission wavelengths (51 channels), 
giving a hypercube sized 119× 119× 51× 51. The distribution maps and 
the different 昀氀uorescence excitation and emission 昀氀uorescence spectra 
used for the simulation are shown in Fig. S1 (Supporting Information). 
Once the image has been obtained, different levels of white or Poisson 
noise representing 16 and the 30% approximately of the total signal 

Fig. 1. Underlying model of EEM 昀氀uorescence measurements. In a trilinear 
model, each component has a pure concentration pro昀椀le (C), a pure excitation 
spectrum (K) and a pure emission spectrum (S). 

Fig. 2. Possible scenario in a mixture of three components (A, B, C). It can be 
observed that there is no rectangular ROI that includes the signal from the 
three components. 
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were added, mimicking the usual noise level found in these measure-
ments in normal or harsh conditions, respectively. For more detail in the 
generation of the simulated data, see the Supporting Information. 

2.1.2. Excitation-emission hyperspectral image of plant tissue 
Rice plants were grown as in Ref. [5]. After harvest, small pieces of 

plant roots were collected and embedded in agarose (5% w/w). 50 μm 
thickness microsections were prepared and put on a 1 mm-thickness 
CaF2 slide with a drop of Phosphate-buffered saline solution, covered 
with a 0.5 mm-thickness CaF2 coverslip and sealed with nail polish, to 
avoid water evaporation during the experiment. 

EEM-HSIs were acquired by a confocal microscope (Leica TCS SP8 
STED 3X, Leica Microsystems, Mannheim, Germany) with an HC PL APO 
CS2 10 × /0.40 DRY objective. Several excitation wavelengths were 
selected: 405, 470, 520 and 570 nm. For the 405 nm laser beam, a power 
approximately of the 70% (89 μW at the sample plane) was used. For the 
470, 520 and 570 nm excitations, a supercontinuum white light laser 
(WLL) with a power approximately of 70% (146 μW at the sample 
planned) was used. 

The emission range for each excitation was 435–663 nm, 495–663 
nm, 543–663 nm and 591–663 nm, respectively. The 昀氀uorescence 
spectra were collected using a hybrid photodetector (HYD SMD) with 12 
nm sampling interval and a bandwidth of 12 nm. This provides a 4D 
hyperspectral image with x and y as the spatial directions, and λexc and 
λem as the spectral dimensions. Spectra were collected by point mapping 
with dwell times of 32 μs in all excitation wavelengths, except for 405 
nm, where 15 μs were used. Each of the three images acquired has 1024 
× 512 pixels, a pixel size of 450 × 450 nm2 and a 昀椀eld of view of 460 ×
230 μm2. 

2.2. Excitation-emission matrices of pharmaceutical mixtures 

Nine mixtures of ibuprofen (IP) and acetylsalicylic acid (ASA) (a.r., 
Sigma Aldrich) were prepared in an ammonia-ammonium chloride 
buffer solution (pH 10) and measured by an AB2 Aminco-Bowman 
spectro昀氀uorometer. A common 昀氀uorescence linear range was found 
for the two compounds from 0.25 to 5.00 mg/L (R2 = 0.998). Excitation 
and emission slits were set to 5 and 10 nm respectively and the voltage of 
the photomultiplier was set to 560 V. A Hellma quartz cell (4 × 10 mm 
optical pathlength, and 400 μL volume) was used. The excitation range 
was 200–500 nm and the emission range was 200–600 nm. Table 1 
shows the concentrations of the pharmaceutical compounds in each 
mixture. The dataset formed by the pharmaceutical mixtures was a data 
cube formed by 9 samples, 61 excitation channels and 42 emission 
channels, sized 9 × 61× 42. 

3. Data analysis 

3.1. Multivariate Curve Resolution-Alternating Least Squares (MCR-ALS) 

MCR-ALS is an algorithm meant to solve the mixture analysis prob-
lem via a bilinear decomposition, which has been applied successfully in 
many different 昀椀elds [9,10]. For spectroscopic data, the bilinear model 
can be expressed by (Eq. (1)) 
D=CS

T + E Eq. 1  

where D is the matrix containing all spectra and C and ST are matrices of 

concentration pro昀椀les and spectral signatures of the sample constitu-
ents, respectively. E is the matrix of the residual variation unexplained 
by the MCR model. MCR-ALS is an algorithm that optimizes matrices C 
and ST by an alternating least squares iterative procedure under con-
straints. The end of the optimization procedure is de昀椀ned by the 
convergence criterium, often expressed as a threshold based on the 
relative difference of the lack of 昀椀t (LOF) during consecutive iterations. 
The parameters used to estimate the quality of the MCR model 昀椀t are the 
LOF and the explained variance, as expressed in Eq. (2) and Eq. (3). 

LOF (%)= 100 ×

�����������3
i,j

e2
i,j

3
i,j

d2
i,j

:::::: Eq. 2  

Var (%)= 100 ×

»
¿¿1−

3
i,j

e2
i,j

3
i,j

d2
i,j

¿
¿£ Eq. 3  

Where di,j is the ijth element of D and ei,j is the residual associated with 
the reproduction of di,j by the MCR model. 

During the iterative process, several constraints can be applied to C 
and ST according to the natural behavior of the pro昀椀les or responding to 
mathematical conditions. Constraints can be applied optionally per 
mode (C or ST), per block in a multiset arrangement and per pro昀椀le 
(component) within C or ST. A group of dedicated constraints for mul-
tiset data are the model constraints, which incorporate multi-way 
models, such as multilinear or factor interaction models, in the MCR- 
ALS decomposition [12,18]. A detailed explanation on the current 
implementation of trilinearity and the new proposal for strongly 
patterned missing data sets can be found in the next subsections. 

3.2. The trilinearity constraint in MCR-ALS. Implementation for complete 
data sets and for data sets with strongly patterned missing values 

The 昀椀rst step for the implementation of trilinearity in MCR-ALS is 
transforming the original data cube into a multiset con昀椀guration. In 
complete EEM measurements, where for each excitation wavelength the 
emission spectrum has the same wavelength range, the tensor D can be 
unfolded as a data matrix by transforming two dimensions in a single 
extended one (Fig. 3A). Thus, every row of the multiset contains a 
vectorized 2D EEM landscape, where the emission spectra of the 
different excitation wavelengths are concatenated. 

In this case, the trilinear model can be implemented as a constraint 
during the iterations. As shown in previous work [12], in every iteration, 
each row pro昀椀le in ST, related to a speci昀椀c component, is folded into the 
excitation-emission matrix Sfi, where i refers to the component (Fig. 3B). 
This new EEM matrix Sfi is decomposed by singular value decomposition 
(SVD) and it is reconstructed using the 昀椀rst SVD-component. This gives a 
new matrix �Sfi where all the emission pro昀椀les have the same shape and 
only differ in scale, depending on the excitation wavelength they are 
associated with. The new matrix �Sfi is unfolded again and is used to 
replace the row pro昀椀le related to component i in ST. It is important to 
note that the Sfi matrix needs that every emission spectrum has the same 
emission range and Raman or Rayleigh scattering must be either 
removed or corrected to keep the trilinear behavior in the data. As 
mentioned before, the per component implementation of the trilinear 

Table 1 
Pharmaceutical mixtures.   

Mixture 
Pharmaceutical compound 1 2 3 4 5 6 7 8 9 
IP (mg/L) 0.25 1.00 0.25 2.50 0.25 1.00 1.50 1.50 1.50 
ASA (mg/L) 1.50 0.50 1.00 0.25 2.50 2.50 0.5 0.25 1.50 

All data sets used are available on request. 
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constraint allows obtaining full trilinear models (when all components 
are constrained) or hybrid bilinear/trilinear models when only some of 
them obey this model condition. 

The excitation spectrum is recovered using the area of the pure 
昀氀uorescence emission for each excitation wavelength (Fig. 3A). Note 
that for each component, every emission spectrum has the same shape. 
This gives us a trilinear model, where for each component there is a 
concentration, an excitation and an emission pro昀椀le. 

3.2.1. Trilinearity constraint for data with strongly patterned missing values 
in Multivariate Curve Resolution-Alternating Least Squares (MCR-ALS) 

When using EEM measurements with overlapping excitation and 
emission wavelength ranges, a strongly patterned missing data set, as 
shown in Fig. 2, is obtained. However, transforming this cube into a 
multiset con昀椀guration can be done as in Fig. 3A. The main difference in 
this case is that the length of the emission spectra concatenated per 
every pixel changes depending on the related excitation wavelength 
(Fig. 4A). The multiset D obtained does not contain missing data and 
could be easily analyzed using a bilinear model decomposition. How-
ever, the uniqueness in solutions provided by the trilinear constraint 
would be lost. In the classical application of the trilinear constraint 
shown in Fig. 3B, the matrix Sfi must be complete and cannot have 
missing values. In EEM measurements where the excitation and the 
emission range overlap, every emission spectrum has a different length 
and this prevents applying the trilinear constraint, as shown in Fig. 4A, 
because Sfi would be a ragged matrix. 

To solve the problem described in the previous section, the following 
procedure is proposed (Fig. 4B). In each iteration, after the ST matrix is 
calculated, each pro昀椀le of ST is folded as a ragged matrix, 昀椀lling the 
empty spaces with NaN and refolding the data as in the original struc-
ture. The idea is applying the trilinear constraint to a suitable number of 
complete Sfi submatrices until all elements in the original ST matrix are 
used. As a result, the trilinear pro昀椀les are reconstructed sequentially 

without any imputation step. In the example of Fig. 4B, the criterion 
chosen was selecting the rectangular submatrices according to the 
number of rows covered in decreasing order. Thus, the green submatrix 
is the 昀椀rst detected and is decomposed by SVD and reconstructed using 
the 昀椀rst component. The corresponding values of Sfi are replaced by the 
reconstructed submatrix (green colour in Fig. 4B). Then, the second 
submatrix, in purple, is detected and the same decomposition is applied, 
replacing only the values in the Sfi matrix that were not modelled by the 
previous submatrix analysis. This is repeated sequentially with all 
possible additional submatrices until all the area of Sfi considered for 
trilinearity is covered (�Sfi). The matrix �Sfi is then vectorized by 
concatenating the emission spectra at the different excitation wave-
lengths to replace the ith suitable pro昀椀le of the S

T matrix. There are 
several ways to sort the submatrices used to describe �Sfi. Each corre-
spond to different criteria (bigger area, bigger number of row or columns 
…). The criterium to sort the submatrices in an optimal way will be 
discussed later. 

3.2.1.1. Optimal submatrix selection. When running the MCR-ALS algo-
rithm, only under non-negativity, every spectral pro昀椀le in ST is likely to 
contain slightly mixed contributions. In this scenario, the trilinearity 
constraint should aim 昀椀rst at removing this initial mixed pro昀椀le nature 
and afterwards to provide a common emission shape associated with all 
excitation wavelengths. Hence, the selection of the submatrices Sfi on 
which to apply sequentially trilinearity will consider this double goal in 
two steps. 

Step 1 (removal of signal mixing in S昀椀) 

An automated algorithm was designed to detect all possible rectan-
gular submatrices in the ragged matrix S昀椀. These submatrices are af-
terwards sorted in decreasing order according to their mixture level 

Fig. 3. A) Structure of a three-way complete EEM data set. The cube D is unfolded by concatenating emission spectra at different excitations in matrix D. D is 
decomposed into the product of matrix C, related to the concentration pro昀椀les, and ST, related to the spectral signatures. B) Classical application of the trilinearity 
constraint per component during MCR-ALS iteration. The spectral pro昀椀le ST of one component i is folded as an EEM matrix (Sfi) and decomposed by SVD. Then, it is 
reconstructed by the 昀椀rst component of the SVD analysis (�Sfi) and the suitable values of ST are replaced. 
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(ML), estimated as the trace of the submatrix �Σ, de昀椀ned as the diagonal 
matrix containing the eigenvalues Σ divided by Σ11 and with N as the 
number of components (Eq. (4)). 

ML=
trace(�Σ)

N
Eq. 4 

ML can move from 1/N for a perfect rank one matrix (i.e. in a 
noiseless case, when only a pure component exists) to one, when the 
variance is evenly spread in all calculated components. The closer ML is 
to 1, the higher the mixture level in the analyzed submatrix. 

SVD is applied 昀椀rst to the most mixed submatrix of S昀椀, framed in 
green color. The reconstructed submatrix only using the 昀椀rst component 
helps to remove the non-common signal features that could come from 
residual contributions of other compounds. The procedure continues 
gradually, every time taking the most mixed remaining submatrix 
(following the purple and yellow sequence in Fig. 5), doing the SVD 
analysis and incorporating only the reconstructed part of the submatrix 
absent in previous steps, until the full area of the S昀椀 ragged matrix has 
been covered. This algorithm is fast and automatic since it does not 
require to set any parameter. 

Step 2 (ensuring trilinear pro昀椀les) 

The 昀椀rst step described above helps to ‘clean’ the original mixed 
contributions in S昀椀; however, the emission pro昀椀les associated with every 
excitation step may be slightly different because the reconstructed 
values in each emission channel may come from different submatrix 
reconstructions. To obtain perfect trilinear pro昀椀les, a second step of 
sequential application of trilinearity is done taking now submatrices 
sorted as in Fig. 4B. 

It is important to note that the procedure presented in section 3.2.1 is 
useful to apply the trilinearity constraint to ragged matrices with any 
kind of pattern of missing values without any step of value imputation. 
As all other constraints in MCR-ALS, this constraint can be applied to all 
or to speci昀椀c components of the data set. The current implementation 
proposed does not show limitations neither in terms of number of 
components of the system nor in pro昀椀le overlap. However, it needs to be 
noted that the step of computation of the submatrices covering the EEM 
landscape increases in computation time when the landscapes treated 
have a high number of excitation and emission channels. In any case, 
though, even with hundreds of channels in each direction, a desktop 
computer would be suf昀椀cient to perform this task. In this situation, a 
previous binning in the spectral direction can alleviate problems of 
computation time. 

Fig. 4. A) Structure of a three-way EEM cube with systematic missing value pattern. The cube D is unfolded by concatenating different excitations in the matrix D. B) 
Trilinearity constraint for irregular EEM measurements. The spectral pro昀椀le ST of the ith component is folded as an EEM ragged matrix (Sfi). In this example, the 
algorithm sorts in decreasing order the rectangular submatrices according to the maximum number of rows included until the full Sfi matrix is covered. Sequentially, 
the submatrices are submitted to SVD and the 昀椀rst component is used for reconstruction (�Sfi) and replacement of the suitable elements in the matrix Sfi. Any new 
submatrix analysis only replaces values that were not modi昀椀ed by previous submatrix analyses. Finally, when all the ragged Sfi matrix has been covered by the 
different submatrix analyses, the matrix �Sfi is vectorized by concatenating the excitation dimension to replace the ith pro昀椀le of the ST matrix. 
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3.3. Software 

The PARAFAC method was used as implemented in the N-way 
Toolbox for MATLAB. Version 3.31 [19]. MCR-ALS was applied using 
in-house coded routines that incorporated the new trilinearity 
implementation. 

4. Results and discussion 

4.1. EEM HSI data sets. Simulated and real images 

In both simulated and real image data sets, non-informative back-
ground pixels were removed to reduce the data set size. In the real EEM- 
HSIs, images were spatially binned using a 3 × 3 factor to increase the 
signal-to-noise ratio and the emission channels 585–597 nm were 
removed due to the presence of an instrumental artefact. 

The potential of the methodology presented was 昀椀rst tested on the 
simulated 4D images. The simulated data were analyzed in three 
different ways: using MCR-ALS applying a bilinear model, using MCR- 
ALS with the adapted trilinearity constraint for strongly patterned 
missing data and using a PARAFAC-ALS model. To analyze the simulated 
dataset by MCR-ALS, the 4D image was unfolded according to Fig. 4A. 
During the iterative optimization, non-negativity constraint was applied 
to both modes. In all MCR-ALS analyses, initial spectral estimates were 
obtained by a SIMPLISMA-based algorithm [20]. For the application of 
the PARAFAC-ALS model, only the pixel spatial dimensions were 

unfolded, as shown in Fig. 1B. The PARAFAC-ALS algorithm was applied 
using SVD as the method to provide the initial estimates. Non-negativity 
was applied in the three modes. The imputation proposed by the algo-
rithm (based on an expectation-maximization approach) was used to 
estimate missing data [17]. In all PARAFAC-ALS and MCR-ALS models, 
the maximum number of iterations was set to 5000 and the convergence 
criterion based on differences in error among consecutive iterations was 
10−6%. Results are summarized in Table 2. 

A 昀椀rst observation is that all bilinear and trilinear models for this 
data set provided a very similar lack of 昀椀t for all cases, which is in good 
agreement with the amount of noise added in the simulation. This means 
that the noise is well separated from the signal and no local minima are 
reached in any of the analyses presented. Actually, when trilinearity is 
an appropriate constraint, it is not expected a strong variation in the 
variance explained between bilinear and trilinear models [13,21]. 

The assessment of the quality of the models was also checked by 
observing the correlation coef昀椀cients between the concentration pro昀椀les 
and pure EEM landscapes recovered by the applied algorithm and the 
corresponding true solutions, for the different models. It should be noted 
that for the comparison of EEM landscapes, only non-imputed values of 
PARAFAC-ALS model were considered. Fig. 6 displays the excitation and 
emission pro昀椀les recovered by the models tested (black lines) overlaid 
with the pro昀椀les used for simulation (red dotted lines). All excitation 
and emission pro昀椀les obtained by MCR-ALS without trilinearity were 
plotted. The excitation and emission pro昀椀les for MCR-ALS analysis with 
trilinearity were extracted plotting the longest spectrum associated with 

Fig. 5. Application of trilinearity constraint on irregular EEM measurements. The spectral pro昀椀le ST of the ith component is folded as an EEM ragged matrix (Sfi). In 
this example it is possible to see a minor signal contribution from another component in this pure pro昀椀le. The algorithm sorts in decreasing order the rectangular 
submatrices according to the mixture degree ML. Sequentially, the submatrices are submitted to SVD and the 昀椀rst component is used for reconstruction (�Sfi) and 
replacement of the suitable elements in the matrix Sfi. Any new submatrix analysis only replaces values that were not modi昀椀ed by previous submatrix analyses. 
Finally, when all the ragged Sfi matrix has been covered by the different submatrix analyses, the matrix �Sfi is vectorized by concatenating the excitation dimension to 
replace the ith pro昀椀le of the ST matrix and the algorithm continues to step 2. 
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emission and excitation wavelengths from the resolved EEM landscape, 
respectively. Only the results associated with system 5, the worst case in 
terms of noise level and pro昀椀les overlap, are shown for illustration 
purposes. As can be seen, the recovered pro昀椀les by the bilinear MCR-ALS 
model and the PARAFAC-ALS model are not satisfactory, especially for 
component 3. 

The variability in the emission and excitation pro昀椀les recovered by 
the bilinear MCR-ALS model with only non-negativity constraints can be 
explained by the strong pro昀椀le overlap existing among components and 
the associated rotational ambiguity (see Supporting material for systems 
1 and 5). Instead, the cause of the poor recovery of some pro昀椀les by 
PARAFAC-ALS is due to the data imputation required when trilinearity 
is imposed, more prone to fail when a systematic pattern of missing 
values is present [10]. In contrast to the two approaches mentioned, 
MCR-ALS with the modi昀椀ed trilinear constraint retrieves very accurately 
the true pro昀椀les. The improvement in the solutions is due to both the 
trilinear property, which suppresses the rotational ambiguity [11–13, 
21,22], and to the fact that no data imputation is required. As a conse-
quence, the strong pattern of missing data does not affect the quality of 
the 昀椀nal results. These results con昀椀rm that, even if a very huge number 
of patterned missing values is present, the true solutions can be correctly 
reached with the presented novel approach. 

In the following real example of EEM-HSI image, described in section 
2.1, only MCR-ALS will be used either using a bilinear model or the 
modi昀椀ed implementation of the trilinear constraint. In this case, the 
bene昀椀t of the trilinear constraint is obtaining more accurate results and, 
hence, improving the interpretability of the components obtained. 

The real data set consists of three hyperspectral EEM images from 
rice root cross sections. Fig. 7 shows the global intensity map (the total 
昀氀uorescence counts in each pixel) of one of the samples and its global 
intensity EEM (the total 昀氀uorescence counts in each spectral channel). 

Each 4D image was unfolded following Fig. 4A scheme. The blocks of 
pixel spectra of every image were put one on top of each other to form a 
multiset. As a result, after MCR analysis, the matrix C provides con-
centration pro昀椀les for every component in the different samples, which 
can be refolded into distribution maps. The matrix ST contains their 
related stretched emission spectra, which can be refolded into the pure 
2D EEM landscapes (see scheme of the multiset con昀椀guration in the 
support information). The multiset described was analyzed by MCR-ALS 
using only non-negativity constraints and a bilinear model and by MCR- 
ALS using non-negativity and the modi昀椀ed trilinear constraint. In all 
analyses initial spectral estimates were obtained by SIMPLISMA 

algorithm and the maximum number of iterations was 500 (a conver-
gence criterion was 10−8%). Four different components were detected. 
Fig. 8 shows the pure excitation-emission matrices of the root com-
pounds and the distribution maps for one of the three root samples found 
by MCR-ALS using a bilinear and a trilinear model. The complete MCR- 
ALS results of the multiset analysis are shown in the Supporting 
Information. 

The explained variance of the bilinear and the trilinear model were 
99.0% and 98.9%, respectively, con昀椀rming that the trilinear model is 
suitable to analyze this kind of data. 

When comparing the results obtained by both approaches, compo-
nents 1 and 3 are well resolved in both models since no differences are 
present in the pure EEM landscapes and maps. However, components 2 
and 4 show clear changes in the emission spectra shapes associated with 
the different excitation wavelengths when bilinear models are used, a 
clear sign that rotational ambiguity is affecting the results. This ambi-
guity is known to affect not only the EEM landscapes but also the 
structure of the distribution maps. Therefore, interpretation of the bio-
logical information extracted will be performed from the results shown 
in Fig. 8B. 

The components recovered by the trilinear model have a clear bio-
logical meaning. The 昀椀rst component is strongly related to the root 
cortex and the stele. The emission maximum can be observed at 
441–453 nm and the excitation providing the highest signal is 405 nm. 
Based on the location and spectral characteristics of this component, it 
can be assigned to a type of non-speci昀椀c lignin or phenolic compounds, 
normally observed in all the vegetal tissue [23]. The third component is 
related to the sclerenchyma layer of the epidermis and the inner part of 
the stele. The emission maximum is at 489–501 nm and the maximum 
excitation is at 405 nm. This component could be strongly related with 
lignin since both root zones are highly ligni昀椀ed cells and the emission 
maximum matches with the maximum reported in literature [24]. To the 
knowledge of the authors, the second and fourth components have never 
been reported based on auto昀氀uorescence measurements, probably due 
to the dif昀椀culty to extract a clear signal from the raw EEM measurement. 
Fig. 8B shows that the second component is closely related to the inner 
cortical and sclerenchyma layer of the root exodermis. The emission 
maximum is found at 573–585 nm and the maximum excitation signal is 
observed at 570 nm. To the best of our knowledge, identi昀椀cation of the 
inner cortex was only reported once, by inmunopro昀椀ling [25]. Likewise, 
the fourth component could be related to the Casparian strip, and the 
sclerenchyma layer of the epidermis and it is also present in the phloem. 

Table 2 
Lack of 昀椀t (LOF) and correlation coef昀椀cients among recovered solutions and true solutions for the different data sets and models tested.  

System Pro昀椀le 
overlap 

Noise (%) 
(structure) 

Component MCR-ALS (bilinear model) MCR-ALS (trilinearity for missing 
data) 

PARAFAC-ALS 

C 
pro昀椀le(+) 

S 
pro昀椀le(+) 

LOF 
(%) 

C pro昀椀le 
(+) 

S 
pro昀椀le(+) 

LOF 
(%) 

C 
pro昀椀le(*) 

S 
pro昀椀le(*) 

LOF(*) 

(%) 
1 Low 16.1 (White) 1 0.99 1.00 16.1 1.00 1.00 16.1 1.00 1.00 16.1 

2 1.00 0.99 1.00 1.00 1.00 1.00 
3 0.99 1.00 1.00 1.00 1.00 1.00 

2 High 16.5 (White) 1 0.97 0.99 16.5 0.99 1.00 16.5 0.89 0.25 16.5 
2 1.00 0.99 1.00 1.00 0.99 0.99 
3 0.96 0.82 0.98 0.99 0.96 0.67 

3 Low 31.0 (White) 1 1.00 1.00 31.0 1.00 1.00 31.0 1.00 1.00 31.0 
2 0.99 0.99 1.00 1.00 1.00 1.00 
3 1.00 1.00 1.00 1.00 1.00 1.00 

4 High 31.8 (White) 1 0.93 0.71 31.8 0.98 1.00 31.8 0.87 −0.07 31.8 
2 0.98 0.95 0.99 0.99 0.95 0.96 
3 0.90 0.21 0.95 0.98 0.96 0.81 

5 High 28.5 
(Poisson) 

1 0.96 0.90 28.4 0.98 1.00 28.5 0.89 0.45 28.5 
2 0.99 0.97 0.98 1.00 0.95 −0.30 
3 0.93 0.74 0.96 0.99 0.64 0.36  

* Missing values in PARAFAC-ALS are estimated using the imputation of the algorithm. The imputed values are not considered neither for the calculation of the 
correlation coef昀椀cients in the pure EEM landscape nor in the lack of 昀椀t. 

+ Correlation coef昀椀cients between recovered pro昀椀le by MCR-ALS and simulated pro昀椀les. 
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Fig. 6. Results of the analysis for system 5. A) True distribution 
maps. B) Distribution maps (昀椀rst row), excitation (second row) 
and emission pro昀椀les (third row) for each excitation provided by 
MCR-ALS without applying trilinearity constraint. The excitation 
pro昀椀les were extracted following the scheme of Fig. 3A. C) Dis-
tribution maps (昀椀rst row), excitation (second row) and emission 
pro昀椀le (third row) solutions provided by MCR-ALS applying tri-
linearity constraint. D) Distribution maps (昀椀rst row), excitation 
(second row) and emission pro昀椀le (third row) solutions provided 
by PARAFAC-ALS. Black lines are solutions provided by the 
respective models. Red dotted lines are the true solutions. (For 
interpretation of the references to colour in this 昀椀gure legend, the 
reader is referred to the Web version of this article.)   
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The maximum emission can be observed at 537–549 nm and the highest 
excitation signal is at 470 nm. The location of this component is related 
to the presence of the Casparian strip and matches well with the results 
reported in literature [26]. 

4.2. Real pharmaceutical mixtures 

The new implementation of trilinearity was tested to analyze 
controlled mixtures of ibuprofen and acetylsalicylic acid in harsh con-
ditions for the MCR-ALS algorithm. In this case, the signal contributions 
of the two compounds have more than one order of magnitude of dif-
ference between them and no pure sample is present in the dataset. 
Several mixtures were prepared using IP and ASA as described in Section 
2.1. 

As a previous step to the analysis, a ROI was selected from the 2D 
EEM landscape of each sample so that the useful 昀氀uorescence signal of 
the two compounds was included and the zones with Rayleigh and 
Raman scattering were discarded, as it can be seen in Fig. 9A. It is 
important to note that the ROI selected does not have a rectangular 
shape and that this does not preclude the application of the trilinearity 
constraint, as described in section 3.2.1. The dataset is formed by 
equally shaped ROIs from nine mixture samples, covering 30 excitations 
and 33 emission channels. Pure EEM of ibuprofen and acetylsalicylic 
acid are shown in Fig. 9B. 

The dataset was analyzed by MCR-ALS using a bilinear model and 
non-negativity constraint and with non-negativity and the modi昀椀ed 

Fig. 7. Global intensity map (left) and global intensity EEM (right) of the 
hyperspectral image. Scale units refer to 昀氀uorescence counts. 

Fig. 8. A) Predicted concentration maps (of sample 1) and pure EEM pro昀椀les found by MCR-ALS without trilinearity constraint. B) Predicted concentration maps (of 
sample 1) and pure EEM pro昀椀les found by MCR-ALS with trilinearity constraint. Scales in distribution maps and pure 2D EEM landscapes are concentrations and 
昀氀uorescence intensities in arbitrary units. 

A. Gómez-Sánchez et al.                                                                                                                                                                                                                       



 

64 

 

  

Chemometrics and Intelligent Laboratory Systems 231 (2022) 104692

10

trilinearity constraint. Initial estimates and the convergence criterion 
were set as in previous examples. 

Table 3 shows the lack of 昀椀t of the different models tested and the 
correlation coef昀椀cients between the recovered concentration pro昀椀les 
and pure EEM landscapes obtained with the models and the true pro昀椀les. 
As in previous examples, the lack of 昀椀t is similar between the bilinear 
and the trilinear model. 

Fig. 10 shows the pure 2D EEM landscapes and the comparison be-
tween true and recovered concentration pro昀椀les for the two compounds 
of the samples. If only non-negativity constraint and a bilinear model is 
applied, the pure EEM recovered for IP is not correct and the effect of 
ambiguity is also perceived in the concentration pro昀椀les of the two 
compounds. Indeed, Fig. 10A shows that high contributions of ASA are 
present in the pure spectral landscape of IP, seen also in the low corre-
lation coef昀椀cient, equal to 0.2, between the true solution and the MCR- 
ALS pro昀椀les for this component. Although the correlation coef昀椀cients 

for the concentration pro昀椀les of IP and ASA are 0.99 and 1.00, respec-
tively, a certain bias between the real and the recovered concentrations 
can also be seen. Instead, the use of the MCR-ALS method with the 
adapted trilinear constraint provides excellent solutions for the con-
centration pro昀椀les and pure 昀氀uorescence EEM landscapes (see Fig. 10B), 
due to the uniqueness associated with this kind of data decomposition. 

5. Conclusions 

The new implementation of the trilinear constraint in MCR-ALS for 
EEM data sets with strongly patterned outyling data surmounts the 
limitations linked to data imputation when natural trilinear decompo-
sition methods are applied, and the ones related to the rotational am-
biguity associated with the multiset analysis carried out on the unfolded 
three-way data cube, when a classical MCR-ALS bilinear model is 
applied. 

The trilinear pro昀椀les obtained with this method are issued from SVD 
analyses performed in a sequential way on complete submatrices issued 
from the ragged 2D matrix that contains the emission pro昀椀les forced to 
show the same shape. This sequential approach allows obtaining 
trilinear pro昀椀les without requiring any data imputation step that are 
subsequently submitted to the MCR-ALS optimization. In this manner, 
the ambiguity associated with MCR bilinear decompositions is also 
suppressed. An additional advantage of the implementation of this 
constraint is that it is not restricted to the triangular pattern related to 
the nature of EEM measurements data, but to any other kind of sys-
tematic pattern of missing values that may be encountered in the initial 
ragged matrix to be constrained. 

The value of this constraint implementation has been validated on 

Fig. 9. A) ROI selected from a mixture of IP and ASA, discarding the Raman and Rayleigh dispersion. B) Pure excitation-emission matrices of IP and ASA at the same 
concentration (5 mg/L) (note the high difference in the 昀氀uorescence signal magnitude). 

Table 3 
Correlation coef昀椀cients between MCR-ALS pro昀椀les and true pro昀椀les for the 
different models tested.  

Model Component Concentration 
pro昀椀le 

Pure 
landscape 
pro昀椀le 

Lack of 
昀椀t (%) 

MCR-ALS without 
trilinearity 
constraint 

ASA 1.00 1.00 0.69 
IP 0.99 0.20 

MCR-ALS with 
trilinearity 
constraint for 
incomplete data 

IP 1.00 1.00 0.73 
ASA 1.00 0.98  
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simulated data sets and has been also applied to real EEM data sets with 
different systematic patterns of outlying values. Although EEM data are 
a natural context of application of this implementation of the trilinear 
constraint, it could also be applied onto any other kind of trilinear data 
set with a systematic pattern of missing data. 
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strong patterns of outlying observations or missing 

values.  
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Abstract 

The supporting information includes the description of the simulated data sets with the related Table S1, Figure S1 and S2. Figure S3 
contains the borgen plots of simulated datasets Case 1 and 5. The pseudocode for the implementation of the constraint has been added. 
Figure S4 contains the results of the analysis of the simulated dataset.  

 

Simulated data set 

The simulated data is formed by a 4D EEM fluorescence image of a single sample. The sample has 
three components. Figure S1 and S2 show the concentration-related maps used in the simulation for 
each component. These concentration-related maps have been extracted from a previous MCR-ALS 
analysis. The three EEM landscapes were generated by sum of different Gaussian shapes to mimic 
fluorescence excitation and emission spectra. Two scenarios (low and high spectral overlap) were 
simulated. For each scenario, two cases were studied: low or high amount of noise. In order to stress 
even more the system, a final scenario where the spectral overlap is high, the amount of noise is 
high, and the signal follows a Poisson distribution was studied as well (Table S1). 
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  Figure S1. Pure components used to simulate the dataset with low spectral overlap. Top plots, pure concentration-related maps of the 
components. Bottom plots, pure incomplete EEM of the components simulating the systematic missing value-pattern in EEM 
measurements.  

 

 
Figure S2. Pure components used to simulate the dataset with high spectral overlap. Top plots, pure concentration-related maps of the 
components. Bottom plots, pure incomplete EEM of the components simulating the systematic missing value-pattern in EEM 
measurements.  

 

Using these profiles, an incomplete EEM HSI (Din) where missing values are present was simulated. 
To generate the data matrix Dc and Din, the related 2D EEM landscape, sized (ex, em), is vectorized 
concatenating in a single row vector the emission spectra related to the different excitation 
wavelengths. The vectorized EEM spectra of the three components were put together to form the 
matrix, ST. Note that ST

c contains the complete landscape, while ST
in contains missing values due to 

the fact that the set is incomplete. The distribution maps of the three components were unfolded into 
linear concentration-related profiles to form the matrix C.  Both data matrix Dc and Din were obtained 
through the product Ā = ÿ�T. White noise or poisson were added to D to simulate the natural noise 
in the fluorescence hyperspectral images in soft or hard conditions.   
The amount of noise added to the multiset has been calculated according to Eq S1. 
 �(%) = √∑ ∑ (�ÿĀ,�−��ÿĀ,��)2Āÿ ∑ ∑ (��ÿĀ,�)2Āÿ · 100    (S1) 

Where ��ÿĀ,� and �ÿĀ,�� denote the ijth element of the raw D matrix with noise added and the ijth 

element of the noise-free matrix. The E (%) added is shown in Table S1. for Din. When this matrix 
is analysed by MCR-ALS, a lack of fit very similar to E (%) should be obtained. Missing values of 
Din were removed according to the Figure 6 of the main manuscript.  
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Table S1. Scenarios simulated. 

Case Noise structure Noise added (%) Spectral overlap 
1 White 16.1 Low 
2 White 16.5 High 
3 White 31.0 Low 
4 White 31.8 High 
5 Poisson 28.5 High 

 

 

 

Rotational ambiguity of the simulated data set 

 

Figure S3. Borgen plots (updating low negative values in the resolved to zero) by FACPACK for simulated examples 1 (system with the 
lowest noise level and lowest spectral overlap) and 5 (system with the highest noise level with Poisson structure and most severe spectral 
overlap). It can be observed that in both cases there is rotational ambiguity, but when increasing overlap and noise level, the system 
becomes extremely ambiguous. The figures have been generated with FACPACK: a software for the computation of multi-component 

factorizations and the area of feasible solutions. https://swmath.org/software/27898 (Last access 8/9/2022). 
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Pseudocode of the trilinear constraint adapted to solve data with strongly 

patterned missing values. 

ExEm=reshaping(sp,’fold’); %ExEm is sized [n,ex,em].
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S_folded=reshaping(S(i,:),’fold’);

S(i,:)= reshaping(S_folded,’unfold’); 

S_folded=reshaping(S(i,:),’fold’);

S_folded,’unfold’); 
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Complete results of HSI multiset analysis 
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Figure S4. Pure concentration-related maps and pure EEM found by MCR-ALS without and with trilinear constraint applied.  
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Abstract 

Trilinearity is a property of some chemical data that lead to unique decompositions when curve 
resolution or multi-way factorization methods are used. Curve resolution algorithms, such as 
Multivariate Curve Resolution-Alternating Least Squares (MCR-ALS), can provide trilinear 
models by implementing the trilinearity condition as a constraint. However, some trilinear 
analytical measurements, such as Excitation-Emission Matrices (EEM) measurements, usually 
exhibit systematic patterns of missing data due to the nature of the technique, which imply a 
challenge of the classical implementation of the trilinearity constraint. In this instance, 
extrapolation or imputation methodologies may not provide optimal results.  

Recently, a novel algorithmic strategy to constrain trilinearity in MCR-ALS in the presence of 
missing data was developed. This strategy relies on the sequential imposition of a classical 
trilinearity restriction on different submatrices of the original investigated data set, but, although 
effective, was found to be particularly slow and requires a proper submatrix selection criterion. 

In this paper, a much simpler implementation of the trilinearity constraint in MCR-ALS capable 
of handling systematic patterns of missing data and based on the principles of the Nonlinear 
Iterative Partial Least Squares (NIPALS) algorithm is proposed. This novel approach preserves 
the trilinearity of the retrieved component profiles without requiring data imputation or subset 
selection steps and, as for all other constraints designed for MCR-ALS, offers the flexibility to be 
applied component-wise or data block-wise providing hybrid bilinear/trilinear factorization 
models. Furthermore, it can be easily extended for coping with any trilinear or higher-order 
datasets with whatever pattern of missing values. 

Keywords: trilinearity, missing data, Multivariate Curve Resolution-Alternating Least Squares 
(MCR-ALS), Nonlinear Iterative Partial Least Squares (NIPALS), constraints. 
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Introduction 

Trilinear models are mathematical representations of the decomposition of three-way data arrays 
into the product of three pure matrices, each connected to one of the modes or dimensions of such 
arrays and containing the underlying components or factors of the three-way data (Figure 1A). 

Data decomposition approaches providing trilinear models are particularly relevant in scientific 
fields such as chemistry, spectroscopy and environmental science due to the fact the solutions 
they return are unique, i.e., the extracted component profiles do not exhibit rotational ambiguity 
under mild conditions [1]. Furthermore, when multiblock or multiset data are handled, trilinear 
decompositions also yield the so-called second-order advantage and enable the quantification of 
analytes in the presence of unknown interferents [2]. Parallel Factor Analysis-Alternating Least 
Squares (PARAFAC-ALS) [3,4], Direct Trilinear Decomposition (DTD) [5] and Multivariate 
Curve Resolution-Alternating Least Squares (MCR-ALS) [6,7] with trilinearity constraint [2,8] 
are three highly effective algorithms widely employed to obtain trilinear models. Whereas 
PARAFAC-ALS and DTD hold to the decomposition in Figure 1A, when MCR-ALS is used, the 
initial data cube is unfolded in one direction and the trilinearity constraint is applied by-
component to the blocks of the unfolded mode to ensure a common profile shape among them 
(Figure 1B) [2,8].  

 

 

Figure 1. A) Schematic representation of the trilinear decomposition of a EEM data cube (D) enabling the retrieval of 
the pure concentration profiles (C), the pure excitation spectral profiles (B) and, the pure emission spectral profiles (A) 
of the underlying components. B) Schematic representation of the trilinearity-constrained MCR-ALS decomposition 
of D. Here, D is unfolded by concatenating in a row-wise augmented multiset all the emission spectra collected at the 
different excitation wavelengths. In this case, MCR-ALS provides the pure concentration profiles (C) and the 
augmented pure spectral fingerprint (S) of every component, containing the excitation and emission pure profiles. 
Notice that every pure emission spectral profile extracted at the different excitation wavelengths are forced to have the 

same shape. 
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Although the practical applications of trilinear data analysis can be substantially diverse [9-11], 
the most emblematic example to illustrate the relevance of trilinear models in science and, more 
specifically in analytical chemistry, relates to excitation-emission matrix (EEM) fluorescence 
measurements. EEM measurements provide a 2D excitation-emission landscape per sample 
analyzed and represent an excellent tool to characterize fluorophores due to variations in their 
excitation and emission spectra [12-14]. If several samples are considered, a 3D data structure 
can be built, (see Figure 1A), where three dimensions correspond to the number of samples (�), 
the number of excitation wavelength channels (���) and the number of emission wavelength 
channels (��ÿ), the resulting in a data cube sized (�, ��� , ��ÿ). A trilinear decomposition of this 
3D data structure can then be carried out to obtain the pure excitation and emission spectra and 
the sample profile of components.   

Similar decompositions can be achieved when dealing with excitation-emission hyperspectral 
images (EEM-HSI). In EEM-HSI, every image pixel is associated to a 2D EEM landscape. EEM-
HSI can be therefore looked at as 4D data arrays with dimensions equal to the number of image 
pixels along the ý-direction times the number of image pixels along the þ-direction times the 
number of excitation wavelength channels times the number of emission wavelength channels (ý, þ, ���, ��ÿ). In this scenario, trilinear decompositions are achieved after unfolding pixel-wise 
these 4D data arrays. 

Although EEM constitute an ideal example to illustrate how trilinear factorization methodologies 
operate and work, their actual analysis may sometimes be extremely challenging due to the fact 
that the collected measurements might be perturbed by signals such as Rayleigh and Raman 
scattering. In such cases, the signal of these scattering contributions does not follow a trilinear 
model and, consequently, has to be corrected or removed from the initial data set. In addition, 
when the emission range and the excitation range in the EEM overlap, no emission signal is 
detected below the excitation range. These facts cause a systematic pattern of missing data in 
EEM measurements linked to the natural fluorescence phenomenon and the instrumental settings 
used that need somehow to be dealt with. 

Dealing with missing data poses a substantial challenge when employing trilinear modelling 
approaches since conventional algorithms are not designed to directly handle them. Different 
strategies have been proposed to overcome this limitation, such as missing data interpolation or 
extrapolation based on neighbouring values or missing data imputation [15,16]. However, it is 
well-established that imputation algorithms may converge very slowly in the presence of large 
amounts of missing data following systematic patterns of absence in the data structure [17]. In 
image fusion analysis, the percentage of missing data can easily exceed 50% [18], making 
imputation not a viable option in such cases. 

In trilinear MCR-ALS models, dealing with missing data implies modifying the way the trilinear 
constraint is implemented. Indeed, the forced common shape in the blocks of the extended mode 
in Figure 1B is based on performing a Singular Value Decomposition (SVD) analysis of a matrix 
formed by all profiles linked to a single component and taking the profile of the first principal 
component calculated as the common reference [8]. If the profiles do not have the same number 
of entries (because of missing emission observations values are missing), the classical 
implementation cannot be applied. 

As an alternative to data extrapolation and imputation, Gómez-Sánchez et al. [19] have lately 
proposed an innovative algorithmic procedure to constrain trilinearity when modelling three-way 
data with missing values by MCR-ALS. This approach allows to skip missing entries by imposing 
the trilinearity restriction only on local subsets of the original data at hand. Unfortunately, the 
selection of the submatrices is data set-dependent and the algorithm gets complex and difficult to 
implement.   
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In this work, we present a much simpler and computationally efficient implementation of the 
MCR-ALS trilinearity constraint capable of handling missing data and based on an adapted use 
of the Nonlinear Iterative Partial Least Squares (NIPALS) algorithm [20]. As detailed in the next 
sections, the valuable characteristic of NIPALS is that it can be adapted to handle datasets with 
missing values by skipping the missing entries during the rank-one approximation calculation 
[21]. This is possible because calculation of the scores and loadings of is performed the row-by-
row and column-by-column calculation of the scores and loadings, respectively. 

The adaptability of NIPALS to work only with the available data information values generalizes 
the use of this trilinearity implementation to analyze data with a large diversity of percentage and 
pattern of missing data without the need to perform any step of data imputation. As for the 
classical implementation of the trilinear constraint in MCR-ALS environment, the new 
implementation can be optionally applied per component or per block [22], ensuring the 
possibility to work with hybrid bilinear-trilinear models. It is important to note that the approach 
would also apply when the multilinear constraint is applied to higher-order data sets. 

To proof the potential of this approach, the new trilinearity constraint based on NIPALS has been 
tested in simulated data, in EEM from controlled pharmaceutical samples and in EEM-HSI from 
cross-sections of rice roots as examples. 

 

Datasets 

This section includes the details of both simulated and EEM measurements. Simulations were 
conducted to replicate the spatial structures and EEM fingerprints naturally found in a plant tissue, 
while introducing variations related to varying noise levels and diverse spectral overlap 
conditions. Real EEM-HSIs and EEM measurements of pharmaceutical mixture solutions are also 
analyzed to show the performance of the trilinear constraint under experimental controlled 
conditions and for exploratory analysis. 

 

Excitation-emission hyperspectral images of plant tissue 

Simulated excitation-emission hyperspectral images 

The simulated dataset is based on an EEM-hyperspectral image, with distribution maps inspired 
by the components of a real EEM leaf sample. These maps exhibit a significant overlap among 
components. In total, the EEM-HSI simulated sample surface encompasses 119×119 pixels. The 
emission range goes from 200 nm to 500 nm, with a step size of 6 nm (51 channels). The excitation 
range goes from 200 nm to 500 nm, with a step size of 6 nm (51 channels), resulting in a hypercube 
sized 119×119×51×51. Since in EEM measurements there is no emission signal below the 
excitation wavelength, we set as Not a Number (NaN) all emission values which are below the 
excitation wavelength to mimic the missing value pattern naturally found in EEM. Thus, the 
dataset presents approximately 50% of missing data. The pure distribution maps and pure 
fluorescence EEM landscapes are presented in Figures S1-3 of Supporting Information.  

The pattern of missing data used for the simulations can be seen in Figure 2A. In order to test the 
algorithm, two scenarios of low and high overlap of pure component EEM profiles, respectively, 
were explored. In both cases, different levels of Poisson noise (0.5%, 5%, 15% and 30% of the 
total data variance) were accounted for. These noise levels mimic typical conditions encountered 
when conducting EEM measurements under excellent, good, standard and severe experimental 
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conditions. Additional information on the generation of these simulated data is provided in the 
Supporting Information. 

Excitation-emission hyperspectral image of a plant tissue sample 

A sample of plant tissue was imaged under a fluorescence confocal microscope (Leica TCS SP8 
STED 3X, Leica Microsystems, Mannheim, Germany) at five different excitation wavelengths 
(405, 470, 520, 570, and 620 nm). Emission spectra were recorded within 5 specific ranges (435–
663 nm, 495–663 nm, 543–663 nm, 591–663 nm and 647–663) with a sampling interval and a 
bandwidth of 12 nm to avoid Rayleigh scattering due to the sensor sensibility. Pixel size was set 
at 450 × 450 nm², which resulted in a final 4D data structure of dimensions 1024×512×5×20 
covering a global field of view of 460 × 230 μm² and featuring approximately 47% of missing 
values in each EEM landscape (see Figure 2B) For additional details on the data collection 
procedure, please refer to Ref. [19]. 

 

Excitation-emission matrices of pharmaceutical mixtures 

The EEM of nine mixtures of ibuprofen (IBU) and acetylsalicylic acid (ASA) were measured 
using an AB2 Aminco-Bowman spectrofluorometer within the excitation wavelength range 200–
500 nm and emission wavelength range 200–600 nm. Table 1 shows the concentrations of the 
two pharmaceutical compounds in each investigated mixture. The final 3D dataset formed by the 
pharmaceutical mixtures was a data cube formed by 9 samples, 61 excitation channels and 42 
emission channels, sized 9×61×42. For additional details, please refer to Ref. [19]. Spectral 
regions clearly exhibiting Rayleigh and Raman scattering were removed from the initial data 
which resulted in approximately 46% of missing values in every EEM landscape recorded (see 
Figure 2C).  

Table 1. Concentration of ibuprofen (IBU) and acetylsalicylic acid (ASA) in the nine pharmaceutical 
mixtures under study 

 Mixture 
Pharmaceutical 

compound 
1 2 3 4 5 6 7 8 9 

IBU (mg/L) 0.25 1.00 0.25 2.50 0.25 1.00 1.50 1.50 1.50 
ASA (mg/L) 1.50 0.50 1.00 0.25 2.50 2.50 0.5 0.25 1.50 

 

 

Figure 2. Missing value patterns in A) the simulated EEM data, B) the real EEM-HSI data and C) the real EEM data 
collected on the pharmaceutical mixtures of ibuprofen and acetylsalicylic acid. 

 

Software 

Data analysis was performed by means of in-house-coded Matlab scripts and routines. 
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Data analysis 

Multivariate Curve Resolution-Alternating Least Squares (MCR-ALS) 

MCR-ALS is an algorithm meant to solve the mixture analysis problem and it has been widely 
applied in many different fields [6,7]. MCR-ALS decomposes the data into the pure signatures 
weighted by their contributions or concentrations, following a bilinear model (Eq. 1). This model 
matches the nature of the spectroscopic measurements, where the data can be generally expressed 
as a bilinear model following the Beer-Lambert law. Ā = ÿ�T + ā Eq. 1 

  
where D is the matrix sized (ý, þ)  (usually, samples and wavelengths, respectively) which 
contains all the spectra and ÿ and �T are the matrices of concentration profiles, sized (ý, ý)  
(samples and components) and spectral signatures of the image constituents, sized (ý, þ)  
(components and wavelengths), respectively. ā, sized (ý, þ) , is the matrix of residual variation 
unexplained by the MCR model. In MCR-ALS, the matrices ÿ and �T are estimated through an 
iterative optimization process based on alternating least squares and during which constraints, 
such as non-negativity or trilinearity, can be optionally imposed per mode (ÿ or �T), per block in 
a multiset arrangement and per profile (component) within ÿ or �T. Calculations are stopped when 
the relative difference in the values of the model lack of fit expressed as:  

�þ�(%) = 100×√∑ þÿ,Ā2ÿ,Ā∑ ýÿ,Ā2ÿ,Ā  Eq. 2 

 

becomes lower than a user-defined threshold. In Eq. 2, di,j  represents the i,jth element of D and ei,j 
is the residual associated with the reproduction of di,j  through the MCR-ALS model. 
 

Standard implementation of the trilinearity constraint in MCR-ALS  
The standard algorithmic scheme by which trilinearity constraint applied during the MCR-ALS 
optimization procedure is represented in Figure 3. The cube D, formed by the EEM measurement 
of several samples, need to be first unfolded into a data matrix with size � × �����ÿ (see Figure 
1B).  
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Figure 3. Schematic representation of the classical SVD-based implementation of the MCR-ALS trilinearity constraint. 
At each MCR-ALS iteration, trilinearity is imposed on each row of �T as illustrated. Notice that the decomposition and 
reconstruction of ��Ā forces all its row profiles to have identical shape, while weighted by the corresponding score. 

 

Afterwards, at each individual MCR-ALS iteration, when �T (ý × �����ÿ) is estimated, each 
one of its rows is refolded into a two-dimensional data array, �fĀ, with dimensions ��� × ��ÿ 
which is subjected to an SVD. The first principal component, expressed by the scores and the 
loadings, serves to build a new matrix �̂fĀ, where all emission profiles have the same shape thanks 
to the rank-one SVD reconstruction. Note that, here, the score vector is defined as the left singular 
vector multiplied by its singular value for the sake of simplification. �̂fĀ is finally unfolded again 
and used to replace the corresponding row of �T before the following MCR-ALS iterative process. 
Once convergence is achieved, the pure component excitation spectra are retrieved by computing 
the area of the respective pure emission profiles at each excitation wavelength. 
This implementation of the trilinearity constraint in MCR-ALS, being it based on the principles 
of SVD, cannot readily handle datasets containing missing values. 

 

A NIPALS-based implementation of the trilinearity constraint in MCR-ALS 

As stated before, it is very common to find situations where no emission signal is recorded below 
certain excitations or where specific scattering or Raman bands need to be removed from the data 
yielding to EEM landscapes to contain patterned missing data (see Figure 4A). In these cases, the 
MCR-ALS trilinearity constraint can be adapted to address the missing values following the 
scheme illustrated in Figure 4B. This algorithmic scheme basically encompasses the same 
computational steps as the one represented in Figure 3, but when it comes to decomposing the �fĀ 

matrices resulting from the refolding of the individual rows of �T, the factorization is conducted 
by means of the NIPALS algorithm and not through SVD. 

NIPALS is an iterative algorithm used in multivariate analysis to extract principal components, 
as SVD does. However, a significant advantage over SVD regards the fact that NIPALS can 
converge in the presence of missing data to the same solution as SVD for rank-one matrix 
approximations [21]. NIPALS calculates sequentially the scores and loadings of every component 
so that they capture the maximum variance in the data. After the calculation of every component, 
the initial data are deflated and the remaining information is used to estimate the following 
component until all data variance is explained [20]. When �fĀ contains missing values, the rank-
one approximation is done by performing the least squares estimation of the score and loading 
vector row by row and column by column, respectively, as displayed in Figure 5.  
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Figure 4. Schematic representation of the NIPALS-based trilinear MCR-ALS factorization of an EEM data array Ā. 
A) Ā  is unfolded into the matrix Ā by concatenating the different excitations. Then, Ā is decomposed as the product 

of a matrix ÿ, containing the pure component concentration profiles, and �T, containing augmented pure component 
spectral signatures. B) During iterations, the trilinearity constraint is applied on each row of �T, forcing  ��Ā to have 
the same emission shape across the excitation using NIPALS. 

As shown in Figure 5A, NIPALS is initialized with an estimate of the first-component loading 
vector p, obtained, for instance, as the column-wise average of the available entries of �fĀ. Then, 
the first-component score vector � is calculated using � and �fĀ. More specifically, every element 
of t is calculated independently, using only the respective row of �f� and the loading vector p, as 
in Eq. 3.  �(ÿ, 1) = �fĀ(ÿ, : )(�T)+ Eq. 3 
 

If missing values appear along �fĀ(ÿ, : ), only its available entries and the corresponding portion 
of the loading vector � are considered. Once all the elements of � have been calculated, � is 
reestimated by using the score vector t and �fĀ, as shown in Figure 5B. In this case, every column 
of p is calculated independently, using t and the related column of �fĀ, as: �T(1, Ā) = �+�fĀ(: , Ā) Eq. 4 
 

If the column of �fĀ contains missing values, only its available entries and the corresponding 
elements of t are taken into account. This procedure is repeated for all columns of �fĀ. Both 
calculations of � and � are repeated until convergence. When convergence is achieved, the 
algorithm stops providing two refined vectors � and � which are finally used to obtain �̂fĀ.  
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Figure 5. A) Schematic representation of the row-by-row calculations underlying the NIPALS algorithm. The loading 
vector �T and a single row of �fĀ (orange) are used to calculate the corresponding score value �(Ā, 1) (blue). In case 
this single row of �fĀ contains missing values, the size of �T is adapted accordingly. B) Schematic representation of 
the column-by-column calculations underlying the NIPALS algorithm. The score vector � and a column of �fĀ (orange) 
are used to calculate the corresponding loading value �T(1, ā) (blue). Once again, in case this single column of �fĀ 

contains missing values, the size of � is adapted accordingly. 

This NIPALS-based implementation of the trilinearity constraint in MCR-ALS allows skipping 
missing values present in the investigated data, thereby bypassing the need for imputation 
methods and preserving the integrity of MCR-ALS decompositions. Due to its simplicity, it can 
constitute a valuable addition to all publicly available MCR-ALS interfaces [23], and can be easily 
adapted to be applied to higher-order multi-way data arrays.  

 

Results and discussion 

Simulated excitation-emission hyperspectral images 

The new implementation of the MCR-ALS trilinearity constraint was first tested on the simulated 
4D images described before and containing around 50% of missing values. All the generated 
datasets were analyzed using two different approaches: each 4D image was first unfolded as in 
Figure 3A and then subjected to two different MCR-ALS factorization procedures, one during 
which only non-negativity constraints were imposed on both ÿ and �T (bilinear model) and the 
other during which also the adapted trilinearity constraint was applied (trilinear model). In all 
cases, initial spectral estimates were obtained through a SIMPLISMA-based algorithm [24]. For 
all MCR-ALS models, the maximum number of iterations was set at 2000 while convergence was 
considered achieved if the difference between the LOF values resulting from two consecutive 
iterations was found to be lower than 10-11%. In order to evaluate the quality of these models, the 
final LOF percentages and the pair-wise correlation coefficients between the pure profiles in ÿ 
and �T and the corresponding ground-truth ones were estimated and assessed.  

Results are summarized in Table 2.   
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Table 2. LOF values and pair-wise correlation coefficients between recovered and ground-truth profiles 
yielded by the bilinear and trilinear MCR-ALS factorization of the simulated EEM datasets. 

Noise level (%) Profile overlap Component 

MCR-ALS (bilinear model) 
MCR-ALS 

(trilinearity for missing data) 

C profile(+) S profile(+) LOF (%) C profile(+) S profile(+) LOF (%) 

0.5 

Low 
1 1.000 1.000 

0.5 
1.000 1.000 

0.5 2 1.000 0.997 1.000 1.000 
3 0.996 0.999 1.000 1.000 

High 
1 0.994 0.999 

0.5 
1.000 1.000 

0.5 2 0.993 0.995 1.000 1.000 
3 0.997 0.951 1.000 1.000 

5 

Low 
1 1.000 1.000 

5 
1.000 1.000 

5 2 1.000 0.998 1.000 1.000 
3 0.998 0.998 1.000 1.000 

High 
1 0.999 1.000 

5 
1.000 1.000 

5 2 0.993 1.000 1.000 1.000 
3 1.000 0.942 1.000 1.000 

15 

Low 
1 1.000 1.000 

15 
1.000 1.000 

15 2 0.999 1.000 1.000 1.000 
3 0.998 1.000 1.000 1.000 

High 
1 0.999 0.996 

15 
1.000 1.000 

15 2 0.989 1.000 1.000 1.000 
3 0.990 0.897 1.000 1.000 

30 

Low 
1 0.999 0.999 

30 
0.999 1.000 

30 2 0.999 0.999 0.999 1.000 
3 0.998 0.998 0.999 1.000 

High 
1 0.999 0.986 

30 
0.999 1.000 

30 2 0.991 0.999 0.998 1.000 
3 0.994 0.924 0.998 1.000 

+Correlation coefficients between profiles recovered by MCR-ALS and simulated profiles.  

In general, for low noise levels (0.5 and 5% of the total data variation) and low spectral overlap, 
both types of MCR-ALS factorizations yielded satisfactory outcomes. However, when the 
spectral overlap among pure components becomes more pronounced, the profiles recovered by 
the purely bilinear MCR-ALS decomposition show a significant degradation due to the increase 
of rotational ambiguity. Conversely, when the NIPALS-based trilinearity constraint is also 
imposed, stable and accurate MCR-ALS decompositions are obtained for both noise levels and 
all degrees of component overlap.  

On the other hand, as the noise level increases (15 and 30%), the performance of the bilinear 
model degrades, as it is observed in Table 2. This effect is inherent to least squares problems, 
since the model tries to explain as much variance as possible, no matter if the variance comes 
from components or noise. However, it is worth noting that, even at high noise levels, the trilinear 
MCR-ALS model performs very well compared to the bilinear model, since the profiles are meant 
to be trilinear, and thus, more robust to the noise.  

In summary, these results highlight that i) the new NIPALS-based implementation of the MCR-
ALS trilinearity constraint is actually effective when it comes to extracting trilinear component 
profiles from trilinear data containing missing values and ii) trilinear MCR-ALS models obtained 
through the application of this novel constraint provide more accurate representations of trilinear 
data (compared to their purely bilinear counterparts) even when the noise level and the amount 
missing values are relatively high.  

Excitation-emission hyperspectral image of a plant tissue sample 

The conclusions drawn after the analysis of the simulated datasets are strongly corroborated by 
the results obtained for the real EEM hyperspectral image of a root tissue (see Figure 6). It is 
worth noticing that here, prior to their MCR-ALS modelling, the investigated data were 
preprocessed as described in Ref. [19].  
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Figure 6. Pure component spatial distribution maps and pure component EEM landscapes resulting from 
the trilinear MCR-ALS factorization of the real EEM hyperspectral image.  

Figure 6 shows the pure distribution maps and pure EEM landscapes achieved by MCR-ALS 
applying the NIPALS-based trilinearity constraint. The components obtained match very well 
those described in Ref [19]. Component 1 is present in the surrounded tissues of the center vessel 
(pericycle). This component boasts an excitation peak at 405 nm and an emission peak at 
approximately 440 nm. It is specific of specialized cells in the center vessel (phloem companion 
cells) and the inner part of the epidermis. Component 2 appears across the root tissue and is likely 
representative of non-specific lignin tissue. It is characterized by an excitation peak at 405 nm 
and an emission peak at around 500 nm. Component 3 is mainly associated with the outer part of 
the center vessel (endodermis), although it can be observed throughout the root, making it a 
common feature across the root tissue. Component 3 exhibits an excitation peak at around 520 
nm and an emission peak at around 570 nm. Component 4 appears in the center vessel (pith), in 
particular in highly lignified regions. It exhibits an excitation peak at around 405 nm and an 
emission peak at approximately 480 nm. This particular component is likely associated with the 
lignified cells of the pith. Component 5 relates to specialized lignified cells of the epidermis 
(sclerenchyma layer of the exodermis) and is characterized by an excitation peak at around 520 
nm and an emission peak at approximately 560 nm. Similarly, component 6 is prevalent in the 
sclerenchyma layer of the exodermis, as well as in the plant tissue regions where one would expect 
to find the Casparian strip (outer ring of the center vessel). The excitation spectral interval of this 
component ranges from approximately 405 to 470 nm, while its emission occurs at around 500 
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and 550 nm. Its spatial distribution across the root cross sections is in agreement with the findings 
reported by Vishal, B. et al. [25], which may indicate the presence of suberin. Component 7 
appears in the outer ring of the center vessel and the root (endodermis and exodermis-epidermis). 
Interestingly, small vesicles within certain vessels are specifically associated with this component 
which could evidence the existence of silica bodies over the surface of the plant tissue section. 
Component 7 exhibits an excitation peak at around 570 nm and an emission peak at around 620 
nm. Finally, Component 8 explains an artifact attributed to residual Rayleigh scattering with a 
non-relevant signal on the model. 

As mentioned above, the results reported are in a very good agreement with those reported in Ref. 
[19], where a trilinearity constraint for MCR-ALS based on sequential use of calculations using 
submatrices was proposed. Such a fact confirms the goodness of the new implementation of the 
constraint, which provides comparable results to those previously obtained with the correct, but 
more complex and data–dependent implementation of trilinearity described in Ref. [19]. 

EEM of a pharmaceutical mixture 

The EEM mixture data described before were also analyzed by means of MCR-ALS imposing 
uniquely non-negativity constraints on ÿ and �T (bilinear model) and forcing at the same time 
non-negativity and trilinearity (trilinear model). In all models, we set the maximum number of 
iterations to 2000 and employed a convergence criterion of 10-11%. 

The summarized results are shown in Table 3.   

Table 3. LOF values and pair-wise correlation coefficients between recovered and ground-truth profiles 
yielded by the bilinear and trilinear MCR-ALS factorization of the EEM pharmaceutical data. 

Component 
MCR-ALS (bilinear model) 

MCR-ALS 
(trilinearity for missing data) 

C profile(+) S profile(+) LOF (%) C profile(+) S profile(+) LOF (%) 

ASA 1.000 1.000 
0.7 

1.000 1.000 
0.8 

IBU 0.993 0.744 0.998 0.997 
+ Correlation coefficients between profiles recovered by MCR-ALS and ground-truth profiles.  

 

Table 3 clearly shows that both the bilinear and trilinear MCR-ALS model shows perfect 
correlations (1.000) in concentration profiles for ASA when they are compared to the true 
concentration profile (Figure 7). However, when the trilinearity constraint is applied, the 
recovered concentration profile for IBU is slightly better for the trilinear model (0.993 vs 0.998). 
This bias is observed when the true concentration profile is plotted against the recovered profile. 

On the other hand, while the pure spectral profile of ASA is perfectly recovered in both models 
(1.000), a significant difference is observed in the recovered spectral profile of IBU for the 
bilinear model (0.744) (Figure 7). This result is expected since the dataset does not contain enough 
selectivity on the concentration profile and this causes the presence of rotational ambiguity in the 
related pure spectrum. In addition, the huge difference among the signal of ASA (major) and IBU 
(minor) can result in a degradation of the solution for the minor compound IBU.  

The LOF values yielded by the two different models are very similar (0.7 and 0.8% for the bilinear 
and trilinear model, respectively). This is an indicator of the fact that trilinearity holds in this case, 
since in similar situations the model residuals should not vary significantly for bilinear and 
trilinear decompositions.  
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Figure 7. A) Predicted concentration (top) and pure EEM profiles (bottom) by MCR-ALS applying only 
non-negativity constraint. B) Predicted concentration (top) and pure EEM profiles (bot) by MCR-ALS 
applying trilinearity constraint. Notice that concentration profiles are graphed in an expected vs predicted 
value plot where actual and ideal fit lines are represented as red solid line and dashed black lines, 
respectively.  

 

Conclusions 

A novel implementation of the trilinearity constraint in MCR-ALS capable of handling data 
containing missing values was presented. This implementation is based on the application of the 
NIPALS algorithm to force the common shape required for trilinear component profiles. NIPALS 
allows skipping missing values during computations through a sequence of row-by-row and 
column-by-column least-squares estimation operations involving only the available entries of the 
data set. For this reason, it bypasses the use of imputation methods and its mathematical simplicity 
constitutes a considerable improvement over existing approaches based, for example, on the 
principles of SVD. Besides, it is suited to cope with any kind of missing data pattern and even 
with data exhibiting high amounts of missing elements. The idea behind this implementation can 
easily be extended for imposing multilinearity constraints when higher-order multi-way data are 
handled and incorporated in all publicly available MCR-ALS interfaces.  
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Abstract 

This document contains a more comprehensive description of the simulated data sets investigated 
in this study.  

 

Simulated data sets 

A series of three-component 4D EEM fluorescence images was here simulated based on the 
computational procedure proposed by Gómez-Sánchez et al in [19]. Figures S1 and S2 display 
the spatial distribution maps generated for the individual components concerned as well as their 
corresponding excitation and emission spectra (calculated as combinations of Gaussian 
functions).  

Two scenarios of low and high spectral overlap among components, respectively, were accounted 
for.  In each scenario, images were contaminated with Poisson noise at different levels: 0.5%, 5%, 
15%, and 30% of the total data variation as per the following equation: 

�(%) = √∑ ∑ (�ÿ,�−��ÿ,�)2Āÿ∑ ∑ (��ÿ,�)2Āÿ · 100    (S1) 

where ��,� and ���,� denote the i,lth element of the noisy data and the i,lth element of the noise-free 

data, respectively. Notice that MCR-ALS should ideally yield a lack-of-fit value very close to �(%).  
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Figure S1. Pure component profiles used to simulate data with low spectral overlap.  

 

 
Figure S2. Pure component profiles used to simulate data with high spectral overlap.  

 

In total, eight EEM hyperspectral images, were simulated per each simulation condition. A systematic pattern of missing 
data was finally imposed on every one of these images. 
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A B S T R A C T   

Emission (3D) and excitation-emission (4D) 昀氀uorescence images allow covering wide excitation and emission 
spectral ranges and, hence, provide very complete information for a good characterization and location of 昀氀u-
orophores in samples. However, when the acquisition time of the image is too long, degradation of the 昀氀uo-
rescence signal of compounds and sample photodamage can occur due to photobleaching. This phenomenon is 
due to the long exposure time of the sample to the light source and can hinder the detection and the proper 
characterization of the 昀氀uorophores in samples. 

The main purpose of this research is providing a methodology to obtain and interpret the information of 
昀氀uorescence images for the characterization of samples without suffering the consequences of photobleaching. 
Such a goal implies a 昀椀rst thorough knowledge of the photobleaching phenomenon to adapt the 昀氀uorescence 
imaging measurement for an optimal characterization of the 昀氀uorophores present in samples. 

The proposed approach relies 昀椀rst on a study of time-series of 3D or 4D 昀氀uorescence images to characterize 
spatially and spectroscopically the 昀氀uorophores present in the samples and their photobleaching behaviour. 
Since photobleaching is 昀氀uorophore-dependent, the unmixing algorithm Multivariate Curve Resolution- 
Alternating Least Squares (MCR-ALS) is applied to the set of 昀氀uorescence images acquired as a function of 
time to understand the speci昀椀c behaviour of every 昀氀uorophore. The characteristics of the photobleaching phe-
nomenon and the nature of the 昀氀uorescence measurement offer a challenging scenario to look for adapted 
implementations of trilinear and quadrilinear models within the MCR framework. From the results obtained, 
appropriate instrumental settings are adopted for an image acquisition that allows the correct spatial and 
spectroscopic characterization of 昀氀uorophores in samples. 

To test the potential of this methodology, the characterization of thin cross-sections of the Oryza sativa 
(commonly called rice) root have been studied due to the co-occurrence of several natural 昀氀uorophores in vegetal 
tissues.   

1. Introduction 

Hyperspectral imaging is a powerful analytical technique that pro-
vides spectral and spatial information of the sample surface. Each pixel 
of a hyperspectral image (HSI) is related to spectral information and 
imaging platforms are adapted to work with many spectrophotometric 
techniques. Hyperspectral imaging is used in many research 昀椀elds, such 

as food quality [1,2], medicine [3–5], pharmacy [6–8] por biology 
[9–11]. Within the spectroscopic techniques adopted in imaging sys-
tems, 昀氀uorescence offers a high sensitivity to detect low concentrations 
of 昀氀uorophore compounds and the capability to provide a very detailed 
information on the distribution of these compounds on the sample sur-
face due to its high spatial resolution, which can go down to several tens 
of nm if super resolution imaging techniques are used [12–14]. 

* Corresponding authors. 
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Confocal 昀氀uorescence microscopy can provide 3D or 4D 昀氀uorescence 
HSI depending on the spectroscopic information recorded [15]. Thus, a 
3D 昀氀uorescence image acquires a full emission spectrum per each pixel 
of the sample surface at a 昀椀xed excitation wavelength, providing three- 
dimensional data (x, , λ). Instead, a 4D 昀氀uorescence image associates a 
full 2D excitation/emission landscape to every pixel, covering a range of 
excitation and emission wavelengths, providing four-dimensional data 
(x, y, λex, λem). The combined use of 3D and 4D 昀氀uorescence images 
provides information on a wide spectral range of excitation and emission 
wavelengths and, therefore, allows an accurate sample characterization 
[15]. However, issues related to the instrumental image settings and to 
the big size of image data need to be addressed, as explained below. 

The acquisition time of a 4D 昀氀uorescence HSI is relatively long. As a 
consequence, the degradation of the 昀氀uorescent signal of the compounds 
by photobleaching can occur [16]. Thus, photobleaching can hinder the 
detection and proper characterization of 昀氀uorophores in samples. In the 
worst scenario, a sample can be damaged due to laser exposition, 
making impossible the acquisition of images of living tissues. Hence, this 
phenomenon needs to be studied by collecting consecutive images as a 
function of time and studying the intensity decay of each 昀氀uorophore in 
the sample, instead of the global intensity decay. This kind of pre-
liminary study is necessary to obtain suitable settings that enable a 
proper 昀氀uorescence image acquisition for sample characterization. 

Understanding the information offered by 昀氀uorescence images re-
quires chemometric tools due to the large size and complexity of the data 
sets acquired. Both for the study of the photobleaching phenomenon and 
the subsequent characterization of samples, it is relevant unmixing the 
raw signal into the contributions of the pure 昀氀uorophores in the samples 
analyzed. A solution to this problem is provided by the Multivariate 
Curve Resolution – Alternating Least Squares (MCR–ALS) method [17] 
that works iteratively decomposing the raw HSI into the pure spectral 
signatures and concentration maps of the image constituents. Such a 
procedure can work analyzing a single image or an ensemble of related 
images in a multiset fashion. Besides, the 昀氀exibility in data con昀椀guration 
allows handling 3D and 4D images [15]. The pro昀椀les issued from MCR- 
ALS provide a complete chemical, semiquantitative and distributional 
characterization of the 昀氀uorophores present in the samples and an 
additional description of the individual decay behavior of every 昀氀uo-
rophore when photobleaching is investigated. 

In the present work, the image acquisition protocol assisted by MCR- 
ALS, adapted to study photobleaching and to handle the speci昀椀cities of 
3D and 4D 昀氀uorescence HSI, is tested on samples of cross sections of 
Oryza sativa (rice) root. This example is a perfect testing scenario since 

vegetal tissues contain many natural 昀氀uorophores colocalized across the 
sample surface analyzed. In the following sections, the protocol to ac-
quire and interpret images obtained in photobleaching and character-
ization studies is described, together with the most important results 
related to the speci昀椀c study of Oryza Sativa root cross-sections. 

2. Experimental work 

2.1. Plant growth and sample preparation 

Rice plants were grown as in Ref. [15]. After harvest, thin cross 
sections of roots were manually cut and placed on a 1 mm-thickness 
CaF2 slide with a drop of phosphate-buffered saline solution, covered 
with a 0.5 mm-thickness CaF2 coverslip and sealed with nail polish, to 
avoid water evaporation during the experiment. Fig. 1 shows the 
structure of a cross section of Oryza sativa root with the different parts 
identi昀椀ed [18]. 

2.2. Image acquisition 

All images were collected using a Leica TCS SP8 STED 3X microscope 
(Leica Microsystems, Mannheim, Germany) with an HC PL APO CS2 10 
× /0.40 DRY objective. The instrumental parameters were set, as 
explained below, depending on the experiment (photobleaching on 3D 
images, photobleaching on 4D images and characterization images). 

For studying the photobleaching on 3D images, a 405 nm excitation 
laser (power of 89 μW at the sample plane) was selected with an emis-
sion range from 432.5 to 597.5 nm. The sampling interval and band-
width were 5.69 nm with a dwell time set 3.8 μs. Six consecutive images 
of the same root cross-section were acquired to study the photobleaching 
phenomenon covering an interval of time going from 0 to 40 min. The 
total acquisition time of every 3D image is eight minutes. The 3D images 
were split in two regions of interest (ROIs): the epidermis and the stele, 
sized 428 × 315 μm2 and 270 × 315 μm2 respectively. 

On the other hand, for studying the photobleaching on 4D images, a 
supercontinuum white light laser (WLL) was used. The excitation range 
covered 470 to 582 nm with a sampling interval of 8 nm (power of 146 
μW at the sample planned). The emission range covered 504–624 nm 
with a sampling interval and bandwidth of 6 nm. The dwell time was set 
to 7.7 μs. Three consecutive images of the same root cross-section were 
acquired to study the photobleaching across the images covering an 
interval of time going from 0 to 24 min. The total acquisition time of 
every 4D image is 12 min. 

Fig. 1. Main anatomy of a cross-section of Oryza sativa Japonica root cross-section. 1) Phloem. 2) Xylems. 3) Sclerenchyma layer. 4) Stele. 5) Xylem-pole pericycle. 
6) Cortex. 7) Epidermis. 8) Endodermis. 9) Exodermis. 
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To study the characterization of the natural 昀氀uorophores present on 
the rice root, a 昀椀nal image of a new root cross-section was acquired with 
only 昀椀ve excitation wavelengths (405, 470, 520, 570, 620 nm) and 
covering an emission range of 435–663 nm with 12 nm sampling in-
terval and a bandwidth of 12 nm. The dwell time was 32 μs in all 
excitation wavelengths, except for 405 nm, where 15 μs were used. 

All images had a pixel resolution of 450 × 450 nm2. 

3. Data treatment 

This section covers the preprocessing applied to improve the signal- 
to-noise ratio of the 昀氀uorescence images and the description of the 
protocol based on the use of Multivariate Curve Resolution-Alternating 
Least Squares (MCR-ALS) for photobleaching and characterization 
studies using 3D and 4D 昀氀uorescence images. 

3.1. Preprocessing 

The images obtained have a high spatial resolution, with a pixel size 
of 450 × 450 nm2, but the signal to noise ratio is too low for multivariate 
analysis. To address this issue, a binning of adjacent pixels (10 × 10) was 
done to improve the spectroscopic signal quality. Finally, the back-
ground was cropped. 

In EEM measurements, the scattering produced by the Rayleigh 
emission has to be removed from the data, since it does not follow either 
bilinear nor trilinear responses. Thus, few emission channels close to the 
laser wavelength were set as not a number (NaN). 

For the characterization study, the channel at excitation 405 nm and 
emission 591 nm showed a loss of signal, probably due to a problem with 
the detector. The channel was interpolated using the nearest emission 
wavelengths. 

3.2. Multivariate Curve Resolution-Alternating least Squares (MCR-ALS) 

Multivariate Curve Resolution-Alternating Least Squares [17] is an 
unmixing algorithm that decomposes the raw mixed information con-
tained in an initial data set into a bilinear model of pro昀椀les related to 
their pure components, according to equation (1):  
D = CS

T + E                                                                                 (1) 
In a spectroscopic context, D is a table of raw mixture spectra and S 

and C are the matrices that contain the pure spectra and the related 
concentration pro昀椀les of the pure compounds, which can reproduce 
appropriately the information contained in the initial data set D. E is the 
variance unexplained by the bilinear model. 

The MCR-ALS method works optimizing iteratively the C and S 
matrices via an alternating least squares procedure under constraints. 
An initial estimate of the matrix C or S, often obtained with a purest 
variable selection method, is required to start the optimization proced-
ure. The constraints used are based on general mathematical or chemical 
properties that the pro昀椀les in C and S matrices naturally obey. The role 
of constraints is providing chemically meaningful pro昀椀les and 
decreasing the rotational ambiguity associated with the bilinear 
decomposition. The choice of the constraints is adapted to the nature of 
the pro昀椀les to be resolved and can be optionally applied per component 
and per mode (C and S). The iterative optimization is 昀椀nished when a 
convergence criterion is reached, usually related to the ful昀椀llment of a 
preset threshold value linked to the relative difference in lack of 昀椀t (see 
eq. 2) among consecutive iterations. 

LOF(%) = 100 "

��������������3
i,je

2
i,j3

i,jd
2
i,j

:

In the lack of 昀椀t expression, di,j is an element of matrix D and ei,j from 
matrix E. 

MCR-ALS has been applied in many diverse research 昀椀elds and is 

particularly suitable for hyperspectral image analysis. The 昀氀exible data 
con昀椀gurations and use of constraints of this algorithm allows the anal-
ysis of 3D and 4D HSIs [15,17,19–22]. The multiset modality of the 
method adapts to the simultaneous analysis of several related HSIs ac-
quired with the same spectroscopic platform and to challenging image 
fusion scenarios where HSIs come from platforms differing in spectral 
dimensionality and spatial resolution. 

The application of MCR-ALS to a single 3D or 4D 昀氀uorescence image 
implies transforming the initial image array into a data table and 
applying the suitable constraints. 3D images can be displayed as a cube 
where a full emission spectrum acquired at a 昀椀xed excitation wave-
length is associated with each pixel of the sample surface. The image 
cube consists of two spatial pixel coordinates, x and y, and one spectral 
dimension, λ (see Fig. 2A). The cube can be easily unfolded into a data 
table by putting one pixel emission spectrum under the other. The D 
matrix obtained has a number of rows equal to the number of pixels (x ×
y) and a number of columns equal to the number of emission wave-
lengths (λ). The bilinear model provided by MCR consists of a matrix 
with the pure emission spectra of the 昀氀uorophores in the sample (S 
matrix) and the related pixel concentration arrays (C matrix), which 
refolded according to the structure of the 2D sample surface provide the 
昀氀uorophore distribution maps. The basic constraints that can be used in 
this resolution are non-negativity for both the concentration pro昀椀les and 
the pure emission spectra and spectra normalization in the S matrix. 

4D images instead associate a 2D excitation-emission (EEM) land-
scape per every pixel. Therefore, the data table D is obtained by putting 
the vectorized 2D EEM landscape of every pixel, i.e., the concatenated 
emission spectra λem obtained at the different excitation wavelengths 
(λex1 to λexN ), one under the other (see Fig. 2B). The D matrix obtained 
has a number of rows equal to the number of pixels (x × y) and a number 
of columns equal to the total number of emission channels in the vec-
torized EEM spectrum. The bilinear model provided by MCR consists of a 
matrix with a set of pure pixel concentration arrays, which are turned 
into 昀氀uorophore distribution maps, and a matrix with pure vectorized 
EEM landscapes related to each 昀氀uorophore (S matrix), which can be 
refolded into 2D EEM landscapes as well. All constraints mentioned for 
3D images can be applied to 4D images. However, the nature of 2D EEM 
spectra allows for the application of the trilinearity constraint to matrix 
S. In plain words, the action of this constraint is forcing that all emission 
spectra within the EEM vectorized pro昀椀le of a pure compound show the 
same shape across all the excitation wavelengths covered. Since the 2D 
EEM landscapes of 昀氀uorescence images show a systematic pattern of 
missing values when the excitation and emission ranges overlap, i.e., no 
emission 昀氀uorescence values are obtained if the emission wavelength is 
lower than the excitation wavelength, a dedicated implementation of 
the trilinearity constraint able to handle structures with missing values 
has been applied [23]. The three modes of the trilinear model linked to a 
4D single image analysis by MCR-ALS would be the concentration and 
the emission spectra (explicit modes in the MCR decomposition) and the 
excitation mode (embedded in the vectorized EEM landscape). 

An asset of MCR-ALS is the possibility to work with several related 
HSIs into a single multiset structure. For both 3D and 4D images, this can 
be easily accomplished by appending the blocks of spectral information 
of the different sample images (either single emission spectra in 3D 
images or vectorized 2D EEM landscapes in 4D images) one under the 
other. Such a multiset con昀椀guration is used in 昀氀uorophore character-
ization studies by analyzing multisets formed by images of different 
samples and the constraints used would be the same as for the analysis of 
single 3D and 4D images. 

Multisets related to photobleaching studies deserve a special 
comment. As described in the introduction, the study of the photo-
bleaching phenomenon can be easily carried out by analyzing simulta-
neously a set of 昀氀uorescence HSIs obtained on the same sample over 
time (see Fig. 3). 

The nature of the photobleaching phenomenon allows taking 
advantage of the singular behavior of the 昀氀uorophores and the related 
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samples in the experiments performed. On the one hand, since the 
measurement is based on 昀氀uorescence spectroscopy, the shape of the 
emission spectra for every pure 昀氀uorophore remains invariant across the 
wavelength excitation range and/or across time and only the global 
signal intensity varies; on the other hand, since HSIs are collected on the 
same sample as a function of time, the shape of the concentration map of 
every 昀氀uorophore remains invariant across time and only the 昀氀uores-
cence intensity is modi昀椀ed because of photobleaching. These two facts 
allow a high 昀氀exibility in terms of data con昀椀guration and implementa-
tion of model constraints, as will be described below for studies carried 
out by using 3D and 4D images. 

Fig. 3A shows the data arrangement and MCR model for a photo-
bleaching study based on a time-series of 3D images. In this case, since 
the spatial structure of the concentration maps of every 昀氀uorophore is 
invariant over time and, hence, the shape of the related concentration 
pro昀椀le, the blocks of spectral information from the different images are 
appended one beside the other forming a row-wise augmented multiset. 
As a consequence, the resulting MCR model obtained is formed by a 
single C matrix, which re昀氀ects the invariant shape of concentration 
pro昀椀les and, hence, of the related refolded maps of every 昀氀uorophore, 
and an augmented ST matrix, which contains in every row the concat-
enated emission spectra of a single 昀氀uorophore at the different photo-
bleaching times studied. Other than non-negativity in the concentration 
and spectral pro昀椀les, trilinearity is applied to the ST matrix, forcing the 
shape of the emission spectrum of every pure 昀氀uorophore to remain 
constant at the different photobleaching times monitored. Finally, the 

pure decay signal of every 昀氀uorophore is obtained representing the area 
under the pro昀椀le of each concatenated pure emission spectrum as a 
function of the related photobleaching time. In the case of photo-
bleaching based on 3D images, the direction extended in time has been 
the spectral one because this mode was the least selective. Due to this 
fact, trilinearity could be applied and the pure spectra were resolved 
without ambiguity [17]. 

Photobleaching based on collecting 4D images over time required a 
different data con昀椀guration, shown in Fig. 3B). Every 4D acquired was 
unfolded as shown in Fig. 2B) and the blocks of information related to 
every photobleaching time were organized one under the other. The 
result is a row- and column-wise augmented multiset and the resulting 
MCR model will be formed by an augmented C matrix formed by the 
pixel concentration arrays (turned into concentration maps) linked to 
each photobleaching time studied and an augmented S matrix that has 
the same information as when a single 4D image is analyzed (see 
Fig. 2B). Adding to the non-negativity constraint, the trilinearity 
constraint has been used in the two directions of the MCR model. In the 
spectral direction, the adaptation of this constraint to handle missing 
values has been used. In the concentration direction, the classical 
implementation of trilinearity was applied forcing all concentration 
pro昀椀les (hence, maps) of the same 昀氀uorophore to have the same shape 
along time. The 昀氀uorescence decay pro昀椀les of every 昀氀uorophore can be 
subsequently obtained by integrating (summing) the values of the ele-
ments of the concentration pro昀椀les at every photobleaching time. 

Looking carefully at the way photobleaching studies are done and 

Fig. 2. A) MCR model for a 3D 昀氀uorescence image. B) MCR model for a 4D 昀氀uorescence image.  
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the way MCR analysis is performed, photobleaching studies based on 3D 
昀氀uorescence images obey a trilinear model, where the three modes are 
the concentration pro昀椀les and the emission spectra (explicit MCR 
modes), and the decay pro昀椀le mode (embedded in the set of emission 
spectra augmented over time). Analogously, photobleaching based on 
4D 昀氀uorescence images obeys a quadrilinear model (see Fig. 3B), where 
the four modes are the concentration pro昀椀les and the emission spectra 
(explicit MCR modes), the excitation mode (embedded in the vectorized 
EEM landscape) and the decay pro昀椀le mode (embedded in the set of 
concentration pro昀椀les). Thus, MCR provides a 昀氀exible framework for 
multilinear model implementation and, as a consequence of the use of 
these higher-order multilinear models, the 昀氀uorophore information can 
be recovered in a unique way. 

3.3. Software 

All in-house routines, scripts and analyses generated to preprocess 
and the analyze the data were performed using MATLAB 2021 (The 
Mathworks, Inc., Natick, MA). 

4. Results and discussion 

The photobleaching studies were performed by taking consecutive 
images (3D or 4D) on a single root cross-section over time under the 
same instrumental conditions and analyzing them by MCR-ALS. The 
results obtained in the study of the photobleaching effect helped to set 
the optimal image acquisition settings for the 昀椀nal characterization 
study of the 昀氀uorophores present in rice root samples. Table 1 shows a 
summary of the models obtained in all studies carried out. The nature, 
location and photobleaching decay of every component will be dis-
cussed in the following sections. 

4.1. Photobleaching studies 

For the results reported below, initial spectral estimates were 
calculated by a SIMPLISMA-based method [24]. Non-negativity was 
applied to C and S. Trilinearity constraint is often used and adapted 
depending on the context of the study, as will be described below. 
Convergence criterion was set to 10−6 % difference in lack of 昀椀t among 
consecutive iterations. After the MCR-ALS analysis, to recover the dis-
tribution maps at the initial high resolution, an extra least squares step 

Fig. 3. A) Multiset con昀椀guration and related MCR model for a photobleaching experiment based on: A) 3D 昀氀uorescence images and B) 4D 昀氀uorescence images.  
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was performed using the optimal spectral pro昀椀les and the image data 
without binning. 

4.1.1. 3D 昀氀uorescence images 
The six 3D 昀氀uorescence images were concatenated as Fig. 3A. Trili-

nearity constraint was applied to force the emission shape to be the same 
for each component over the time. Three components were resolved 
(Fig. 4). The variance of the original data, i.e., the binned image (see 
section 3.1), is well explained by the MCR – ALS model (98.9%). 

The 昀椀rst component found by MCR-ALS is signi昀椀cantly affected by 
photobleaching, losing 41% of the signal after 40 min of image acqui-
sition. This component seems to be related to small vesicles (red color in 
Fig. S1), the cortex and the external part of the epidermis, with an 
emission maximum at 450 nm. The second component is present in the 
endodermis and the sclerenchyma layer of the epidermis (green color in 
Fig. S1). This component is less affected than the 昀椀rst one by 

photobleaching, having a loss of signal only of 6% after 40 min of image 
acquisition, with an emission maximum at 500 nm. Finally, the last 
component is speci昀椀c of the inner part of the stele, where the cells are 
used to be more ligni昀椀ed (blue color in Fig. S1), with an emission 
maximum around 470 nm. The photobleaching affects even less this 
component than the previous ones, having a loss of signal of 3% after 40 
min of imaging. 

4.1.2. 4D 昀氀uorescence images 
The three 4D 昀氀uorescence images were concatenated as in Fig. 3B 

into a single multiset. Trilinearity constraint was applied to force the 
concentration pro昀椀le shape to be the same for each component over the 
time. On the other hand, the pure 昀氀uorescence pro昀椀les were forced to 
have the same shape across the excitations [23], resulting in a quadri-
linear model. Convergence criterion was set to 10−6 % difference in lack 
of 昀椀t among consecutive iterations. 

Table 1 
Instrumental conditions and MCR-ALS results of each of the characterization experiments.  

Photobleaching 
Dataset Excitation range (nm) Emission range (nm) No. images (time step/min) NC (*) LOF (%) Explained variance (%) 
3D 405 432.5–597.5 6 (8) 3  10.7  98.9 
4D 470–582 504–624 3 (12) 5  18.5  96.6  

Characterization 
4D 405,470,520, 570,620 435–663 – 8  3.6  99.9 

(*) NC: Number of components. 

Fig. 4. MCR results obtained from the 3D photobleaching data. Plots from left to right: distribution maps (stele and epidermis ROIs), pure 昀氀uorescence emission 
spectra and pure photobleaching decay. Note that time 0 in the pure decay plots means the 昀椀nal time of acquisition of the 昀椀rst image acquired in the photobleaching 
experiment, i.e., 8 min. 

A. Gómez-Sánchez et al.                                                                                                                                                                                                                       



 

97 

 

  

Microchemical Journal 191 (2023) 108899

7

Using MCR-ALS, 昀椀ve components were detected (Fig. 5), which 
explained 96.6% of the variance. In order to recover the distribution 
maps at the initial high resolution, an extra least squares step was per-
formed using the optimal spectral pro昀椀les and the image data without 
binning. 

Component 1 is related to an accumulation in the stele. The excita-
tion maximum is around 480 nm, while the emission maximum is 
around 520 nm. There is no photobleaching phenomenon associated 
with this component. Component 2 is located in the endodermis and the 
sclerenchyma layer of the exodermis. This component has a similar 
excitation maximum than component 1, around 480 nm. However, the 
pure emission spectrum has a maximum around 530 nm. The photo-
bleaching effect is signi昀椀cant for this component, with a loss of 55% of 
its signal in 24 min. Component 3 is speci昀椀c of the sclerenchyma layer of 
the exodermis. The excitation maximum is around 530 nm and its 
emission around 570 nm. This component is affected by photobleaching 
as well, losing 11% of its intensity after 24 min of imaging. Component 4 
appears on the cortex, but it has signi昀椀cant signal in the rest of the root, 
being a general component across the tissue. It has two different emis-
sion regions. The 昀椀rst one is located at an excitation of 500 nm and an 
emission of 540 nm. The second region is located at an excitation of 570 
nm and an emission 620 nm, being a yellow–red 昀氀uorescence, in con-
traposition of the rest of components, located in the blue-green emission 
region. Finally, component 5 is the most shifted to the blue emission. Its 
excitation is 470 nm and the emission around 500 nm, and it is located in 
the phloem vessels and the sclerenchyma layer of the exodermis. This 
component seems to be almost unaffected by photobleaching, having a 
loss of signal around 4%. 

The study of photobleaching in data sets formed by 3D and 4D 
昀氀uorescence images using MCR-ALS has revealed that the photo-
bleaching phenomenon is 昀氀uorophore-dependent and it is mandatory to 
perform an unmixing task of the image to properly characterize this 
behavior for the individual components of the sample. In the context of 
the rice root study, the results have shown that certain 昀氀uorophores 

present in the root tissue are sensitive to laser exposure at certain 
wavelengths, and their decay can signi昀椀cantly impact the quality of the 
measurement. Therefore, in order to accurately characterize the natural 
昀氀uorophores present in the root tissue, it is important to minimize 
photobleaching effects. To achieve this, a strategy has been developed to 
reduce the number of excitation and emission channels to decrease the 
exposure time, while simultaneously increasing the bandwidth of the 
detector to increase the signal-to-noise ratio. This approach has allowed 
the acquisition of complete 4D images with a high signal-to-noise ratio 
in just 10 min, effectively minimizing the impact of photobleaching. It is 
clear that the effect of photobleaching must be considered on a per- 
component basis, as different 昀氀uorophores react differently to laser 
exposure. 

4.2. Characterization study 

Once the photobleaching phenomenon was con昀椀rmed in some 
components, the instrumental settings for the characterization of 昀氀uo-
rescence components in root sections were tuned according to Section 
2.2. The 4D hyperspectral image was unfolded as in Fig. 2B. Trilinearity 
constraint was applied to force the 昀氀uorescence emission pro昀椀les to 
have the same shape across the excitations. Using MCR-ALS, eight 
components were detected (Fig. 6), which explained 99.9% of the 
variance. 

Fig. 7 displays the distribution maps of most of the biological com-
ponents in false color, to highlight the differences among them. 
Component 1 (in red in Fig. 7A and B) appears on the pith of the root 
where the tissue is highly ligni昀椀ed, being more intense in the xylems and 
early xylems. It has an excitation maximum around 405 nm, while the 
emission maximum is around 480 nm. This compound could be attrib-
uted to lignin [25], speci昀椀cally that which is related with ligni昀椀ed cells 
conforming the pith. Component 2 (in red in Fig. 7C) is related to the 
endodermis, but it has signi昀椀cant signal in the rest of the root, being a 
component located across all the tissues. Its excitation maximum is 

Fig. 5. MCR results obtained from the 4D photobleaching data. Plots from top to bottom: distribution maps, pure excitation-emission matrices and pure photo-
bleaching decay. Note that time 0 in the pure decay plots means the 昀椀nal time of acquisition of the 昀椀rst image acquired in the photobleaching experiment, i.e., 
12 min. 
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around 520 nm, while the emission is around 570 nm. Further investi-
gation is needed to correctly characterize this component. Component 3 
(in green in Fig. 7A and B) has an excitation of 405 nm and an emission 
around 440 nm, and it is located in the pericycle. It can be observed 
speci昀椀cally in the phloem companion cells. To the knowledge of the 
authors, the 昀氀uorescence of the phloem companion cells has not been 
reported yet in rice roots. Component 4 (in blue in Fig. 7) is present in 
the sclerenchyma layer of the exodermis, but also in the xylem-pole 
pericycle. It can be observed as well where the Casparian strip should 
be located. This is a similar distribution found by Vishal, B. [26], which 

may indicate the presence of suberin. It has an excitation around 
405–470 nm, while the emission is around 500 and 550 nm. Component 
5 is speci昀椀c of the sclerenchyma layer of the exodermis, having an 
excitation around 520 and an emission around 560 nm. Component 6 is 
located in all the root tissues, being characterized probably as a type of 
lignin not speci昀椀c of any particular tissue. The excitation maximum is 
405 while the emission is around 500 nm. Component 7 (in green in 
Fig. 7C) appears in the endodermis, the exodermis and the epidermis. In 
addition, small vesicles inside some vessels are speci昀椀cally related to 
this component. A reasonable hypothesis is that these vesicles can be 

Fig. 6. MCR results for the characterization study performed using the 4D image. Distribution maps and pure EEM landscapes of the resolved components.  
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related to silica bodies [27]. Its excitation is around 570 nm and its 
emission around 620 nm. Finally, the Component 8 is an artifact due to 
Rayleigh scattering. 

Thus, thanks to the application of MCR-ALS to 3D and 4D images and 
to the previous study of the photobleaching phenomenon, the optimal 
image acquisition parameters to minimize photobleaching and improve 
the overall quality of data obtained from 昀氀uorescence imaging of root 
tissue could be obtained. Improving the signal-to-noise ratio (SNR) of 
昀氀uorescence data, MCR-ALS could improve the detection and unmixing 
of natural 昀氀uorescence compounds present in root tissue, as it is re-
昀氀ected in Table 1, i.e., the number of components detected and the 
explained variance by the MCR model increased signi昀椀cantly even if the 
characterization experiment took only 10 min. In this context, the use of 
MCR-ALS also enabled to identify previously undetected compounds, 
which can provide valuable insights into the biology and physiology 
knowledge of plants. 

5. Conclusions 

The photobleaching phenomenon needs to be adequately described 
to guide a proper 昀氀uorescence image acquisition that allows detecting 
and characterizing all 昀氀uorophores present in samples while minimizing 
sample photodamage. 

To do so, sets of 3D or 4D 昀氀uorescence images need to be acquired 
over time and be analyzed simultaneously. Characterization of the 
photobleaching phenomenon of a sample requires considering that this 
phenomenon is 昀氀uorophore-speci昀椀c and some compounds may show a 
high signal decay while others may be almost invariant along time. To 
assist in this individual characterization, the unmixing methodology 
MCR-ALS is particularly suitable. Owing to the 昀氀exibility in the use of 
model constraints, pure 昀氀uorophore speci昀椀cities like the invariance of 
the shape of maps and of pure excitation-emission spectra during pho-
tobleaching can be appropriately considered. To do so, trilinearity 
constraints applied in the maps and/or spectral directions and inclusion 
of model constraint variants that can handle the presence of systematic 
patterns of absent values in 2D excitation-emission landscapes is 
exploited. Thus, photobleaching in 3D and 4D images can be adequately 
described with dedicated trilinear and quadrilinear models, respec-
tively, always providing concentration and spectral pro昀椀les and, most 
important, photobleaching decay curves, for every resolved 昀氀uo-
rophore. Additionally, the multilinear nature of the models applied 
ensures unique solutions. 

Once the photobleaching phenomenon is characterized, strategies 
like selecting few excitation channels to build suf昀椀ciently informative 
4D 昀氀uorescence images with a limited sample exposure time ensure the 
characterization of all 昀氀uorescent compounds despite their different 
sensitivity to photobleaching. 

The presented approach has been shown to be particularly suitable 
for challenging biological samples, with a high number of spectrally and 
spatially overlapped 昀氀uorescent compounds with very different photo-
bleaching behavior, and can be extended to any kind of samples con-
taining natural 昀氀uorescent compounds or 昀氀uorophores used for staining 
purposes. 
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Publications I and II propose two different approaches to adapt the trilinear 
constraint in MCR-ALS for EEM data sets with strongly patterned missing 
values. The classical implementation of the trilinear constraint for data with full 
EEM landscapes is described to understand better the modifications introduced 
to deal with the presence of missing values.  

Classical implementation of the trilinear constraint in MCR-ALS 

Trilinear models can be achieved through the application of the trilinear 
constraint during the iterative alternating least squares optimization in MCR-
ALS. The implementation of the trilinearity constraint was proposed by Romà 
Tauler in 1993, where it was successfully applied in the analysis of 
chromatographic data [Tauler and Barceló, 1993].  

The scheme of Fig. 20 illustrates the steps followed in the implementation of the 
trilinearity constraint for a 4D EEM image. To use MCR-ALS on this data, the 
data cube of EEM measurements D is unfolded into a data matrix D 
concatenating the emission spectra obtained at the different excitation 
wavelengths for each pixel (Fig. 20A). The implementation of the trilinearity 
constraint is based on the fact that the shape of the pure emission spectra in ST 
for a specific component is the same for all excitation wavelengths and the only 
modification observed among them is in scale intensity. Thus, the trilinear 
constraint works forcing this invariant shape on the pure emission spectra 
profiles, providing in this way a trilinear model [Tauler, 1995; Tauler et al., 1998; 
Alier et al., 2011; Tauler, 2021]. 

Figure 20B shows the algorithmic steps to implement the trilinearity constraint, 
which is applied individually to each component of matrix ST. To impose the 
trilinear constraint, the extended profile of concatenated emission spectra for a 
particular component n (in red in Fig. 20B) is folded to form the matrix Sfn, which 
contains the emission spectra related to the different excitation wavelengths 
one on top of each other. Subsequently, Sfn is decomposed by Singular Value 
Decomposition (SVD) to find the first principal component, which will contain the 
information related to the common shape that all emission spectra of the 
component n should present. Here, the loading vector p1T contains the shape of 
the emission spectrum, while the score vector t1 have the scaling weighting 
factors to define the variations of the emission intensity across the different 
excitation wavelengths. In other words, t1 represents the shape of the pure 
excitation spectrum. Afterwards, the reconstruction of Sfn is achieved using the 
first score and the first loading vectors, providing Ŝfn. In the new matrix Ŝfn, all 
emission profiles share the same shape and are only differently scaled, thanks 
to the rank-one principal component reconstruction. To finish the application of 
the trilinearity constraint, the Ŝfn is unfolded and the extended profile (in green) 
is adopted as the pure emission spectra profile for component n in ST. Once the 
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iterative process finishes, the pure excitation spectrum is derived by considering 
the area of pure fluorescence emission for each excitation. This procedure 
allows MCR-ALS to provide trilinear models and obtain unique solutions [Tauler, 
2021].  

 

Figure 20. A) Structure of EEM data. The data cube is unfolded by concatenating the 
emission spectra at different excitations, resulting in matrix D. This matrix is decomposed 
into matrix C, associated with concentration profiles, and ST, linked to the unfolded pure 
excitation-emission signatures. The third mode is achieved by integrating the emission 
signal for each excitation. B) During iterations, the trilinearity constraint is applied to each 
pure spectral profile, forcing S to exhibit the same emission shape across excitations 
through SVD.  

However, the trilinear constraint cannot be applied in presence of Raman and 
Rayleigh scattering, since these phenomena introduce signals that break the 
inherent trilinear behavior of excitation-emission matrices. Therefore, it 
becomes mandatory to suppress these interferences before the application of 
trilinear models. As mentioned in the introduction of this section, several 
preprocessing approaches exist to address Raman and Rayleigh scatterings in 
EEM data, but the one that avoids the introduction of artifacts and preserves all 
the available trilinear fluorescence signal is setting the Rayleigh and Raman as 
missing entries. The same option can be adopted for EEM measurements 
where emission and excitation wavelength ranges overlap, since emission 
values below excitation wavelengths can also be defined as missing entries. In 
this situation, the traditional implementation of the trilinearity constraint cannot 
be applied due to the presence of missing values and different strategies need 
to be considered. For this reason, one of the main objectives of this thesis has 
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been the adaptation of the trilinearity constraint to handle missing data in MCR-
ALS.  

Sequential application of the trilinearity constraint for data sets with 

missing values. 

As seen in Fig. 20B, the conventional implementation of the trilinearity 
constraint requires that the matrix Sfn does not contain missing values, i.e., all 
emission spectra should cover the same wavelength range. This does not 
happen in EEM structures such as the one shown in Fig. 21A, where the 
emission spectra get shorter as the related excitation wavelength increases. If 
Sfn contains missing values, as shown in Fig. 21B, SVD cannot be 
straightforwardly applied. 

Publication I proposes a solution based on the sequential application of SVD to 
complete submatrices of Sfn instead of doing it on the whole matrix with missing 
values. 

The starting step of the MCR-ALS analysis also consists of unfolding the data 
cube D by concatenating the emission spectra acquired at the different 
excitation wavelengths for each pixel (Fig. 21A). Note that now, the 
concatenated emission spectra do not cover the same spectral range. Then, 
MCR-ALS is applied and the profiles of the ST matrix subject to the trilinear 
constraint. As in the conventional implementation of the trilinearity constraint, 
each pure profile of ST (in red) is folded to recover the original structure of the 
excitation-emission landscape. Here, the refolded matrix Sfn contains missing 
values, set as not-a-number (NaN) (Fig. 21B). The adaptation of the trilinear 
constraint consists of applying the SVD decomposition to a certain number of 
Sfn submatrices until all elements in the original Sfn matrix are covered. 
However, this operation takes place in two steps. Step 1 is devoted to obtaining 
an Sfn matrix with as unmixed information as possible to start step 2, oriented to 
obtain the common emission spectrum shape required for trilinear models.  

The choice of the submatrices submitted to SVD in step 1 is not arbitrary and 
starts by the submatrices with a highest mixture level, estimated with ML, 
defined as in Eq. 18: 

 

ML =  ÿÿāă(�̃)ý  Eq. 18 

Where �̃ is defined as the diagonal matrix containing the eigenvalues Σ divided 
by Σ11 and with N as the number of components. 

ML can move from 1/N for a perfect rank one matrix (i.e. in a noiseless case, 
when only a pure component exists) to one, when the variance is evenly spread 
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in all calculated components underlying this specific submatrix. The closer ML is 
to 1, the higher the mixture level in the analyzed submatrix. 

In the example of Fig. 21B, the initial submatrix with highest ML is identified in 
green. This submatrix is decomposed by SVD and reconstructed using the first 
component. The values in Sfn that correspond to the reconstructed submatrix 
are replaced by the new ones. This process is repeated for the next submatrix 
identified (in purple). However, only the values in the Sfn matrix that were not 
defined by the preceding submatrix analysis are replaced during this step. Next, 
the same procedure is applied to the third identified submatrix, in yellow. This 
sequential process continues until all necessary submatrices to cover the area 
of Sfn considered for trilinearity are forced. Step 1 helps to 8clean9 the original 
mixed contributions in Sfn, but the emission profiles associated with every 
excitation step may be slightly different because they may come from different 
submatrix reconstructions. 

 

Figure 21. A) The excitation-emission dataset is unfolded by concatenating the emission 
spectra at different excitation for each pixel in row-wise direction. The dataset D is then 
analyzed by MCR-ALS. B) During the iterative process, the pure profiles S are refolded, 
and the trilinearity constraint is applied to the different submatrices. Then, the Ŝfn is then 
vectorized by concatenating the emission spectra at different excitation wavelengths and 
replacing the corresponding pure profile. 

Step 2 is similar to Step 1, but the submatrices submitted to SVD are sorted in 
decreasing order of covered rows. In this way, the reconstructed part by the first 
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submatrix covers the spectral range related to the submatrix with maximum 
number of rows (in light green). The reproduction by the next submatrix updates 
the spectral range with the second highest number of rows not covered by the 
first submatrix (in purple) until all the Sfn matrix is reconstructed. Step 2 
guarantees obtaining a common emission spectral shape of emission spectra 
due to the ordered design of the SVD analyses on submatrices sorted in 
decreasing order of sorted rows. The resulting matrix Ŝfn is then vectorized by 
concatenating the emission spectra at different excitation wavelengths and used 
to replace the corresponding pure profile of the ST matrix and the iterative 
process continues until convergence. 

This new adaptation of the trilinear constraint in MCR-ALS for EEM data 
effectively overcomes challenges linked to trilinear data with systematic patterns 
of missing values and does not require the data imputation step used in 
conventional trilinear decomposition methods.  

Use of adapted Non-linear Iterative Partial Least Squares (NIPALS) to 

implement the trilinearity constraint for data with missing values.  

Despite the efficiency of the previous adaptation of the trilinear constraint for 
EEM data with missing values, the implementation of the constraint is complex 
and it is formed by two independent steps. In addition, for large data sets, the 
exhaustive search of the suitable submatrices for step 1 can significantly slow 
down the analysis.  

Publication II offers an improved implementation of the trilinearity constraint for 
data sets with missing values (Fig. 22A), based on an adapted use of the Non-
linear Partial Least Squares (NIPALS) [Wold, 1975] algorithm instead of SVD. 
This approach is much easier to implement, does not require two steps, is 
completed in a short computation time and provides comparable results to the 
proposed implementation in Publication I. 

The NIPALS algorithm is, in essence, a simple alternating least squares 
procedure that extracts sequentially the principal components of a data set. It 
starts by providing an initial estimate of the first score or loading vector to 
initiate the alternating least squares optimization of the score and loading profile 
until convergence is achieved. Once the first principal component is calculated, 
a deflation of the matrix by subtracting the variance described by the 
component calculated is carried out and a new component is estimated. The 
component extraction-deflation sequence is continued until all components 
required are calculated.  
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Figure 22. Implementation of the trilinear constraint based on an adapted NIPALS 
algorithm. A) The excitation-emission dataset is unfolded by concatenating the emission 
spectra at different excitation for each pixel in row-wise direction. The dataset D is then 
analyzed by MCR-ALS. B) During iterations, the trilinearity constraint is applied to each 
pure spectral profile, forcing S to exhibit the same emission shape across excitations by 
using an adapted version of the NIPALS algorithm. 

Figure 22B shows that the NIPALS algorithm is used here to obtain the first 
principal component that defines the common emission profile shape required 
for the implementation of the trilinear constraint.  

A good asset of the NIPALS algorithm is that it can be adapted to skip the 
missing values during the alternating least squares optimization of the score 
and loading profiles [Grung and Manne, 1998]. To deal with missing entries, the 
least squares calculations of the score and loading profile are performed row by 
row (Eq. 19) and column by column (Eq. 20), respectively, adapting these steps 
to the available information in þfn, sized (ý,þ). The information used in these 
calculations is visually shown in Fig. 23. þ(ÿ, ÿ) = þfn(ÿ, : )(�T)+ Eq. 19 �T(ÿ, Ā) = þ+þfn(: , Ā) Eq. 20 

where ÿ and Ā go from 1 to ý and 1 to þ, respectively. When missing values are 
encountered in the row þfn(ÿ, : ), the calculation of the related score value, þ(ÿ, 1), according to Eq. 19 is done by using only the available entries of þfn(ÿ, : ) 
and the analogous values of �T, as shown in Figure 23A. The same approach is 
applied when the calculation of every element in the loading vector, �T(1, Ā), is 
carried out, as proposed in Eq. 20 and displayed in Figure 23 B). The 
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calculations are carried out using the available entries in the column þfn(: , Ā) 
and the analogous values of þ. 

 

Figure 23. A) Row-by-row calculation of scores by NIPALS. The loading pT and a row þfn(ÿ, : ) (orange) are used to calculate the corresponding score value þ(ÿ, 1) (blue). The 
loading is adapted to match the corresponding available entries in þfn(ÿ, : ). B) Column-by-
column calculation of loadings. The score þ and a column þfn(: , Ā)  (orange) are used to 
calculate the corresponding loading value �T(1, Ā) (blue). Again, the score is adapted to 
match the available entries. 

After imposing trilinearity through NIPALS to Sfn, the resulting matrix Ŝfn is 
unfolded and used to replace the corresponding pure profile of the ST matrix. 
This procedure is repeated for all components desired to be trilinear. Once the 
trilinearity constraint has been applied to the components, the MCR-ALS 
iterative process continues until convergence.  

This simple approach allows MCR-ALS to deal with systematic patterns of 
missing data when applying the trilinear constraint without the need of any data 
imputation procedure. Another significant advantage of this constraint 
implementation is that it can be adapted to any missing value pattern 
encountered in the EEM landscapes or in other kinds of trilinear data. 

The results obtained from the approaches presented in Publication I and 
Publication II demonstrate equivalence in terms of the quality of the solutions 
obtained, as shown in Fig. 24 for a real data set of binary mixtures of 
pharmaceutical compounds. 
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Figure 24. Comparison of one of the datasets (mixtures of ibuprofen, IBU, and 
acetylsalicylic acid, ASA) analyzed by, left, trilinearity based on submatrix selection 
(Publication I) and right, the NIPALS-based algorithm (Publication II). Both approaches 
provide nearly identical results. 

Summarizing, Publication I introduces a two-step process involving sequential 
SVD analyses to handle missing values. While effective, the drawback of this 
approach is the complexity and time-consuming execution, particularly in large 
datasets. 

In contrast, Publication II proposes a straightforward approach based on the 
use of the adapted NIPALS algorithm. This implementation is simple and adapts 
to any missing pattern, offers computational advantages and is easily scalable 
to higher-order linear models. 

Photobleaching study in vegetal tissues. A practical application of the 

adapted trilinearity constraint for excitation-emission fluorescence 

images. 

Publication III applies the adapted trilinearity constraint of Publication I to a 
real case, where the fluorophores of a natural vegetal tissue are studied using 
3D and 4D fluorescence images. This real example is a challenging case, 
where the potential of trilinear and quadrilinear models can be extensively 
tested.  

3D and 4D fluorescence images provide comprehensive spatial and chemical 
information of the natural fluorophores present in samples. However, 3D and 4D 
fluorescence can require prolonged image acquisition times that may cause a 
degradation of the fluorescence signals, the so-called photobleaching, and 
potential sample damage [Hoebe et al., 2007]. Photobleaching occurs due to 
reactions between the fluorophore and surrounding molecules when excited by 
the laser. The study of the photobleaching phenomenon during sample 
measurements is particularly crucial for researchers, since it allows them to 

ASAIBU ASAIBU

Trilinearity based on submatrix selection Trilinearity based on NIPALS
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establish optimal instrumental parameters to avoid sample damage and to 
perform the correct characterization of the fluorophores. 

This research focuses on developing a methodology to mitigate the impact of 
photobleaching by analyzing time-series of 3D and 4D fluorescence images 
through MCR-ALS. The results obtained will help to understand the 
photobleaching behavior of the fluorophores for a posterior instrumental 
parameter tuning. The study of the evolution of the pure profiles over time 
provides useful information related to how sensitive each specific fluorophore is 
to photobleaching. Therefore, this information can be used to choose if the 
instrumental parameters must be modified to avoid photodamage.  

According to the nature of the fluorescence measurement, this study assumes 
that all fluorophores preserve the shape of their pure emission spectra (Fig. 
25A) or pure excitation-emission response (Fig. 25B) when photobleaching 
occurs. Observing the fluorophore-specific photobleaching curves, strategic 
approaches, such as decreasing the acquisition time by selecting a few 
excitation channels or increasing the detected bandwidth to improve the signal-
to-noise ratio, will contribute to improve the characterization of all sample 
fluorophores. 
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Figure 25. A) Multiset configuration and related MCR model for a photobleaching 
experiment based on: A) time series of 3D fluorescence images and B) time series of 4D 
fluorescence images. For time series of 3D fluorescence images, the traditional 
implementation of the trilinearity constraint has been applied. For the time series of 4D 
fluorescence images, the adapted trilinearity constraint has been applied to the pure matrix 
S, while the traditional trilinear constraint has been applied to C, leading to a quadrilinear 
model, where distribution maps, excitation, emission and decay modes can be studied. 

Study of 3D images over time 

The multiset formed by time series of 3D fluorescence images was built by the 
concatenation in row-wise direction of 3D fluorescence images acquired 
consecutively on the same sample over time (Fig. 25A). The analysis of this 
multiset by MCR-ALS was performed under trilinearity constraint on the pure 
matrix S, i.e., keeping constant the shape of the emission pure profiles over the 
time. MCR-ALS provided a set of pure distribution maps, the pure emission 
spectrum and the pure decay of each component. The pure photobleaching 
curves were obtaining by integration of each pure emission spectra over time 
per each component. The results are shown in Fig. 26. 
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Figure 26. MCR results obtained from the 3D photobleaching data. Plots from left to right: 
distribution maps (stele and epidermis ROIs), pure fluorescence emission spectra and pure 
photobleaching decay. Note that time 0 in the pure decay plots means the final time of 
acquisition of the first image acquired in the photobleaching experiment, i.e., 8 min. 

The first MCR-ALS component, associated with small vesicles and the cortex, is 
significantly affected by photobleaching, with a 41% signal loss after 40 minutes 
of image acquisition. The second component, found in the endodermis and the 
sclerenchyma layer, is less affected, with only a 6% signal loss. The third 
component, specific to the inner part of the stele, is even less affected, with a 
3% signal loss after 40 minutes of imaging. It is important to note that the 
fluorophore-specific photobleaching behavior can only be obtained previous 
unmixing analysis of the fluorescence images. 

Study of 4D images over time 

Three 4D fluorescence images were acquired consecutively. Rayleigh 
dispersion entries were suppressed and emission values below the excitation 
wavelength, providing a systematic pattern of missing values. 

The images were concatenated into a single multiset as in Fig. 25B. Then, the 
unfolded images acquired at different times were concatenated in a column-
wise direction. The trilinearity constraint was applied to force the concentration 
profile shape to be the same for each component over time (C). This responds 
to the fact that the sample does not move during the time-series acquisition and 
all fluorophores remain located in the same position, showing the same 
distribution map with different intensity. On the other hand, the pure emission 
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fluorescence profiles were forced to have the same shape across the excitation 
wavelengths (S). The double application of the trilinear constraint in the 
augmented concentration and spectral mode results into a quadrilinear model. 
Note that the trilinearity constraint applied to the excitation-emission unfolded 
spectra follows the implementation proposed in Publication I, since the EEM 
landscapes collected per pixel show strongly patterned missing values. The 
results of the analysis of 4D time-series using a quadrilinear model are shown in 
Fig. 27. 

 

Figure 27. MCR results obtained from the 4D photobleaching data. Plots from top to 
bottom: distribution maps, pure excitation-emission matrices and pure photobleaching 
decay. Note that time 0 in the pure decay plots means the final time of acquisition of the 
first image acquired in the photobleaching experiment, i.e., 12 min. 

According to the results, Component 1 is unaffected by photobleaching. 
Component 2 experiences significant photobleaching, losing 55% of its signal in 
24 minutes. Component 3 also undergoes photobleaching, with an 11% loss in 
intensity after 24 minutes. Component 4 is significantly affected by 
photobleaching, losing approximately a 30% of the signal. In contraposition, 
Component 5 is minimally affected by photobleaching, with only a 4% signal 
loss. 

The investigation of photobleaching in 3D and 4D fluorescence image datasets 
using MCR-ALS indicated the fluorophore-dependent nature of this 
phenomenon. In the case of the rice root study, certain fluorophores are 
sensitive to specific laser wavelengths and their decay significantly influences 
the overall quality of the measurement.  

To characterize natural fluorophores accurately, minimizing photobleaching is 
crucial. A strategy devised from the results obtained was reducing the number 
of excitation and emission channels to decrease exposure time while widening 
the detector bandwidth to enhance signal-to-noise ratio. This approach 
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facilitated the acquisition of complete 4D images with minimal photobleaching 
impact in just 10 minutes, emphasizing the need to consider photobleaching 
effects on a per-component basis due to varying fluorophore responses to laser 
exposure. 

4D images for fluorophore characterization 

Once the photobleaching phenomenon was confirmed for some components, 
the instrumental settings for the characterization of fluorescence components in 
root sections were tuned reducing the wavelength channels while keeping the 
same spectral range and increasing the detector bandwidth. The 4D 
hyperspectral image was unfolded as in Fig. 21A. The adapted trilinearity 
constraint of Publication I was applied to the pure matrix S (Fig. 21B). Using 
MCR-ALS, eight components were detected (Fig. 28). 

 

Figure 28. MCR results for the characterization study performed using the 4D image. The 
distribution maps and pure EEM landscapes of the resolved components are provided. 
Note that white regions on pure EEM landscapes contain NaN. 
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The components identified in Fig. 28 showed biological relevance and were 
assigned to specific regions of the root [Donaldson and Williams, 2018; Vishal 
et al., 2019; Zexer et al., 2020]. Component 1 was associated with lignified cells 
in the central pith, possibly related to lignin. Component 2 was found in the 
endodermis, but is also spread across all tissues, requiring further 
characterization. Component 3 is located in the pericycle, specifically in the 
phloem companion cells. Component 4 is present in the sclerenchyma layer, 
potentially indicating the presence of suberin. Component 5 is specific to the 
sclerenchyma layer. Component 6 is a type of lignin found throughout the root 
tissues. Component 7 appears in the endodermis, exodermis, and epidermis, 
possibly related to silica bodies. Finally, Component 8 is identified as an artifact 
due to a residual signal from Rayleigh scattering. 

The application of MCR-ALS to time series of 3D and 4D fluorescence images 
was useful for the detection of fluorophore-specific photobleaching phenomena. 
Since photobleaching was detected in some components, an optimization of the 
instrumental parameters was required. This optimization minimized 
photobleaching, enhancing the quality of the data. By improving the signal-to-
noise ratio, MCR-ALS enhances the detection and unmixing power of natural 
fluorescence compounds in root tissue, as evidenced in Fig. 28, even with a 
short 10-minute acquisition experiment. Furthermore, MCR-ALS facilitated the 
identification of previously undetected compounds, offering valuable insights 
into plant biology and physiology. 

As a final conclusion, the outcomes of this study show the effectiveness of the 
adapted trilinearity constraint to adequately model the information on 
fluorescence images and provide a more reliable characterization of 
fluorophores in complex biological samples. 

3.2 Improving the analysis of Fluorescence Lifetime Imaging 

Microscopy data 

Time-resolved fluorescence spectroscopy (TRFS) is a well-known fluorescence 
spectroscopic technique that provides valuable information about the 
fluorophores present on a sample via the measurement of fluorescence decay 
curves [Lakowicz, 2006].  

However, as stated in Chapter 2, analyzing fluorescence decay curves is 
challenging due to the impact of the convolution of the instrument response 
function (IRF) with the true TRFS fluorescence signal [Luchowski et al., 2009]. 
To solve this problem, deconvolution is commonly used, but it requires the 
knowledge or estimation of the IRF.  

In addition, analyzing TRFS multiexponential decay curves to obtain the 
underlying monoexponential signals of the pure fluorophores is particularly 
challenging due to high correlation of these signal and the lack of selectivity in 



 

117 

the pure monoexponential profiles. For this reason the Publications IV and V in 
this subsection are devoted to facilitate and improve the quality of the analysis 
of TRFS data. 

Publication IV is a new algorithm aimed to derive the IRF function from the 
decay curves measured and without the need of any additional experimental 
measurement. This approach is based on the mathematical properties of the 
exponential decays and the convolution process. 

Publication V proposes the kernelizing approach, based on the convolution of 
different kernels to the TRFS data, as an approach to generate trilinear data 
from the bilinear data measured with TRFS. The trilinear data formed improve 
significantly the unmixing of the multiexponential decays into their pure 
monoexponential contributions. 

 

_______________________________________________________________ 
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Abstract 
Time-resolved fluorescence spectroscopy (TRFS) plays a crucial role when studying 
dynamic properties of complex photochemical systems. Nevertheless, the analysis of 
measured time decays and the extraction of exponential lifetimes often requires either the 
experimental assessment or the modeling of the instrument response function (IRF). 
However, the intrinsic nature of the IRF in the measurement process, which may vary 
across measurements due to chemical and instrumental factors, jeopardizes the results 
obtained by reconvolution approaches. In this paper, we introduce a novel methodology, 
called Blind Instrument Response Function Identification (BIRFI), that enables the direct 
estimation of the IRF from the collected data. It capitalizes on the properties of single 
exponential signals to transform a deconvolution problem into a well-posed system 
identification problem. To delve into the specifics, we provide a step-by-step description 
of the BIRFI method and a protocol for its application to fluorescence decays. The 
performance of BIRFI is evaluated using simulated and Time-Correlated Single-Photon 
Counting (TCSPC) data. Our results demonstrate that the BIRFI methodology allows an 
accurate recovery of the IRF, yielding comparable or even superior results compared to 
those obtained with experimental IRFs when they are used for reconvolution by 
parametric model fitting. 

Key words: Time-Resolved Fluorescence Spectroscopy (TRFS), Blind Instrument 
Response Function Identification (BIRFI), Deconvolution. 
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  Why it matters 

Time-Resolved Fluorescence Spectroscopy is a crucial tool for understanding dynamic 
processes in photochemical systems. However, the interference of the Instrument 
Response Function (IRF) complicates accurate analysis. The novel Blind Instrument 
Response Function Identification (BIRFI) methodology proposed in this paper addresses 
this challenge. BIRFI transforms the deconvolution problem into a well-posed system 
identification problem, allowing the direct estimation of the IRF from measurements on 
fluorophores exhibiting single exponential behavior. This innovation is particularly 
significant since it suppresses the need to estimate the IRF through specific experimental 
procedures involving fluorophores with very short lifetimes or detectors that may suffer 
from color effects.  

1. Introduction 

Time-Resolved Fluorescence Spectroscopy (TRFS) is a widely used tool to investigate 
the dynamic properties of complex photochemical systems [1,2]. A short laser pulse is 
employed to initiate the excitation of fluorescent molecules within a complex sample. 
The subsequent return of these molecules to the ground state generates a fluorescence 
signal, denoted as ý, which diminishes over time. Ideally, this signal can be fitted by a 
mono- or multiexponential model, enabling the extraction of the lifetime(s) and 
amplitude(s) of the fluorescent species involved.  

However, the detection of rapidly decaying responses that might be observable in a 
particular experiment is hindered by the instrument response function (IRF). This 
complication arises due to the interference of the IRF with the fluorescence signal, 
especially in scenarios where fast dynamics are at play [3]. TRFS measurements can be 
accurately characterized as the convolution of the IRF with the inherent fluorescence 
signal ý. In other words, the recorded signal, denoted as þ, can be expressed analytically 
as detailed in Equation 1. 

 þ = ý ∗ IRF Eq. 1 

where * denotes functional convolution. 

In the realm of discrete-time signals, operators and practitioners may encounter the need 
to: i) compute x based on y and the IRF through deconvolution [4], ii) determine the IRF 
based on þ and ý using system identification [5], or iii) simultaneously estimate both ý 
and the IRF given þ through blind deconvolution [4]. Each of these can pose challenges, 
since it is often ill-posed and not easily solved. To address these complexities, additional 
constraints, assumptions, or prior knowledge about the signals and systems under 
investigation must frequently be considered. 

In TRFS, deconvolution is a standard operation since, when dealing with short lifetimes, 
typically around or below 1 ns, it requires knowledge or experimental estimation of the 
IRF. In literature, experimental estimation of the IRF often involves measuring the 
emission of a fluorophore with a very short fluorescence lifetime, such as Erythrosine B 
or Rose Bengal in a potassium iodide solution [6,7], or the elastic scattering of the 
excitation laser pulse using a LUDOX solution [3]. Once the IRF is estimated, 
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deconvolution of the measured signal þ can be performed, enabling the estimation of the 
true signal ý. Various approaches can be employed for this purpose, including polynomial 
long division [8], least squares [9], Fourier deconvolution [9], and reconvolution [10]. 
Reconvolution is a parametric fitting approach, where, given a specific IRF, Eq.1 is least 
squares-fitted to estimate the parameters of a mono- or multiexponential model that 
describes the behavior of ý. This method is widely used due to its numerical stability, but 
it does have several limitations [11,12].  

One significant limitation is the intrinsic variability of the IRF, which may change across 
measurements due to chemical and instrumental factors. For example, TRFS 
measurements are often 'emission-dependent', in part because of the wavelength-
dependent timing response of certain detectors (such as Micro Photon Devices - Single 
Photon Avalanche Photodiodes, MPD - SPADs). In this case, the measured IRF is only 
strictly valid for wavelength ranges that are close to those used for the IRF estimation, 
specifically the laser wavelength for scattering or dye emission. This dependence is 
particularly noticeable in the red region of the electromagnetic spectrum, crucial for 
biological imaging [13].  This leads to potential biases in the extraction of ý when the 
measured IRF is used for reconvolution and parameter estimation. Various solutions have 
been suggested to address this issue, including the implementation of detectors robust to 
color effects or the utilization of a single exponential decay for correcting the phasor plot 
domain [14,15].  

Additional limitations stem from the signal processing methods employed for 
deconvolution. Optimization algorithms like the Levenberg-Marquardt algorithm, 
commonly used in reconvolution, can be sensitive to local minima [9]. Furthermore, 
approaches like polynomial long division or Fourier transform are known to be highly 
sensitive to noise [9].  

In contrast, system identification is a relatively straightforward scenario when ý is known 
and the IRF signal comprises fewer sampling points than þ. In such instances, convolution 
can be expressed as an overdetermined system of linear equations (more equations than 
unknowns) by utilizing a Hankel matrix composed of corresponding shifted values of ý 
[16]. Consequently, an ordinary least squares solution to this system of equations can 
always be found, as long as the Hankel matrix is invertible.

Blind deconvolution, on the other hand, often proves to be a challenging and critical 
process. It involves the simultaneous estimation of both the IRF and ý, presenting an ill-
posed and underdetermined problem [4]. This essentially implies that the solution for ý 
and IRF is not unique.  

In TRFS data analysis, although the IRF is typically much shorter than the measured 
signal, practical application of system identification is rare. This is primarily due to the 
requirement of the knowledge of the underlying signal ý, which is generally unavailable. 
However, if ý exhibit a single exponential decay behavior, the IRF can be extracted solely 
from the analysis of the measured signal þ, since its tail behaves as ý, up to scale 
variations. This is what Blind Instrument Response Function Identification (BIRFI), the 
new algorithm proposed in this paper, can achieve by leveraging the properties of 
exponential signals. BIRFI overcomes the main limitations of current methods, such as 
those related to potential color effects of detectors or the necessity to use specific 
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  fluorophores with very short lifetimes. Therefore, BIRFI provides the researchers with 
the possibility to extract the IRF from measurements carried out on affordable 
commercial fluorophores under experimental conditions that match the characteristics of 
their samples. Once the IRF is extracted, it can also be exploited for the analysis of 
unknown samples. 

We provide a comprehensive, step-by-step description of BIRFI and its specific 
application to fluorescence decays. To gauge its efficacy, we rigorously assess its 
performance using simulated data and real Time-Correlated Single-Photon Counting 
(TCSPC) datasets representative of diverse analytical scenarios, specifically in the red 
emission range and using a common picosecond diode laser with IRF-dependent power. 

 

2. Material and methods 

We examined various simulated and real datasets to evaluate the effectiveness of the 
proposed approach and the extraction of the IRF in TCSPC measurements. The simulated 
datasets were utilized to assess the algorithm performance under tightly controlled 
conditions, while the real datasets were employed to evaluate its potential in practical 
experimental scenarios. 

 

2.1 Simulated datasets 

Three distinct IRFs were generated with shapes resembling those commonly observed in 
TRFS experiments: the first IRF is a Gaussian function, the second is a sum of two 
overlapping Gaussian functions, and the third is a sum of three overlapping Gaussian 
functions (refer to Fig. S3). The underlying signal ý was simulated as a monoexponential 
decay with a lifetime of 1 ns, utilizing 1500 time-bins and a time resolution of 25 ps. 
Subsequently, ý was convolved with the respective IRFs, resulting in three datasets: 
dataset 1, dataset 2, and dataset 3 for the first, second, and third IRF, respectively. 

To emulate real conditions, different levels of Poisson noise (no noise, a low level of 
noise representing 0.5% of the total variance, and a high level of noise representing 2% 
of the total variance) were introduced to the convolved signal. This comprehensive 
approach allowed us to thoroughly assess the performance of the proposed method under 
various conditions. 

 

 

2.2 Experimental datasets 

A solution of the commercial dye ALEXA 647 (Thermo Fisher Scientific, Invitrogen) in 
PBS at pH 7.4 with a concentration of 5·10-7 M was prepared. Measurements was 
performed using a PicoQuant TCSPC system,equipped with a FluoTime 200 
spectrometer (bandpass 4 nm, 90° and magic angle configuration) and a picosecond laser 
diode emitting at 640 nm, with a repetition rate of 8 MHz. Detection was performed using 
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  a microchannel plate photomultiplier tube (MCP-PMT, Hamamatsu) (PicoHARP300) 
with a bin time of 4 ps. 

Measurements were conducted at three different power intensity (40, 50, and 80% for 
dataset 1, 2, and 3, respectively), with ten replicates per power. The IRF was determined 
at the laser emission wavelength using the scattering of the laser from a nonfluorescent 
scattering solution (LUDOX colloidal silica solution). The full width at half maximum 
(FWHM) of the IRFs was approximately 100 ps but very different shapes were observed 
for the different power intensities. The measurements were carried out for an emission 
wavelength of 660 nm (4 nm bandpass) and stopped when the number of counts reached 
a maximum value of 10,000.  

 

3. Blind IRF Identification (BIRFI) 

BIRFI is designed to estimate the IRF solely from the analysis of the measured signal þ. 
The methodology builds upon the properties of monoexponentially decaying functions 
when convolved, which guarantee that the lifetime of ý is the same as the one determining 
the behavior of the tail of þ (Eq. 1). By leveraging this property, the IRF can be readily 
extracted from the sole measurement of þ as the solution of a system identification 
problem. 

To elucidate how we can detect the monoexponential tail of þ, consider the example 
depicted in Fig. 1. In this illustration, the signal þ results from the convolution of a given 
IRF with a monoexponential ý (refer to Fig. 1A). Calculating the derivative of þ, for 
instance, using the Savitzky-Golay algorithm [17], produces a profile with two distinctive 
trends in two different time intervals (see Supplementary Material for additional details 
about the properties of this derivative profile): the first (interval 1 in Fig. 1B) is associated 
with the region where the IRF significantly influences the shape of þ, and the second 
(interval 2 in Fig. 1B) corresponds to the region where the derivative of þ exhibits 
monoexponential behavior. The time point that separates these two regions is referred to 
as the "cutting point," and it can be easily observed through visual inspection in Fig. 1B.  
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Figure 1. A) Measured convolved decay þ. B) Derivative of the measured convolved decay featuring an initial 
nonexponential trend (black, 1) and a tail with a characteristic exponential behaviour (red, 2). C) The exponential tail 
(red) is detected based on the recognition of the cutting point in Fig. 1B. D) The tail and the convolved decay are finally 
exploited to perform an ordinary deconvolution and estimate the IRF (red dashed line). The solid black line in D) 
represents the true IRF. 

Here, three crucial points arise: first, computing the derivative of the measured signal 
facilitates the identification of the tail of þ. Second, beyond the cutting point, þ and ý 
exhibit identical single exponential shapes but differ in amplitude (as illustrated by the 
red line in Fig. 1C) and, third, the non-exponential part of þ (Fig. 1C, black arrows) has 
the same time-span of the IRF4 for a rigorous mathematical explanation of this property, 
please refer to the Supplementary Material. 

At this juncture, with both þ and ý available (ý being the tail of y), the blind identification 
problem and Eq. 1 transforms into a well-posed problem and estimating the IRF can be 
accomplished through ordinary long polynomial division, least squares, or Fourier 
transform division. 

Several noteworthy advantages afforded by the proposed methodology warrant emphasis. 
Foremost is the ability to retrieve the IRF by analyzing conventional fluorophores 
characterized by single exponential behaviors. Deconvolution is thus no longer impeded 
by emission wavelength dependencies since the deconvolved IRF is extracted directly 
from the measured signal and there is no need to use complex fluorophores with very 
short lifetimes which operate at specific wavelength, or to employ detectors robust to 
color effects. Additionally, no assumption is made about the shape of the IRF, and no 
parameter optimization operations are required. 
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A pivotal aspect of BIRFI lies in its capability to reliably, automatically identify and 
extract the tail of þ that decays exponentiality as the inherent fluorescence signal ý. 
Therefore, it is valuable not only for applying system identification procedures but also 
for tail analysis or global fitting, both of which necessitate isolating the tail of the 
measured signal. 

However, it is essential to acknowledge some inherent limitations of the BIRFI method. 
Firstly, BIRFI assumes that the signal ý is well-approximated by a monoexponential 
decay function. In the rare scenarios where this requirement cannot be met by using very 
conventional fluorophores, blind unmixing tools should be applied to decompose þ into 
its latent monoexponential decays before utilizing BIRFI to extract the IRF from such 
individual single exponential decays. To illustrate this, we provide as Supplementary 
Information results obtained coupling a novel multivariate curve resolution approach 
named MCR-Slicing [18,19] to BIRFI in a case concerning multiexponential decaying 
signals.  

In addition, it is crucial to highlight that since BIRFI extracts the IRF from the 
experimental measurement acquired, a sufficiently high signal-to-noise ratio in þ is 
essential for accurate deconvolution. To mitigate noise effects, one may consider 
increasing photon accumulation during TRFS experiments or applying noise-filtering 
approaches like Savitzky-Golay [17] or Whittaker smoothing [20], as demonstrated in 
this work. 

 

Software 

Data simulation and analysis were performed by means of in-house routines and scripts 
coded in MATLAB 2021 (The Mathworks, Inc., Natick, MA). The BIRFI algorithm is 
explained in the Supplementary Material. The DecayFit - Time-Resolved Emission 
Decay Analysis Software for MATLAB (version 1.4, Søren Preus, Ph.D) was used to 
perform the reconvolution analysis. 

 

4. Results and discussion 

4.1 Simulated datasets 

To evaluate the performance of BIRFI, we delved into nine distinct data analysis 
scenarios, each distinguished by varying complexities in the shape of the RF and different 
levels of Poisson noise (refer to the Supplementary Material for comprehensive details). 
Whittaker smoothing was systematically applied to all analyzed decays to mitigate the 
influence of noise. Decay curves for each scenario were replicated 100 times to scrutinize 
the variability of the solutions obtained due to noise. Notably, in all instances, the single 
exponential tail of the decays was successfully retrieved, as elaborated in Section 3. The 
conclusive results of these analyses are presented in Fig. 2. 
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Figure 2. Predicted IRFs for three different levels of noise and three different expected IRF shapes. A-C) Results of 
BIRFI in the absence of noise for three expected IRFs of different shapes. D-F) Results of BIRFI in the presence of 
noise with intensity equal to the 0.5% of the total signal intensity for three expected IRFs of different shapes. G-I) 
Results of BIRFI in the presence of noise with intensity equal to the 2% of the total signal intensity for three expected 
IRFs of different shapes. Each analysis round was repeated 100 times: the average predicted IRF is represented as a red 
solid line, the red shaded area denotes the 95% confidence interval associated to this average estimation, while the 
expected IRF is represented as a black dashed line.  

Initially, in the absence of noise (refer to Fig. 2A-C), as anticipated, the recovery of all 
IRFs is flawless, indicative of a well-posed signal identification problem. 

Introducing noise into the scenario (see Fig. 2D-I) reveals a minor dispersion in the 
recovered IRFs across the 100 replicated analysis rounds. Notably, the mean 
representation across these runs (depicted by the red solid line) impeccably aligns with 
the ground truth (indicated by the black dashed line) in all instances. This alignment 
underscores that the observed dispersion is solely a result of the introduced noise and 
emphatically establishes the method accuracy. 

These findings affirm that the methodology adeptly derives reliable estimates of the IRF 
from measured signals, operating without any prior assumptions about its shape. 

 

4.2 Real datasets 

To assess the performance of BIRFI on real experimental data, we conducted a series of 
TCSPC experiments. We analyzed ten replicates of TCSPC measurements conducted at 
three laser powers using a commercial ALEXA647 solution with a lifetime of 3.55 ns. 
Once again, Whittaker smoothing was applied as a preliminary step to each recorded 
decay, and the cutting point was set at 2.00 ns. 

Figure 3 illustrates the preprocessed data and the IRFs obtained through the application 
of BIRFI (depicted by the red solid lines). These results showcase a highly satisfactory 
agreement between the estimated IRFs and the measured ones (indicated by the black 
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dashed lines). Minor discrepancies, possibly stemming from solvent effects, are the only 
observable differences. 

 

Figure 3. Results yielded by BIRFI for the first (A), the second (B) and the third (C) pure fluorescent dye dataset. Top 
panel: smoothed fluorescence decays (10 replicates per case). Bottom panel: average predicted IRFs (red solid lines) 
three standard deviation intervals (red shaded areas), and measured IRFs (black dashed lines). 

To further validate the BIRFI approach and underscore its utility, we employed a 
parametric model (reconvolution) for each measured signal. This fitting process involved 
utilizing both i) the actual measured IRF and ii) the IRF estimated with BIRFI. The 
residuals of the parametric model are depicted in Fig. 4.  

 

Figure 4. Weighted residuals resulting from the monoexponential fitting of the fluorescence decays in the first (A), the 
second (B) and the third (C) pure fluorescent dye dataset. The fitting was performed with reconvolution using the IRF 
estimated by BIRFI (red) and the measured IRF (black). Each measurement replicate was fitted individually: the solid 
lines represent the average residual profiles, while the red and black shaded areas denote the corresponding three 
standard deviation intervals. 
 

Moreover, the estimates of lifetimes were examined. In dataset 1, a mean lifetime of 
1.09(0.01) ns was derived using the predicted IRF, while a slightly lower estimate of 
1.07(0.01) ns was obtained using the measured IRF. For comprehensive analysis, 
considering only the tail of the measured signal and fitting it with a monoexponential 
function yielded a mean lifetime of 1.09(0.01) ns. Although the lifetimes obtained in both 
cases are quite similar, the fitting residuals are notably less structured when reconvolution 
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is performed with the IRF estimated through BIRFI compared to using the measured IRF 
(refer to Fig. 4A). 

Similar conclusions can be drawn for datasets 2 and 3. In dataset 2, the average lifetimes 
are 1.07(0.01) ns and 1.04(0.01) ns when reconvolution is conducted using the IRF 
estimated by BIRFI and the measured IRF, respectively, while tail fitting provides a 
lifetime estimate of 1.08(0.01) ns. For dataset 3, the average lifetimes are 1.08(0.02) ns 
and 1.05(0.02) ns, respectively, while tail fitting provides a lifetime estimate of 1.08(0.01) 
ns. In both cases, the fitting residuals obtained when reconvolution is carried out with the 
IRF estimated by BIRFI are significantly less structured (refer to Fig. 4B and C). 

Overall, these results indicate that utilizing IRFs estimated by BIRFI for fitting TRFS 
data collected on individual fluorophore solutions (via reconvolution) results in lower and 
less structured residuals compared to when measured IRFs are employed. This implies 
that better estimates of the fluorescence lifetimes of the species underlying the 
investigated systems may be achieved by employing BIRFI prior to TRFS data 
processing. Furthermore, considering residual analysis as a tool for assessing the validity 
of statistical models in the realm of TRFS, another critical point emerges from the 
presented outcomes: high residuals may arise not only from inadequately formulated 
models but also from poorly estimated or inaccurately measured IRFs. TRFS users should 
thus be attentive when attempting to address high residuals by introducing more complex 
models with a higher number of parameters. 

 

5. Conclusions  

In this communication, we introduced a novel method, called Blind Instrument Response 
Function Identification (BIRFI) which enables the estimation of the IRF inherent in TRFS 
measurements, relying solely on the measurement of an exponential decay. This 
straightforward approach is grounded in the theoretical principles of 
convolution/deconvolution applied to monoexponential decays. As demonstrated, it 
possesses broad applicability, considering additional practical aspects that were also 
explored. Overall, BIRFI consistently delivered accurate estimates of the IRF across 
scenarios of varying complexity in terms of IRF shape, thus improving the accuracy of 
lifetime determination. Its robustness is now open to scrutiny and validation by potential 
users. 

 

 

Supporting material 

The Supporting material contains the mathematical foundations BIRFI, emphasizing key 
properties of exponential decays essential for understanding its principles. It includes 
detailed information on simulated datasets and provides the complete MATLAB code for 
the BIRFI algorithm. 
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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

" A tensorization approach based on 
convolution of exponential decays is 
proposed. 

" The new Kernelizing approach is able to 
generate trilinear from bilinear data. 

" This new unmixing approach provides 
the pure monoexponential components. 

" Kernelizing can be applied even if a low 
number of sampling points is only 
available. 

" Kernelizing has been tested in simula-
tions, experiments and FLIM images.  

A R T I C L E  I N F O   

Handling Editor: Prof. L. Buydens  

Keywords: 
Kernelizing 
Multiexponential decays 
Tensorization 
Trilinear models 
Parallel factor analysis-alternating least squares 
(PARAFAC-ALS) 

A B S T R A C T   

The unmixing of multiexponential decay signals into monoexponential components using soft modelling ap-
proaches is a challenging task due to the strong correlation and complete window overlap of the pro昀椀les. To solve 
this problem, slicing methodologies, such as PowerSlicing, tensorize the original data matrix into a three-way 
data array that can be decomposed based on trilinear models providing unique solutions. Satisfactory results 
have been reported for different types of data, e.g., nuclear magnetic resonance or time-resolved 昀氀uorescence 
spectra. However, when decay signals are described by only a few sampling (time) points, a signi昀椀cant degra-
dation of the results can be observed in terms of accuracy and precision of the recovered pro昀椀les. 

In this work, we propose a methodology called Kernelizing that provides a more ef昀椀cient way to tensorize data 
matrices of multiexponential decays. Kernelizing relies on the invariance of exponential decays, i.e., when 
convolving a monoexponential decaying function with any positive function of 昀椀nite width (hereafter called 
“kernel”), the shape of the decay (determined by the characteristic decay constant) remains unchanged and only 
the preexponential factor varies. The way preexponential factors are affected across the sample and time modes 
is linear, and it only depends on the kernel used. Thus, using kernels of different shapes, a set of convolved curves 
can be obtained for every sample, and a three-way data array generated, for which the modes are sample, time 
and kernelizing effect. This three-way array can be afterwards analyzed by a trilinear decomposition method, 
such as PARAFAC-ALS, to resolve the underlying monoexponential pro昀椀les. To validate this new approach and 
assess its performance, we applied Kernelizing to simulated datasets, real time-resolved 昀氀uorescence spectra 
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collected on mixtures of 昀氀uorophores and 昀氀uorescence-lifetime imaging microscopy data. When the measured 
multiexponential decays feature few sampling points (down to 昀椀fteen), more accurate trilinear model estimates 
are obtained than when using slicing methodologies.   

1. Introduction 

The analysis of exponential decay signals is usually performed by 
multiexponential 昀椀tting approaches that allow extracting the charac-
teristic decay constants and preexponential factors of the different 
monoexponential components [1]. However, multiexponential 昀椀tting 
remains dif昀椀cult due to the high natural correlation among the mono-
exponential decays of these individual components and becomes even 
more complex for signals exhibiting a low signal-to-noise ratio [2]. Be-
sides, the results obtained can be very user-dependent since selecting the 
correct number of monoexponential components and setting appro-
priate initial parameters for the 昀椀tting are tasks that require expertise 
and are often based on a trial-and-error approach. 

In this context, factor analysis can constitute a good alternative to 
multiexponential 昀椀tting. Indeed, speci昀椀c chemometric approaches are 
available to solve the unmixing (curve resolution) problem for expo-
nential mixtures and have been successfully applied in e.g., Nuclear 
Magnetic Resonance (NMR) [3,4] and Time-Resolved Fluorescence 
Spectroscopy (TRFS) [5–7]. Among these approaches, PowerSlicing [8] 
is a method aimed at resolving mixtures of monoexponential decays, 
based on (i) the reorganization of the collected dataset into a three-way 
data array by a so-called slicing approach and (ii) the subsequent 
application of Parallel Factor Analysis-Alternating Least Squares (PAR-
AFAC-ALS) [9]. From a broad perspective, data slicing can be considered 
a tensorization approach [10] which consists of splitting the exponential 
decays of a data matrix, say D, into several equally sized slabs or “slices” 

covering different signal time ranges separated by a certain lag. The 
slices obtained are afterwards rearranged into a three-way data array D, 
to which a trilinear decomposition method is applied (see Fig. 1A). 
Trilinearity offers the advantage of uniqueness, being trilinear models 

more robust to noise and less affected by the choice of the initial esti-
mates as long as the datasets analyzed have full rank [9,11]. These 
properties enhance signi昀椀cantly the capacity for unmixing multi-
exponential signals even in conditions of complete window overlap and 
high correlation among pro昀椀les. However, methodologies like Power-
Slicing usually require that the measured signals encompass many 
sampling points (hundreds), so that the slicing procedure can be ef昀椀-
ciently performed returning accurate results. In real scenarios where the 
exponential signals would consist of a few tenths of sampling points, 
results could be much less accurate or even incorrect. 

In this work, we propose an alternative approach, called Kernelizing, 
to tensorize multiexponential signals characterized by only few sam-
pling points. Kernelizing exploits the following invariance property of 
exponential functions, i.e., when convolving a monoexponential 
decaying function with any positive function of 昀椀nite width (hereafter 
called “kernel”), the shape of the monoexponential decay (determined 
by the characteristic decay constant) remains unchanged and only the 
preexponential factor varies. This approach provides a new way to build 
three-way data arrays from the measured two-way data matrices of 
decay curves. To do this, each measured exponential decay (each row of 
the data matrix) is convolved with a set of different kernels, yielding 
new signals for which the decay constants of the individual mono-
exponential components are unchanged and only the corresponding 
preexponential factors are modi昀椀ed, but preserving the relative pro-
portion of the components across the samples analyzed. Such an oper-
ation yields the “slices” needed to build a three-way trilinear data array 
from the original bilinear data to which a trilinear data decomposition, 
such as PARAFAC-ALS, can be applied to extract decay constants and 
concentration pro昀椀les of individual components (see Fig. 1B). 

Both PowerSlicing and Kernelizing generate slices that are arranged 

Fig. 1. Multilinear decomposition of exponential signals A) Slicing allows tensorizing a bilinear dataset into a trilinear dataset obtained by the selection of slices of 
the original decay separated by certain lags. B) Kernelizing allows tensorizing a bilinear dataset into a trilinear dataset convolving the original signals with a set 
of kernels. 
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in a three-way data array. However, the substantial difference between 
PowerSlicing (or other methodologies based on data lagging) and the 
Kernelizing approach is that the latter can provide a three-way array 
with an unlimited number of slices (as many slices as the number of 
kernels used), whereas PowerSlicing can only work with a limited 
number of slices, de昀椀ned as a function of the total number of data points 
resulting from the sampling of the measured exponential signals. Such a 
difference becomes crucial when working with exponential signals with 
a low number of sampling points, a scenario in which Kernelizing im-
proves signi昀椀cantly the accuracy and precision of the monoexponential 
pro昀椀les resolved. 

To assess the performance of the proposed approach, several datasets 
simulated considering mixtures of monoexponential decays with 
different numbers of sampling points were studied. To complement 
these simulations, TRFS datasets were also investigated. TRFS is a well- 
established spectroscopic technique aiming at measuring the emission 
decay of a 昀氀uorophore in the picosecond to nanosecond timescale for the 
characterization of its lifetime (decay constant) [5]. Fluorescence life-
time is 昀氀uorophore-speci昀椀c, dependent on the physicochemical envi-
ronment probed, and provides valuable information about the sample. A 
real dataset was obtained gathering measurements performed on mix-
tures of known composition of ATTO 昀氀uorophores in solution using 
Time Correlated Single Photon Counting (TCSPC), a TRFS-based tech-
nique. Both PowerSlicing and Kernelizing were applied to the simulated 
and the TCSPC datasets (for which the ground truth solutions were 
known) to illustrate the bene昀椀ts of the new approach proposed. Finally, 
the potential of Kernelizing was tested on a challenging real example of 
Fluorescence-Lifetime Imaging Microscopy (FLIM) [12], another 
TRFS-based technique widely used in the bioimaging 昀椀eld [13]. 

Although all the case-studies presented involve TRFS measurements, 
the results and conclusions inferred can be generalized to any analytical 
signal following a multi-exponential decaying behavior. 

2. Datasets and software 

The Kernelizing methodology was tested on simulated and experi-
mental TRFS datasets. All datasets are representative of challenging 
scenarios for curve resolution approaches (high correlation among 
decay pro昀椀les, no selectivity, i.e., absence of subwindows with pure 
channels in either the concentration or the decay direction, and signif-
icant amount of Poisson-structured noise). The simulated dataset 1 
consists of a set of multiexponential decay curve signals sampled at 500 
time points (columns of the data matrix). The simulated dataset 2 con-
sists of the same signals sampled at 50 points. The simulated dataset 3 
consists of the same signals, with only 15 sampling points. The ATTO 
experimental dataset contains exponential decay curves of known mix-
tures of 昀氀uorescence dyes, originally sampled at 1500 time points. 
Finally, the ConvM dataset corresponds to a real FLIM image of a Con-
vallaria Majali, for which pixel decay curves were sampled at 16 time 
points only. Further details about each dataset are given below. It should 
be noted that all datasets are full-rank. 

2.1. Simulated dataset 1 

Three pure monoexponential decays were simulated with decay 
constants of 0.8 ns, 1.4 ns and 2.4 ns, respectively, and with 500 equi-
spaced sampling points. The three pure exponential pro昀椀les were 
organized in a matrix sized 3 × 500. These pro昀椀les show strong corre-
lation with complete window overlap, i.e., all the pure monoexponential 
decays have a correlation coef昀椀cient g0.9 among them and cover the 
full time range concerned. A total of 200 mixtures with different 
composition were simulated to build a concentration matrix, sized 200 
× 3. The two-way dataset 1 (200 × 500) of multiexponential decay 
curves was generated by matrix multiplication of the concentration and 
pure monoexponential decay matrices. All samples have a signi昀椀cant 
contribution of the three components, resulting in a non-trivial unmix-
ing problem, since no pure sample for any component exists. Poisson 
noise was added representing approximately 10.0% of the global signal. 

2.2. Simulated dataset 2 

As for dataset 1, three pure monoexponential decays with constants 
of 0.8 ns, 1.4 ns and 2.4 ns were used. However, in this case, they were 
downsampled (the total time range covered was unchanged) and only 50 
sampling points were considered , which resulted in a pure pro昀椀le 
matrix sized 3 × 50. The concentration matrix, sized 200 × 3, was 
identical to the one exploited for dataset 1. The dataset 2, sized 200 ×
50, was generated by matrix multiplication of the concentration and 
pure monoexponential decay matrices. Poisson noise was added repre-
senting approximately 5.0% of the total signal. 

2.3. Simulated dataset 3 

The same pure monoexponential decays as for dataset 1 and 2, with 
constants of 0.8 ns, 1.4 ns and 2.4 ns, were used; however, only 15 
sampling points were now considered. The concentration matrix was left 
unchanged. The resulting dataset 3, sized 200 × 15, was obtained as 
described before and Poisson noise was added representing approxi-
mately the 4.5% of the total signal. 

2.4. Time Correlated Single Photon Counting (TCSPC) data of ATTO 
昀氀uorophores 

Seven mixtures were prepared using solutions of three commercial 
dyes (ATTO 647, ATTO 655 and ATTO 665 from ATTO-TEC GmbH, a. r.) 
at the volume ratios listed in Table 1. Standard solutions of pure dyes 
were prepared in phosphate buffer solution (PBS) at pH 7.4 with a 
concentration of 5⋅10−7 M. 

All TCSPC measurements were performed using a PicoQuant TCSPC 
system with a FluoTime 200 spectrometer equipped with a picosecond 
laser diode emitting at 640 nm with a pulse width <90 ps full width at 
half-maximum (FWHM) and a repetition rate of 8 MHz. 

A microchannel plate photomultiplier tube (MCP-PMT) connected to 
a TCSPC system (TimeHarp260, time precision 20 ps, dead time 25 ns) 
with a bin time of 25 ps was used for detection. The instrumental 
response function (IRF) of system (75 ps FWHM) was measured using a 
non昀氀uorescent scattering solution (LUDOX colloidal silica solution). 
Measurements stopped when the maximum reached 10 000 counts. The 
signals were recorded at 700 nm using a band pass 昀椀lter with a 4 nm 
band pass, which resulted, after cropping the non-exponential signal 
portion originated from the IRF, in a TRFS data matrix composed of 
seven 昀氀uorescence decay curves in the range 0–20 ns with 1500 time 
points each. Thus, the experimental ATTO dataset is sized 7 × 1500 and 
does not contain any pure sample. In addition, a second dataset with 
fewer sampling points was built by sampling the ATTO dataset decay 
curves once every 100 points. The reduced dataset obtained is sized 7 ×
15. 

To assess the accuracy of the results obtained from the analysis of the 

Table 1 
Composition of each analyzed mixture (expressed as volume ratios of standard 
solutions of pure dyes).  

Mixture ATTO 647 N (v/v) ATTO 655 (v/v) ATTO 665 (v/v) 
1 1/3 1/3 1/3 
2 4/6 1/6 1/6 
3 1/6 4/6 1/6 
4 1/6 1/6 4/6 
5 5/12 5/12 2/12 
6 2/12 5/12 5/12 
7 5/12 2/12 5/12  
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mixtures, the 昀氀uorescence decays of the pure solutions of ATTO 655, 
ATTO 665 and ATTO 647N were measured and 昀椀tted by a mono-
exponential decay to retrieve an estimate of the ground-truth lifetimes 
(1.9 ns, 2.9 ns and 3.5 ns, respectively). 

2.5. ConvM dataset 

The ConvM dataset was generated from a FLIM image of Convallaria 
Majali acquired by G. Williams et al. [12]. Instrumental details are 
available in the original reference. In FLIM, for a given spectral channel, 
a multiexponential 昀氀uorescence decay is provided for each pixel. The 
resulting dataset is, therefore, a hypercube of four dimensions, sized 256 
× 256 pixels × 512 spectral channels × 16 time points. For every pixel, 
the spectral dimension of the FLIM image was integrated by summing 
the intensity values of all the spectral channels at each time point in 
order to analyze only the time dimension and increase the 
signal-to-noise ratio. This operation provided a FLIM image of 256 ×
256 pixels and 16 time-sampling points, with a decay curve associated to 
every pixel. The 昀椀rst 30 columns of pixels were cropped because the 
related signal was saturated. In addition, time channels 1 to 3 and 14 to 
16 were removed because they presented a non-exponential behavior. 
After cropping, the 昀椀nal size of the image was 256 × 227 pixels × 11 
sampling points. The related unfolded convallaria dataset had size 58 
112 × 11. 

2.6. Software 

All in-house routines, scripts and analyses generated for the Ker-
nelizing approach were performed using MATLAB 2021 (The Math-
works, Inc., Natick, MA). PowerSlicing was adapted from Engelsen et al. 
[8]. The N-Way331 toolbox [14] was used for PARAFAC-ALS analysis. 

For all analyses, the PARAFAC-ALS convergence criterium was set as 
10−10%, this small value being justi昀椀ed by the high correlation of the 
monoexponential pro昀椀les to be retrieved. In this scenario, when pure 
pro昀椀les are very correlated, a clear change in the decay constants of the 
resolved pro昀椀les may result in a very small change in the model re-
siduals. Therefore, the algorithm needs more iterations to re昀椀ne the 
resolved pro昀椀les. The analysis was repeated 1000 times adding the same 
amount of Poisson-structured noise in each run for each simulated 
dataset. The results obtained across these multiple runs help in the 
assessment of the accuracy and precision of the solutions obtained. 

3. Data analysis 

Let us consider the dataset D shown in Fig. 1, constituted by a set of 
multiexponential decay curves from different samples, sized I× J 
(samples and number of time-sampling points, respectively). Using 
curve resolution methods and under certain constraints, such as non- 
negativity, the bilinear decomposition of D provides component pro-
昀椀les (i.e., decay pro昀椀les and related sample concentration pro昀椀les) with 
direct chemical meaning, identi昀椀able as those of the pure chemical 
compounds present in the samples [15,16]. However, due to the high 
correlation and time overlap among the monoexponential signals of the 
pure components, the bilinear decomposition of the data, even under 
constraints, seldom results in unique solutions, which hinders the 
interpretation of the results [11]. 

As shown in Fig. 1A and B, a two-way dataset of decay curves can be 
transformed into a three-way data array through different tensorization 
approaches. These data arrays or tensors (say, generically, D), follow a 
trilinear model as de昀椀ned in Eq. (1), [9]. 
D=C(S » K)T + E Eq. 1  

where D is sized I × J × K and the N-components model is built from the 
data matrices C (I × N), K (K × N), and S (J × N), with » denoting the 
Khatri-Rao product. The matrix C contains the pure concentration pro-

昀椀les, S the related pure monoexponential decays and the matrix K is 
related to the way the initial two-way dataset of full decay curves is 
transformed into D. E is the data array of residual variation unexplained 
by the model, sized I× J× K. 

One of the most useful properties of trilinear data factorization is the 
uniqueness of the solutions obtained [9,11]. This property is especially 
useful to resolve datasets formed by mixtures of exponential decay 
curves, with high correlation among them and showing no selectivity. 
To perform the trilinear decomposition of the data array D, Parallel 
Factor Analysis-Alternating Least Squares (PARAFAC-ALS) [9] will be 
used to obtain the trilinear model given by the matrices C, K and S, 
which contain chemically meaningful pro昀椀les for the components in the 
system studied. 

A parameter used to assess the 昀椀t quality of the PARAFAC-ALS model 
is the lack of 昀椀t (LOF) expressed as in Eq. (2). 

LOF (%)= 100 ×

����������������
Ʃi,j,ke2

i,j,k

Ʃi,j,kd2

i,j,k

:
Eq. 2  

where di,j,k is the ijk th element of D and ei,j,k is the residual associated 
with the reproduction of di,j,k by the trilinear model. 

To assess the quality of the 昀椀nal trilinear model, the core consistency 
diagnostic (CORCONDIA) [17] can be used as an indicator parameter. 
CONCORDIA takes values from 100 (perfect 昀椀t by a trilinear model) to 
0 or even negative (when the 昀椀tted trilinear model is less appropriate). 

Despite the fact that PARAFAC-ALS has been the chosen algorithm in 
this work, it is important to note that the Kernelizing approach would 
increase the accuracy of the solutions provided by any other trilinear 
decomposition method. 

3.1. Tensorization methods: slicing 

Trilinear data arrays can be built from bilinear matrices by 
adequately reorganizing the original data, an example of so-called Data 
Tensorizing [10]. In this context, Pedersen et al. [4] proposed to use a 
slicing methodology to generate trilinear data from bilinear data based 
on the mathematical properties of exponential decays. Later, Power-
Slicing [8], which consists of an optimal way to perform such slicing, 
was introduced. PowerSlicing and other slicing techniques exploit the 
invariance of exponential functions taken at different lags (see Eq. (3)): 
Ae−

t+Δt
τ = e−

Δt
τ Ae−

t
τ Eq. 3  

When the independent variable t is lagged (t+ Δt), the characteristic 
decay time τ of the exponential function (i.e., its shape, e−t

τ) remains 
unchanged, and only the value of the preexponential factor (A) gets 
modi昀椀ed. 

If several slices, lagged Δt from one another, are extracted from the 
same decay (Fig. 1A), they will share the same τ but their respective 
preexponential factors will be different. Thus, linking Eq. (3) with Eq. 
(1), the preexponential factor A is related to the concentration mode (C), 
the e−t

τ term is related to the shape of the monoexponential decay (S) and 
the new preexponential term e−Δt

τ is related to the lag, which is in turn 
linearly related to the signal and becomes the new dimension K. The 
same occurs if the decay curve results from a mixture of exponential 
decays: individual τ are unchanged, but the preexponential factors for all 
the components get modi昀椀ed as previously described. Thanks to this 
mathematical property, slices can be arranged as a three-way data array 
that can be readily decomposed (Eq. (1)). For slicing methodologies, the 
pro昀椀les in K describe how the preexponential factors vary over the K 
slices, i.e., they de昀椀ne the lagging effect per component. 

When applying PowerSlicing, we de昀椀ne the number of slices K to 
consider for the tensorization step according to the relation J

2 g 2K−1, 
being J the number of sampling points of the decays. The size of every 
slice is then J − 2K−1 +1. For instance, for a matrix built from expo-
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Fig. 2. Representation of a multiexponential decay resulting from the contributions of two monoexponential components (preexponential factors of 10 000 and 8000 
and decay constant of 0.5 and 3.1, respectively) convolved with A) a single kernel (the preexponential factors change but the decay constants remain unchanged) and 
B) three kernels, yielding three new signal pro昀椀les, each of them characterized by different preexponential factors but the same decay constants. The dotted lines 
indicate the extremes of the convolved signals exhibiting non-exponential behaviors. Only the exponential part of the convolved signals is used for further trilinear 
decomposition analysis. 

Fig. 3. Schematic representation of the Kernelizing approach. Each decay of the matrix D is convolved individually with a set of different kernels. Then, only the 
exponential parts of the resulting curves are kept and gathered into a matrix. After convolving every sample with the aforementioned kernels, a trilinear data array D 

can be built and subsequently analyzed by PARAFAC-ALS. 
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nential signals consisting of 1000 sampling points, nine slices can be 
generated, with 745 points each. If now only 15 sampling points are 
available, only three slices can be obtained, each of 12 sampling points. 
The effect of reducing the number of slices and the number of sampling 
points per slice on the stability of the trilinear model can be dramatic 
when few sampling points are available. 

3.2. Tensorization methods: kernelizing 

Kernelizing provides an alternative approach to generate trilinear 
data arrays from mixtures of monoexponential decay signals. It exploits 
the invariance of exponential functions resulting from the fact that by 
convolving a monoexponential decay function with any positive func-
tion (kernel), the preexponential factor gets modi昀椀ed but the charac-
teristic decay time remains unchanged. 

An example is shown in Fig. 2A, which illustrates this property. From 
left to right, an exponential signal of 100 sampling points generated 
from the sum of two monoexponential decays is convolved by a given 
kernel, with a width of 15 points. Once cut at the beginning and at the 
end (removing as many points as the size of the kernel window used), 
the resulting signal corresponds to a decay signal formed by the two 
same monoexponential components, but with different preexponential 
factors (for a mathematical proof and additional explanations see Eq. S1- 
7 in the Supplementary Material). 

If a single decay curve is convolved with a set of K kernels (see 
Fig. 2B, K = 3), K new decays are obtained, characterized by different 
preexponential factors but the same decay constants. Then, if each decay 
curve (rows of D) is convolved with the same set of K kernels, the K 
convolved decays obtained can be arranged into a three-way data array 
(D) and analyzed by PARAFAC-ALS to obtain the underlying 

monoexponential contributions associated with the individual 
components. 

A schematic representation of the Kernelizing approach is shown in 
Fig. 3. I samples, characterized by different mixtures of two mono-
exponential decays, and a set of 20 kernels of different shapes, providing 
20 new convolved decays per sample, are here considered. Since the 
preexponential factors of the components change along the kernel di-
rection, a third linearly independent dimension (mode) is obtained, and, 
thus, D results to be a trilinear array. Differently from slicing, this pro-
cedure remains applicable for signals characterized by very few sam-
pling points. 

It should be noted that kernel normalization is recommended to 
obtain convolved sets of decay curves with similar signal intensity for 
the subsequent PARAFAC-ALS analysis. Fig. 3 shows an example where 
kernels were normalized to a maximum value of 1. 

Several features can be expected for the Kernelizing approach. First, 
the number of kernels used to build D does not depend on the number of 
sampling points of the decay curves and, hence, a rich trilinear dataset, 
with no limited number of slabs can always be generated. The second 
feature is the denoising action associated with the Kernelizing approach, 
since signal convolution can be interpreted as a weighted moving 
average methodology, where every point in the convolved signal results 
from the sum of the signal points covered by the kernel window, 
weighted by the related kernel coef昀椀cients. The third feature is linked to 
the wide diversity of kernel shapes that can be chosen to emphasize 
different parts of the original decay signal. For example, by choosing a 
kernel corresponding to a monotonically decreasing function, the 
emphasis would be on the components with longer decay times, since 
the decay points at longer times will be weighted with a larger coef昀椀-
cient in the convolved signal, (see the darkest blue kernel and the related 

Table 2 
Median of the correlation coef昀椀cients between simulated and recovered concentration pro昀椀les and of the decay constants recovered by PowerSlicing and Kernelizing in 
the 1000 analyzed runs. Values between brackets show the interval between the 2.5th and 97.5th percentiles of the corresponding metric. Median of CONCORDIA 
parameter across all runs is shown.   

True decay constant Simulated dataset 1 
PowerSlicing Kernelizing 
Concentration pro昀椀le Decay constant Concentration pro昀椀le Decay constant 

Component 1 0.80 0.98 0.78 0.99 0.79 
[0.98, 0.99] [0.76, 0.80] [0.99, 0.99] [0.78, 0.80] 

Component 2 1.40 0.95 1.39 0.98 1.40 
[0.91, 0.97] [1.35, 1.43] [0.97, 0.98] [1.37, 1.43] 

Component 3 2.4 0.96 2.26 0.98 2.34 
[0.95, 0.97] [2.13, 2.41] [0.98, 0.99] [2.26, 2.44] 

CONCORDIA (%)  55 97   
True decay constant Simulated dataset 2 

PowerSlicing Kernelizing 
Concentration pro昀椀le Decay constant Concentration pro昀椀le Decay constant 

Component 1 0.80 0.95 0.76 0.97 0.77 
[0.94, 0.97] [0.73, 0.78] [0.96, 0.98] [0.75, 0.79] 

Component 2 1.40 0.86 1.38 0.94 1.42 
[0.74, 0.92] [1.30, 1.42] [0.91, 0.96] [1.37, 1.46] 

Component 3 2.4 0.91 2.16 0.95 2.27 
[0.87, 0.93] [2.01, 2.35] [0.93, 0.96] [2.16, 2.41] 

CONCORDIA (%)  24 77   
True decay constant Simulated dataset 3 

PowerSlicing Kernelizing 
Concentration pro昀椀le Decay constant Concentration pro昀椀le Decay constant 

Component 1 0.80 0.92 0.71 0.94 0.73 
[0.86, 0.94] [0.60, 0.75] [0.93, 0.95] [0.69, 0.76] 

Component 2 1.40 0.64 1.29 0.83 1.41 
[0.56, 0.81] [1.12, 1.40] [0.72, 0.89] [1.33, 1.47] 

Component 3 2.4 0.83 2.00 0.89 2.15 
[0.76, 0.88] [1.86, 2.18] [0.85, 0.91] [2.04, 2.29] 

CONCORDIA (%)  −2 24  
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convolved blue signal in Fig. 3). In our case, we have selected a set of 
kernels based on symmetric exponential functions to weight equally the 
short and long decay time components, as it is shown in Fig. 3. In gen-
eral, it would be advisable to use a set of kernels that allows weighting in 
a similar way the entire range of points of the decay curves to be 
convolved. 

4. Results and discussion 

Kernelizing has been tested on simulated and time-resolved 昀氀uo-
rescence experimental data acquired under controlled conditions. It has 
also been applied to a FLIM image for exploratory analysis. The results 
are discussed in the following sections. 

4.1. Simulated examples 

This subsection is divided in two parts. The 昀椀rst part aims at showing 
and discussing the performance of Kernelizing on simulated datasets 
with different numbers of sampling points (datasets 1, 2 and 3). The 
results are compared with those yielded by PowerSlicing. The second 
part aims at assessing the effect of key parameters of the Kernelizing 
approach on the results obtained. 

4.2. Performance of the kernelizing approach 

Datasets 1, 2 and 3 were simulated as explained in Section 2 and 
tensorized by both the Kernelizing and PowerSlicing approaches. The 
data arrays provided by Kernelizing were built by tensorizing the 
datasets 1, 2 and 3 using a set of 20 kernels, sized 20× 250, 20× 25 and 
20× 8, respectively (in all cases, the kernel size is half the number of 
sampling points of the corresponding dataset). The typology and di-
versity of kernel functions were chosen according to the guidelines 
provided in Section 3 (see Fig. 3 and S3). The dimensions of the 

corresponding three-way data arrays are 200 × 20 × 250, 200 × 20 × 25 
and 200 × 20× 7 for datasets 1, 2 and 3, respectively. In the case of 
PowerSlicing, considering the rules to de昀椀ne the number of slices and 
the sampling points therein, the dimensions of the three-way arrays 
generated are 200 × 8 × 373, 200 × 5 × 43 and 200 × 3 × 12, 
respectively. 

PARAFAC-ALS was used to analyze the three-way data arrays 
resulting from both tensorization procedures. Initial estimates were set 
as the pro昀椀les yielded by the best-昀椀tting models obtained after several 
PARAFAC-ALS runs started with a variety of initial estimates and 昀椀tted 
using only a few iterations [14]. 

To compare the results obtained by both the Kernelizing and Pow-
erSlicing approaches, the individual pure component decay pro昀椀les in S 
were 昀椀tted by a monoexponential model to extract their respective 
characteristic decay constants and the correlation coef昀椀cients between 
the recovered concentration pro昀椀les in C and their corresponding 
ground truth pro昀椀les were calculated (see Table 2). The analysis was 
repeated 1000 times adding the same amount of Poisson-structured 
noise in each run for each dataset. To assess the accuracy and spread 
of the 昀椀nal solutions, the median and the 2.5th-97.5th percentile in-
terval of these metrics were considered for every component. For each 
run, the CONCORDIA was calculated. The lack of 昀椀t of all models was 
found in agreement with the quantity of noise added to the simulated 
dataset (data not shown). 

For the tensorized dataset 1 (500 sampling points), the values of the 
three decay constants are well recovered by both Powerslicing and 
Kernelizing. The full distribution of the decay constants is shown in 
Fig. 4. The exponential pro昀椀les and related decay constants are very well 
recovered for components 1 and 2, whereas a higher scatter, slightly 
more pronounced for Powerslicing, can be observed for component 3. 

The correlation coef昀椀cients obtained for the concentration pro昀椀les 
are satisfactory for both approaches (equal or higher than 0.9 for all 
components), despite a slightly lower value for the concentration pro昀椀le 
of component 2 returned by Powerslicing. Finally, it should be noted 
that a clear difference exists in the CONCORDIA values, 55% for Pow-
erSlicing vs 97% for Kernelizing, meaning that the PARAFAC-ALS model 
yielded by Kernelizing is closer to an ideal trilinear model than the one 
yielded by PowerSlicing. 

Overall, although Kernelizing provides slightly better results, both 
approaches guarantee a satisfactory performance when dealing with 
exponential decay signals for which a suf昀椀ciently number of sampling 
points is available. 

When inspecting the results for datasets 2 and 3 (featuring 50 and 15 
sampling points, respectively) the differences between PowerSlicing and 
Kernelizing become more pronounced (see Table 2). For the concen-
tration pro昀椀les, Kernelizing provides correlation coef昀椀cients very close 
or higher than 0.9 in all components and datasets whereas the accuracy 
of Powerslicing decreases, as can be seen from the outcomes obtained for 
component 2 in dataset 2 and components 2 and 3 in dataset 3. Looking 
at the decay constants, correct decay constant values are recovered by 
Kernelizing for datasets 2 and 3 (with only a small bias for component 3 
in the latter case). An additional relevant fact is that all Kernelizing 
models are very stable, the spread of the calculated decay constants does 
not change across datasets (see Fig. 4 and Table 2). Conversely, biased 
results are obtained for the decay constants of component 3 in dataset 2 
and components 2 and 3 in dataset 3 when applying PowerSlicing. 
Additionally, the spread of the solutions is signi昀椀cantly larger when the 
number of sampling points decreases, which derives from the instability 
PARAFAC-ALS exhibits when taking into account reduced numbers of 
slices. Another indicator of the quality of the modelling approach is the 
CONCORDIA value. It can be observed that this parameter decreases for 
both approaches from dataset 1 to dataset 3, but the effect is more 
pronounced for PowerSlicing. All the differences mentioned above stem 
from the fact that reducing the number of sampling points heavily affects 
the amount of information that can be encoded in the three-way data 
array generated by Powerslicing since less slices can be built (昀椀ve and 

Fig. 4. Decay constants returned after the application of PowerSlicing and 
Kernelizing to the simulated datasets 1, 2 and 3 over the 1000 calculation runs. 
A signi昀椀cant reduction of the estimate scatter is observed for Kernelizing with 
respect to PowerSlicing when the number of sampling points is decreased. 
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three for datasets 2 and 3, respectively). This, together with the 
decreasing number of sampling points per slice, hinders the correct re-
covery of monoexponential decays. For the Kernelizing approach, the 
number of sampling points per slice is also reduced, but the number of 
slabs remains unchanged (20 for all datasets). The shape diversity of the 
kernels is also preserved and, as a consequence of both facts, a three-way 
data array with large variability of information can still be generated in 
the worst-case scenario and satisfactory results can be obtained. 

4.3. Effect of the kernel size and shape variation on the 昀椀nal solutions 

In this section, we investigate several key features of the Kernelizing 

approach, such as the number of kernels used, their widths and shapes. 
Six different sets of kernels were generated, enclosing from four to 20 

exponential functions with different shapes, chosen so that the set of 20 
kernels weights similarly short and long decay time components. The 
kernel sets used are shown in Fig. S3. In addition, for each set, six 
different kernel widths were considered (covering 5, 10, 20, 30, 50 and 
75% of the total number of sampling points of the data). This results in a 
total of 36 different sets of kernels that were used to build the three-way 
data arrays corresponding to datasets 1, 2 and 3. For each combination 
of kernel shape and kernel width, PARAFAC-ALS analysis was repeated 
1000 times adding to the data the same amount of Poisson-structured 
noise in each run. 

Fig. 5. Dispersion of the values of the decay constants recovered using Kernelizing on dataset 1. From top to bottom, the number and diversity of the kernel functions 
increase. From left to right, the width of the kernel functions (expressed as percentage of points over the total number of sampling points of the original decay 
curves) increases. 

Table 3 
Summary of results yielded by PowerSlicing and Kernelizing for the ATTO dataset in the two tested scenarios.   

True 
lifetime 
(ns) 

ATTO data (1500 sampling points) ATTO data (15 sampling points) 
PowerSlicing Kernelizing PowerSlicing Kernelizing 
Concentration 
pro昀椀le* 

Lifetimes (ns) 
+

Concentration 
pro昀椀le* 

Lifetimes 
(ns)+

Concentration 
pro昀椀le* 

Lifetimes 
(ns) +

Concentration 
pro昀椀le* 

Lifetimes 
(ns) +

ATTO 
655 

1.9 0.75 1.786 0.76 1.887 0.70 1.86 0.72 1.93 
[1.783–1.789] [1.886–1.887] [1.85–1.88] [1.92–1.94] 

ATTO 
665 

2.9 0.86 2.435 0.87 2.486 0.83 2.64 0.88 2.8 
[2.432–2.438] [2.486–2.486] [2.62–2.66] [2.79–2.83] 

ATTO 
647 N 

3.5 0.90 3.419 0.99 3.494 0.77 3.65 0.86 3.74 
[3.416–3.421] [3.494–3.495] [3.61–3.68] [3.72–3.77] 

+ Monoexponentially 昀椀tted lifetime and 95% con昀椀dence interval associated with the 昀椀tting error. 
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Fig. 5 shows the decay constants obtained from the analysis of 
dataset 1. Looking at the results from top to bottom, it can be clearly 
observed that the higher the number of kernels and the wider the di-
versity of their shape, the closer to the ground truth the solutions are. 
For this reason, a key point is to always use a high number of kernels 
with very different shapes, since more variance is induced in the pre-
exponential factors of all components, irrespective of their characteristic 
decay time (short or long). 

Looking at the results in Fig. 5 from left to right, the effect of the 
kernel width can be assessed. In general, the larger the kernel, the more 
signal needs to be removed (see Fig. 3) and, thus, the lower the amount 
of available information exploitable for the resolution of strongly 
overlapping monoexponential components. On the other hand, when 

the kernel is too narrow, the variability induced in the preexponential 
factors is too small, and so is the denoising action, both effects resulting 
in a larger dispersion of the results. In practice, a compromise should be 
found and for the cases explored here, choosing a kernel width in the 
range between 20% and 50% of the total number of sampling points 
provided good results. However, different approaches may be advisable 
when coping with real-world datasets for which the ground truth is 
unknown, e.g., generating replicates by the noise addition method [18] 
and looking at the spread of the 昀椀nal results. 

As a 昀椀nal conclusion, it is also important to understand the inter-
action between the effects of the key factors described above. When the 
number of kernels increases, the kernel width can be signi昀椀cantly 
reduced and, hence, the part of the convolved signals with non- 

Fig. 6. ATTO dataset (15 sampling points). A) Top panel, concentration pro昀椀les recovered by PARAFAC-ALS for PowerSlicing (red) and expected concentration 
pro昀椀les (black). Bottom panel, pure 昀氀uorescence decays recovered by PARAFAC-ALS for PowerSlicing (red) and expected pure 昀氀uorescence decays (black). B) Top 
panel, concentration pro昀椀les recovered by PARAFAC-ALS for Kernelizing (red) and expected concentration pro昀椀les (black). Bottom panel, pure 昀氀uorescence decays 
recovered by PARAFAC-ALS for Kernelizing (red) and expected pure 昀氀uorescence decays (black). (For interpretation of the references to colour in this 昀椀gure legend, 
the reader is referred to the Web version of this article.) 
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exponential behavior minimized. 
The results obtained for datasets 2 and 3 provide the same general 

conclusions as for dataset 1 and are presented in the Supplementary 
Material (Figs. S4 and 5). 

4.4. ATTO 昀氀uorescence data 

The ATTO dataset, composed of 昀氀uorescence decays of seven ternary 
mixtures of three ATTO dyes sampled at 1500 points, was used to 
compare the results obtained by both Kernelizing and Powerslicing on 
real data. Kernelizing was applied using a set of 20 kernels of 300 point 
width (20%), resulting in a data array sized 7 × 20 × 1200. Power-
Slicing was applied using 10 slices and the corresponding data size was 
7 × 10 × 989. The tensorized data arrays were then decomposed by 
means of PARAFAC-ALS. After this, the resolved time pro昀椀les were 昀椀tted 
and the respective lifetimes extracted with their corresponding 昀椀tting 
error (95% con昀椀dence). The CONCORDIA parameter was also 
calculated. 

Table 3 shows a summary of the results obtained. For full length 
signals, the concentration pro昀椀les and decay constants are, generally, 
well recovered by both approaches when they are compared with the 
ground truth (Fig. S6), despite the high correlation among the undelying 
monoexponential pro昀椀les and the very low number of samples handled. 
The decay constants of the components found for PowerSlicing and 
Kernelizing match well the expected ones. However, a small deviation 
for the component ATTO 665 can be observed for both approaches. The 
concentration pro昀椀les are also in good agreement with the true ones. 
Thus, in this scenario, both approaches are found to perform equiva-
lently from a practical point of view, which is in line with the results 
obtained on simulated data for a large number of sampling points 
(dataset 1). 

In a second step, the sampling points in the ATTO dataset were 
reduced to 15 (see Section 2). Kernelizing (20 kernels, 3 points width) 
was then applied to the resulting signals and a 7 × 20× 12 data array 
was obtained. PowerSlicing was applied to the same data using three 
slices which yielded a 7× 3× 12 data array. PARAFAC-ALS was used to 
analyze both datasets. Results are shown in Fig. 6. It can be observed 
that the concentration pro昀椀les and the decay constants retrieved by 
PARAFAC-ALS are more consistent with the ground truth when 
employing the Kernelizing approach rather than PowerSlicing, 

especially for components 2 and 3. This can be explained by the fact that 
only three slices are here available for Powerslicing as opposed to the 20 
kernelized versions of the initial dataset, as previously observed for 
dataset 3. It is also important to notice that the error associated with the 
昀椀tted lifetimes is higher for Powerslicing, indicating that the pure decay 
curves extracted may be a bit further from the pure monoexponential 
shapes expected. 

4.5. Analysis of FLIM data 

A FLIM image of Convallaria majali has also been investigated for 
illustrative purposes. The FLIM data was made available by Williams 
et al. [12]. The FLIM image has size 256 × 227 × 11 after preprocessing 
(see Section 2), where the 昀椀rst two dimensions are the x- and y-spatial 
directions and the third represents the 11 sampling points of the decay 
curve of every pixel, respectively. A set of 20 kernels of 3 time points 
each was used to tensorize the data, resulting in a dataset sized 256 ×
227 × 20 × 8. The dataset was decomposed (after unfolding along the 
pixel direction) by a three-component PARAFAC-ALS model. The con-
centration pro昀椀les obtained were refolded to recover the 2D concen-
tration maps of every component. Fig. 7 shows the pure component 
concentration maps and the related pure monoexponential decays 
obtained. 

As can be observed, despite no ground truth is available, the three 
resolved concentration maps highlight quite speci昀椀c biological zones of 
the vegetal tissue. A tentative assignment would be the following: 
component 1 relates to the xylem and could correspond to the safranin 
dye linked to lignin. Besides, the endodermis is highlighted. The safranin 
dye stains lignin, which is generally located on the xylem and the 
endodermis [19]. Component 2 (fast decay) generally appears in the 
mesophyll cells as well as in some ligni昀椀ed cells and might be related to 
the fast-green stain. It has been reported that fast-green stains well the 
phloem and cellulosic cell walls in the pith [19]. On the other hand, 
component 3 (slow decay) appears speci昀椀cally on the xylem, differen-
tiating multiple environments for lignin. These results are in agreement 
with Kaminski et al. [19], who characterized a similar sample by means 
of excitation-emission spectroscopy. 

As all the investigated components have biological sense and were 
satisfactorily recovered in spite of the high complexity of the case-study 
dealt with, this last example shows the potential of the Kernelizing 

Fig. 7. FLIM dataset. Pure distribution maps (top) and pure 昀氀uorescence decays (bottom) recovered by Kernelizing-PARAFAC-ALS).  
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approach for the analysis of FLIM images of vegetal tissues featuring a 
low number of sampling points. 

5. Conclusions 

In this work, Kernelizing is proposed as a very ef昀椀cient way to obtain 
trilinear data arrays with a high degree of variability from bilinear data 
matrices of multiexponential decays. The richness of information 
encoded in these kernelized three-way arrays allows PARAFAC-ALS 
resolving chemical mixtures into individual components characterized 
by monoexponential decays with an equal or higher accuracy than well- 
established slicing approaches (such as PowerSlicing). 

Thus, although PowerSlicing is a fast and robust method that can 
serve the same purpose as Kernelizing in most practical situations, we 
have identi昀椀ed speci昀椀c scenarios for which the robustness of the Pow-
erSlicing solutions can be questioned, i.e., situations for which very few 
slices can be obtained because the number of sampling points in the 
original multiexponential curves is low. Such a problem does not affect 
the proposed Kernelizing approach since the number of convolved de-
cays that can be generated for each sample signal is not limited by the 
number of sampling points. As has been proven, the possibility to choose 
the number and shapes of the kernels used is an excellent asset to in-
crease the variability in the three-way arrays to be analyzed and, 
consequently, the accuracy and precision of the solutions obtained. 

Kernelizing has been found very useful to handle multiexponential 
measurements for which binning is required to increase the signal-to- 
noise ratio or whose number of sampling points is low due to instru-
mental limitations. Fluorophores characterized by very similar decaying 
behaviors, for example, could be unmixed in a FLIM imaging case-study, 
where the number of sampling points was limited due to speci昀椀c fea-
tures of the instrument resorted to. 

At this point, the main aspect that needs further exploration is the 
choice of the kernel width. In this study, a trial-and-error approach was 
utilized, but we acknowledge that a more systematic strategy would be 
useful, e.g., de昀椀ning the width of the kernels based on the characteristics 
of the dataset (number of sampling points, noise, etc.) would further 
simplify the generalized use of the Kernelizing approach. 

Finally, it is worth pointing out that the results and conclusions 
drawn in this article mainly relate to the PARAFAC analysis of TRFS 
datasets, but can be generalized to any measurement that can be 
expressed by multiexponential decay curves and to any algorithm 
devoted to perform trilinear decomposition analysis. 
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Abstract 
This supporting material includes the mathematical proof that the tensorization behind the 
Kernelizing approach yields trilinear data and the results of the study of the impact that the 
number of kernels and their width have on the final solutions obtained for the simulated 
datasets 2 and 3. 
 

1. The Kernelizing tensorization yields trilinear data 

Let us consider the fluorescence monoexponential decay in Eq. S1 

 ÿ(�) = �þ2�� , Eq. S1 

 

where � is the preexponential factor, � is the lifetime, � is the time variable and ÿ(�) = 0 
for � < 0. The Kernelizing tensorization is based on the invariability of the decay constant � when convolving an exponential decay with a function Ā(�). The convolution of an 
exponential decay is defined as in Eq. S2 

 /(�) = ∫ �þ2(�2�Ā)� Ā(�ā)+∞
2∞ ý�ā .

 

Eq. S2 

 

where /(�) is the convolved function and Ā(�) is a non-negative finite function with 
positive entries in the interval [0, ÿ], here called kernel.  
 

 

 

 

For calculating the convolution in Eq. S2, three cases should be considered 
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Case 1) 

� < 0 → ∫ �þ2(�2�Ā)� Ā(�ā)0
2∞ ý�ā = 0. 

 

Eq. S3 

 

Case 2) 

0 f � < ÿ → ∫ �þ2(�2�Ā)� Ā(�ā)�
0 ý�ā = �þ2�� ∫ þ�Ā� Ā(�ā)ý�ā�

0 . 
 

Eq. S4 

 

Case 3) 

� g ÿ → ∫ �þ2(�2�Ā)� Ā(�ā)ÿ
0 ý�ā = �þ2�� ∫ þ�Ā� Ā(�ā)ÿ

0 ý�ā. Eq. S5 

For the objectives of our work, Case 3 is the interesting one, where it can be observed that, 
after � g ÿ, the recovered function is a scalar ∫ þ�Ā� Ā(�ā)ÿ0 ý�ā multiplied by the original 

fluorescence decay �þ−�� . This means that, when an exponential signal is convolved by any 
kernel, the exponential behavior is recovered for � g ÿ. This property is what Kernelizing 
exploits for generating trilinear data.  
 

The equations described above can be generalized for datasets formed by multiple samples 
and multiple monoexponential decays (components). In this case, Eq. S5 becomes Eq. S6.  
 ∫ (��1þ2(�2�Ā)�1 + ��2þ2(�2�Ā)�2 + . . . +���þ2(�2�Ā)�� ) Ā�(�ā)+∞

2∞ ý�ā
= ∫ (∑ ��ÿþ2(�2�Ā)�ÿ�

Ā=1 ) Ā�(�ā)+∞
2∞ ý�ā.

 

Eq. S6 

 

where ��Ā is the preexponential of the sample ÿ of component Ā , � the number of kernel 
and � the number of components, then: 
The integral in Eq. S6 can be split in � parts by linearity of integration 

 

∫ (��1þ2(�2�Ā)�1 ) Ā�(�ā)+∞
2∞ ý�ā + ∫ (��2þ2(�2�Ā)�2 ) Ā�(�ā)+∞

2∞ ý�ā +. . . + ∫ (���þ2(�2�Ā)�� ) Ā�(�ā)+∞
2∞ ý�ā.

 
Eq. S7 

It can be noted that, each integral term in Eq. S7, being of the same form as Eq. S2, can be 
rewritten as in Eq. S5 for � g ÿ, resulting in  

∑ ∫ (��ÿþ2(�2�ā)�ÿ ) Ā�(�ā)ÿ
0 ý�ā = ∑ ��ÿþ2��ÿ ∫ þ �ā�ÿĀ�(�ā)ÿ

0 ý�ā�
Ā=1

�
Ā=1 . Eq. S8 
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Considering each of the � component individually, the argument of the summation in Eq. 
S8 can be written as a triad of vectors corresponding to sample, time and kernel, 
respectively, as illustrated in Figure S1. 

 

 ��ÿþ−��ÿ ∫ þ �Ā�ÿĀ�(�ā)ÿ0 ý�ā                      

 

 

 
Figure S1. Triadic representation of Eq. S8. Each colored term contributes linearly to the data. Therefore, the 
combination of the matrices �, � and �T yields trilinear data. 

 

2. Uniqueness of the PARAFAC-ALS solutions yielded after Kernelizing 

A test was performed in order to detect if the high correlation inherent to multiexponential 
data can jeopardize the uniqueness of a PARAFAC-ALS solution yielded after the 
application of Kernelizing. If this solution is unique, PARAFAC-ALS, independently of 
how its initialization parameters are set, should always converge to the same solution. To 
show this, a single version of dataset 1 was analyzed by PARAFAC-ALS 100 times 
changing iteratively the initial estimates input to its algorithm (orthogonalized random 
profiles). All runs converged to an identical solution, meaning that data are full-rank and 
uniqueness is not lost (Fig. S2). 

 
Figure S2. Decay constants estimated over 100 calculation runs performed applying Kernelizing and 
PARAFAC-ALS to an individual version of the simulated dataset 1 and inputting different random initial 
estimates to the PARAFAC-ALS algorithm. No dispersion was found. 

 

 

3. Example of kernel sets for Kernelizing the Dataset 1  

Fig. S3 shows the shape of some of the kernel functions used for this particular 
assessment. 

C

K
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Figure S3. Example of kernel functions characterized by a width equal to the 50% of the total number of 
sampling points of dataset 1 (250 out of 500 sampling points). 

 

4. Effect of the size and the variation of the kernel set on the solutions for Datasets 2 

and 3 

Fig. S4 and S5 provide the results obtained from the application of Kernelizing to datasets 
2 and 3 containing exponential signals sampled over 50 and 15 sampling points, 
respectively. For these cases, the kernel sets used for the analysis of Dataset 1 (Fig. S3) 
were downsampled in the same proportion to preserve their shape. For dataset 3, 5% 
width kernels were not considered because this would have implied using kernels of less 
than two points. The kernel set containing only four functions was not considered either 
because it would have yielded a too low accuracy. 

Focusing first on the results obtained when increasing the number of kernels, outcomes 
very similar to the ones obtained for dataset 1 are observed. On the other hand, the effect 
of increasing the diversity and the number of kernels is more significant for dataset 2 and 
3 than for dataset 1. As can be seen in Fig. S4, for dataset 2, a reduction of the bias as 
well as an increase of the precision of the solutions can be clearly for all tested kernel 
widths when the number of kernels increased from 4 to 20 (column direction). Analogous 
results are also obtained for dataset 3 (Fig. S5). This is due to the fact that, increasing the 
number of kernels with different shapes also increases the variability in the convolved 
curves constituting the analyzed cube. When the decay curves under study feature a large 
number of sampling points (as in dataset 1), though, the information in the three-way 
array tends to be sufficiently discriminating even if a small number of kernels (or slices) 
is used; instead, the poorly defined decay curves in datasets 2 and 3 do need a larger 
number of kernels (or slices) with varied information to describe sufficiently well the 
underlying monoexponential decay profiles to be retrieved.   
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Figure S4. Dispersion of the decay constants estimated using Kernelizing on dataset 2.  

 

Figure S5. Dispersion of the decay constants estimated using Kernelizing on dataset 3.  
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 5. ATTO fluorescence data - High number of sampling points  

Fig. S6 provide the results obtained from the application of PowerSlicing and Kernelizing 
to the ATTO fluorescence data with a high number of sampling points. 

 

Figure S6. ATTO dataset (1500 sampling points). A) Top panel, concentration profiles recovered by PARAFAC-ALS 
for PowerSlicing (red) and expected concentration profiles (black). Bottom panel, pure fluorescence decays recovered 
by PARAFAC-ALS for PowerSlicing (red) and expected pure fluorescence decays (black).  B) Top panel, concentration 
profiles recovered by PARAFAC-ALS for Kernelizing (red) and expected concentration profiles (black). Bottom panel, 
pure fluorescence decays recovered by PARAFAC-ALS for Kernelizing (red) and expected pure fluorescence decays 
(black). 
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Both Publications IV and V are based on the idea of the invariability of the 
shape of exponential signals through the convolution process. This shape 
invariability is key in the proposal of a mathematical tool to extract the IRF from 
an exponential decay or in the unmixing of TRFS multiexponential data into 
their pure monoexponential profiles. The details of this mathematical property 
are discussed here to show how it provides the basis for the Blind Instrument 
Response Function Identification (BIRFI) and Kernelizing methodologies. 

The invariability of the shape of exponential signals across the 

convolution: the core of BIRFI and Kernelizing approaches 

Studying mathematically the nature of the fluorescence decay signals helps to 
understand some limitations in the analysis of this measurement and to exploit 
mathematical properties to improve the results obtained. Assuming that the 
fluorescence decay follows an exponential function (Eq. 21), two important 
properties of this kind of signal need to be taken into account. 

The first property is, as stated in Chapter 2 (see Eq. 3), that the measured 
fluorescence decay can be expressed as the convolution of the pure 
exponential decay by the IRF. The second property is that if an exponential 
decay is convolved with a function (called kernel), the resulting signal keeps the 
original decay constants, while only changing the preexponential factors. 

Both convolution cases are mathematically represented as the integral of the 
product of the exponential decay and the convolving function after one is 
reversed and shifted ÿ (Eq. 22). In this context, the function that convolves the 
exponential decay ý( ) is named �( ). Here, �( ) must be understood as the 
IRF in Publication IV and as any kernel in Publication V. 

Equation 23 shows the analytical solution þ( ) for any exponential decay ý( ) 
convolved by any kernel �( ). To solve analytically the convolution process, the 
problem is split in three domains: for  ≤ 0, for 0 <  < þ and finally, for  þ ≤   
where þ is the time range covered by the convolving function, e.g., if a kernel 
function covers five time points, þ = 5. ý( ) = ýă2��  Eq. 21 

þ( ) = ý�� ∗ ý( ) = ∫ ý( 2 ÿ)�(ÿ)+∞
2∞ Ăÿ Eq. 22 

þ( ) ={ 0, Domain 1:  ≤ 0þ( ) · ýă2�� , Domain 2: 0 <  < þþ · ýă2�� , Domain 3: þ ≤   Eq. 23 
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Figure 29 illustrates the different regions defined in Eq. 23 for the convolved 
signal þ( ). 

 

Figure 29. A) An exponential decay ý( ) and B) the signal þ( ), issued from the convolution 
of ý( ) with the IRF, �( ). To solve the convolution, the problem is split in three domains, 
for which the shape is defined in Eq. 23. The blue shape (domain 3) is equal to ý( ), but 
scaled in intensity. 

Domain 1 determines the shape before the signal starts to grow. Domain 2 
defines the shape of the non-exponential part of the convolved exponential 
decay, where þ( ) changes as a function of time. Domain 3 follows a pure 
exponential shape and it is the most interesting part of the signal both for the 
estimation of IRF in the BIRFI algorithm of Publication IV and for the 
kernelizing approach of Publication V. 

Domain 3 explicitly shows that after the point þ, i.e., after the time range 
covered by  �( ), þ( ) recovers the exponential behavior of ý( ) albeit there is a 
scale effect in the signal shape, represented by B. That is, the shape of ý( ) 
remains invariant when it is convolved by any function beyond time þ. Based 
on this invariability, the BIRFI algorithm extracts the IRF from þ( ) by combining 
the exponential tail, which plays the role of ý( ) (domain 3), and the full 
convolved signal  þ( ) through ordinary deconvolution (see Eq. 3 of Chapter 2). 
On the other hand, Kernelizing uses the fact that the convolution of any function 
with a multiexponential decay gives as a result a convolved multiexponential 
decay with the same decay constants as the original signal, but showing 
different proportions of the monoexponential contributions. Therefore, if the 
multiexponential decay signal of a sample is convolved with many diverse 
kernels, the result is a set of convolved signals with the same multiexponential 
behavior as the original one but each one with different proportions of the 
underlying pure monoexponential decays. When this kernelizing operation is 
done on a bilinear data matrix formed by decay curves of different samples, the 
sets of convolved signals obtained per sample can be structured as a trilinear 
data set. 
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BIRFI algorithm: predicting the IRF from the measured fluorescence decay 

The measured fluorescence decay (þ) is the result of the convolution of the IRF 
and the intrinsic exponential decay (ý), as expressed in the following equation, þ = �ýĂ ∗ ý. To recover ý given þ, deconvolution is the most used operation. 
This procedure needs first the estimation of the IRF, to be subsequently used to 
obtain ý. Typically, the estimation of the IRF can be done by measuring the 
emission of a fluorophore with a very short fluorescence lifetime or the elastic 
scattering of the excitation laser pulse [Luchowski et al., 2009; Szabelski et al., 
2009; Szabelski et al., 2009b]. Then, once the IRF is estimated, deconvolution 
of the measured signal (þ) can be performed to estimate the true signal (ý). 

However, the experimental measurement of the IRF has a limitation. The IRF 
shape is inherent to specific experimental conditions and may vary among 
measurements due to chemical and instrumental factors. If the measurement of þ is done under different experimental conditions to those used to measure IRF 
e.g., employing distinct wavelength filters, or different emission windows than 
those for IRF measurement, this difference may lead to biases in the extraction 
of ý  through deconvolution. 

Publication IV aims to propose a solution for this issue, i.e., to estimate the IRF 
from the measured fluorescence decay instead of using the emission of a 
fluorophore with a very short fluorescence lifetime or the elastic scattering of the 
laser pulse. The algorithm was tested on simulated and experimental datasets. 
However, in this discussion, only experimental datasets are considered to focus 
on real-case scenarios and as a direct validation of the accuracy of the 
approach. 

The BIRFI algorithm operates on the assumption that the monoexponential 
signal (ý), is equal in shape to the signal found in the tail of the measured 
decay signal (þ), except for scale differences. Therefore, using the complete 
convolved (þ) signal and the monoexponential part of (þ) playing the role of (ý), the IRF can be readily extracted since two of the three unknows of equation þ = �ýĂ ∗ ý are available. 

To exploit this idea, the derivative of the convolved signal (þ) helps to visualize 
the border between the non-exponential and exponential signal domains (tail) 
and the rightmost minimum of the derivative serves as a practical approximation 
for the cutting-point of these signal regions (Fig. 30). Once the monoexponential 
part of  (þ)  is detected, IRF is extracted by direct deconvolution using both the 
full convolved (þ) and its monoexponential part, playing the role of (ý). 
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Figure 30. A) Measured convolved decay þ. B) Derivative of the measured convolved 
decay featuring an initial nonexponential trend (black, 1) and a tail with a characteristic 
exponential behavior (red, 2). C) The exponential tail (red) is identified based on the 
recognition of the cutting point in Fig. 30B. D) The tail and the convolved decay are finally 
exploited to perform an ordinary deconvolution and estimate the IRF (red dashed line). The 
solid black line in D) represents the true IRF. 

BIRFI was tested on simulated data and on controlled experimental conditions, 
where a fluorophore that exhibits a monoexponential decay behavior was 
measured in three different laser power conditions. This measurement provided 
a set of fluorescence decays convolved with three different IRFs. The results 
are displayed in Fig. 31. For the sake of simplicity and interest, only real cases 
are shown in this subsection. For results on simulated datasets, where BIRFI 
was tested on examples of IRFs with different shapes and data sets with 
different noise levels, please refer to Publication IV.   

þ

þ
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Figure 31. Results provided by BIRFI for the first (A), the second (B) and the third (C) pure 
fluorescence decay datasets, obtained using different laser powers on the same dye 
solution. Top panel: smoothed fluorescence decays (10 replicates per case). Bottom panel: 
average predicted IRFs (red solid lines) +/- three standard deviation intervals (red shaded 
areas), and measured IRFs (black dashed lines). 

Figure 31 shows the three different IRF predicted by the sole use of the 
fluorescence decays measured. The results of the application of BIRFI indicate 
a very good ability to predict the IRF irrespective of its shape. To complete the 
study, the IRF predicted by BIRFI and the IRF measured experimentally were 
used to fit the fluorescence decays through reconvolution. The fitting residuals 
are shown in Fig. 32. 

 

Figure 32. Weighted residuals resulting from the monoexponential fitting of the 
fluorescence decays in the first (A), the second (B) and the third (C) pure fluorescent dye 
dataset. The fitting was performed with reconvolution using the IRF estimated by BIRFI 
(red) and the measured IRF (black). Each measurement replicate was fitted individually: 
the solid lines represent the average residual profiles, while the red and black shaded 
areas denote the corresponding three standard deviation intervals. 
 

In the three datasets studied, the fitting residuals showed less structure when 
reconvolution was performed with the IRF estimated through BIRFI than if the 
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experimentally measured IRF was used (see Fig. 32). This reduction in 
structured residuals indicates a promising approach, able to improve as well the 
accuracy of the lifetime estimates.  

In summary, the BIRFI algorithm has been introduced to estimate the IRF 
directly from measured decay data. The potential implications of this algorithm 
lie in its ability to mitigate biases introduced by experimental variations in IRF 
measurements, helping to the researchers to find a robust estimation of the IRF 
by using very conventional fluorophores, instead of those with a very short 
lifetime. 

Although the study of the IRF in FLIM has not been explored by BIRFI, the 
algorithm holds the potential for providing interesting results. This aspect is 
considered as a future direction for investigation since especially in systems 
where spatial resolution is crucial, the characteristics of the IRF may vary 
across pixels. This variability is influenced by factors such as optical 
aberrations, scattering and differences in detector response across the field of 
view. Therefore, a single IRF may not accurately fit the data. 

To address this issue, BIRFI may be applied to each pixel or group of pixels to 
map the IRF across the image. This approach has the potential to enable the 
deconvolution of the measured fluorescence decay curve at each pixel by 
accounting for the corresponding local IRF, opening a direction for future 
investigations. 

Generating multiexponential trilinear data from bilinear data through the 

Kernelizing approach 

Unmixing multiexponential fluorescence decay signals poses a challenging task 
for bilinear decomposition approaches due to the strong correlation and 
complete window overlap of the pure monoexponential profiles sought. To 
address this issue, slicing methodologies like PowerSlicing [Engelsen et al., 
2003] have been employed, which elegantly transform the original data matrix 
into a three-way data array for trilinear decomposition. The tensorization of the 
matrix of multiexponential decays is done by building equally sized slices of 
time windows of the initial data set separated by a certain lag until the full time 
interval is covered. Due to the properties of the exponential functions, the 
multiexponential decays in the slices will have the same behavior as the 
complete decay curves in the initial matrix. The tensor formed in this way can 
be submitted to a trilinear decomposition method to obtain the profiles of the 
pure monoexponential contributions a unique way. 

While slicing methods have shown satisfactory results for the analysis of 
multiexponential data, such as nuclear magnetic resonance decays [Engelsen 
et al., 2003] or TRFS [Devos et al., 2021], they suffer from degradation in 
accuracy and precision when the decay signals to be analyzed have only a few 
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sampling points. This is due to the low number of slices derived and the small 
number of time points in each, which hinders the adequate definition of the 
decay behavior.  

For example, in the context of multimodal microscopes, the spectral-FLIM 
provides a full emission spectrum, time-resolved at each wavelength for every 
pixel. In this kind of measurement, to obtain a sufficient signal-to-noise ratio, a 
binning in the time decay direction must be applied, reducing the number of 
time-channels to few sampling points. 

The study presented in Publication V introduces a new methodology called 
Kernelizing, designed to efficiently tensorize data matrices of multiexponential 
decays, e.g., FLIM data, even if they contain few sampling points. 

Kernelizing is based on the property that if an exponential decay is convolved 
with a function (called kernel), the resulting signal keeps the original decay 
constants, while only changing the preexponential factors (see Eq. 23, Domain 
3). This idea is applied to build trilinear tensors from the initial matrices of 
measured decay curves, as shown in Fig. 33.  

Thus, to build the trilinear data, each measured multiexponential decay (each 
row of the data matrix D) is convolved with a set of different kernels, yielding a 
set of new multiexponential decays for which the decay constants of the 
individual monoexponential components are unchanged and only the 
corresponding preexponential factors are modified. This operation is done for 
every decay curve in the original matrix and the result is a data cube, where 
every <slice= comes from the use of a particular kernel to convolve all initial 
decay curves (note that the cube is formed only by the exponential part of the 
convolved signals obtained by kernelizing). The cube can be afterwards 
analyzed by a trilinear decomposition method, such as PARAFAC-ALS, to 
uniquely extract the pure monoexponential components and, hence, the related 
lifetimes. 
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Figure 33. Schematic representation of the Kernelizing approach. Each decay of the matrix 
D is convolved individually with a set of different kernels. Then, only the exponential parts 
of the resulting curves are kept and gathered into a data cube D. After convolving every 
sample with the aforementioned kernels, a trilinear data array can be built and 
subsequently analyzed by PARAFAC-ALS. 

To test the performance of the algorithm, Kernelizing was applied to simulated 
and real datasets of TRFS data and compared with the PowerSlicing method. 

Simulated datasets 

Simulated data set 1 was generated as the result of 200 mixtures of three pure 
monoexponential decays in different proportions, each with decay constants of 
0.8 ns, 1.4 ns, and 2.4 ns, with 500 sampling points. The pure monoexponential 
profiles used exhibit strong correlation and complete window overlap, making 
them challenging for bilinear unmixing methods. Simulated dataset 2 retained 
similar characteristics to dataset 1 but involved downsampling the decay curves 
to 50 points, resulting in a matrix sized (200,50). Dataset 3 further reduced the 
sampling points to 15 giving a matrix sized (200,15). The matrices of the three 
data sets were tensorized using both the Kernelizing and PowerSlicing methods 
and submitted to PARAFAC-ALS for analysis. For the sake of simplification, the 
details of the tensorization procedure are only shown on Publication V. 

To compare the PARAFAC-ALS results of Kernelizing and PowerSlicing, the 
resolved pure monoexponential decay profiles in S were fitted by 
monoexponential functions to extract the decay constants. PARAFAC analyses 
were performed 1000 times on each simulated data set, adding Poisson-
structured noise. The median of the results and 2.5th-97.5th percentile intervals 
were considered to assess accuracy and precision in the recovery of the decay 
constants.  
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For the tensorized dataset 1 (500 sampling points), the values of the three 
decay constants are well recovered by both Powerslicing and Kernelizing (Fig. 
34). The exponential profiles and related decay constants are very well 
recovered for components 1 and 2, whereas a higher scatter, slightly more 
pronounced for Powerslicing, can be observed for component 3. When 
analyzing datasets 2 and 3, characterized by 50 and 15 sampling points, 
respectively, significant differences between PowerSlicing and Kernelizing can 
be observed (Fig. 34). The outputs of Kernelizing consistently produced 
correlation coefficients close to or above 0.9 for all components and datasets 
when compared with the ground truth profiles used for the simulation. 
Conversely, PowerSlicing showed a decreasing accuracy, particularly for 
component 2 in dataset 2 and components 2 and 3 in dataset 3. Regarding the 
decay constants, Kernelizing yielded correct values for datasets 2 and 3, 
showing stability across datasets. In contrast, PowerSlicing introduces bias in 
the decay constants of component 3 in dataset 2 and components 2 and 3 in 
dataset 3 and shows a larger scatter in the estimation of the decay constants as 
the number of sampling points decreases. 

 

Figure 34. Decay constants returned after the application of PowerSlicing and Kernelizing 
to the simulated datasets 1, 2 and 3 over the 1000 calculation runs. A significant reduction 
of the estimated scatter is observed for Kernelizing with respect to PowerSlicing when the 
number of sampling points is decreased. 

The results on simulated datasets demonstrate the ability of Kernelizing to 
obtain more accurate trilinear model estimates, especially when dealing with 
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decay signals featuring few sampling points (as low as fifteen), compared to 
traditional slicing methodologies.  

There are two key explanations for the results obtained. First, the time-lagging 
procedure used by PowerSlicing for tensorization restricts dramatically the 
number of possible slices built, being only three for data set 3, where the initial 
decay curves had only 15 sampling points. Instead, there is no limit for the 
number of <slices= provided by the kernelizing approach, the number being as 
large as the number of kernels used to perform the convolution. In the examples 
presented, 20 kernels were always used for tensorization, providing three-way 
arrays with 20 slices each. A second explanation for the higher precision in the 
Kernelizing results comes from the fact that the convolution operation involves a 
certain filtering in the noise of the data, which decreases the scatter of the 
estimated decay constants.  

Effect of the kernel size and shape variation on the final solutions 

Kernelizing easily generates trilinear data using the convolution of an unlimited  
set of kernels. However, how to select the length and the shape of the different 
kernels used is not a trivial question. To shed light on this issue, several 
simulations have been carried out by varying the kernel width and the kernel 
shape.  

To do so, six sets of kernels were generated, each containing from four to 20 
functions with different shapes. Additionally, six different kernel widths were 
considered for each set. This resulted in 36 sets of kernels used to construct 
three-way data arrays for three datasets. Each of these 36 sets of kernels was 
used to analyze dataset 1, 2 and 3. The analysis was repeated 1000 times for 
each combination of kernel shape and width, with Poisson-structured noise 
added each time.  
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Figure 35. Decay constants recovered using Kernelizing on dataset 1. From top to 
bottom, the number and diversity of the kernel functions increase. From left to right, the 
width of the kernel functions (expressed as percentage of points over the total number 
of sampling points of the original decay curves) increases. 

The results depicted in Fig. 35 for dataset 1 show that a higher number of 
kernels with diverse shapes leads to solutions closer to the ground truth. This 
can be explained because the amount of information in the tensor increases 
and the diversity of kernel shapes produces signals with a large variability in the 
preexponential factors, facilitating the unmixing task.   

The effect of the kernel width requires a more complex interpretation. If the 
kernels used are excessively narrow, they induce a very low variability in the 
signal preexponential factors, the unmixing task becomes more complex and 
there is a broader dispersion of the decay constants obtained. However, the use 
of too broad kernels requires discarding a large part of the convolved signal 
because it does not show an exponential behavior. Therefore, the small amount 
of information used results in a broader dispersion of the decay constants 
again. In practice, it seems necessary to have a balance and use a kernel width 
that induces sufficient variability in the convolved signals without sacrificing too 
many sampling points. 
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The results obtained for datasets 2 and 3 provide the same conclusions as for 
dataset 1 and are presented in the Supplementary Material section of 
Publication V. 

At this stage, while it seems to be clear that the more the variability of the kernel 
shapes in a set, the better, more investigation is needed to determine the 
optimal kernel width.  

Real datasets 

For illustrative purposes, a FLIM image of Convallaria majali was analyzed with 
FLIM data provided by Williams et al. (2021). The preprocessed FLIM image 
has dimensions 256×227×11, where the first two dimensions represent ý- and þ-spatial directions, and the third dimension corresponds to the 11 sampling 
points of the decay curves. Using a set of 20 kernels, each with 3 time points, 
the data was tensorized, resulting in a dataset sized (256×227,20,8). A three-
component PARAFAC-ALS model was applied to decompose the dataset (after 
unfolding along the pixel direction). Figure 36 shows the pure component 
concentration maps and the corresponding pure monoexponential decays 
derived from the PARAFAC analysis. 

 

Figure 36. Analysis of FLIM of a sample of Convallaria majali. Pure distribution maps (top) 
and pure fluorescence decays (bottom) recovered by Kernelizing-PARAFAC-ALS. 

The analysis revealed specific biological zones in the vegetal tissue. While 
there is no ground truth available, the concentration maps suggest that 
component 1 corresponds to the xylem and may relate to safranin dye linked to 
lignin, highlighting the endodermis as well. Component 2, with a fast decay, 
appears in mesophyll cells and lignified cells, potentially related to fast-green 
stain, known to highlight the phloem and cellulosic cell walls. Component 3, with 
a slow decay, specifically appears in the xylem, differentiating multiple lignin 
environments. 
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In conclusion, Kernelizing has been found very useful to handle 
multiexponential measurements for which binning is required to increase the 
signal-to-noise ratio or with number of sampling points low due to instrumental 
limitations.  

 

 

 

 



 

 

 

  



 

 

 

 

 

 

SECTION II – Addressing challenges of 

image fusion 

 

 

This section contains four scientific publications addressing specific challenges 
of the image fusion field. The methodologies proposed allows for the fusion of a 
widely variety of hyperspectral images, such as different scanned areas, 
different spatial resolution and different dimensionality.  
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3.3 Image Fusion: A case study applied to vegetal tissues 

In this work, a case study involving the fusion of hyperspectral images of 
different spectroscopic imaging platforms, i.e., synchrotron infrared, Raman, 
and fluorescence, is presented. The fusion challenge lies in merging images 
with different spatial resolutions, sample orientations and scanned areas. To 
show how the classical image fusion protocol works, a case study about the 
investigation of cross-sections from rice leaves, where Raman, synchrotron 
infrared, and fluorescence images have been independently measured, is 
described. The images are fused in a single multiset and analyzed by MCR-
ALS. This first example of image fusion describes the preprocessing protocols 
oriented to build a suitable complete multiset. The benefits of image fusion vs. 
individual image analysis become clear, but the drawbacks of classical fusion, 
i.e., loss of spatial resolution and scanned areas to allow obtaining a regular 
multiset structure, also affect the quality of the results obtained.    

 

 

Publication VI. Linear unmixing protocol for hyperspectral image fusion 
analysis applied to a case study of vegetal tissues 
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Oliveira, P. Loza-Álvarez, A. de Juan. 
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Linear unmixing protocol 
for hyperspectral image fusion 
analysis applied to a case study 
of vegetal tissues
Adrián Gómez‑Sánchez1*, Mónica Marro2, Maria Marsal2, Sara Zacchetti1,3, 
Rodrigo Rocha de Oliveira1, Pablo Loza‑Alvarez2 & Anna de Juan1*

Hyperspectral imaging (HSI) is a useful non‑invasive technique that o昀؀ers spatial and chemical 
information of samples. Often, di昀؀erent HSI techniques are used to obtain complementary 
information from the sample by combining di昀؀erent image modalities (Image Fusion). However, issues 
related to the di昀؀erent spatial resolution, sample orientation or area scanned among platforms need 
to be properly addressed. Unmixing methods are helpful to analyze and interpret the information of 
HSI related to each of the components contributing to the signal. Among those, Multivariate Curve 
Resolution‑Alternating Least Squares (MCR‑ALS) o昀؀ers very suitable features for image fusion, since 
it can easily cope with multiset structures formed by blocks of images coming from di昀؀erent samples 
and platforms and allows the use of optional and diverse constraints to adapt to the speci昀؀c features 
of each HSI employed. In this work, a case study based on the investigation of cross‑sections from 
rice leaves by Raman, synchrotron infrared and 昀؀uorescence imaging techniques is presented. HSI 
of these three di昀؀erent techniques are fused for the 昀؀rst time in a single data structure and analyzed 
by MCR‑ALS. This example is challenging in nature and is particularly suitable to describe clearly the 
necessary steps required to perform unmixing in an image fusion context. Although this protocol is 
presented and applied to a study of vegetal tissues, it can be generally used in many other samples 
and combinations of imaging platforms.

Hyperspectral imaging (HSI) is a useful non-invasive analytical technique that allows preserving the morpho-
logical and chemical information associated with samples. �is technique consists of collecting spectroscopic 
information associated with di�erent points (pixels) of a scanned area in a sample. In this way, spatial and chemi-
cal information about the samples is provided and limitations linked to traditional single point spectroscopic 
techniques, such as the lack of spatial information, are clearly overcome. Nowadays, imaging platforms o�er a 
wealth of spatial resolution scales and are adapted to the speci�cities of many spectroscopic (and spectrometric) 
 modalities1,2. Despite the clear value of the complementary information provided by the currently available 
imaging platforms, image fusion is still a challenge that does not have a generalized  solution3.

�e size and complexity of the information provided by hyperspectral images need powerful chemometric 
techniques for their adequate interpretation. Very o�en, the goal of HSI is providing information about the 
nature and location of sample constituents. In the beginning of hyperspectral imaging, the compound location 
was described displaying maps at selected spectral channels and the compound spectral �ngerprint was associ-
ated with spectra of pixels located in speci�c sample regions. However, such an approach is clearly insu�cient 
for complex multicomponent samples, where o�en no selective spectral channels exist and the extraction of 
clear compound �ngerprints is hindered by the colocation of components in the pixels of the image. Unmixing 
methods come then into play to provide pure spectral signatures and pure concentration maps of the image 
constituents and, hence, a global chemical, quantitative and morphological information of the samples studied.

�e unmixing task can be tackled by linear and non-linear methods depending on the underlying model 
assumed to de�ne the spectroscopic measurement, i.e., the spectroscopic signal in every pixel is de�ned as a 
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concentration-weighted linear combination of the pure spectra of the image constituents in linear models or the 
signal de�nition obeys more complex models in non-linear approximations. Linear unmixing methods re�ect 
exactly the basic form of the spectroscopic Beer-Lambert law, where every component is de�ned by an invari-
ant spectral �ngerprint that contributes to the signal measured proportionally to its concentration. Non-linear 
methods, instead, take into consideration that there may be variability in the spectral �ngerprint of a particular 
component in certain instances. �e non-linear unmixing problem is o�en solved by using deep learning meth-
ods based on the use of neural network  autoencoders4,5. Such an approach has found applicability basically in 
remote sensing scenarios, where the de�nition of component, e.g., soil, vegetation… and the conditions of the 
image acquisition may sometimes justify the assumption of a certain variability in the spectral signatures of com-
ponents. However, in a very large number of cases, particularly when image platforms located in the laboratory 
are used, the results provided by linear unmixing methods are a very good approximation of the real behavior of 
the spectroscopic measurement, need a lower computation time and allow a simpler implementation of external 
available information under a variety of  constraints6. As in any other data analysis context, the parsimony princi-
ple stating that the simplest model that provides a satisfactory description of the phenomenon studied has to be 
chosen prevails in this case and the protocol proposed in this work is based on linear unmixing methodologies.

Within the family of linear unmixing methods, Multivariate Curve Resolution-Alternating Least Squares 
(MCR-ALS)7 is a chemometric method that has been widely used for image analysis due to the �exible charac-
teristics o�ered in terms of the data structures that can be potentially studied and the diversity of information 
that the algorithm incorporates under the form of constraints to help in the modelling of concentration maps 
and spectral signatures of the pure  components7–9. Other linear unmixing methods, o�en used in the remote 
sensing area, tend to work forcing necessarily non-negativity and normalization constraints or using libraries of 
previously known spectral signatures and do not change the modus operandi when dealing with an individual 
image or with an image fusion  scenario10. Hence, the choice of the MCR-ALS method in this work.

MCR-ALS has been successfully applied to the analysis of single images or sets of related images acquired 
with the same spectroscopic  platform9. However, the use of this methodology for fusion of images from di�er-
ent platforms is not extended yet, although few examples are reported to address problems such as the fusion of 
images with di�erent spatial  resolutions11,12, with spectroscopic modalities showing di�erent  dimensions13 or 
with the combination of spectroscopic and color  information12,14.

In a general multiplatform fusion context, images from each platform could be analyzed separately by MCR-
ALS, but the fusion of the information from the di�erent image techniques provides a complete description of 
the sample constituents and more accurate  solutions3,9. Multiplatform image fusion allows exploiting the com-
plementary information provided by di�erent spectroscopic techniques and obtaining simpler models including 
all the gathered information in a single complete, reliable, and robust model to answer to the scienti�c question 
of interest. Image fusion has started to emerge as an excellent methodology to analyze data of di�erent chemical 
systems.

An area where image fusion can be particularly relevant is the research of the structure and composition of 
tissues in living organisms. Indeed, the natural complexity of the biological tissues looks as a problem that can 
be adequately addressed with the use of imaging platforms sensitive to di�erent information and components. 
�e results obtained can hopefully provide the necessary link between chemical structure and function required 
for the understanding of these systems.

An interesting case study of biological interest to apply image fusion strategies is the characterization of 
vegetal tissues. Indeed, di�erent hyperspectral imaging techniques can be used simultaneously to obtain com-
plementary information for this particular biological system. In this respect, the combination of �uorescence, 
Raman and infrared imaging techniques is a good option. Fluorescence images collect the emission �uorescence 
spectra from natural �uorophores in plants, such as lignin,  chlorophylls15, while Raman images provide infor-
mation about cellulose, lignin, carotenes and other  components16. Finally, infrared images provide information 
about molecular components, such as proteins, lipids and  carbohydrates17. However, spatial resolution from 
conventional infrared HSI is insu�cient for a good de�nition of micron vegetal tissue substructures. Synchrotron 
Radiation Fourier Transform Infrared (SR-FTIR) imaging, instead, has the necessary spatial resolution and helps 
to reveal the microstructures at tissue  level18.

In this work, SR-FTIR, Raman and �uorescence HSI from rice leaf cross-sections were acquired to study 
thoroughly the di�erent constituents and structures found in the tissues of this plant. For the �rst time, SR-
FTIR, Raman and �uorescence HSI are fused and analysed by MCR-ALS. To do so, images from the di�erent 
platforms had to be balanced in terms of spatial resolution, orientation and area scanned before being analysed. 
As a result, spectral signatures of plant components showing the relevant features of all di�erent spectroscopic 
techniques used and the related distribution maps de�ning accurately the spatial structure of the biological ele-
ments identi�ed were obtained. �e steps followed and the gain obtained when using image fusion as compared 
with the analysis of images coming from individual platforms is clearly proven. Despite the intrinsic interest of 
the characterisation of components in vegetal tissues, the main goal of the work is providing a general framework 
that can be generally adopted to address linear unmixing in any multiplatform image fusion problem.

Experimental
Plant growth and sample preparation. Rice plants were obtained from Oryza Sativa Japonica Nippon-
bare seeds provided by the Center for Research in Agricultural Genomics (CRAG) at Autonomous University 
of Barcelona. �is public university center complies with all necessary legislative regulations on the treatment of 
plant seeds and living organisms and the seeds used do not present any kind of hazardous risk for their growth 
and use. Seeds were germinated for two days at 30  °C in a wet environment. A�er germination, seeds were 
planted in small individual pots with a universal substrate BATLLE, composed by coconut �ber, peat moss, 
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composted vegetal material and perlite with pH 7.25. Rice plants were watered two times per week with 400 mL 
of Milli-Q water for 33 days under controlled conditions of temperature, light and humidity in an Environmental 
Test Chamber MLR-352H (PANASONIC) in the Institute of Environmental Assessment and Water Research-
Spanish National Research Council (IDAEA-CSIC).

Once the plants were grown, small pieces of plant leaves of di�erent plants were collected and embedded 
in agarose. Straightaway, three cryosections of seven μm-thickness were obtained using a cryostat at the Parc 
Cientí�c of Barcelona at − 20 ± 5 °C. Sections were placed on a calcium �uoride slide of 1 mm-thickness, covered 
with a calcium �uoride coverslide of 0.5 mm-thickness and sealed with nail polish. In every cross-section, dif-
ferent regions can be observed (Fig. 1). Mesophyll cells, where photosynthetic activity is located and chlorophyll 
or carotenoids can be found. �e characteristic green color of the plants comes from this type of cells. Also, the 
epidermis can be observed. �e function of the epidermis is to protect the plant tissue from external damages. 
Several compounds can be found there, such as resins that cover the epidermis to avoid water loss. In the vascular 
system, two parts are di�erentiated: xylem and phloem. Xylem is a type of ligni�ed tissue that transports water 
and minerals and it is formed by a conglomerate of the bigger channels. Phloem is another type of ligni�ed tissue 
that transports nutrients as sugar or other biomolecules. It is located on top of the xylem in a cross-section view. 
Finally, sclerenchyma cells can be located on the top and the bottom of the vascular system. Sclerenchyma cells 
are strongly ligni�ed cells and give hardness to the plant.

Image acquisition
Synchrotron infrared image acquisition. All SR-FTIR HSI were collected at the SYNCHROTRON 
ALBA (Cerdanyola del Vallès, Catalunya, Spain, MIRAS beamline). �e Fourier transform infrared spectrom-
eter used was equipped with a TE Cooled DLaTGS Detector Vertex coupled to a HYPERION 3000 Microscope. 
�e detector of the IR microscope was a liquid-nitrogen-cooled 50 μm HgCdTe detector, covering the range of 
10000–600  cm−1. �e microscope was operating using a 36 × objective. IR spectra were acquired in transmission 
mode by point mapping and every spectrum was associated with a pixel sized 3 × 3 μm2. Spectra were collected 
in the infrared region covering the range of 4000–1000  cm−1 with 4  cm−1 resolution and 64 accumulations. Back-
ground was collected every 25 spectra with 128 accumulations.

Fluorescence image acquisition. Fluorescence HSI were collected using a LEICA TCS SP8 STED 3X 
microscope (LEICA MICROSYSTEMS, Mannheim, Germany). A 405 nm laser beam with a power approxi-
mately of 160 μW focused through a 10 × objective LEICA HC Pl Apo was used as a light source. A Gated HyD 
hybrid detector in photon counting mode was used for the spectra collection. Spectra were collected by laser 
point scanning with an exposure of 0.825 μs/pixel with 70% of total laser power. Every line is formed approxi-
mately by 800 pixels and each line was accumulated two times to improve signal to noise ratio. �e studied 
spectral emission range goes from 420 to 750 nm, with a spectral resolution of 5 nm and the pixel size of 0.25 × 
0.25 μm2.

Raman image acquisition. Raman HSI were collected using an INVIA RAMAN Microscope spectrom-
eter (RENISHAW, Gloucestershire, UK). A 532 nm laser beam focused through a 20 × objective Leica (NA = 0.4) 
with a power of 25 mW was used as a light source. Spectra were collected by point mapping with 0.25 s exposure 
time and 10 % of total laser power per pixel. �e studied spectral range goes from 270 to 2015  cm−1, with a spec-
tral resolution of 1.55–1.95  cm−1 depending on the Raman shi� scanned. Pixel size was of 2 × 2 μm2. �e Raman 
spectrum is recorded on a deep depletion charge coupled device (CCD) detector (RENISHAW RenCam).

Phloem and

xylem vessels

Epidermis

Bulliform cells

Sclerenchyma cells

Bundle sheath cells Xylem cells

Figure 1.  Schematic and optic cross-section image of a rice leaf.
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Data analysis
HSI preprocessing. In the case of SR-FTIR images, due to the opacity of the sample in several regions, 
some IR spectra were saturated. �ese pixels were removed and not used in further analysis. Also, for all sam-
ples, infrared spectra were �rst cropped within 3000–1200  cm−1 spectral range. Wavenumbers out of this range 
were not used because of the signal saturation observed. Strong baseline artifacts were also detected. �e second 
derivative was applied to the infrared spectra to remove o�sets and linear baselines and to enhance the separa-
tion of overlapping peaks through the Savitzky-Golay  algorithm19. From the derivative spectra, only spectral 
regions with useful information were selected for further analysis (3000 to 2800  cm−1 and 1800 to 1360  cm−1).

In �uorescence images, emission �uorescence per pixel was low due to the high spatial resolution (pixel was 
sized 0.25 × 0.25 μm2) and to the low quantum yield of natural �uorophores for this instrumental set. To improve 
the spectroscopic signal quality, spectra of adjacent pixels were binned to create a pixel with a single spectrum 
(binning). �e binning chosen was (3 × 3) pixels, which provided a �nal pixel size of 0.75 × 0.75 μm2. Despite 
the pixel binning, spatial resolution was still high and the spectral quality was improved.

In Raman images, all spectra showed a high �uorescence baseline contribution due to the natural �uoro-
phores in the rice tissue. Fluorescence baseline interferes with the Raman peaks hiding them and hardening the 
interpretation. Raman spectra were corrected by Asymmetric Least  Squares20 to remove �uorescence baselines. 
Also, cosmic peaks were corrected by interpolation of Raman intensities of nearest channels. In addition, the 
range 1100 to 1800  cm−1 was used for the analyses. An example of raw and preprocessed SR-FTIR, �uorescence 
and Raman spectra can be found in Fig. S1 in the Supporting Information.

Image linear unmixing: multivariate curve resolution‑alternating least squares (MCR‑ALS). An 
HSI can be visualized as a data cube where x and y are the pixel coordinates and λ the spectral dimension. In 
this cube, a full spectrum is associated with each pixel coordinate. If the HSI cube is unfolded, the data acquires 
a matrix structure D (I×J) (Fig. 2) that contains all pixel spectra of the image one under the other. Unmixing 
methods are able to describe the mixed information in the original pixel spectra in D through a bilinear model 
analogous to the Lambert-Beer law, where the total spectroscopic signal collected can be expressed as the sum 
of the signal contributions of each individual image constituent. Following the linear Beer-Lambert law, the 
contribution of each image constituent to the total signal collected can be mathematically expressed by the pure 
spectrum of the compound si

T weighted by its concentration in the di�erent pixels, ci, de�ned by the term ci si
T 

(Eq. 1). Finally, the typical bilinear model associated with unmixing methods is expressed in compact format 
as shown in Eq. (2), where the matrix ST contains the pro�les of the pure spectra of the image constituents and 
the matrix C the related concentration pro�les. �e residuals of the model are expressed by E (I×J). �e spectro-
scopic bilinear model of an image allows expressing the information of every sample constituent with a spectral 
signature si

T and a concentration pro�le ci that conveniently refolded provides the related distribution map.

Multivariate Curve Resolution-Alternating Least Squares (MCR-ALS) is a multivariate least-squares based 
iterative resolution (or unmixing) method that alternatingly optimizes matrices C and ST under the action of 
constraints that help to provide chemically meaningful spectral and concentration pro�les. MCR-ALS is used 
in many �elds of application and is especially suitable for hyperspectral image  analysis7–9.

�e method starts doing an estimation of the number of components present in the original data set D by 
Principal Component Analysis (PCA)21 or taking advantage of previous knowledge of the sample (note that when 

(1)
D =

∑

i

cis
T

i + E

(2)D = CS
T

+ E

Figure 2.  Bilinear model of an HSI.



 

179 

 

  

5

Vol.:(0123456789)

Scienti昀؀c Reports |        (2021) 11:18665  | https://doi.org/10.1038/s41598-021-98000-0

www.nature.com/scientificreports/

a high number of components is detected in this step, the potential need for a non-linear unmixing method can 
be considered). A�erwards, an initial estimate of matrix C or ST (most o�en spectral estimates in HSI analysis) 
is built by a pure variable selection method based on Simple-to-use Interactive Self-modelling Mixture Analysis 
(SIMPLISMA)22 or on similar algorithms. Such an estimate and the matrix D are used to start the least-squares 
alternating optimization of the pro�les in matrices C and ST of the bilinear model under the action of constraints 
until convergence is achieved. �e convergence criterion can be a maximum number of iterations or a value 
related to the di�erence in �t improvement between consecutive iterations.

�e quality of the MCR model �t is described by the lack of �t LOF (%), de�ned by

and the percent of variance explained, de�ned by

where dij is an element of D and eij is related to E. In a HSI context, when the �nal bilinear model is obtained, the 
pure spectral signatures of the image constituents are the pro�les in the ST matrix and their pure distribution 
maps can be recovered refolding the related concentration pro�les into the original spatial geometry of the image.

O�en, several images may contain related information. When this is the case, it is possible to build multiset 
structures that contain several connected images. Multisets can be formed appending blocks of spectra from 
related images obtained with the same spectroscopic technique on under the other in a column-wise augmented 
fashion. In this case, the spectral dimension needs to be common for all images. A multiset can also be built 
appending spectra from images of the same sample obtained with di�erent imaging platforms in a row-wise 
augmented fashion. In this case, the pixel dimension needs to be common for all images. �e most complex 
and complete multisets can be built connecting images from di�erent samples obtained with di�erent platforms 
(see Fig. 3) in a row- and column-wise augmented fashion. MCR-ALS can also be used to analyze these multi-
set structures and a bilinear model is also obtained, where the matrix C and/or ST can also be formed by small 
blocks (submatrices) related to concentration pro�les of the di�erent images and/or to pure spectral signatures 
of the di�erent platforms used.

�e MCR-ALS analysis of a single image or an image multiset takes the bene�t of the use of constraints on C 
or/and ST to obtain chemically meaningful and more accurate spectral signatures and distribution maps. Clas-
sical constraints, such as non-negativity, are o�en applied to concentration maps and to some spectroscopic 
 measurements23. Another useful constraint is the selectivity/local  rank24,25. In this context, this constraint may 
force particular pixels to show null concentration values or some spectral ranges to show null signal for particu-
lar image constituents. Such an information can come from previous knowledge or from image-adapted local 
rank analysis  methods26. Recently, a new generation of constraints has appeared that takes into account char-
acteristics of the spatial distribution of components as  well27,28. An asset of the use of constraints in MCR-ALS 
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Figure 3.  Scheme of the multiset structure issued from image fusion and related bilinear model. In this case, 
nine data blocks form the multiset: three samples imaged by three spectroscopic platforms.
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analysis is that they can be optionally set per component, per mode (C or ST) and per block in each of the C or 
ST submatrices in a multiset context. �is �exibility allows the preservation of the speci�c characteristics of the 
spatial distribution of components in the di�erent samples and the properties of the spectral signatures of the 
di�erent spectroscopic techniques.

Studying adequately a multiplatform image multiset passes through the solution of problems linked to the 
multiset con�guration and the multiset analysis. �us, a proper con�guration of the multiset needs a common 
pixel dimension among the images combined, i.e., having congruent pixels, and an e�cient multiset analysis 
demands a proper balance of the information linked to the data blocks of the di�erent platforms. A proper 
description of the sequence needed to solve these problems is carried out taking as example the data linked to 
the case study presented. In this case, the �nal multiset will have the same structure as shown in Fig. 3 and will 
be the result of fusing images from three di�erent samples analyzed with Raman, �uorescence and SR-FTIR 
platforms. �is multiplatform image fusion should follow the steps displayed in Fig. 4, which are:

Building a multiset with congruent pixels. Such a goal requires matching the pixel size of all images 
and the image area scanned. A�erwards, a spatial transformation (shi� and rotation) of images is required to 
ensure pixel congruency. In the combination of �uorescence, SR-FTIR and Raman images of our case study, this 
will happen as follows:

Matching pixel size of all images and image area scanned. SR-FTIR images are those with largest pixel size, 3 × 3 
μm2 and smallest area scanned. �e rest of imaging techniques are binned to achieve this pixel size. �us, the 
pixels of the �uorescence HSI, sized 0.25 × 0.25 μm2, were binned by a factor of 12 × 12 to achieve the pixel size 
3 × 3 μm2. Raman HSI had a pixel size of 2 × 2 μm2. An inhouse developed MATLAB script was used to bin and 
interpolate the pixel values to achieve a 3 × 3 μm2-pixel size. Finally, the �uorescence and Raman HSI were also 
cropped until covering approximately the same area than SR-FTIR HSI.

Spatial transformations (shi� and rotation of images) for pixel congruency. �is step is oriented to compensate 
the pixel shi� and/or rotation among the images to be combined. For this reason, HSI need to be moved in x and 
y directions and/or rotated until pixels are congruent among �uorescence, SR-IR and Raman HSI.

To obtain the transforming parameters, binarized maps issued from global intensity maps from each HSI tech-
nique can be used. �e global intensity maps are 2D representations displaying the sum of all spectral intensities 
of the channels of each pixel spectrum in the image. Global intensity maps are binarized i.e., pixels are assigned 
a value equal to one (when signal is signi�cant) or zero (when there is no detectable signal). When images have 
a clear contour, pixels on the sample have much higher intensity than pixels on the background sample support. 
�is contour shape information can be used for the alignment because all images of the same sample must have 
the same contour, independently on the spectroscopic techniques used for imaging.

�e SR-FTIR binarized map is always taken as reference for the alignment (Ar). Sequentially, shi�s in in x 
and y and rotation angle θ were computed for �uorescence and Raman images (As) with the SR-FTIR reference 
image. To do that, initial estimates for shi�s in x and y (dx, dy) and rotation α (Θ) are de�ned and the map of the 
image to be aligned is modi�ed accordingly. An error function (Eq. 3), de�ned as:

is calculated among the binarized values of common pixels in the image to be aligned and the reference image. 
�is is an iterative process that uses a SIMPLEX optimization algorithm and stops when the error de�ned in 
Eq. (3) gets su�ciently  small29. When shi� and rotation parameters are found, the whole HSI is spatially trans-
formed to match the reference image. Only pixels from common sample areas scanned by all techniques are used 
to create the multiset used for further analysis.

Balancing the importance of the data blocks related to each platform in the multiset. �e 
pixel spectra provided by the di�erent imaging platforms can show signi�cant di�erences related to the scale 
of the signal recorded and to the number of spectral channels in each measurement. If blocks of the raw pixel 
spectra are appended in the multiset, platforms that provide spectra with higher signal intensity and formed 
by a large number of spectral channels will have a major in�uence in the results obtained. A good quantitative 
representation of the overall signal contribution of an image is provided by the 2-norm of the related unfolded 
matrix D. Hence, to balance the importance of images coming from di�erent platforms on the same sample, the 
data block of each image will be divided by its 2-norm before the multiset is built. �is is a clear mathematical 
procedure to keep similar the weights of the di�erent blocks of the multiset, less biased than trying to �nd suit-
able scaling factors by visual inspection.

Once a balanced and pixel-congruent multiset is built, MCR-ALS can be properly applied setting the appropri-
ate constrains to the pro�les in each block of the C and/or ST matrices. �e application of MCR-ALS to analyze 
single or fused images has been done using a freely downloadable graphical user interface under MATLAB 
environment that follows the steps described above and provides the possibility to incorporate in a �exible way 
the suitable  constraints30.
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Results and discussion
MCR-ALS was used to elucidate the sample constituents present in the cross-sections of rice leaves analyzed 
by SR-IR, �uorescence and Raman HSI. To show the gain of global information obtained by fusing images 

Figure 4.  General scheme of the image matching procedure. In order, images are resized until match pixel size. 
�en, they are cropped until have approximately the same area covered. Next, the images are binarized and 
aligned among them. Once optimal translational and rotational parameters are achieved, hyperspectral images 
are aligned.



 

182 

 

  

8

Vol:.(1234567890)

Scienti昀؀c Reports |        (2021) 11:18665  | https://doi.org/10.1038/s41598-021-98000-0

www.nature.com/scientificreports/

from di�erent platforms, two di�erent analyses were performed. On the one hand, three separate multisets (for 
�uorescence, for SR-IR and for Raman) containing three images each collected with the same platform were 
structured in a multiset extended in the column-wise direction and were subsequently analyzed by MCR-ALS. 
�is per platform analysis gives a vision of the information that can be obtained without using image fusion. On 
the other hand, an MCR analysis of a multiset incorporating the images from all platforms (Fig. 3) was carried 
out to illustrate the gain of information linked to image fusion. To build the fused multiset, the alignment of 
the images previously described to achieve the congruence of pixels among platforms and the suitable balance 
between data blocks was carried out.

For all MCR-ALS analyses, the convergence criterion was 0.1% di�erence among lack of �t between con-
secutive iterations. �e main results of MCR-ALS applied to the di�erent multisets analyzed are summarized 
in Table 1.

As can be seen, the variance explained is satisfactory in all multisets taking into consideration the quality of 
the spectra analyzed. �us, SR-FTIR provides the lowest variance explained due to the enhancement of noise 
when derivative spectra are used. Raman and �uorescence multisets show higher variance explained due to the 
quality of the original spectra. �e analysis of the multiset using all platforms provides a good description of all 
images analyzed.

As it was expected, the results provided by the imaging platforms used in this work show di�erences in the 
number of components modelled due to the complementary information of the related spectroscopic techniques 
and the di�erences in the detectable response for the di�erent biological tissues and molecules. �ese di�erences 
suggest the need of a multiplatform fusion to exploit the complementary information and achieve a complete 
description of the sample.

In the next subsections, a description of the components found by each spectroscopic technique and by the 
fused multiset containing all platforms is provided.

Fluorescence HSI multiset analysis. Initial spectral estimates found by a SIMPLISMA-based method 
pointed out to the presence of components similar to those identi�ed in a previous  work13. �us, some com-
ponents were identi�ed as chlorophylls, which emit in wavelengths higher than 625 nm, lignins in lower wave-
lengths and an additional component linked to small vesicles, probably oil or silica bodies, inside the mesophyll 
cells and epidermis in leaves, emitting between these two families of compounds.

�e multiset could be described by �ve components, as suggested by PCA. In the MCR optimization, the 
non-negativity constraint was applied to the concentration pro�les and spectral signatures of all components 
because emission spectra are not negative. Considering the prior information mentioned above, selectivity/local 
rank was also applied to the spectral signature of chlorophylls, set to have null emission in wavelengths lower 
than 625 nm, and to the component presumably linked to vesicles, set to have null emission below 505 nm and 
above 680 nm. Figure 5 shows the resolved spectral signatures and the distribution maps of the three samples 
used in the fusion of images of all platforms.

Five components were identi�ed as natural �uorophores in leaves. Component yellow and blue are identi�ed 
as chlorophylls, showing a maximum at 682 nm. �e maps show clearly that chlorophylls are located at the meso-
phyll cells, where there are chloroplasts and biochemical activity, such as the  photosynthesis15. Orange and green 
components could be lignins, since the emission range observed goes from 430 to 550 nm. As it can be observed 
in the distribution maps, lignins are present in plant cell walls, plant vascular system and in the epidermis of the 
 leaves15. Finally, the purple component, based on its location and its shape as a droplet or vesicle, is presumably 
identi�ed as a type of body-lipid or body-silica. Yellow �uorescence with a long range can be observed. �e 
characterization of these vesicles was not possible using only the �uorescence emission.

SR‑FTIR HSI multiset analysis. �ree components were suggested by PCA in all SR-FTIR HSI to describe 
the multiset. During the iterations, non-negativity was applied only to the concentration pro�les of all compo-
nents because pure signatures have negative values due to the second derivative preprocessing. Figure 6 shows 
the resolved spectral signatures and the distribution maps of the three samples analyzed. �ree components 
could be identi�ed with distinct IR spectral signatures. �e blue component shows mainly protein bands (Amide 
I (1655  cm−1) and Amide II (1543  cm−1)31. It is possible to observe the location of the proteins mainly in the 
mesophyll cells, where there are proteins as enzymes related to the biochemical activity. �e orange component 
shows bands associated with lignin (carbonyl (1732  cm−1))32 and it is possible to observe its presence in the vas-
cular system. �e vascular system has cells forti�ed with lignin to give robustness to the plant. �e yellow com-
ponent is related to lipid bands (methylene groups (2916 and 2846  cm−1))32. �is yellow component is present in 
the epidermis. O�en, leaves show a small layer of resins in their epidermis to avoid water loss. �ese results are 
in agreement with the biological compounds naturally present in leaves.

Table 1.  Summary of MCR-ALS results from the image multisets analyzed.

Multiset Techniques Nr. of components LOF (%) Explained variance (%)

1 Fluorescence 5 13 98

2 SR-FTIR 3 57 67

3 Raman 4 32 90

4 Fluorescence, SR-FTIR, Raman 6 31 91
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Raman HSI multiset analysis. Four components were suggested by PCA in all Raman HSI to describe 
the multiset. During the iterations, non-negativity constraint was applied to the concentration pro�les and the 
pure spectral signatures of all components. In Fig. 7 it is possible to observe two components associated with 
biological contributions (in blue and orange) were identi�ed, whereas two additional components (in gray) 
were attributed to instrumental noise detected in previous  works33. �e blue component was characterized as 
β-carotene (with typical Raman features at 1155 and 1525  cm−1)34. β-carotene is a strongly colored red–orange 
pigment and during photosynthesis β-carotene normally serves as antenna pigments, transferring singlet exci-
tation energy to chlorophyll. �erefore β-carotene can be found at mesophyll cells, where chlorophyll is. �e 
orange characterized component is lignin (with typical Raman features at 1598 and 1631  cm−1)35. Lignin can be 
found at the vascular system and sclerenchyma cells, which are strongly ligni�ed.

Image fusion of 昀؀uorescence, SR‑FTIR and Raman HSI. MCR-ALS was applied to identify in a com-
plete way the constituents present in the rice leaves. Several MCR-ALS models were tested with di�erent number 
of components. Six components were needed to explain the relevant variation in images. Adding more compo-
nents did not provide additional interpretable information. Several initial estimates based on SIMPLISMA or on 
the connection of resolved signatures coming from multisets of individual techniques were tested.

In a data fusion, constraints can be applied in Ci and Si
T submatrices in di�erent ways. In all analyses, non-

negativity was applied to concentration pro�les. Non-negativity was applied to �uorescence and Raman Si
T 

pro�les, whereas SR-FTIR pro�les were le� unconstrained. Table 2 shows the identi�cation of the six components 
resolved in the de�nitive MCR-ALS model. �is identi�cation was useful to set local rank constraints.

Several components are not detected by all techniques with the instrumental parameters used in this work. 
�us, chlorophyll and lipids do not have Raman signal according to previous measurements. �e contribution 

Figure 5.  Bottom plot, pure �uorescence spectra pro�les. It can be observed �ve di�erent components. 
Lignins have an emission in blue and green, while. Vesicles in yellow, and chlorophylls in orange. Top plot, pure 
distribution maps are showed.
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most linked to proteins in SR-FTIR does not have either �uorescence or Raman signal. Furthermore, �uorescence 
from β-carotene was not detected. For these reasons, selectivity/local rank was applied to force null signals in 
all components that are not detected in the suitable technique. Other local rank constraints related to spectral 
regions with null �uorescence were also applied in the analysis of the multiset of all fused techniques.

�e results of the MCR-ALS analysis are shown in Fig. 8. Six components were identi�ed. �e blue component 
was characterized as chlorophyll. It is possible to observe in the distribution maps that chlorophyll is located at 
mesophyll cells on all samples. �e �uorescence pure signature exhibits a typical emission spectrum of chloro-
phyll with a maximum of 682  nm15. �e infrared spectrum has bands that could be related to the chlorophyll 
structure (alkanes (2930 to 2840  cm−1), ester (1741  cm−1) and alkenes (1660  cm−1). �e green component was 
characterized as β-carotene. �e component was located at mesophyll cells in distribution maps and Raman 

Figure 6.  Top plot, pure distribution maps for the three components. Bottom plot, pure SR-FTIR spectral 
signatures of the component related to lipids (in yellow), to proteins (in blue) and lignin (orange).



 

185 

 

  

11

Vol.:(0123456789)

Scienti昀؀c Reports |        (2021) 11:18665  | https://doi.org/10.1038/s41598-021-98000-0

www.nature.com/scientificreports/

Figure 7.  Top plot, pure distribution maps of the resolved components in the three samples. β-carotene, �rst 
column and lignin in the second column, the last two columns show the distribution maps related to the noise 
components. Bottom plot, MCR-ALS resolved pure Raman spectra pro�les related to carotenes and lignin. In 
gray, the two spectral pro�les related to noise.

Table 2.  Summary of the components identi�ed and the imposed selectivity/local rank. *No signal was 
detected for the technique in the related component. Note that for infrared interval, no selectivity constraint 
was imposed. Several components were forced to be zero (labelled ‘All’) in certain techniques. Finally, for lipids 
and chlorophyll, some spectral regions of the �uorescence spectra were forced to be zero.

Component Identi�ed as

Local rank constraint in ST spectral range (forced to 
be zero)

Fluorescence SR-IR Raman

1 Chlorophyll 420–625 – All*

2 Lignin 1 – – –

3 Lipids 505–680 – All*

4 Protein All* – All*

5 β-carotene All* – –

6 Lignin 2 – – –
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pure signature shows the typical Raman peaks at 1525 and 1157  cm−134. As is expected, β-carotene appears in 
the same leaf zone as chlorophyll. �is component also shows a relevant protein band in SR-FTIR. �is may be 
the consequence of β-carotenes binding speci�cally to some protein receptors. Orange and cyan components 
were characterized as types of lignin. Lignin can be observed on concentration map at vascular tissues. �e 
presence of lignin was high in the sclerenchyma cells as well. For the orange component, the pure �uorescence 
spectrum has a maximum at 487 nm, while a maximum at 512 nm is observed for the cyan lignin. �e pure 
infrared spectrum of the orange component has a band with maximum at 1730  cm−1 (carbonyl), but it was not 
observed for the cyan component. �e pure Raman signatures of both components have two typical Raman 
features from lignin (1632  cm−1 and 1601  cm−1)35. �e yellow component was identi�ed as rich in lipids. �e 
pure �uorescence spectral signature coincides with the pure signature presumably attributed to the epidermis 
and the vesicles. �e SR-FTIR pure signature con�rms the identity of this component, with two strong peaks at 
the lipid region (2916 and 2848  cm−1)32. Vesicles were not possible to be clearly observed in the concentration 
maps, probably due to the spatial binning.

Figure 8.  Top, pure distribution maps of the six components identi�ed with the fused images for the three 
samples. Bottom, pure spectral signatures of �uorescence, Raman and SR-FTIR. SR-FTIR spectra were broken 
down in plots of two components for better visualization.
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�e purple component was identi�ed as rich in proteins. �e pure infrared spectrum shows a strong peak 
at 1655  cm−1, typically of the group amide of the  proteins31. �is component was located in structural regions 
in distribution map. �is result can indicate that these proteins could interact with plant structural elements.

As it can be observed, the fusion gives richer information than the individual analysis since the distinction 
of components becomes easier due to their now extended multitechnique spectroscopic signature.

�ere is a clear synergic e�ect linked to the compensation of weak properties of a technique by stronger points 
in another one. For instance, �uorescence images have a good spatial resolution but poor spectroscopic features 
to identify the nature of many compounds, i.e. lipids were not possible to be identi�ed using only �uorescence 
images since the �uorescence shape is not selective of functional groups. Instead, the fusion with SR-FTIR images 
allows characterizing unequivocally this component through characteristic bands in the infrared region, with 
much richer in spectral features. Along this line, the infrared spectra associated with Raman or �uorescence 
signatures help to identify molecular compounds (lipids and proteins) linked to typical constituents found in 
plant tissues (carotenes, lignin, chlorophylls, …).

�e image fusion also allows distinguishing components with very similar signatures in a technique taking 
advantage of the clear distinction of the same components in another fused technique. �e lignin components 
depict this situation. On the one hand, the di�erence in spectral signatures of the two lignin contributions in 
�uorescence helps in the distinction of the variants of the same compound in Raman spectroscopy, impossible to 
achieve when Raman images were analysed alone. On the other hand, the very characteristic Raman features for 
lignin help to con�rm the identity of these components, a task more di�cult to do only based on the �uorescence 
information. �e increase in discriminating power is also seen in the six resolved infrared signatures in image 
fusion, which were reduced to three components when this technique was analyzed alone.

Conclusions
�e operating procedure related to image fusion in a multiplatform scenario has been clearly described and 
the steps detailed, from the data preprocessing and image matching to the unmixing with MCR-ALS multiset 
analysis and interpretation of information can be generally applied to perform a complete characterization of 
the components in any imaged sample. �e great bene�ts of joining di�erent kinds of spectroscopic informa-
tion for a better morphological and chemical characterization of components has been clearly proven in a case 
study linked to a vegetal tissue.

�e fusion strategy presented is the basic pipeline for many image fusion situations that can be encountered 
in practice. However, it is relevant to know that fusion approaches are being developed recently to compensate 
for drawbacks, such as the possible presence of relevant components located in image areas not common to all 
images or the loss of spatial resolution of some techniques to achieve pixel congruence with techniques that 
provide a lower level of spatial detail. Additionally, the adaption of algorithms that can combine images providing 
a linear spectrum per pixel, e.g., Raman, infrared, with others yielding a 2D spectroscopic landscape per pixel, 
e.g., excitation-emission spectra, has also been proposed. Although these approaches are not generally used yet, 
they open a new direction to make image fusion even more powerful.
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Abstract 

The supporting information includes S1 illustrate image related to the preprocessing of each 
spectroscopic technique. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S1. Image preprocessing. A) Raw synchrotron infrared spectra. B) Spectra after 
preprocessing. C) Original fluorescence spectra. D) Fluorescence spectra after binning. E) Raw 
Raman spectra. F) Preprocessed Raman spectra. 
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Publication VI shows an example of image fusion by combining fluorescence, 
Raman and synchrotron radiation infrared (SR-IR) hyperspectral images to 
investigate a case study devoted to characterize the natural compounds of 
cross-sections of rice leaves.  

The aim of this work was to establish an open-access protocol for classical 
image fusion analysis based on MCR-ALS and to show the benefits and 
drawbacks of this procedure. To do so, the results of the independent analysis 
of each typology of HSIs considering one spectroscopic technique at a time are 
first presented. Afterwards, the systematic protocol followed for image fusion is 
described and, finally, the results of the analysis of the single fused multiset by 
MCR-ALS are shown. The improvement with respect to the individual technique 
analysis can be noticed as well as the limitations associated with classical 
fusion, which are the focus of the developments linked to Publications VIII and 
IX.    

Unmixing analysis of HSIs from single platforms  

For all HSIs techniques, MCR-ALS has been applied to analyze a column-wise 
augmented data set (see Fig. 15A of Chapter 2) formed by the pixel spectra of 
three rice leaf cross-section images. The number of components of the MCR 
model was estimated by PCA and the initial estimates based on a SIMPLISMA-
based method. Non-negativity constraints were used in all concentration maps 
and the suitable constraints for the pure spectra of each particular technique 
can be found in Publication VI. The MCR results consist of a pure ST matrix 
and concentration maps for all components in the three different samples are 
obtained.  

Analysis of fluorescence hyperspectral images. 

Figure 37 shows the results of the multiset analysis by MCR-ALS. The analysis 
identified five potential natural fluorophores in leaves. The distribution maps 
visually demonstrated the spatial consistency of these components with the leaf 
structures across all three samples. According to the pure spectra, yellow and 
blue components were identified as chlorophyll contributions, with a maximum 
at 682 nm, in agreement with reported spectra in literature [Donaldson, 2020]. 
The distribution maps of chlorophylls are uniquely located on mesophyll cells, 
where photosynthesis occurs. Orange and green components are likely lignin 
contributions, found in plant cell walls, vascular systems and leaf epidermis and 
present pure emission spectra similar to those found in literature [Donaldson, 
2020]. Lignins are complex polymers found in the plant cell walls, as can be 
clearly seen in the related pure distribution maps. The purple component seems 
to appear as a droplet or vesicle, and was tentatively identified as a body-lipid 
or body-silica. It shows a pure fluorescence spectrum with an extensive 
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emission range. However, the characterization of these vesicles was 
challenging using only fluorescence emission data.  

 

Figure 37. Results of the fluorescence multiset analysis by MCR-ALS. Top plot, pure 
distribution maps. Bottom plot, pure fluorescence spectra profiles. The analysis shown five 
components, characterized as two lignin contributions (presence in the vascular system of 
the leaf and a blue and green emission), two chlorophyll contributions (presence in the 
mesophyll cells of the leaf and showing a red fluorescence) and an uncharacterized 
component, related to vesicles spread around the vegetal tissue, mainly in the mesophyll 
cells and showing a yellow fluorescence.   

Generally, fluorescence images yield interesting results due to the presence of 
many natural fluorophores in plant tissues. The spatial resolution of 
fluorescence provides very detailed information across distribution maps of 
various components, but the fluorescence spectra do not present very specific 
features, required for an accurate characterization of components. 

Analysis of SR-IR hyperspectral images. 

Multiset analysis of the three SR-IR hyperspectral images of the three rice leaf 
cross-sections was performed on second derivative spectra to remove offsets 
and linear baselines and to enhance the separation of overlapping peaks 
through the Savitzky-Golay algorithm [Savitzky and Golay, 1964]. 
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Figure 38 shows the resolved spectral signatures and the distribution maps of 
the three analyzed samples by MCR-ALS. Three components were identified, 
each with characteristic IR spectral signatures of biological compounds and 
consistent distribution maps across samples. The blue component primarily 
shows protein bands (Amide I at 1655 cm⁻¹ and Amide II at 1543 cm⁻¹). The 
spatial distribution could reveal the presence of proteins, such as enzymes 
associated with biochemical activity, concentrated in the mesophyll cells. The 
orange component shows bands that may be associated with lignin (carbonyl at 
1732 cm⁻¹), and is spatially distributed in the vascular system. Finally, the 
yellow component is linked to lipid bands (groups at 2916 and 2846 cm⁻¹) and is 
predominantly found in the epidermis. It is common for leaves to exhibit a thin 
layer of resins in the epidermis to mitigate water loss. Therefore, this 
component could be related with the presence of a lipidic component.  

 

Figure 38. Results of the infrared multiset analysis by MCR-ALS. Top plot, pure distribution 
maps for the three components. Bottom plot, pure SR-IR spectral signatures of the 
component related to lipids (in yellow), to proteins (in blue) and lignin (orange). 
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It is important to note that the spatial resolution of infrared imaging may not be 
sufficient to resolve some components at a cellular level. For instance, while 
fluorescence imaging can capture the component related to small vesicles, the 
limited spatial resolution of infrared imaging prevents their observation. 
Nevertheless, this technique provides much richer spectroscopic features, 
useful to chemically characterize various components across the distribution 
maps. 

Analysis of Raman hyperspectral images. 

Figure 39 shows the results of the MCR-ALS analysis of Raman images. Two 
components associated with biological contributions (in blue and orange) were 
observed, while two additional components (in gray) are attributed to 
instrumental noise or artifacts due to the residual fluorescence after baseline 
correction, as identified in previous studies [Olmos et al., 2018]. 

 

Figure. 39. Top plot, pure distribution maps for the four Raman components. Bottom plot, 
pure Raman spectral signatures of the component related to lignin (orange), to β-carotene 
(in blue) and instrumental artefacts (light-gray). 

The blue component was identified as β-carotene, exhibiting typical Raman 
features at 1155 and 1525 cm⁻¹ [Tschirner et al., 2009]. β-carotene is a pigment 
molecule in photosynthetic organisms that captures light energy and transfers it 
to the chlorophyll molecules in the reaction center of the photosystem. As a 
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result, β-carotene is predominantly located in mesophyll cells, where chlorophyll 
is concentrated. On the other hand, the orange-characterized component 
corresponds to lignin, featuring typical Raman peaks at 1598 and 1631 cm⁻¹ 
[Zhang et al., 2017].  

Raman imaging provides an effective combination of high spatial resolution and 
spectral features. However, the image acquisition process can be relatively 
slow. To address this, Raman images were obtained using a pixel size of 2×2 
¼m, losing partially the possibility to acquire exploit the potential high spatial 
resolution that this technique can offer. Additionally, the presence of 
fluorescence in certain plant tissues, as observed in this study, poses a 
challenge to the analysis, lowering data quality due to the significant presence 
of Poisson noise after baseline correction. 

Building a multiplatform multiset. Aspects to be taken into account.  

Ensuring consistent sample positioning for all imaging techniques and 
accurately measuring the same area across images is very challenging, if not 
impossible, because variations in pixel coordinates and rotations are common 
among images.  However, to build a multiplatform multiset, the HSIs must be 
spatially aligned to allow the row-wise augmentation, i.e., the concatenated 
pixel spectra in each row should refer to the sample pixel area. Achieving pixel 
congruency among hyperspectral images from fluorescence, Raman, and 
synchrotron infrared spectroscopy platforms requires a spatial preprocessing 
procedure, involving several steps. First, equalizing the pixel size among 
imaging platforms. Second, selecting a common scanned area. Third, binarizing 
the global intensity map of the different techniques to facilitate the spatial 
transformation of the images by translation and rotation until pixel congruence 
among them is achieved [Piqueras et al., 2017]. Fig. 40 shows graphically these 
preprocessing steps. 

It is interesting to compare the initial information present in the individual 
images acquired and the structure of the final information to be fused in the 
multiplatform multiset to understand some of the results that will be commented 
afterwards. The original pixel size of fluorescence images was 0.25×0.25 µm2, 
for Raman images was 2×2 µm2 and for infrared images 3×3 µm2. In terms of 
area scanned, fluorescence and Raman images span a much larger area than 
SR-IR images. The final information fused in the multiset needs to be spatially 
equivalent and congruent among images. In this context, it means that the pixel 
size will be 3×3 µm2, matching the size of the SR-IR image with worse spatial 
resolution, and the sample surface analyzed will be restricted to the common 
scanned area by the three imaging techniques, defined by the SR-IR image as 
well. Although working with complementary spectroscopic signals is the main 
asset of image fusion, it is important to realize that a lot of useful and available 
information in terms of scanned areas and spatial detail is lost on this process.       
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Figure 40. Schematic representation of the spatial transformations needed to align the 
HSIs. Initially, the images are resized until they share a common pixel size. Subsequently, 
they are cropped to cover approximately the same area. Afterwards, the corresponding 
binarized maps (based on the global intensity map or others approximations) are aligned to 
a reference. After determining the optimal translation and rotation parameters, the 
hyperspectral images are aligned accordingly. 

An additional aspect to consider when building multiplatform multisets is the 
relative importance that each image block has in the fused structure to be 
analyzed. The signal intensity and the number of spectral channels can differ a 
lot among platforms and this causes severe differences in terms of the variance 
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attributed to each imaging technique. To ensure a balanced representation of all 
imaging platforms, the data blocks of each technique can be normalized, 
usually dividing each element by the suitable 2-norm. After normalization, the 
blocks of the aligned images are concatenated to form a single multiset, as 
shown in Fig. 41.  

 

Figure 41. Structure of the augmented multiset Daug and the associated bilinear model for 
the three rice leaf cross-sections monitored by the fluorescence, SR-IR and Raman 
imaging techniques. The multiset has nine data blocks (three samples imaged by three 
spectroscopic platforms). 

Unmixing analysis of the multiplatform multiset (image fusion results) 

MCR-ALS is applied to the multiset displayed in Fig. 41 using the appropriate 
constraints for the profiles in each block of matrices C and/or ST (see 
Publication VI for more detail). The bilinear model provides extended spectral 
signatures concatenating the fluorescence, SR-IR and Raman signal, very 
helpful for the characterization of every component and distribution maps for all 
components in the three samples. Before describing the results obtained, Table 
1 shows the comparison between the number of components retrieved in the 
individual analysis of the different imaging techniques and in the image fusion 
approach. 

Table 1 Summary of MCR-ALS results from the image multisets analyzed. 

C

ST

=

Fluorescence SR-Infrared Raman Fluorescence SR-Infrared Raman

Daug

Multiset Techniques Nr. of components LOF (%) Explained variance (%) 

1 Fluorescence 5 13 98 

2 SR-FTIR 3 57 67 

3 Raman 4 32 90 

4 
Fluorescence, 

SR-FTIR, 
Raman 

6 31 91 
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A first observation shows that six components can be modelled with image 
fusion, a number higher than that provided by any individual technique. This fact 
confirms the major differentiation ability provided by the joint use of the 
complementary spectroscopic information provided by the different techniques.  

     

 

Figure 42. Top: Pure distribution maps of the six identified components for the three 
samples. Bottom: Pure spectral signatures of fluorescence, Raman, and SR-IR. The SR-IR 
spectra were segregated into plots featuring two components each to enhance 
visualization. 

Figure 42 displays the characteristics of the six components modelled, which 
are characterized as follows.  

Blue Component: identified as chlorophyll. It is observed in mesophyll cells 
across all samples in distribution maps. The pure fluorescence signature 
displays a typical emission spectrum of chlorophyll with a maximum at 682 nm. 
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Additionally, the infrared spectrum exhibits several bands that may be related to 
the chlorophyll structure, including alkanes, ester and alkenes, but not showing 
clearly signatures. No Raman signal was found. 

Green Component: characterized as β-carotene, is located in mesophyll cells 
according to distribution maps. The Raman pure signature reveals typical 
Raman peaks at 1525 and 1157 cm⁻¹. As expected, β-carotene appears in the 
same leaf zone as chlorophyll. Notably, this component also shows a relevant 
protein band in SR-IR, suggesting possible co-location with protein-rich tissues. 
No fluorescence signal was found. 

Orange and Cyan Components: identified as types of lignin, both components 
are observed at vascular tissues and sclerenchyma cells. The pure 
fluorescence spectrum of the orange component has a maximum at 487 nm, 
while the cyan lignin at 512 nm. The orange compounded includes a carbonyl 
band at 1730 cm⁻¹, absent in the cyan lignin. The pure Raman signatures of 
both components feature typical lignin peaks at 1632 cm⁻¹ and 1601 cm⁻¹. 
Yellow Component: Identified as a lipid-rich component, has a pure 
fluorescence spectral signature similar to the found in the epidermis and 
vesicles, according to the individual MCR-ALS analysis. The SR-IR pure 
signature confirms its lipid-rich identity, with two strong peaks at the lipid region 
(2916 and 2848 cm⁻¹). However, vesicles were challenging to observe in 
distribution maps due to the poor spatial resolution. 

Benefits and drawbacks of image fusion 

As already commented, the analysis of the fused multiset enables the 
characterization of a higher number of components than the individual analyses 
due to the joint use of complementary spectroscopic information. As a 
consequence, the characterization of components becomes easier thanks to the 
extended pure multitechnique spectroscopic signature. For instance, 
fluorescence images, with unspecific spectroscopic features did not allow 
identifying the chemical nature of the lipidic vesicles detected. However, when 
the fusion is performed, the connected SR-IR spectra enables unequivocal 
characterization of lipids through characteristic bands in the infrared region. 
Another example is the lignin identification in Raman images. In this case, the 
distinct spectral signatures in fluorescence assist in separating lignin 
contributions in Raman spectroscopy, which were not apparent when analyzing 
Raman images alone. Conversely, the characteristic features in Raman for 
lignin confirm the identity of these components, a task more challenging with 
only fluorescence information. Additionally, the combination of diverse 
spectroscopic information provides resolved profiles with a lower rotational 
ambiguity. 
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However, there are two clear drawbacks when classical fusion of hyperspectral 
images is carried out. First, for several imaging techniques, there is a clear loss 
of spatial resolution when the pixel size is balanced. For instance, the pixel size 
of the fluorescence images is increased by a factor of 144, i.e., the spectral 
information of (12×12) =144 fluorescence pixels is summed up to obtain a 
single pixel with the same size as a SR-IR pixel. As a result, the spectral 
information of this larger pixel is much more mixed and the capability to 
differentiate components located very closely decreases dramatically. This is 
evident in the case of the two chlorophylls, which are distinguishable in the 
individual fluorescence analysis, but not after fusion because the spectral 
selectivity and spatial detail of the initial measurement is lost. The same issue 
occurs with lipidic/silica bodies; although the spectra are observed in the pure 
component, the spatial location is lost, and only the epidermis is clearly 
observable. The second drawback is the discard of non-common scanned 
areas during the analyses. This step is necessary if a complete multiset is to be 
constructed. Without it, there would be pixels lacking corresponding spectra 
from other techniques and the application of classical MCR-ALS multiset 
analysis would not be possible. The exclusion of non-common scanned areas 
provides only a partial vision of the system under study and may also cause a 
loss of valuable information for the analysis, such as pixels presenting high 
purity, which could be beneficial in the unmixing procedure. 

The possibility to work with all available information provided by the different 
imaging platforms in terms of sample area scanned and spatial detail is 
addressed in Publication VIII, where an adaptation of MCR-ALS is proposed to 
deal with incomplete multisets, with missing information. 
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3.4 Image fusion. Addressing differences in spectroscopic 

dimensionality. 

Image fusion often encounters differences in spatial resolution among the 
different spectroscopic platforms, as it was shown in the previous work of 
Publication VI, where a solution for this problem was proposed.  However, the 
image fusion challenge becomes even more complex when there are 
differences in the dimensionality of the spectroscopic data. Most imaging 
systems like Raman or infrared capture 3D images with a spectrum per pixel 
and the measurement follows a bilinear model. Instead, imaging platforms such 
as excitation-emission fluorescence imaging provide 4D images with a 2D 
spectral landscape per pixel and a trilinear model is required to define their 
signal behavior. The fusion of 3D and 4D images obeying different bilinear and 
trilinear models, respectively, is not trivial. 
 
This subsection introduces a dedicated variant of the MCR-ALS algorithm 
meant to address differences in spectral dimensionality in image fusion. In this 
variant, the trilinearity constraint can be optionally applied per block, providing 
hybrid bilinear-trilinear models that help to preserve the natural linear behavior 
of the fused techniques. The proposed solution has been tested on the fusion of 
real 3D Raman and 4D fluorescence images of cross sections of rice leaf 
samples. 
 
 
 
 
 
Publication VII. 3D and 4D image fusion: coping with differences in 
spectroscopic modes among hyperspectral images. 
Authors: A. Gómez-Sánchez, M. Marro, M. Marsal, S. Zacchetti, R. R. de 
Oliveira, P. Loza-Álvarez, A. de Juan. 
Citation reference: Analytical Chemistry (2020), 14:959139602 
DOI: 10.1021/acs.analchem.0c00780 
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ABSTRACT: Image fusion is often oriented to solve differences in spatial scale and orientation among different spectroscopic
platforms. However, an additional problem arises when the nature of the spectroscopic information differs in dimensionality as well.
Indeed, most imaging systems, e.g., Raman, IR, MS, etc., allow acquisition of 3D images, with a linear spectrum per pixel, but new
platforms have emerged, such as the recent excitation−emission fluorescence imaging platforms that provide 4D images, with a 2D
spectral landscape per pixel. A proper 3D/4D image fusion needs to take into account the difference in the dimension of the spectral
information and in the underlying models of both measurements (bilinear for 3D images and trilinear for 4D images). This work
solves this image fusion problem through a new dedicated variant of the multivariate curve resolution-alternating least squares
(MCR-ALS) algorithm for multiset analysis based on the incorporation of a hybrid bilinear/trilinear model that can handle the
image fused structure preserving the natural behavior of the 3D and 4D imaging techniques coupled. The example is illustrated on
the fusion of real 3D Raman and 4D fluorescence images recorded on cross sections of rice leaf samples.

H yperspectral images (HSIs) provide spatial and chemical
information on samples and have become essential to

solve many biological, industrial, and environmental problems.
Nowadays, imaging platforms can differ extremely in spatial
resolutions and can incorporate many spectroscopic and
spectrometric measurements.1,2 Image fusion then becomes
an excellent approach to achieve a comprehensive description
of the complexity of many chemical and biological systems.
Most image fusion works are oriented to solve spatial

differences among imaging platforms, i.e., differences in spatial
resolution and/or spatial orientation. Along this line, there are
interesting works that solve the problem of spatial coregistra-
tion,3 whereas other approaches are more oriented to handle
spatial-resolution differences among imaging platforms through
regression models between high- and low-spatial-resolution
images or using multiblock or adapted multiset method-
ologies.4,5

The image fusion proposed in this work tackles a different
aspect, the combination of image platforms having different
spectroscopic modes and underlying models. Thus, 3D images
are measurements defined as a data cube, where two
dimensions x- and y- are the pixel coordinates, and the third
dimension is spectral. This definition includes all platforms

providing a 1D (vector) spectrum per pixel, such as Raman, IR,
or MS imaging. Instead, a 4D image is defined as a hypercube
of four dimensions, where two dimensions x- and y- are the
pixel coordinates, and every pixel is associated with a 2D
spectroscopic measurement. This definition adapts to
excitation−emission (EEM) fluorescence platforms, where
every pixel is associated with a 2D EEM landscape. When
trying to fuse 3D and 4D images, the dimensionality of the two
data structures is an obvious problem to handle but not the
only one, since spectra in 3D and 4D images obey different
underlying models.
Thus, 3D images adequately preprocessed are in general well

approximated by the Lambert−Beer bilinear model (see Figure
1a). In this case, once the pixel spectra in a 3D cube are
unfolded into a data table D, each pixel spectrum can be
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defined as the concentration-weighted sum of the pure spectral
signatures of the constituents present in the image. Thus, the
full HSI can be expressed as a bilinear model, and every image
constituent can be expressed by a dyad of profiles (i.e.,
concentration profile and spectrum). Instead, 4D images obey
a trilinear model (see Figure 1b). In this case, once the pixel
spectra in the original 4D hypercube are unfolded into a data
cube D, where every pixel has an associated EEM slice, the full
HSI can be expressed by a trilinear model and every image
constituent by a tryad of profiles (i.e., concentration profile,
excitation spectrum, and emission spectrum).
Although HSIs have information on the spatial composition

of samples, chemical compounds often overlap on the same
area, and unmixing or multivariate resolution methods are
needed to extract the identity and spatial distribution of each
particular image constituent, i.e., to recover the underlying
model in Figures 1a,b from the raw image measurement. Most
unmixing algorithms are associated with the interpretation of
3D images. There are different linear and nonlinear unmixing
algorithms linked to the remote sensing area,6 but within the
chemometric field, multivariate resolution methods, such as
multivariate curve resolution-alternating least squares (MCR-
ALS), have been widely applied to hyperspectral image
analysis.7,8 Indeed, MCR-ALS allows the incorporation of
constraints linked to spatial characteristics of the image and is
well adapted to work with image multiset structures,8−10

formed by several 3D images coming from different samples
and/or from different imaging platforms. Unmixing 4D images,
where every pixel has a 2D spectroscopic measurement
associated, can be done with trilinear decomposition methods,
such as parallel factor analysis (PARAFAC),11 used since long
to handle EEM data associated with sets of samples. In this
respect, it is worth to mention that MCR-ALS, which allows
incorporating trilinearity as a constraint, would be equally
applicable. At this point, we can say that unmixing of 3D or 4D
images separately is a problem already solved.8,11

As mentioned above, fusing 3D and 4D images involves the
solution of two problems, the different dimensionalities of the
images and the difference in underlying spectroscopic models.
To do so, none of the algorithms previously described can be
straightforwardly applied. Going to the simplest scenario, i.e.,
that the pixel mode among 3D and 4D platforms was common,
the resulting data structure would need to address the

combination of pixels associated with 1D spectra and 2D
spectra.
Out of the field of application of image analysis, there are

very few approaches that can work with this kind of problem.
Acar et al. proposed a combined tensor and matrix
factorization (CTMF) algorithm that allows a separate
factorization of data structures involving data matrices (as a
3D image would give) and data cubes (as a 4D image would
be).12 In this algorithm, the factorizations of data matrices and
cubes are separate and obey their respective bilinear and
trilinear models, but there is a single error function related to
the reproduction of all data sets used and a constraint that
forces a common factor matrix (the concentration profiles) for
both factorizations. Such an approach has been used in other
application domains but requires a first diagnostic on which
components are common or specific to the different data sets
fused. Besides, the constraints used in the factor retrieval are
scarce compared with other unmixing algorithms, more
devoted to hyperspectral image analysis.
The approach proposed in this work supposes a step beyond

the current possibilities offered by image unmixing algorithms
and provides a new framework to solve the simultaneous
analysis of 2D and 3D arrays based on the use of a single
factorization on a fused 2D/3D data structure that can
preserve the natural underlying model of the parent arrays.
Such an approach is based on a modification of the MCR-ALS
algorithm and is presented in the context of image fusion but
has potential application for any 2D/3D array fusion where
one of the modes of the two arrays is common.
Going back to the image application, a clear option to cope

with the different data dimensionalities of 3D and 4D images
would imply unfolding even more of the 4D image by
vectorizing the 2D spectrum of a pixel, i.e., in an EEM context,
concatenating in the same row all emission spectra related to
the different excitation wavelengths. In this way, the originally
4D array would turn into a data table, where every row would
show the vectorized EEM spectrum of a pixel, which could be
connected with the table of a natural 3D image to form a
multiset. This multiset could be analyzed by the current
implementation of the MCR-ALS algorithm, which provides a
bilinear model (as shown in Figure 1a). This methodology
would circumvent the problem of defining common and
specific components for the data sets combined, since a single
factorization, valid for the full multiset structure, is used.

Figure 1. Underlying models of spectroscopic measurements. (a) Bilinear model (3D images) and (b) trilinear model (4D images).
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However, a bilinear model would be imposed to a measure-
ment (the 4D image), which is known to obey a trilinear
model.
Therefore, the novel solution proposed in this work to fuse

3D and 4D images involves the development of a new variant
of MCR-ALS that allows handling the multiset formed by 3D
and 4D images with a hybrid bilinear/trilinear model that
allows preserving the natural underlying model of the images
fused. To do so, a per block partial trilinearity constraint is
designed that enables applying the trilinear model only to the
spectral blocks linked to 4D images, whereas the rest of the
fused structure, linked to 3D images, keeps obeying the bilinear
model.
To show the development and application of this fusion

strategy, biological samples consisting of cross sections of rice
(Oriza sativa Japonica Nipponbare) leaves will be analyzed by
Raman imaging (3D image platform) and EEM fluorescence
imaging (4D image). A simulated example is also included to
clarify and validate the methodology used. The satisfactory
performance and the advantages of the use of MCR-ALS with
the hybrid bilinear/trilinear model as opposed to fusion based
on the use of the classical pure bilinear MCR model will be
described.

■ EXPERIMENTAL SECTION

Plant Growth and Sample Preparation. Plant growth of
Oryza sativa Japonica Nipponbare seeds was performed using a
procedure previously described in ref 13. Briefly, seeds were
obtained from the Center for Research in Agricultural
Genomics (CRAG) at the Autonomous University of
Barcelona and were germinated for 2 days at 30 °C in a wet
environment. After germination, seeds were transferred to
flowerpots of 3.5 cm diameter and watered three times per
week with 150 mL of Milli-Q water for 22 days under
controlled conditions of light, humidity, and temperature.
After harvest, small pieces of plant leaves were collected and

embedded in agarose (5% w/w). Straightaway, one micro-
section of 50 μm thickness was prepared using a vibratome in a
quartz slide with a drop of water, covered with a quartz
coverslip (20 μm) and sealed with nail polish, to avoid water
evaporation during the experiment. The final samples analyzed
were two cross sections of the main and the secondary vessels
of rice leaf samples.
3D Raman Images. Two Raman images of midrib and the

secondary vein of rice leaves were acquired using an inVia
confocal Raman microscope (Renishaw, Gloucestershire,
United Kingdom) with a 20× DRY objective. The midrib is
the central vein, which crosses the leaf longitudinally, while the
secondary veins are smaller and parallel to the midrib. The
samples were excited with a 532 nm green laser. The scattered
Raman signal was collected with a spectrometer (1200 g mm−1

grating, spectral resolution about 1.79 cm−1 in a range of λ =
270 to 2015 cm−1) and detected by the CCD camera (Andor
DU401 BV, Belfast, North Ireland). For both images, the laser
power was set at 10% of the 36 mW total power laser with an
integration time of 0.50 s. The pixel motion step in the x- and
y- directions was 2 μm, and the pixel size Raman images were
recorded in point scanning mode. Images were recorded with a
pixel size of 2 × 2 μm2. The Raman image of the midrib has a
field of view of 158 × 130 μm2, and the related data set will be
designated DR1. The Raman image of the secondary vein has a
field of view of 98 × 120 μm2, and the data set will be
designated DR2.

4D Fluorescence Images. EEM images from the rice leaf
cross sections were acquired using a Leica TCS SP8 STED 3×
microscope (Leica, Mannheim, Germany) with an HC PL
APO CS2 10×/0.40 DRY objective. The sample was excited
with a supercontinuum white light laser (WLL) in a range of
λexc = 470 to 526 nm with a 4 nm sampling interval. The
fluorescence spectra were collected using a detector HYD
SMD in a range of λem = 532.5 to 727.5 nm with 5.74 nm
sampling interval and a bandwidth of 5 nm, providing a
hyperspectral image with four dimensions: x and y as spatial
directions and λexc and λem as spectral directions (4D).
Fluorescence images were recorded by spectral scan mode.
Two images were collected; one of the midrib, giving a data

set designated DF1, and another of the secondary vein,
designated DF2. Each hyperspectral image has a field of view
of 182.63 × 182.63 μm2 and 188 × 188 nm2 of pixel size. To
be on the safe side and to avoid the effect of scattered light in
the analysis of fluorescence images, the images analyzed cover
the excitation range from 470 to 514 nm and the emission
range from 555 to 727.5 nm.

■ DATA ANALYSIS

Data Sets. The methodology proposed in this work will be
tested on a simulated data set and on the real images
previously described in the Experimental Section.
The simulated example consists of the Raman and EEM

fluorescence images of a sample. The different components are
detected (present) or not according to the spectroscopic
techniques used as described in Table 1.

The shape of the distribution maps used for the simulation
comes from the analysis of a similar image done by the authors
on another rice leaf sample. The shapes of the two pure Raman
spectra and the three excitation and emission spectra present a
considerable overlap (all these profiles can be seen in Figure S1
of the Supporting Information). 3D Raman and 4D
fluorescence images were reconstructed using a bilinear and
a trilinear model, respectively, based on the profiles described,
as shown in Figure 1. Once the images are obtained, some
noise is added, mimicking the usual noise level found in these
measurements. For more detail about the simulated images, see
the Supporting Information.

Image Preprocessing. Raman spectra of real images
showed a high-fluorescence baseline contribution due to the
natural fluorophores in leaf tissue. The fluorescence baseline
contribution was corrected by asymmetric least squares
(AsLs).14 Cosmic peaks, generated by cosmic rays hitting the
detector, produced spurious needle-type features, and were
corrected by interpolation of Raman intensities of nearest
channels. Finally, the range 915 to 1755 cm−1 was chosen for
the analysis, since it was the region containing useful Raman
information.
The original pixels in the fluorescence images were binned

to achieve the same pixel size as the Raman image. The
binning allowed the signal-to-noise ratio of the original
fluorescence spectra to be improved and facilitated the fusion

Table 1. Components in Simulated Raman and EEM Images

component Raman EEM

1 present present

2 present present

3 absent present
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with the Raman image. An example of raw and preprocessed
Raman and fluorescence spectra can be found in Figure S2 in
the Supporting Information.
Multivariate Curve Resolution-Alternating Least

Squares (MCR-ALS) for Hyperspectral Image Analysis.
MCR-ALS is a multivariate iterative resolution method meant
to solve the mixture analysis problem. MCR-ALS is used in
several fields and is especially suitable for hyperspectral image
analysis.2,8 For the resolution of 3D images, the original image
cube is unfolded into the data table shown in Figure 1a. Then,
MCR-ALS decomposes the original D matrix into the bilinear
model expressed by eq 1

D CS ET= + (1)

where D is the matrix containing all pixel spectra, and C and ST

are the matrices of meaningful concentration profiles and
spectral signatures of the image constituents, respectively. E is
the matrix of residual variation unexplained by the MCR
model. As can be seen in Figure 1a, concentration maps are
easily recovered, refolding each concentration profile into a 2D
map showing the original image spatial structure.
MCR-ALS involves the iterative alternating optimization of

C and ST matrices under constraints. Available constraints for
hyperspectral image analysis are non-negativity in C and/or
ST,8 adapted local rank constraints15 and spatial constraints.9,10

Constraints are optionally applied per mode (C and ST) and per
component, providing chemical meaning to the profiles
retrieved and reducing the ambiguity of the MCR solutions.7,8

The convergence criterion can be defined by a maximum
number of iterations or by a value related to the difference in
fit improvement between consecutive iterations, lack of fit
(LOF). The parameters used to estimate the quality of the
MCR model fit are the LOF and the explained, as expressed in
eq 2 and eq 3.
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where di,j is the ijth element of D, and ei,j is the residual
associated with the reproduction of di,j by the MCR model.

Image Fusion of 3D and 4D Images by MCR-ALS.
MCR-ALS can also be applied to multiset structures formed by
several images.8,16 Multisets follow the bilinear model and can
be built with several images obtained with different platforms,
as shown in eq 4, where Dij refers to image of sample i and
platform j.

Figure 2. (a) Multiset formed by a 3D Raman image and a 4D fluorescence image and related MCR model. (b) Implementation of partial
trilinearity in the emission spectra blocks.
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When connecting images monitored with the same technique,

the spectral range needs to be common among images. When

fusing different imaging techniques, the pixel mode has to be
common among images, and both requirements need to be
addressed in multisets responding to eq 4. Ensuring that the
pixel mode is common among images from different platforms
means that the pixel size needs to be the same (spatial binning
can solve this aspect) and that the area scanned and the spatial
orientation are also common. Matching the spatial orientation
of images can be carried out using a procedure based on
comparing binarized maps of the images to be fused proposed
by Piqueras et al.3

3D and 4D images with the same pixel size and spatially
matched can be organized into a multiset, where every pixel

Figure 3. MCR results on the simulated data set fusing a 3D Raman image and a 4D EEM fluorescence image from the same sample. Top plots:
excitation spectra (black line: simulated profiles; red dashed lines: MCR spectra). Second row plots: emission spectra (black line: simulated profile
shape; colored spectra from blue to red, MCR emission spectra from lowest to highest excitation wavelength). Third row plots: Raman spectra
(black line: simulated profiles; red dashed lines: MCR spectra). Bottom plots: MCR distribution maps.
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will be described by the 1D spectrum coming from the 3D

image and the vectorized 2D EEM spectral information from

the 4D image (see Figure 2a). For a single sample, the resulting

MCR-ALS model would consist of a common matrix of

concentration profiles and an augmented spectral matrix

(STaug) that would contain a composed spectral signature per

each image constituent, formed by the 1D pure spectrum and

the vectorized 2D EEM spectrum. Excitation spectra of each

component can be afterward retrieved by integrating the area

under the emission spectra per each of the excitation

wavelengths analyzed.

In order to preserve the natural underlying spectroscopic
model of 3D and 4D images, a modification of the MCR-ALS
algorithm is proposed that allows solving the multiset in Figure
2a using a hybrid bilinear/trilinear model. In order to deal
adequately with 3D/4D image multisets, we propose here for
the first time to extend the flexibility of application of the
trilinearity constraint per block. To do so, in every iteration of
the algorithm, only the profiles from the 2D EEM blocks in
STaug will be submitted to obey the trilinearity constraint,
whereas the spectral blocks related to 3D images will not be
subject to this condition (see Figure 2a). Note that this
constraint is used only on the EEM blocks of STaug, and it is

Figure 4. MCR results on the simulated data set fusing a 3D Raman image and a 4D EEM fluorescence image from the same sample. Top plots:
excitation spectra (black line: simulated profiles; red dashed lines: MCR spectra). Second row plots: emission spectra (black line: simulated
profiles; red dashed lines: MCR spectra) Third row plots: Raman spectra (black line: simulated profiles; red dashed lines: MCR spectra). Bottom
plots: MCR distribution maps.
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applied every time to a single row of these blocks, assigned to
the emission spectra of a single pure fluorophore at the
different excitation wavelengths. Doing it this way, it can be
clearly assumed that the emission spectra of that single
fluorophore should have the same shape in all excitation
wavelengths and that they will only vary in signal intensity.
Bearing in mind this assumption, the trilinearity constraint for
a single fluorophore (i) would be applied as shown in Figure
2b. Thus, in each MCR-ALS iteration and for the ith

component, the trilinearity constraint is applied following the
next steps.

(a) The ith row of the emission spectra blocks at the
different excitation wavelengths of the Saug

T matrix, sized
(1, λem × λexc) is refolded into a matrix sized Sf i (λem,
λexc), the columns of which contain all emission spectra
at the different excitation wavelengths of the ith

component.
(b) Sf i is decomposed by principal component analysis

(PCA) according to the equation Sf i = TPT, where T is
the score matrix, and PT is the loading matrix. Since the
emission spectra in Sf i belong to the same fluorophore
and should have the same shape, the first score in T (t1)
represents appropriately the common shape that all
emission spectra should have. The elements in the first
loading in PT (p1

T) account for the different signal
intensities that the emission spectra have, depending on
the excitation wavelength.

(c) The constrained emission spectra resubmitted to the
MCR optimization all have the same shape and are
obtained by multiplying the first score of Sf i (describing
the common shape for the emission spectra of the
fluorophore) by the loading related to the suitable
excitation wavelength (accounting for the signal
intensity linked to that excitation wavelength), i.e., to
reconstruct the emission spectrum related to the block
of the jth excitation wavelength, we would do t1p1j

T.

This simple and flexible way to implement trilinearity in
MCR-ALS adapts to select the application of this constraint per
block and also per component in a multiset structure.

■ RESULTS AND DISCUSSION

Simulated Example. The potential of the methodology
presented is first tested on the fusion of the simulated 3D
Raman and 4D fluorescence images belonging to the same
sample. A multiset, as the one shown in Figure 2a, is formed
and is designated as [DRSDFS], with DRS being the simulated
data matrix coming from the Raman image and DFS being the
simulated data matrix coming from the 4D image. Every row of
the multiset contains the Raman spectrum and the
concatenated emission spectra at the different excitation
wavelengths associated with a particular pixel. The MCR
model of this multiset is described as [DRSDFS] =
CS[SRS

TSFS
T], where CS contains the concentration profiles

of the three components of the sample, which can be refolded
into the related maps, and [SRS

TSFS
T] is the augmented pure

spectra matrix with SRS
T being the block containing the pure

Raman signatures and SFS
T being the block of the pure

concatenated emission spectra.
This multiset is analyzed by MCR-ALS in two different

ways: (a) using a pure bilinear model and equality and non-
negativity constraints in the pure spectra, matrix [SRS

TSFS
T],

and in the concentration profiles in CS and (b) using a hybrid

bilinear/trilinear model and equality and non-negativity in the
spectral and concentration direction and partial trilinearity in
the blocks related to emission spectra in SFS

T. In both MCR-
ALS analyses, the same initial spectral estimates obtained a
method based on SIMPLISMA were used.17

Figures 3 and 4 show the pure spectra and related maps
resolved by MCR-ALS in the analyses performed using a pure
bilinear model and a hybrid bilinear/trilinear model,
respectively. A first comment about the results obtained is
that both analyses give the same lack of fit, 14.49%, in
agreement with the amount of noise added in the simulation
(see Supporting Information).
Figure 3 shows that not all distribution maps are well

recovered; especially, the map of component 3 shows patterns
of the cell wall structure in the leaf that should be absent (see
Figures S1 and 4). The emission spectra of components 1 and
2 differ slightly in shape for the different excitation wave-
lengths, shifting their maxima with respect to the real spectrum
used in the simulation (in black). The shift may not be very
apparent visually, because the three simulated emission spectra
were very similar among them. However, the intensity of the
emission spectra at the different excitation wavelengths is not
correct, as it is clearly reflected by the incorrect recovery of the
shape of the related excitation spectra (especially for
component 2). The pure Raman spectra are recovered
reasonably well; although this is not surprising if we consider
that the original shapes of the spectra used in the simulation
are very similar to each other.
Figure 4 instead, where the partial trilinearity constraint is

applied, manages to perfectly recover the shapes of the
simulated distribution maps, excitation and emission spectra,
and Raman spectra, validating the proposed methodology and
showing that the use of a hybrid bilinear/trilinear model in
3D/4D image fusion makes a substantial difference in the
quality of the results compared with the mere use of a bilinear
model.
In the Supporting Information, Table S1 shows the

correlation coefficients between the simulated and recovered
MCR profiles to complement this information. As can be
appreciated, profile recovery in the hybrid bilinear/trilinear
resolution always has a correlation coefficient r > 0.998 for all
concentration and pure spectra profiles in the three
components, whereas the values of the correlation coefficient
for the pure bilinear model are clearly lower, with values that
can get until r < 0.85. For a better differentiation, if the angle
between simulated and recovered MCR profiles, defined as
³(deg) = a(cos(r)) is used, the hybrid bilinear/trilinear model
always present ³ values lower than 3.5° (0° would be the value
for r = 1) for all profiles, whereas the pure bilinear model
presents higher angles, sometimes reaching ³ values around
30°.

Real Images. Before performing the 3D/4D image fusion
of the real 3D Raman and 4D fluorescence images of rice
leaves cross sections, a preliminary analysis using MCR-ALS
was performed on the images of each technique separately to
have a first insight on the components present in the samples.
Thus, column-wise augmented fluorescence and Raman
multisets formed by the images of the two different samples
studied were analyzed separately by MCR-ALS. The number of
components used in each MCR analysis was first explored
using singular value decomposition, SVD. If SVD was not
giving conclusive results, a few models with variable numbers
of components were tested, and other criteria, such as the
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chemical meaningfulness of the maps and spectral signatures
resolved and a lack of fit in agreement with the noise level of
the data were taken into consideration for the final decision on
the size of the MCR model.show the pure spectra
A method based on SIMPLISMA was used to obtain the

initial spectral estimates in both multisets.17 The trilinearity
constraint was used in the fluorescence multiset to respect the
natural behavior of the EEM data. In addition, non-negativity
was applied in both multisets, since neither fluorescence nor
Raman spectra have negative values
Results are shown in Table 2. For both multisets, the lack of

fit and variance explained are satisfactory considering the noise

level of the initial spectra analyzed. Distribution maps and pure
spectral signatures derived from the fluorescence and the
Raman MCR-ALS multiset analysis are attached in Figures S3
and S4 of the Supporting Information, respectively.
Two components were detected in fluorescence images,

characterized as chlorophyll and lignin. In Raman images, three
components were detected: lignin, ´-carotene, and a non-
biological contribution due to an instrumental artifact. A brief
description of the spectral features and location of these
components in the rice leaf samples is provided to facilitate
interpretation of the output of the fused 3D/4D image
analyses.
Chlorophyll has a strong fluorescence emission around 675

nm18 but no associated Raman emission. It is located on
chloroplast in mesophyll cells, where the photosynthesis is
carried out. As it can be observed in Figure S3, the chlorophyll
fluorescence emission spectrum agrees with the literature, and
its distribution map coincides with the mesophyll cell location.
Another component was characterized as lignin. Lignin is

usually located in the vascular tissue of leaves.19 The resolved
fluorescence emission spectrum in Figure S3 agrees with the
literature showing a band with a maximum around 500−550
nm.20 The Raman lignin spectrum in Figure S4 presents two
characteristic strong Raman bands at 1600 and 1635 cm−1, In
our resolution, lignin is located in the outer part of the leaf and,
as reported in the literature, in the vascular system of the leaf.20

Another component was characterized as ´-carotene. ´-
carotene can be found at mesophyll cells, where chlorophyll is,
forming protein complexes in thylakoid membranes. The
resolved Raman spectrum shown in Figure S4 shows typical
Raman bands at 1004, 1155, 1186, and 1523 cm−1, which agree

with the literature.21 The fluorescence signal has not been
detected. The distribution map of ´-carotene seems to be
affected by photobleaching, but it is still possible to observe
that it is located in mesophyll cells.
Finally, a last component present in Raman is related to an

instrumental artifact, and it has a noisy sinusoidal behavior, see
Figure S3. This kind of component has been previously found
in Raman images performed on other samples with the same
instrument.22 As can be seen in Figure S5, the pattern in the
resolved component in Figure S4 matches the pattern found in
the raw Raman spectra before any baseline correction is
performed. Since this artifact is more present in spectra with a
high-fluorescence contribution, the related distribution maps
show higher intensity in the regions where carotene is present.

3D/4D Image Fusion. 3D/4D Image Fusion (Effect of the
Application of the Partial Trilinear Constraint). To perform
the 3D/4D image fusion, a multiset formed by the four images
coming from the Raman and fluorescence images from the
midrib and the secondary vein of the cross sections of rice
leaves was built. To concatenate the Raman and fluorescence
images, as in Figure 2a, fluorescence images were down-
sampled by binning (188 × 188 nm2 to 2 × 2 μm2 pixel size)
to obtain an identical pixel size to Raman images. Once the
same pixel size was achieved, fluorescence and Raman images
were cropped until having the same scanned area approx-
imately. Several ways to achieve good initial maps to align
images were proposed in Piqueras et al.3 In this case, binarized
distribution maps of lignin, based on maps provided by MCR-
ALS analysis on separate fluorescence and Raman multisets,
were used for the alignment of the images of each sample
analyzed. The choice was due to the clear morphological
structure of the lignin maps, more easily comparable among
techniques than the morphology of binarized global intensity
maps, often used for image alignment purposes.
The 3D(Raman)/4D(fluorescence) image multiset obtained

was analyzed by MCR-ALS and provided an augmented matrix
Caug, formed by the concentration profiles that will give the
distribution maps of the samples of the main and secondary
vein of rice leaves, and an augmented matrix Saug

T, formed by
the extended Raman and emission fluorescence signatures of
each component. This multiset, coded [DF1,DR1;DF2,DR2] was
analyzed by applying different initial estimates and constraints
according to Table 1. As initial estimates, two options were
tested: an initial estimate obtained by the use of a
SIMPLISMA-based method on the multiset and a second
kind of initial estimate based on the combination of pure
spectra resolved in the MCR-ALS analyses performed on each
imaging technique separately. The constraints used in different
combinations were non-negativity in the concentration and
spectral direction, equality constraints in the spectral direction
forcing null spectroscopic signal in components not detectable
by one of the spectroscopic techniques used, i.e., null signal for
chlorophyll in Raman spectra and null signal for ´-carotene in
fluorescence signatures, and trilinearity in the blocks related to
fluorescence emission spectra.Table 1 summarizes relevant
MCR results for all possible combinations of initial estimates
and constraints tested. In all cases, the number of resolved
components is the same, and the lack of fit is satisfactory and
very similar among analyses, which indicates that all constraints
tested are really obeyed by the multiset of interest.

3D/4D Image Fusion (Bilinear Model). Two multiset
analyses based on the use of a pure bilinear model were
tried, as shown in Table 1. Figure 5 shows the distribution

Table 2. Summary of Multiset Structures and MCR-ALS
Main Results

data set NCa initial estimates constraints
% lack
of fit

% expl.
variance

[DF1;DF2] 2 SIMPLISMA-
based

non-negativity,
trilinearity

8.10 99.34

[DR1;DR2] 3 SIMPLISMA-
based

non-negativity 11.13 98.76

[DR1DF1;
DR2DF2]

4 SIMPLISMA-
based

non-negativity 9.58 99.08

4 supervisedb non-negativity,
equality

9.70 99.06

4 SIMPLISMA-
based

non-negativity,
trilinearity

9.71 99.06

4 supervisedb non-negativity,
equality,
trilinearity

10.09 98.98

aNC: number of components. bSupervised describes combining pure
spectra from multiset analysis on individual imaging techniques.
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maps and related Raman, excitation, and emission spectra from
the MCR analysis with less prior assumptions (initial estimates
are done with a SIMPLISMA-based method) and the mildest
application of constraints (only non-negativity in the
concentration and spectral direction).
As positive outcomes of this resolution, we can mention that

the four components expected according to the analysis of the
multisets on each separate imaging technique were obtained.
Thus, distribution maps related to chlorophyll, carotene, lignin,
and the instrumental artifact seen by Raman show the
morphology already observed in the separate analysis of
these two imaging techniques (see Figures S3 and S4). The
spectral signatures for the Raman spectra of carotene, lignin,
and the instrumental artifact and the spectral excitation spectra
of the chlorophyll and lignin show correct shapes. Looking at
the relationship between connected Raman/fluorescence
signatures for the same component, consistent observations
with previous analyses can be found, such as the fact that the
fluorescence chlorophyll signature connects with noisy Raman
patterns, in agreement with the absence of signal for these
components in the Raman technique. Likewise, the carotene
signature and the artifact previously detected in Raman
connect with low and unpatterned fluorescence signatures, as

expected for nonfluorescent components or noise-related
contributions. The lignin component, common to Raman
and fluorescence images, shows the expected features in the
Raman and excitation spectrum.
However, the recovered emission spectra per each

component show clearly unacceptable features. The only
component well recovered is the chlorophyll, showing the
expected dominant band around 675 nm and, most
importantly, a consistent shape of emission spectra in all
excitation wavelengths analyzed, seen in the plot with the
resolved overlapped emission spectra at different excitation
wavelengths in Figure 5.
The emission spectra recovered for the lignin show a clear

variation in shape as a function of the excitation wavelength,
notably, a shift of the main emission band toward higher
wavelengths in the lignin. In fluorescence spectroscopy, the
emission spectrum shape of a pure component should be
invariant in all excitation wavelength ranges scanned. The
reason why this requirement is not obeyed by some
components is clearly associated with the ambiguity of the
MCR results obtained using a bilinear decomposition with
mild constraints, such as non-negativity.

Figure 5. MCR results obtained on the Raman/fluorescence image multiset using a bilinear model. Plots in columns indicated from left to right:
resolved excitation spectra, overlapped emission spectra for all excitation wavelengths, Raman spectra, maps from midrib and from secondary vein
of rice leaves.
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Additional improvements on this simplest analysis, based on
the initialization with better spectral estimates and the
inclusion of spectral equality constraints, as expressed on
Table 1 (see Figure S6) do not solve the problem of the
intracomponent shape variation in the resolved emission
spectra These analyses, performed using more information and
constraints, confirm the fact that MCR-ALS based on a bilinear
decomposition is insufficient to solve adequately the analysis of
multisets based on 3D/4D image fusion.
3D/4D Image Fusion (Hybrid Bilinear/Trilinear Model).

MCR-ALS was applied also to the same multiset using a hybrid
bilinear/trilinear model. It is important to note the extreme
flexibility of the trilinear constraint in this context, which takes
advantage of the new per block implementation and the existing
per component optional application. Thus, trilinearity is applied
to all blocks of fluorescence emission spectra, leaving the
Raman block outside of the constraint. And, within the
fluorescence blocks, trilinearity is applied to all components,
except to the fluorescence part related to the Raman artifact,
because a noise contribution is not expected to follow a
trilinear behavior.
Using this hybrid bilinear/trilinear model, two MCR-ALS

analyses were carried out varying initial estimates and
constraints. As shown in Table 1, the lack of fit and variance

explained in all MCR-ALS runs using a hybrid bilinear/trilinear
model are similar among them and to analogous MCR-ALS
analyses assuming a complete bilinear behavior. This similarity
in fit with previous bilinear decompositions confirms, from a
mathematical point of view, that the fluorescence part of the
data set behaves according to a trilinear model.23

Figure 6 shows the MCR results obtained when working in
the same conditions as in the analysis of Figure 5, i.e.,
SIMPLISMA-based initial estimates and non-negativity in the
concentration and spectral direction, but incorporating the
partial trilinearity constraint in the emission spectra blocks of
Saug

T. The expected four components are retrieved, with
similar distribution maps and spectral shapes in the Raman and
excitation spectra. Now, the main difference is that, since
partial trilinearity is applied, the correct single shape of the
emission spectrum per each component is retrieved, and the
unmixing task produces a better definition of all sample
components.
Figure S7 in the Supporting Information, obtained using

better estimates and incorporating additional equality con-
straints, does not imply substantial improvement in the results,
since the action of the trilinearity constraint drives the system
to the correct solution without the need of further information.

Figure 6.MCR results obtained on the Raman/fluorescence image multiset using a hybrid bilinear/trilinear model. Plots in columns indicated from
left to right: resolved excitation spectra, emission spectra, Raman spectra, map from midrib and from secondary vein of rice leaves.
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As a summary, the quality of the results obtained from this
hybrid bilinear/trilinear variant of MCR-ALS is significantly
better than the results recovered from multiset MCR-ALS
image analysis based on pure bilinear decomposition. The
modification of the MCR-ALS algorithm with the partial
trilinearity constraint is a very valid alternative to solve both
the differences in spectral dimensionality and in underlying
measurement models associated with the problem of 3D/4D
image fusion.

■ CONCLUSIONS

3D/4D image fusion is a recent challenge linked to the
emergence of new powerful 4D imaging platforms providing
2D spectroscopic landscapes per pixel. The difficulty in 3D/4D
image fusion lies both in the different dimensionalities of the
spectroscopic information among platforms and the different
specific underlying models required to explain the spectro-
scopic measurements, bilinear for 3D images and trilinear for
4D images.
Differences in spectroscopic dimensionality are easily solved

by forming a multiset that connects the 1D pixel spectra from
3D images with the spatially congruent vectorized version of
the related 2D spectral landscapes coming from 4D images. In
addition, the difference in spectroscopic measurement models
is addressed with the new block-wise optional implementation
of the trilinearity constraint within the MCR model.
The hybrid bilinear/trilinear model provided by this new

MCR-ALS variant has many benefits, namely (a) the
complementary spectral information of the different image
platforms is taken simultaneously into consideration in a
multiset analysis to provide a better description of image
constituents, (b) every hyperspectral image in the multiset is
modeled respecting the suitable spectroscopic underlying
model, bilinear for the 3D image and trilinear for the 4D
image, (c) the use of the trilinear constraint in the resolution
dramatically decreases the uncertainty linked to the resolved
concentration and spectral profiles, and (d) since the 3D and
4D images are in the same multiset structure, there is no need
to know which components may be common or specific to
each of the images, as other methods based on separate
factorizations of 3D and 4D images require.
This simple, yet powerful solution to the combination and

analysis of 3D/4D image measurements is a step forward in the
necessary image fusion tools demanded by the large variety of
spatial and spectroscopic properties emerging from the modern
hyperspectral image instrumentation. Although for simplicity,
this work has only focused on coping with the spectroscopic
differences among imaging platforms (1D spectroscopy vs 2D
spectroscopy), more sophisticated approaches combining this
solution with existing approaches to tackle differences in spatial
resolution, such as those in reference 5, can be envisioned.
To wrap up this work, it is necessary to comment that the

potential of the solution presented goes well beyond the field
of image analysis and could be successfully applied to deal with
any 2D/3D array fusion as long as one direction among arrays
was common, such as in simultaneous process monitoring,
where 1D and 2D spectroscopic sensors were used, environ-
mental data, where the same sampling sites could be
monitored with a set of physicochemical parameters (1D
measurement) and a 2D spectroscopic sensor, or in 3D/3D
array fusion if only the nonspectroscopic mode is common.
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Erratum 

 
3D and 4D Image Fusion: Coping with Differences in 
Spectroscopic Modes among Hyperspectral Images 
 

Adri愃Ān G漃Āmez-S愃Ānchez, M漃Ānica Marro, Maria Marsal, Pablo Loza-

Alvarez, and Anna de Juan. 

 

Please, note that Figure 5 and Figure 6 of the article have been duplicated. Figure 6 

should be replaced with the following one. 

 

 

Figure 6. MCR results obtained on the Raman/fluorescence image multiset using a hybrid 

bilinear/trilinear model. Plots in columns indicated from left to right: resolved excitation spectra, 

emission spectra, Raman spectra, map from midrib and from secondary vein of rice leaves. 
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Publication VII addresses the problem of fusing HSIs with different spectral 
dimensionality. For example, Raman images can be represented as a data 
cube with three dimensions 3D (ý, þ, �), while EEM images are described with a 
data array of four dimensions 4D (ý, þ, �ex, �em). The fusion of both kinds of 
images is not trivial, since they have different dimensions and the Raman image 
follows a bilinear model and the EEM image a trilinear model.  
 
Back to the section 2.4 about challenges in data fusion, Figure 18 showed a 
challenging data structure where a matrix (representing an unfolded 3D image) 
and a tensor (representing an unfolded 4D image) were connected. The 
proposal in this thesis goes in the direction of solving the 3D/4D image fusion 
problem by a dedicated variant of MCR-ALS multiset analysis that requires a 
single factorization model, does not require any prior information about the 
components in the images to be fused (merely the global number of 
components) and is able to accommodate the underlying bilinear and trilinear 
models of the images to be combined.    
 
To build a multiset structure merging the information of 3D and 4D images, both 
images need to be unfolded to form a data matrix. The 3D image is unfolded in 
the pixel direction, placing the Raman pixel spectra one on top of each other. 
The 4D image is first unfolded in the pixel direction to form a cube and, 
afterwards, further unfolded by vectorizing the 2D spectrum of every pixel as 
well until a data matrix is formed (Fig. 43A and B). The vectorization of a 2D 
Excitation-Emission Fluorescence landscape entails concatenating all emission 
spectra related to the different excitation wavelengths in the same row. This 
transforms the original 4D array into a data matrix, where each row represents 
the vectorized EEM spectrum of a pixel. Once the necessary image unfoldings 
have been carried out, the data matrices derived from the 3D and 4D images 
can be connected to create a row-wise augmented multiset (Fig. 43C). 
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Figure 43. A) Unfolding of a 3D Raman image into data matrix DR B) Unfolding of a 4D 
EEM fluorescence image into DF. C) Row-wise augmented multiset Daug formed by 
matrices DR and DF. 
 
Now, the multiset Daug could be analyzed by MCR-ALS assuming bilinearity for 
all the multiset. However, it is known that the Raman block of the multiset 
follows a bilinear model, while the emission fluorescence blocks follows a 
trilinear model. Although analyzing trilinear data using a bilinear model is a 
correct option [Chaumel et al., 2021], the uniqueness advantage of trilinear 
models is lost. Therefore, the ideal scenario would be preserving the natural 
model of each imaging measurement to increase the accuracy of the final 
solutions. 
 
To do so, a modification of the MCR-ALS algorithm is proposed to introduce a 
hybrid bilinear/trilinear model that can preserve the natural underlying 
spectroscopic model of the fused 3D and 4D images. The proposed approach 
involves a modification of the current implementation of the trilinearity constraint 
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to enable the optional application per block, achieving a partial trilinearity in the 
multiset model if required.  
 
In the Raman-EEM fusion, the trilinearity constraint applies only to the emission 
spectra blocks of matrix ST, while the spectral block associated with the Raman 
data are exempt from this requirement (Fig. 44). The implementation of the 
trilinearity constraint in the blocks selected follows the procedure described in 
Fig. 20B. The hybrid bilinear/trilinear model obtained ensures that the trilinear 
model is respected for the excitation-emission fluorescence data and, hence, 
the uniqueness for the retrieved profiles, while preserving the bilinear model for 
the Raman measurement.  
 

 
Figure 44. Multiset formed by a 3D Raman image and a 4D fluorescence image and 
related MCR model, with only emission blocks constrained to follow a trilinear behavior.  
 
The new partial trilinearity constraint has been tested for the study of cross-
sections of rice leaves measured by Raman imaging (3D) and EEM imaging 
(4D). Additionally, a simulated example is included to rigorously validate the 
proposed methodology in controlled conditions.  

Results of the simulated dataset 

The partial trilinearity constraint was tested in a simulated dataset consisting of 
the fusion of a 3D Raman and a 4D EEM image, where the Raman block 
follows a bilinear model and the emission fluorescence blocks follow a trilinear 
model. The simulated multiset contained three components, where one of them 
has no detectable signal in Raman. Both 3D and 4D simulated images were 
concatenated as in Fig. 43C. 

The multiset was analyzed by MCR-ALS in two different ways: a) using a 
bilinear model and b) using a hybrid bilinear/trilinear model through the 
application of the trilinearity constraint in the emission fluorescence blocks. Both 
analyses showed the same lack of fit, approximately 14.5%, consistent with the 
added noise in the simulation. Fig. 45 and 46 show the retrieved pure 
distribution maps and pure spectra for the pure bilinear model and the hybrid 
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bilinear-trilinear model, respectively. Table xxx shows the correlation 
coefficients between the simulated profiles and the retrieved profiles by MCR for 
both MCR analyses. 

 
Figure 45. MCR results on the simulated dataset fusing a 3D Raman image and a 4D EEM 
fluorescence image using a bilinear model. Top plots: pure excitation spectra (black line: 
simulated profiles; red dashed lines: MCR spectra). Second row plots: pure emission 
spectra (black line: simulated profile shape; colored spectra from blue to red, MCR 
emission spectra from lowest to highest excitation wavelength). Third row plots: Raman 
pure spectra (black line: simulated profiles; red dashed lines: MCR spectra). Bottom plots: 
MCR pure distribution maps. 
 
Figure 45 reveals that the pure emission spectra of components 1 and 2 exhibit 
slight differences in shape for different excitation wavelengths, which is 
unexpected for fluorescence measurements. These variations impact the 
recovery of excitation spectra, clearly erroneous for component 2 and with 
some deviations for the other components. These differences between 
simulated and recovered profiles can also be confirmed with the correlation 
coefficients presented in Table 1, which also point to discrepancies between the 
simulated and recovered distribution maps. 
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Instead, Figure 46 and Table 2 show that the use of the partial trilinearity 
constraint makes that all pure profiles recovered by MCR-ALS perfectly match 
the simulated ones. Table 2 clearly confirms that the hybrid model consistently 
provides high correlation coefficients, almost close to 1, while the coefficients 
for the bilinear model are notably lower. 
  
Table 2. Correlation coefficients between simulated and resolved MCR profiles. 

Model Components 
Concentration 

profile 

Raman 

spectrum 

Excitation 

spectrum 

Emission 

spectrum 

Bilinear 
1 0.994 0.997 0.996 0.997 
2 0.938 0.979 0.830 0.891 
3 0.984 - 1.000 1.000 

Hybrid 
bilinear/trilinear 

1 1.000 1.000 1.000 1.000 
2 0.998 1.000 1.000 1.000 
3 0.999 - 1.000 1.000 

 
The improvement of the results can be attributed to the use of the partial 
trilinear model that causes a drastic reduction, if not complete elimination, of 
rotational ambiguity. N. Omidikia (2022) posteriorly investigated and quantified 
the rotational ambiguity of a system under the influence of the partial trilinearity 
constraint. The study demonstrated that applying the partial trilinear constraint 
always helps significantly to reduce the rotational ambiguity of the pure resolved 
profiles by MCR-ALS. In fact, if all components are present in the bilinear and 
trilinear blocks, uniqueness is achieved, as it happens in the simulated data set 
of Fig. 46. This research also established rules to understand how shared 
components among blocks impact the reduction of rotational ambiguity. This 
study contributes to validate the proposed methodology, emphasizing the 
substantial improvement of results with the use of a hybrid bilinear/trilinear 
model in 3D/4D image fusion compared to a pure bilinear model. 
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Figure 46. MCR results on the simulated dataset fusing a 3D Raman image and a 4D EEM 
fluorescence image from the same sample using the hybrid bilinear-trilinear model. Top 
plots: excitation spectra (black line: simulated profiles; red dashed lines: MCR spectra). 
Second row plots: emission spectra (black line: simulated profiles; red dashed lines: MCR 
spectra) Third row plots: Raman spectra (black line: simulated profiles; red dashed lines: 
MCR spectra). Bottom plots: MCR distribution maps. 
 

Results of the analysis of real images of leaf cross sections 

Two regions (named midrib and secondary vein) of a rice leave cross-section 
were measured by Raman and excitation-emission fluorescence imaging. After 
appropriate preprocessing, the images were aligned following the protocol of 
Publication V and concatenated in a single multiset as in Fig. 43C. 

The analysis by MCR-ALS of the multiset was performed also using a bilinear 
model and a hybrid bilinear/trilinear model, with the trilinearity constraint 
employed in the blocks associated with the fluorescence signal. As in the 
simulated example, the results obtained by applying only a bilinear model 
(shown in Publication VI) showed inconsistencies such as modifications in the 
shape of emission spectra for the same component, which indicated that the 
solutions were not the expected ones. The inclusion of additional constraints 
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within the MCR bilinear framework did not provide a clear improvement of the 
results obtained.   
 
Figure 47 presents the MCR-ALS results obtained using a hybrid 
bilinear/trilinear model. Four components were needed to describe the system 
under study, three biological components and an additional contribution 
associated with a Raman artifact. The trilinear constraint was implemented on 
all fluorescence emission spectra blocks, excluding the Raman block. Within the 
fluorescence blocks, trilinearity was applied to all components, except to the 
fluorescence part related to a Raman artifact, where noise contribution is not 
expected to follow a trilinear behavior. This real system is a good example of 
the flexibility of the trilinear constraint, which is optionally applied per block and 
per component.  
 

 
Figure 47. MCR results obtained on the Raman/fluorescence image multiset using a hybrid 
bilinear-trilinear model. Plots in columns indicated from left to right: resolved excitation 
spectra, emission spectra, Raman spectra, map from midrib and from secondary vein of 
rice leaves. 

 
The MCR-ALS analysis successfully identified four components related to 
chlorophyll, carotene, lignin, and an instrumental artefact, already detected 
when Raman image analysis was carried out independently. The distribution 
maps locate the components as expected from a biological point of view, i.e., 
chlorophyll in the mesophyll cells, as well as carotenes and lignin consistently in 
vascular tissues. The spectroscopic features of the resolved spectra also agree 
with the identity of the biological compounds modelled [Zhang et al., 2017; 
Tschirner et al., 2009; Donaldson, 2020] (for more detail in the biological 
description of the components, see the original publication). 
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To conclude, the hybrid bilinear/trilinear models obtained through the new 
implementation of the partial trilinearity constraint offer a very good solution to 
address differences in spectral dimensionality and underlying measurement 
models for the 3D/4D image fusion problem. This approach preserves the 
appropriate underlying model for each image platform, reduces the rotational 
ambiguity in the resolved profiles and eliminates the need to identify common 
components between 3D and 4D images. The application of this approach can 
be extended to various applications fields beyond image analysis, such as 
multitechnique process monitoring where 2D EEM landscapes and other 1D 
spectroscopic techniques (circular dichroism, UV-Vis, mass spectroscopy…) 
need to be combined. 
 
Connecting the present publication with earlier chapters of this thesis, the 
improvements made to the trilinearity constraint to handle missing data 
presented in Publications I and II could be equally applicable in this 
framework. Note that, in the present publication, the excitation-emission 
measurements were complete excitation-emission landscapes, but the 
incorporation of the partial trilinearity constraint presented in this work is 
perfectly compatible for EEM data with missing values. If that was the case, the 
only change would be that the trilinearity constraint would be applied to the 
selected blocks with missing values applying the implementation presented in 
Publication II. 
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3.5 Fusion of images showing differences in scanned area and 

spatial resolution  

The spatial characteristics of images may differ very often in scanned area and 
spatial resolution. As described in section 3.3, classical image fusion in these 
instances requires identical spatial properties for all the images to be merged, 
i.e., working at the lowest spatial resolution and analyzing only the common 
scanned area. The challenge in this context is improving image fusion by using 
all the available information provided by the different platforms. As discussed in 
section 3.4, variations among scanned areas or differences in spatial resolution 
among platforms can result in incomplete multisets, characterized by the 
presence of missing blocks of information. This kind of structure challenges 
both unmixing methodologies, such as MCR, and exploratory methods, such as 
PCA, since the classical algorithms for these methods cannot handle missing 
data and there is room for improvement in the methodologies that have been 
designed for this purpose. Therefore, the two last publications of this thesis are 
focused on providing modifications of MCR-ALS and PCA for a more efficient 
analysis of incomplete multisets. 

Publication VIII proposes a modification of MCR-ALS to analyze incomplete 
multisets by doing a single factorization and without the need of data 
imputation. The approach is versatile and can adapt to any pattern of missing 
entries. It can be used for any data fusion application involving blocks of 
information obtained in non-equivalent experimental conditions.  

Publication IX proposes a novel algorithm, called Orthogonalized Alternating 
Least Squares (O-ALS), to perform PCA in data sets with missing blocks of 
information. O-ALS is an iterative ALS method that estimates the scores and 
loadings subject to the Gram-Schmidt orthogonalization constraint. It works 
using a single factorization and does not require any data imputation step. O-
ALS is compared with PCA approaches designed to tackle the missing value 
problem. 

 

 
Publication VIII. Dealing with missing data blocks in Multivariate Curve 

Resolution. Towards a general framework based on a single factorization 

model. 
Authors: A. Gómez-Sánchez, C. Ruckebusch, R. Tauler, A. de Juan. 
Trends in Analytical Chemistry (2024) (submitted). 
 
Publication IX. Solving the missing value problem in PCA by 

Orthogonalized-Alternating Least Squares (O-ALS) 
Authors: A. Gómez-Sánchez, R. Vitale, C. Ruckebusch, A. de Juan. 
Chemometrics and Intelligent Laboratory Systems (2024) (submitted).
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Abstract 

Dealing with missing data poses a challenge in Principal Component Analysis (PCA) 
since the most common algorithms are not designed to handle them. Several approaches 
have been proposed to solve the missing value problem in PCA, such as Imputation based 
on SVD (I-SVD), where missing entries are filled by imputation and updated in every 
iteration until convergence of the PCA model, and the adaptation of the Nonlinear 
Iterative Partial Least Squares (NIPALS) algorithm, able to work skipping the missing 
entries during the least-squares estimation of scores and loadings. However, some 
limitations have been reported for both approaches. On the one hand, convergence of the 
I-SVD algorithm can be very slow for datasets with a high percentage of missing data. 
On the other hand, the orthogonality properties among scores and loadings might be lost 
when using NIPALS.  

To solve these issues and perform PCA of datasets with missing values without the need 
of imputation steps, a novel algorithm called Orthogonalized-Alternating Least Squares 
(O-ALS) is proposed. The O-ALS algorithm is an alternating least-squares algorithm that 
estimates the scores and loadings subject to the Gram-Schmidt orthogonalization 
constraint. The way to estimate scores and loadings is adapted to work only with the 
available information.  

In this study, the performance of O-ALS is tested and compared with NIPALS and I-SVD 
in simulated data sets and in a real case study. The results show that O-ALS is a very 
accurate and fast algorithm to analyze data with any percentage and distribution pattern 
of missing entries, being able to provide correct scores and loadings in cases where I-
SVD and NIPALS do not perform satisfactorily. 

Keywords: Principal Component Analysis (PCA), missing values, NIPALS, Imputation, 
SVD, Orthogonalized Alternating Least Squares (O-ALS). 
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  Principal Component Analysis (PCA) [1-3] is one the most fundamental tools in 
chemometrics for data compression and visualization of complex data sets. It is widely 
employed as an exploratory tool for all kinds of data, such as hyperspectral imaging, [4,5], 
quality control [6], complex mixtures [7], as a basic tool for classification methods [8] or 
in PAT technologies [9,10], and for an endless number of different scenarios.  

PCA is a bilinear factorization method that decomposes the data into the so-called 
principal components, obtained using orthogonality and normalization constraints (Eq. 
1). The non-random variance of the initial data set can be described using a limited 
number of principal components, N, which allows for an easy visualization of the 
information. Each principal component is represented by a score and a loading vector, 
linked to the representation of samples (or row information) and variables (or column 
information) in the data matrix.  

The PCA model is defined as in Eq. 1: 

 ÿ = ��T + Ā 
Eq. 1 

subject to: {�T� = �, �ÿĀ = ÿ ��� ÿ b Ā�T� = �                                      
 

where ÿ is the data matrix sized � × �, � is the scores matrix sized � × �, � is the 
loadings matrix sized � × �, and E is the residual matrix sized � × �. �, � and � stand 
for the number of rows and columns of the initial data set and the number of relevant 
principal components, respectively. � is a diagonal matrix, sized � × �, containing the 
eigenvalues in its diagonal, while � is the identity matrix sized  � × �. The PCA solution 
is unique up to sign and permutation ambiguity when principal components have non-
equal eigenvalues [11]. 

Data sets often have missing values due to measurement errors, incomplete data collection 
or because of the nature of the measurement [12-14]. The presence of missing values 
represents a significant challenge when applying PCA, since standard approaches, such 
as Singular Value Decomposition (SVD), cannot be straightforwardly applied.   

The different patterns that missing values can adopt within a data sets can affect 
differently and significantly the performance of the algorithms used (Fig. 1) [15]. Thus, 
randomly distributed missing values (Fig. 1A) do not tend to affect much the analysis 
because the estimation of missing entries is, in this case, quite easy. Instead, systematic 
patterns of missing values (Fig. 1B), e.g., those found in excitation-emission matrices 
where no signal is recorded below the excitation wavelength range and scattering 
contributions have to be suppressed, provide a much more challenging scenario. Within 
the non-random patterns of missing entries, the missing block pattern is specifically 
associated with data fusion scenarios [16]. For instance, this pattern happens when blocks 
of several experiments monitored with different techniques are concatenated into a single 
structure (multiset) and the data coming from a particular technique may be missing for 
a specific experiment (Fig. 1C).  
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Figure 1. Usual patterns of missing data found in data sets. In white, available entries. In gray, missing 
entries. A) Random distribution of missing values. B) Systematic pattern of missing values. C) Missing 
block pattern, where two experiments were conducted using Technique 1 and Technique 2, but the block 
of data corresponding to Experiment 2 measured with Technique 2 is missing. 

Depending on the percentage and pattern of missing values, different strategies may be 
adopted. For instance, if the pattern of missing data is randomly distributed (Fig. 1A) and 
the data presents a soft continuity across the variables, such as in spectroscopic data, an 
interpolation based on the nearest neighbour entries can be a simple and reliable solution 
to replace the missing observations [17]. However, when missing values show a 
systematic pattern, interpolation is not an option due to the absence of neighboring 
available entries, while the extrapolation can be very risky and not recommended. This 
problem is even more dramatic in the case of missing data blocks in data fusion (Fig. 1C). 
In this scenario, there are some regions of the data set with full concatenated blocks of 
information, e.g., when measurements with different techniques were acquired in 
identical conditions, and some others where a block of information does not have an 
equivalence and is connected with a block of missing entries, providing the so-called 
incomplete multisets.  

To perform PCA on an incomplete multiset, two main strategies can be adopted, either 
estimating the missing entries and work with traditional PCA algorithms, such as the 
Imputation based on SVD (I-SVD) does [15,18], or adapting existing algorithms to work 
only with the available information, such as Nonlinear Estimation by Iterative Partial 
Least Squares (NIPALS) could do [19]. 

 I-SVD relies on applying the SVD algorithm after imputing the missing values with 
estimates. With I-SVD, estimates are subsequently updated using the prediction of the 
SVD model, and a new SVD is conducted, until convergence. While I-SVD yields 
accurate orthogonal scores and loadings, the computational cost associated with the 
method is exceptionally high and convergence is not achieved in a reasonable time for 
challenging patterns of missing data. 

NIPALS is a widely used method for the sequential extraction of principal components 
in multivariate data analysis. The technique is based on a one-by-one extraction of 
principal components through an alternating least squares (ALS) approach. Although the 
mathematical operations of NIPALS are easily adapted to handle missing values, it has 
been reported that the algorithm fails to provide orthogonal decompositions [18], and it 
only works properly when the (pseudo)rank of the data is 1, as might have pointed out by 
Anderson Christoffersson [20]. For higher ranks, the extraction one-by-one of the 
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  subsequent components is not adequate as it results in non-orthogonal scores and loadings 
among the extracted components.  

To overcome the limitations of the previous approaches, this work proposes a novel 
algorithm called Orthogonalized-Alternating Least Squares (O-ALS). O-ALS is adapted 
to work with missing entries, preserves orthogonality among components and achieves 
accurate results with a low computational cost. This algorithm operates iteratively 
performing adapted least-squares row-by-row and column-by-column calculations of the 
scores and loadings of all components, respectively. In every iteration, the full matrices 
of scores and loadings are subject to the Gram-Schmidt orthogonalization [21, 22] to 
ensure orthogonality among the estimated profiles. The proposed O-ALS algorithm offers 
a promising solution for handling missing values in PCA and provides accurate results in 
few seconds.  

In the remainder of this paper, the modus operandi of I-SVD, NIPALS and O-ALS for 
the analysis of data sets with missing information is first described and their benefits and 
limitations assessed from a theoretical perspective. Afterwards, the performance of these 
algorithms is evaluated on simulated and real hyperspectral imaging data fusion 
examples, where missing block patterns are often encountered. 

 

2. Algorithm description 

In this section, the calculation of PCA models in the presence of missing values with I-
SVD, NIPALS and O-ALS algorithms is described in detail. All of them were in-house 
encoded in MATLAB and are available on request. 

Imputation based on SVD (I-SVD) 

Let us consider ÿ a full data set and ÿ� a derived data set with missing entries. To obtain 
the PCA model of the matrix ÿ�, I-SVD works by estimating the missing entries of the 
data set [15,19]. The approach tries to impute values so that the original data space of the 
full data set ÿ is preserved. The steps to apply SVD are as follows: 

Step 1) Initial imputation of missing values in the data matrix ��. This can be done by 
replacing missing entries with random values or by the mean of the observed values. 

Step 2) SVD of the imputed data matrix.  

Step 3) Update of the missing entries with the new predicted values from the SVD model 

calculated in step 2. This is done reconstructing the full data ÿ̂ using a specified number 
of components equal to the rank of the data set. The missing entries on ÿ� are replaced 
by the predicted values of  ÿ̂. Convergence is typically determined by a small change in 
the SVD components or by a predefined number of iterations. 

This algorithm typically converges to the correct data space of ÿ since the imputed entries 
must maintain the structure of the data space of the available data in ÿ�. In other words, 
the final imputed values are estimated so that they represent the original space of  ÿ. The 
only assumption for I-SVD to work is that the rank chosen for the SVD reproduction of 
the data is correct. 
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  Non-Iterative Partial Least Squares (NIPALS)  

NIPALS is a well-known iterative algorithm that can be used to estimate sequentially the 
principal components of a given dataset ÿ [19]. The steps of the algorithm are as follows: 

Step 1) Find an initial guess for the loading vector � (� × 1) of the first principal 

component. This estimate can be a random vector, the column mean of the available data 
or the most intense column of the data set D. This initial estimate is used to start Step 2. 
Note that the score vector � (� × 1)  can be also taken as initial estimate. If this is the 
case, the steps 2A and 2B will be swapped 

Step 2) Iterative ALS optimization of the score and the loading vector. 

2A) Given ÿ and �T, calculate the score vector by least squares. 

 � = ÿ(�T)+ Eq. 2 
 

2B) Given ÿ and �, calculate the loading vector. 

 �T = �+ÿ Eq. 3 
 

Where <+= indicates the pseudoinverse matrix. Steps 2A and 2B are repeated until 
convergence is reached, usually defined by a small change in the residual matrix Ā or by 
a maximum number of iterations. When the convergence is achieved, � and �T are 
retrieved. 

Step 3) Deflation of the initial data matrix D. The data set is deflated by removing the 
variance explained by the first component (Eq. 4).  

 ÿ��� = ÿ 2 ��� Eq. 4 

The deflation process ensures that the variance of the next principal component will be 
orthogonal to the previous one, since the variation described by the first component has 
been removed from the data. If more components need to be calculated, once the data is 
deflated, steps 2 and 3 are repeated replacing D by ÿ��� in Eq. 2 and 3.  

One of the claimed benefits of NIPALS is that it can handle missing values by skipping 
them during the ALS procedure, as represented in Fig. 2. To deal with the missing entries, 
the least squares calculations of steps 2A and 2B are done now row-by-row (Eq. 5) and 
column-by-column (Eq. 6), adapting the least-squares calculations to the available 
information in ÿ�. 

Step 2A) �(ÿ, Ā) = ��(ÿ, : )(�T)+ Eq. 5 
  

Step 2B) �T(Ā, Ā) = �+��(: , Ā) Eq. 6 
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Where ÿ and Ā go from 1 to � and 1 to �, respectively. Then, when missing values are 
encountered in the vector ��(ÿ, : ) of Eq. 5, the calculation of �(ÿ, Ā) is done using only 
the available entries in ��(ÿ, : ) (Fig. 2A) and the analogous values of �T, which share 
position with the available entries in ��(ÿ, : ). Such an operation is done to obtain all the 
elements of t, using every time the available entries in row ��(ÿ, : ) and the analogous 
information in �T. As can be inferred from the calculation, every row can have a 
completely different number and position of available entries; therefore, the algorithm 
adapts to any pattern of missing information. Analogously, the same approach is done in 
Eq. 6 (Fig. 2B) to calculate every element of pT, using only the available entries in the 
column ��(: , Ā) and the related information in t. Although this simple and elegant 
approach allows NIPALS to adapt the least-squares calculations for missing data, it will 
be shown that there are consequences in the orthogonality of the components estimated. 

 

Figure 2. A) Row-by-row calculation of the score profile by the NIPALS algorithm. Given a loading �T 
and given a row ��(ÿ, : ) (both in orange), the corresponding score value �(ÿ, 1) is calculated (blue). If 
missing values are encountered, the loading is adapted to match the corresponding available entries in ��(ÿ, : ). B) Column-by-column calculation of the loading profile by the NIPALS algorithm. Given a score � and given a column ��(: , Ā) (both in orange), the corresponding score value �T(1, Ā) is calculated (blue). 
Similarly, if missing values are encountered, the score is adapted to match the corresponding available 
entries in ��(: , Ā). The calculation is performed for all ÿ and Ā which go from 1 to � and 1 to �, respectively. 

 

Orthogonalized-Alternating Least Squares (O-ALS) 

The new algorithm Orthogonalized-Alternating Least Squares (O-ALS) is designed to 
work only with the available information to estimate the PCA model. In contrast to the 
NIPALS approach, this algorithm stands out for its ability to keep the orthogonality of 
the scores and loading profiles during the alternating least squares calculation. 
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  Summarizing, O-ALS is an iterative alternating least squares bilinear factorization that 
operates applying a Grand-Schmidt orthogonalization constraint. A key difference with 
the NIPALS algorithm is that all N components required to describe the variance of the 
data according to the desired rank are estimated simultaneously. The O-ALS steps are 
described below: 

Step 1) Generation of an initial estimate for the loadings matrix �� (� × �). This can be 
done with random numbers. Note that the score matrix � (� × �) can also be taken as 
initial estimates. Then, the steps 2A and 2B will be swapped. 

Step 2) Iterative ALS optimization of the scores and loadings under the Gram-Schmidt 

orthogonalization constraint. This includes steps 2A and 2B, visualized in Fig. 3 and 
described below. 

Step 2A) Row-by-row LS estimation of the scores matrix T (Fig. 3A). For each 
data row, the corresponding row of the scores vector is calculated using a least 
squares optimization process. The calculation of �(ÿ, : ) is performed by using only 
the available entries in ��(ÿ, : ) and the analogous values of �T that share position 
with the available entries in ��(ÿ, : ) (Eq. 7). �(ÿ, : ) = ��(ÿ, : )(�T)+ Eq. 7  

 

where ÿ goes from 1 to �. Once the calculation in Eq. 7 is finished, the Gram-
Schmidt orthogonalization constraint is applied to � to preserve the orthogonality 
among the score profiles.  

Step 2B) Column-by-column LS estimation of the loadings matrix, PT (Fig. 3B). 
Every column of the loading matrix is estimated using only the available entries 
in ��(: , Ā) and the analogous values of T that share position with the available 
entries in ��(: , Ā)  (Eq. 8). �T(: , Ā) = �+��(: , Ā) Eq. 8 

 

where Ā goes from 1 to �. Similarly, the Gram-Schmidt orthogonalization 
constraint is applied to the matrix �T to maintain orthogonality among the 
loadings, which are individually normalized using the Euclidean norm. 

Steps 2A and 2B are iteratively repeated until convergence is achieved. Convergence is 
typically defined by a small change in the principal component estimates or by a 
predetermined maximum number of iterations. Upon achieving convergence, the final 
scores matrix � and loading matrix �T, formed each of them by orthogonal profiles, are 
obtained.  
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Figure 3. A) Row-by-row calculation of scores by O-ALS for a three-component system. Given the loadings �T and a row ��(ÿ, : ) (both in orange), the corresponding score values �(ÿ, : ) are calculated (blue). If 
missing values are encountered, the loadings are adapted to match the corresponding available entries in ��(ÿ, : ). B) Column-by-column calculation of loadings by O-ALS for a three-component system. Given 
the scores � and a column ��(: , Ā) (both in orange), the corresponding score values �T(: , Ā) are calculated 
(blue). Similarly, if missing values are encountered, the score is adapted to match the corresponding 
available entries in ��(: , Ā). The calculation is performed for all ÿ and Ā which go from 1 to � and 1 to �, 
respectively. 

3. Datasets 

This section includes the details of the simulated and real examples of incomplete 
multisets with missing blocks as shown in Fig. 1C. Since hyperspectral image fusion is a 
field where incomplete multisets are easily encountered, the simulations have been 
performed mimicking the fusion of a NIR and a Raman hyperspectral image, considering 
various noise levels and missing data patterns. Additionally, a real example of NIR and 
Raman image fusion is studied.  

To set the scene, a HSI consists of large number of spectra associated with a grid of points 
(pixels) spanning a scanned sample surface (Fig. 4A). A HSI can be represented as a data 
cube, with two spatial dimensions, sized ý and þ, that represent the pixel coordinates, and 
a third spectral dimension, sized �. To analyze an HSI, the image cube is generally 
unfolded in the pixel direction by stacking each spectrum one under the other one to form 
a data matrix (Fig. 4B). When two or more HSI need to be analyzed simultaneously (data 
fusion), a multiset is built by concatenating the spectra related to the same pixel for each 
HSI (blocks D2 and D3 in Fig. 4C) [16]. The multiset formed integrates spectral 
information from all the individual HSIs, facilitating joint analysis and exploration of the 
combined data. Classical image fusion leading to a complete multiset, as in Fig. 4C, 
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  requires that the image datasets to be combined cover the same scanned area and have the 
same pixel size, thus discarding the non-common measured areas and lowering the spatial 
resolution of some the employed techniques to equal the pixel size among platforms. 
When pixels of one image without equivalent information in another platform are to be 
kept, an incomplete multiset must be built by concatenating these pixels (block D1) with 
a missing block of information (Fig. 4D). 

 

Figure 4. Simulated case of image fusion A) Picture of the simulated scanned sample. The red square 
corresponds to the area scanned by NIR. The pink square corresponds to the area scanned by Raman. In 
dashed blue line, the common scanned area by both Raman and NIR techniques. Both HSI have the same 
pixel size. B) The NIR and Raman spectra corresponding to the same scanned area, ÿ2 and ÿ3 respectively, 
are fused in a single complete multiset (C). Finally, the incomplete multiset is built by concatenating the 
multiset [ÿ2, ÿ3] and ÿ1 (representing the sample area scanned only by NIR). The missing block (in gray) 
is filled with Not-a-Number (NaN) and corresponds to the non-scanned area by Raman. 

Simulated datasets 

The simulated incomplete multisets represent a fusion of an NIR and a Raman image 
following the scheme of Fig. 4. The images contain three different components and cover 
a total scanned area of 50×50 pixels. The pure Raman spectra span the spectral range 
from 700 to 1600 cm-1 and include 600 spectral channels. On the other hand, the NIR 
spectra cover the wavelength range from 935 to 1720 nm, with a total of 60 spectral 
channels. The pure components employed to generate the simulated data are shown in 
Fig. 5A. Two different levels of Poisson noise were proposed (noise-free and 7% of the 
total signal) to study the algorithms in noise-free conditions and mimicking the 
uncertainty present in real photon-counting techniques. For each noise level, two distinct 
missing data patterns were considered: a) randomly distributed missing values with 
varying proportions of missing entries (0%, 5%, 30%, and 80%) and b) missing block 
pattern, where an entire block of missing data is introduced mimicking a scenario where 
the Raman measurement was covering only part of the sample area. Similar to the 
randomly distributed case, missing blocks were introduced at proportions of 0%, 5%, 
30%, and 80% of the total entries of the data set. 

 Real dataset 

A real sample was measured by NIR and Raman imaging. This example is a controlled 
sample formed by a drawing done with three commercial blue pens, Uniball Signo (US), 
Bic Velocity Gel (BV) and Pilot V Ball Grip (PVG) on a conventional paper surface (Fig. 
5B) [23]. This case is similar to that in Fig. 4, where all the surface was scanned by NIR 
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imaging, but only a small part of it by Raman imaging. This generates an incomplete 
multiset with 70% of missing values. For this system, a 4-component PCA model is 
expected to properly describe the signals of the three inks and the paper. 

The NIR hyperspectral image was acquired by a pushbroom NIR camera (Specim FX17 
by Spectral Imaging Ltd., Oulu, Finland) and it was formed by 224 spectral channels 
covering the 935–1720 nm spectral range and 246 × 225 pixels with a pixel size 
approximately of 106× 106 µm2. A Savitzky-Golay first derivative was applied (second 
order, 15 window points) to remove the spectral baseline. 

The Raman hyperspectral image was collected using an INVIA RAMAN Microscope 
spectrometer (RENISHAW, Gloucestershire, UK). The studied spectral range goes from 
270 to 2015 cm−1, with a spectral resolution of 1.55–1.95 cm-1 depending on the Raman 
shift scanned. Pixel size was approximately 26.5 × 26.5 μm2. A Savitzky-Golay first 
derivative was applied in the spectra direction (second order, 15 window points) to 
remove spectra baselines. Raman pixels were binned to achieve the same pixel size as in 
the NIR image. 

Following the scheme of Fig. 4, both images were fused in a single incomplete multiset.  

 

Figure 5. A) Pure distribution maps and pure spectral profiles of the components used to simulate the image 
fusion case. The area enclosed by the pink rectangle corresponds to the common scanned area by NIR and 
Raman images, while the red area corresponds to the area scanned only by NIR. B) Picture of the real 
scanned sample. The yellow, blue and green arrows correspond to BV, PVG and US inks, respectively. The 
red square corresponds to the area scanned by NIR. The pink square corresponds to the area scanned by 
Raman. In dashed blue line is the common scanned area among techniques. The image fusion was 
performed similarly to Fig. 4.  

4. Results 

The simulated data sets were used to compare and understand the differences between the 
NIPALS, I-SVD and O-ALS algorithms. The performance of the algorithms was tested 
by comparing the scores and loadings profiles retrieved on the data set with missing 
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  values with those obtained in the full dataset. Besides, the variance explained by the PCA 
model with a number of components equal to the rank of the simulated data is provided. 

Results of simulated datasets 

The simulated datasets cover the relevant scenarios where the performance of the 
NIPALS, I-SVD and O-ALS algorithms can be properly tested, i.e., different noise levels 
(noise- free or 7% of noise respect to the total signal), different patterns of missing data 
(random entries or missing block entries) and several percentages of missing data (5, 30 
and 80%). Since all algorithms require an iterative optimization, the convergence 
criterion based on differences in error among consecutive iterations was set to 10-11% 
(close to the machine limit precision) to avoid prematurely stopping the calculations. In 
most analyses, initial estimates were chosen as random values. Results are summarized 
in Table 1 and 2. 

Table 1. Correlation coefficients among recovered and true scores and loadings (from the complete matrix) 
for the random missing pattern case. Explained variance with a model of 3 components (rank of the 
simulated data). 

   Noise-free Noise 7% 

Missing 

pattern 
Algorithm Component 

Percentage of missing data Percentage of missing data 
5% 30% 80% 5% 30% 80% 

Random 

NIPALS 

1 
Score 1.0000 0.9999 0.9998 1.0000 0.9998 0.9996 

Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

2 
Score 1.0000 0.9998 0.9993 0.9999 0.9980 0.9966 

Loading 1.0000 1.0000 0.9999 1.0000 0.9999 0.9997 

3 
Score 1.0000 1.0000 0.9996 0.9999 0.9937 0.9909 

Loading 1.0000 1.0000 0.9999 1.0000 0.9984 0.9982 
Explained 

variance (%) 
100.00 99.99 99.97 99.53 99.53 99.51 

I-SVD 

1 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

2 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

3 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Explained 

variance (%) 
100.00 100.00 100.00 99.53 99.53 99.54 

O-ALS 

1 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

2 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

3 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Explained 

variance (%) 
100.00 100.00 100.00 99.53 99.53 99.54 

When the missing entries are distributed randomly (Table 1), NIPALS, I-SVD and O-
ALS perform very well (all correlation coefficients are >0.99). Here, some remarks must 
be considered. First, I-SVD and O-ALS perform in an excellent way, i.e., there is a perfect 
match between the retrieved and the true simulated scores and loadings for all scenarios, 
even with a high percentage of missing data when all components are represented by the 
available information. We found that the percentage of missing entries when a random 
pattern is used does not affect the accuracy of the solutions provided by the I-SVD and 
the O-ALS algorithms. The relevance of the percentage of missing data will be discussed 
in detail in the following subsections.  
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Regarding the NIPALS solution, the retrieved scores and loadings profiles show a slight 
degradation as the index of the principal component increases, as well as it can be 
observed in the explained variance. When the percentage of missing data and the noise 
level increase, this effect becomes even more noticeable. 

Table 2. Correlation coefficients among recovered scores and loadings and true scores and loadings (from 
the complete matrix) for the missing block pattern case. Explained variance with a model of 3 components 
(rank of the simulated data). 

   Noise-free Noise 7% 

Missing 

pattern 
Algorithm Component 

Percentage of missing data Percentage of missing data 
5% 30% 80% 5% 30% 80% 

Missing 

block 

NIPALS 

1 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Loading 0.9997 0.9996 0.9993 0.9997 0.9996 0.9993 

2 
Score 0.9967 0.9915 0.9829 0.9966 0.9914 0.9829 

Loading 0.9992 0.9976 0.9921 0.9992 0.9976 0.9921 

3 
Score 0.9836 0.9835 0.9802 0.9826 0.9799 0.9738 

Loading 0.9987 0.9866 0.9600 0.9985 0.9861 0.9587 
Explained 

variance (%) 
99.99 99.98 99.98 99.54 99.59 99.62 

I-SVD 

1 
Score 1.0000 1.0000 -* 1.0000 1.0000 1.0000* 

Loading 1.0000 1.0000 -* 1.0000 1.0000 1.0000* 

2 
Score 1.0000 1.0000 -* 0.9999 0.9996 0.9994* 

Loading 1.0000 1.0000 -* 1.0000 1.0000 0.9998* 

3 
Score 1.0000 1.0000 -* 1.0000 0.9956 0.9936* 

Loading 1.0000 1.0000 -* 0.9983 0.9998 0.9986* 
Explained 

variance (%) 
100.00 100.00 -* 99.55 99.61 99.64 

O-ALS 

1 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

2 
Score 1.0000 1.0000 1.0000 0.9999 0.9996 0.9994 

Loading 1.0000 1.0000 1.0000 1.0000 1.0000 0.9998 

3 
Score 1.0000 1.0000 1.0000 0.9983 0.9956 0.9936 

Loading 1.0000 1.0000 1.0000 1.0000 0.9998 0.9986 
Explained 

variance (%) 
100.00 100.00 100 99.55 99.61 99.64 

*NIPALS solutions were used as initial estimates instead of random values due to the impossibility to 
converge of the I-SVD algorithm when initialized with random values. 

When a missing block pattern is used (Table 2), NIPALS shows now a strong degradation 
on the retrieved scores and loadings for all cases. The results of I-SVD are excellent in 
absence of noise for the cases of 5% and 30% of missing data. However, I-SVD was 
unable to converge in a reasonable time (<6 h) for the case of 80% of missing data. 
Instead, the O-ALS algorithm has excellent results for all cases, providing the correct 
scores and loadings in less than a minute. Instead,  

Looking more carefully at the correlation coefficients of Table 1 and 2, very interesting 
aspects can be investigated, e.g., why NIPALS fails, or why I-SVD and O-ALS achieve 
excellent results even for 80% missing entries for random patterns. The behavior of these 
results is addressed in the following specific subsections. 

Presence of bias in the recovered scores and loadings 

The bias of the NIPALS components in the presence of missing values was already 
reported by Bjørn Grung and Rolf Manne [18]. Indeed, the one-by-one calculation of 
components employed by NIPALS explains the incorrect retrieval of the scores and 
loadings with missing data, as will be explained in detail and can be perceived in Fig. 6.  
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Figure 6. Scores and loadings extracted by NIPALS (dashed red line) and scores and loadings of the 
complete matrix (black line) for the free-noise missing block case with 80% of missing entries. Small 
deviations among NIPALS scores and loadings and the true simulated profiles can be seen already in the 
first principal component. The differences significantly increase in the second and third components. 

To understand the reason for the bias in the scores and loadings retrieved by NIPALS, it 
is important to remind that when ÿ� is analyzed, I-SVD and O-ALS estimate a PCA 
model with a number of components equal to the rank of the data, N, i.e., the models 
obtained are always describing the real space of the data and no bias is detected in any 
instance. Instead, NIPALS computes the components sequentially and in every step tries 
to define ÿ�, or the resulting deflated matrix, with a rank-1 approximation model. Fitting 
the data ÿ� skipping the missing entries generates a data space equivalent to impute the 
model ��T on the missing entries of ÿ�. Thus, when calculating the first component, the 
missing part of ÿ� comes from a rank-1 approximation ��T, while the rest of ÿ� is still 
rank �, being incoherent with the original data structure and generating incorrect 
components. The same effect occurs when the following components are calculated, but 
it is even aggravated because the deflation step performed using incorrect components 
adds to the bias due to the discrepancy between the rank of the available entries in the 
deflated ÿ� and the rank-1 approximation obtained with ��Tfor the missing entries. It is 
expected then to observe an increase in the degradation of the scores and loadings as more 
components are extracted, as it can be observed in the results in Table 1 and Table 2. 
Thus, the only instance in which the use of the adapted NIPALS algorithm works in the 
presence of missing data is when the rank of ÿ� is equal to 1.  

Additional facts that support the inaccurate extraction of scores and loadings by NIPALS 
are the non-orthogonality among the scores and loadings profiles obtained and the 
variance explained by the PCA model with the correct rank N, which is always lower than 
the variance expected and properly described by analogous I-SVD or O-ALS PCA models 
with the same number of components. 

Although the bias mentioned above always occurs, the error induced by NIPALS can be 
more manageable when the number of missing entries and components are low, as it is 



 

276 

 

 

  

shown in the results for the case of 5% of missing entries. However, even in these 
conditions, the resulting bias is strongly data-dependent.  

Effect of the pattern and the percentage of missing data into the obtained scores and 

loadings. 

The fundamental concept behind PCA is based on the assumption that the data has an 
underlying structure or pattern that can be captured by a low rank representation of the 
relevant information. When missing values are present, I-SVD works to estimate the 
missing values so that the low rank-N model required to describe the variation in the data 
set is preserved. Instead, O-ALS use only the available information to estimate the scores 
and loadings that preserve the underlying low rank-N structure. It is important to point 
out that both methods span the same rank-N data space (Fig. 7) and this means that if the 
available information describes well this space, a correct imputation will be achieved and, 
as a consequence, correct scores and loadings will be obtained, and vice versa.  

Since the available information in the incomplete simulated data sets is enough to define 
properly the rank-N space, perfect scores and loadings are achieved as it can be observed 
in Table 1 and 2 and Fig. 7 for the noise-free case. Thus, there is no dependence either of 
the missing pattern or of the percentage of missing values, but of the information 
contained in the available data. 

 

 

Figure 7. Scores and loadings extracted by O-ALS and I-SVD (dashed red line) and scores and loadings of 
the complete matrix (black line) for the noise-free missing block case with 30% of missing entries. Perfect 
match is achieved for both algorithms between the scores and loadings retrieved and those obtained when 
the full data matrix is available. 

 

Despite the correct retrieval of scores and loadings by I-SVD, the imputation step required 
by this algorithm may lead to an extremely slow convergence in practice.  Indeed, due to 
the nature of the I-SVD algorithm, the imputed values play a relevant role in the PCA 
model estimated in every iteration. If the percentage of missing values is high and the 
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missing block pattern does not allow for an easy estimate of the missing entries, the high 
leverage of these estimated values in the PCA model compared to the weight of the 
originally available entries will result in an extremely long convergence time (hours or 
even days), making the use of this algorithm impractical. This is the case shown in Table 
2 for the situation of 80% of missing data with a missing block pattern where a solution 
could not be found for the noise-free case even if the reconstructed data set by the 
NIPALS solution was used to initialize the algorithm. For the case in the presence of 
noise, the reconstructed model by the NIPALS solution had to be used as initial estimate 
for I-SVD, otherwise the algorithm did not converge in a reasonable time (hours at least).  

The O-ALS method is not affected by the slow convergence problem since the modus 

operandi of the algorithm ignores the missing entries instead of pushing the predicted 
missing entries to the correct dataspace, thus saving time. In fact, O-ALS shows a very 
similar computation time for all percentages of missing entries, contrarily to algorithms 
based on imputation. To see clearly this effect, the datasets with a 7% noise added 
following a random and a missing block pattern were analyzed 500 times by O-ALS and 
I-SVD using different random initial estimates in each run (Table 3). 

Table 3. Mean and standard deviation of the time spent by each algorithm in 500 runs for data sets with 7% 
noise added. Random values were used as initial estimates. 

Algorithm 
Random pattern Block pattern 

5% 30% 80% 5% 30% 80% 

I-SVD 10±1s 27±3s 72±2s 114s±12s 17±1 min - 

O-ALS 4±0.8s 2.5±0.6s 2.2±0.5s 17±6s 20±21s 19±11s 

 

The slow convergence of I-SVD for data sets with high percentage of missing entries is 
not observed when the missing pattern is random (Table 1), where the mean computation 
times were 10±1, 27±3 and 72±2s for the 5, 30 and 80% of random missing data 
respectively, while for O-ALS were 4±0.8, 2.5±0.6 and 2.2±0.5s. Despite O-ALS is 
always faster, no significant differences were found in practical terms. This is explained 
by the information pattern in the available data ÿ�. The chance to find a good imputation 
per each iteration depends on the ability to properly capture the original space of ÿ from 
the available data ÿ� when SVD is applied after filling the missing entries. A good 
imputation per iteration can be easily done when the pattern of missing entries is random 
since the data structure is very well preserved (ÿ� closely represents the complete data ÿ).  

On the other hand, when complete missing blocks of information are present, the available 
information in ÿ� does not allow for a fast estimate of the missing entries.  In this context, 
the results show that O-ALS spent 17±6, 20±21 and 19±11s for the 5, 30 and 80% missing 
value-case respectively, whereas I-SVD spent 114±12s and 17±1 min for the 5 and 30% 
missing value case, respectively. However, I-SVD was unable to converge in a reasonable 
time (>6 h) for the 80% missing block pattern, becoming impractical for the analysis. 

Whereas I-SVD can suffer from an excessively slow convergence, a possible limitation 
of the O-ALS algorithm is the possibility to fall into local minima. Possible local minima 
have been detected for the O-ALS algorithm when the missing block pattern is analyzed. 
From 500 runs, 257, 159 and 148 for the 5, 30 and 80%-case, respectively, were stuck in 
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a possible local minimum, detected because the explained variance of the model is 
slightly lower than the one expected. No local minima were detected for data with a 
random missing pattern. The presence of local minima for bilinear factorizations when 
missing data are present was demonstrated by Ilin and Raiko in 2010 [24]. If this is the 
case, the high speed of the O-ALS algorithm easily solves the problem. Thus, the 
algorithm can be initialized several times during few iterations using different initial 
estimates each time. Then, the initial estimates that provided the best fit are selected and 
used to perform the analysis until convergence is achieved, allowing the retrieval of the 
correct PCA model without increasing significantly the analysis time. For the extreme 
case (80% of missing data, missing block pattern) and using the best 10 different 
initializations during 35 iterations, the local minima encountered frequency is reduced 
from 32% to <1% while the analysis time is increased from 19s to 120s.  

Results of a real case study 

The O-ALS algorithm was applied to the real dataset described in section 3 which 
contains 70% of missing values. The convergence criterion based on differences in error 
among consecutive iterations was set as 10-11% (close to the machine limit precision) to 
avoid stopping prematurely the algorithm. Initial estimates were chosen as random values 
using four components. Ten different initializations were performed to avoid possible 
local minima. Results are shown in Fig. 8. 

Four components were detected. The variance explained for each one was 62.48, 25.87, 
4.55 and 0.47% for PC 1, 2, 3 and 4, respectively. The total explained variance of the 
model was 93.37%, which is reasonable considering the noise of real NIR and Raman 
images. 

Figure 8A displays the clusters associated with the pixels of the pen inks and with the 
pixels of the paper represented in the PCA space. The first PC was not shown because of 
the lack of informative relevance (related to describe the mean of the data since the data 
set was not mean-centered). The PC 3 vs PC 2 score plot allows differentiating the pixels 
of paper (black circle) and of the US ink (green circle) from pixels of the rest of inks (see 
Figure 8B for the corresponding representation of the position of the pixels of a cluster 
on the area scanned). The signal from the US pen is very clear and selective in both NIR 
and Raman techniques; hence the differentiation in lower PCs. On the other hand, PC 4 
vs PC 3 score plot differentiates the pixels corresponding to US ink (green circle), BV 
ink (blue circle) and it can be slightly observed the cluster of the PVG ink (yellow circle). 
Finally, the PC 4 vs PC 2 score plot allows a clear separation of the pixels of the PVG ink 
(yellow circle) from others. The signals from PVG, BV and the paper are not very 
selective in Raman, and not selective at all in NIR. However, the differences are enough 
to cluster correctly the pixels of all components. 
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Figure 8. A) Scores extracted by O-ALS. Clusters related to pixels from different inks and paper can be 
observed. In black, the cluster related to the paper. In green, pixels related to the US ink. In blue, pixels 
related to the BV ink. In yellow, pixels related to the PVG ink. B) Pixels of the clusters selected (blue, 
green, yellow and cyan) displayed on the original image.  

Summarizing, the analysis suggests that O-ALS effectively detected the four expected 
clusters related to the signals from the three pen inks and the paper and captured the PCA 
space of the dataset despite the high percentage of missing entries and the challenging 
missing block pattern. 

 

5. Conclusions 

In this study, the new Orthogonalized- Alternating Least Squares algorithm (O-ALS) has 
been presented as a fast and accurate algorithm to provide PCA models for data sets with 
any kind of pattern and percentage of missing entries. O-ALS works only with the 
available entries in the data set and estimates simultaneously all necessary components in 
the PCA model using an alternating least-squares optimization of the scores and loadings 
under the Gram-Schmidt orthogonalization constraint.  

Comparing the performance of O-ALS with the NIPALS and I-SVD algorithms in the 
same scenarios, some characteristics are key to understand the differences in the results 
provided by the different methodologies. A relevant fact is that O-ALS and I-SVD work 
always extracting simultaneously the N components required for the PCA model, whereas 
NIPALS proceeds with the one-at-a-time sequential extraction of components. Working 
in the correct rank-N space results in the consistent retrieval of accurate scores and 
loadings of O-ALS and I-SVD across various scenarios differing in noise level, pattern 
and percentage of missing entries. NIPALS instead suffers from a bias in the retrieved 
scores and loadings due to the rank-1 approximation used in the extraction of the 
components and a loss of orthogonality among the extracted profiles. 

A fundamental difference between I-SVD and O-ALS is that the former works imputing 
the missing entries and the latter using only the available information. Whereas the modus 
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operandi of the algorithms does not influence the accuracy of the results obtained, it has 
a significant effect in the computation time and convergence among them. O-ALS 
remains a fast algorithm whatever the pattern and percentage of missing entries in the 
data. Instead, the convergence of the I-SVD algorithm gets compromised for data sets 
with high percentage of missing entries and complex missing block patterns.. Finally, the 
only  limitation identified for the O-ALS algorithm is the possibility to fall in local 
minima in extreme cases of missing block patterns with high percentage of missing 
entries. In this instance, starting with a small number of initializations for a few iterations 
and selecting the model with the best fit to obtain the definitive PCA model clearly solves 
the problem.    

Although the O-ALS algorithm is suitable for any kind of data set with missing entries, a 
very promising application field is image fusion, where missing block patterns always 
exist, the proportion of missing values can reach up to 80% and the size of the data sets 
can be massive. In this scenario, the fast and accurate O-ALS algorithm can be an 
excellent tool for exploratory purposes and to, eventually reconstruct the missing blocks 
of information if required.   
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The missing block problem in image fusion 

Multisets are formed by connecting information blocks along the row and/or the 
column direction. The absence of certain blocks of data can result in an 
incomplete multiset, which shows a strong systematic pattern of missing values 
(Fig. 48). Several scenarios can originate incomplete multisets, such as missing 
monthly data in environmental monitoring campaigns for some measurements 
[Alier and Tauler, 2013] or absent or unfeasible experiments for certain 
techniques in multitechnique spectroscopic monitoring [De Luca et al., 2014]. 

In image fusion, the incomplete structures often respond to the natural 
characteristics of the imaging platforms. For instance, as stated in subsection 
2.2.4, HSIs acquired by different imaging platforms may cover different scanned 
areas. This usually happens when the measurement of one platform is very 
time consuming and the image should be reduced to specific areas of interest. 
The resulting image fusion leads to an incomplete multiset, where non-common 
scanned areas do not have an equivalent block of information to be connected 
to (Fig. 16). The fusion of HSIs acquired through spectroscopic techniques with 
different spatial resolution can lead to incomplete multiset structures as well. In 
the classical image fusion, the spatial resolution differences are overcome by a 
binning process. However, the binning has drawbacks, such as the loss of the 
spatial resolution and a possible increased rotational ambiguity in the MCR-ALS 
solutions, as commented Publication VI.  A solution to this problem is including 
the pixel spectra of the high resolution-HSI appended to the fused images at 
lowest spatial resolution to form an incomplete multiset structure, as the one 
shown in (Fig. 17) [Piqueras et al., 2018; de Juan et al., 2024]. Although some 
algorithms have been proposed to deal with this kind of structures, the present 
thesis presents two alternatives for unmixing and exploratory purposes. 

 

 
Figure 48. Schematic representation of an incomplete multiset structure and the associated 
bilinear model. 
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The evolution of the MCR-ALS algorithm to deal with missing data 

 
Publication VIII provides a comprehensive review of the evolution of MCR 
algorithms to handle missing data. If the goal is to retain as much information as 
possible while addressing the missing value problem in MCR, there are typically 
two different perspectives to consider: a) filling the missing information with 
estimated values and analyzing the completed structure (the so-called 
imputation), and b) recovering the bilinear model based solely on the real 
available information, i.e., avoiding the use of predicted or imputed values when 
the model is calculated.  

The imputation approach offers the advantage of obtaining a complete multiset 
structure for MCR analysis, which can be used to obtain a single factorization 
model. The imputed values can be calculated as averages or median values of 
neighbouring available information. More advanced PCA-based imputation 
approaches, such as updating the imputed values during iterations [Grung and 
Manne, 1998; Walczak and Massart, 2001], can also be used to provide the 
initial complete multiset submitted to MCR. However, the performance of these 
imputation approaches becomes more compromised when the amount of 
missing information increases, particularly in cases of systematic patterns such 
as the missing block pattern seen in incomplete multisets. In such instances, 
the convergence of imputation methods becomes slow, and biases in estimated 
values may significantly impact the results if the imputation approach is stopped 
prematurely. 

On the other hand, there are approaches that avoid the imputation step to 
recover the bilinear model and rely only on the available information in the initial 
incomplete multiset. This is the case of the methodology proposed by Alier and 
Tauler in 2013. Here, to address the presence of missing blocks during the 
MCR iterations, the incomplete multiset is split in smaller complete submultiset 
structures. In every iteration, MCR-ALS is individually applied to the complete 
submultisets and the pure profiles provided by the different bilinear submodels 
are suitably combined to obtain the total bilinear model describing the full 
incomplete multiset. Although this algorithm has been successfully applied in 
different examples, it presents several drawbacks. First, this approach requires 
multiple factorizations and the complexity to combine the results obtained 
increases dramatically as the number of submultisets grows. Additionally, a 
proper combination of the pure profiles obtained requires the prior identification 
of the number and identity of components of each submultiset, which is not 
always an easy task.  

Hence, the novel methodology proposed combines the benefits of both 
imputation and multiple factorization approaches, allowing for the analysis of 
incomplete multisets with a single factorization model based solely on the 
available information.  
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The missing block problem solved with a single factorization model 

The proposed single factorization approach to address the missing block 
problem in MCR requires going back to fundamental least-squares principles 
and recovering the equations 7 and 8 of subsection 2.2.2, used for the least-
squares calculation of C and ST given D. 

Those least-squares equations, which are designed to analyze complete 
multisets, can be reformulated in equivalent expressions that obtain the C and 
ST matrices row-by-row and column-by-column, respectively (Eq. 24 and Eq. 
25). This reformulation does not change the scheme of MCR-ALS algorithm, 
which remains exactly the same as in Subsection 3.2.  ý(ÿ, : ) = þ(ÿ, : )(þT)+ Eq. 24 

ýT(: , Ā) = ÿ+þ(: , Ā) Eq. 25 

Here, each row of C (ý(ÿ, : )) is recovered using the corresponding row of D 
(þ(ÿ, : )) and ST, and each column of ST (ýT(: , Ā)) is recovered using the related 
column of D (þ(: , Ā)) and C. This formulation provides a clearer view into the 
mechanics of alternating least squares, which is now viewed from a vectorized 
perspective.  

With this in mind, the essence of the ALS method to handle missing data lies in 
the fact that, when ý(ÿ, : ) is calculated, if the row þ(ÿ, : ) contains missing data, 
the pure matrix ST can be accommodated to this situation by using only the 
matching columns available in þ(ÿ, : ) for the calculation in Eq. 24. Likewise, 
when ýT(: , Ā) is calculated, if the column þ(: , Ā) contains missing data, the pure 
matrix C can be accommodated by using only the matching rows available in þ(: , Ā) for the calculation in Eq. 25. This procedure allows calculating C and ST  
even if D contains missing values using a single factorization. 

Figure 49 illustrates the application of this single factorization approach to 
analyze an incomplete multiset as the one in Figure 48. Here, the least squares 
step starts by calculating the C matrix row by row. It can be seen that all the 
calculations regarding the submatrix C1 correspond to the use of rows [D1,D2], 
where no missing values are encountered and the full matrix ST  (left plot in 
Figure 49A). However, when the first row of C2 is calculated, the related row of 
D3 contains missing values. Therefore, the least squares step to recover the 
rows of C2 uses only the corresponding information from the rows of D3 and S1T, 
as shown in Eq. 26. ý(ÿ, : ) = þ(ÿ, : )(þ1T)+ Eq. 26 
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ýT(: , Ā) = ÿÿ+þ(: , Ā) Eq. 27 

Similarly, Figure 49B illustrates the least-squares calculations performed 
column-by-column to compute the complete ST matrix. In this case, the columns 
of S1T are computed using the columns of [D1;D3], with no missing values and 
the full matrix C (left plot in Figure 49B). However, the calculation of the full 
columns of the S2T block relies only on the available column information in the 
D2 block and the corresponding information in the C1 block, as shown in Eq. 27. 

 
Figure 49. MCR analysis of an incomplete multiset with a single factorization model. a) the 
rows of C are calculated using the full ST matrix. When a missing value in the rows of D is 
encountered, ST is accommodated to match the same available entries than the selected 
row from D. b) The columns of ST are calculated using the full C matrix and, as before, 
when a missing value is encountered in the columns of D, C is accommodated. 

 

This new methodology to analyze incomplete multisets is able to provide a 
complete bilinear model independently of the quantity and structure of missing 
information in D, without data imputation and in a single factorization step. This 
advantageous row-by-row and column-by-column least squares calculation was 
first proposed by Beyad and Maeder in 2013 to deal with the presence of 
scattered missing values linked to saturated signals in regression problems, but 
was never envisioned for the MCR analysis of incomplete multisets, with full 
blocks of missing information.  
 
 
 
 
 
 
 

A)

B)
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The MCR single factorization approach applied to image fusion problems 

Analysis of simulated incomplete multisets 

The simulated dataset shows a case of image fusion of emission fluorescence 
and Raman HSIs, where the sample scanned areas are not totally coincident 
among platforms. Therefore, the non-common areas are added to the 
corresponding part of the multiset, generating an incomplete structure (Fig. 50). 

 

Figure 50. A) Left, simulated sample with three components and scanned areas for 
fluorescence (yellow) and Raman (pink) images. Right, the fluorescence and Raman 
hyperspectral images are concatenated in a row-wise direction. Since not all fluorescence 
spectra have the corresponding Raman spectra, a part of the data is empty (NaN, in 
dashed gray lines). B) Incomplete multiset with the MCR bilinear model. 

 

In this simulation, the fluorescence image covers the entire sample area 
(yellow), while the Raman image covers a smaller region (pink), having a 
common area measured by both techniques (Fig. 50A). The incomplete multiset 
is then built by concatenating the fluorescence and Raman spectra of the 
common area [D1,D2], and appending the fluorescence pixels of the non-

þ ý
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common area D3 to D1 to provide the incomplete multiset [D1,D2;D3,NaN] (Fig. 
50B, right). This incomplete multiset contains around 30% of missing entries. 
The pure components used in this simulation are shown in Fig. 51. Poisson 
noise was added to mimic the real conditions of the measurements representing 
around the 7% of the total signal. 

 

Figure 51. Dataset simulated with three components to study the MCR-ALS analysis of 
incomplete multisets. Top plots: pure distribution maps. In yellow dashed line, scanned 
area of fluorescence image; in pink dashed line, scanned area of Raman.  Middle plots:  
pure fluorescence signatures. Bottom plots: pure Raman signatures. 

 

This simulated dataset serves to show three realistic scenarios that may 
happen in image fusion:  case 1 assumes that all components have signal on all 
techniques, case 2 assumes that component 3 has null Raman signal and case 
3 assumes that component 3 has null fluorescence signal. 

In all MCR analyses, initial estimates were obtained using a SIMPLISMA-based 
approach on [D1,D2], selecting three components and a convergence criterion of 
10-10%. Non-negativity constraints were applied to both C and ST matrices.  

The lack of fit in all MCR analyses corresponded to the noise level added in the 
simulations. In Fig. 52-54, the resolved pure maps and spectral profiles by 
MCR-ALS for cases 1, 2 and 3, respectively, are shown. The analysis by MCR 
of case 1 showed that both spectra and maps perfectly match with the true 
simulated solution, with correlation coefficients higher than 0.99 between the 
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MCR results and the true solution. This shows the capacity of MCR-ALS to deal 
with missing data when the row-by-row and column-by-column least squares 
calculation is used, despite the significant amount of missing entries. 

 

Figure 52. MCR results on the simulated case 1. Top plots: pure distribution maps. Second 
row plots: fluorescence spectra (red dashed lines: simulated profile shape; black lines: 
MCR spectra. Third row plots: Raman spectra (red dashed lines: simulated profiles; black 
lines: MCR spectra).  

 

Similar results are provided for case 2 (Fig. 53), with all resolved profiles 
matching perfectly with the true simulated solution (correlation coefficients > 
0.99). The presence of a null signal in Raman for one component does not pose 
any problem in this case. This is due to the connection of all Raman pixel 
spectra with a fluorescence signal in the multiset. Hence, the map for the 
component with null Raman signal is, nevertheless, well described.  
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Figure 53. MCR results on the simulated case 2. Top plots: pure distribution maps. Second 
row plots: fluorescence spectra (red dashed lines: simulated profile shape; black lines: 
MCR spectra. Third row plots: Raman spectra (red dashed lines: simulated profiles; black 
lines: MCR spectra).  

 

Figure 54 shows the resolved pure maps and pure spectral profiles by MCR-
ALS for case 3. The pure spectra for all compounds are well recovered with 
correlation coefficients above 0.99, and the maps for components 1 and 2 show 
the correct distribution shapes. However, something interesting happens with 
the distribution map of component 3. It is possible to observe that there is a 
region not well-defined, which corresponds to the region where the Raman 
signal has not been measured. If we consider the true pure profiles, it is 
possible to see that component 3 has not been detected outside the common 
scanned area because it does not present fluorescence signal. Therefore, only 
on the region with non-null signal measured, i.e., the region where Raman 
provides signal, the distribution map is correctly recovered. 

This limitation is inherent to the information available in the initial dataset, and 
no algorithm can recover information for a component with a null signal unless it 
is connected to another technique compensating for this lack of information. 
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Figure 54. MCR results on the simulated dataset of case 3. Top plots: pure distribution 
maps. For component 3, the part without the undefined part is also show for a clear 
illustration of the resolved part of this component. Second row plots: fluorescence spectra 
(red dashed lines: simulated profile shape; black lines: MCR spectra. Third row plots: 
Raman spectra (red dashed lines: simulated profiles; black lines: MCR spectra).  

 

Analysis of a real incomplete multiset 

In real image fusion scenarios, the complexity increases even more than in the 
previous simulated case. This happens when the imaging techniques have 
different spatial resolution and different scanned area. As stated in subsection 
3.4, building a complete multiset in such cases involves restricting the analysis 
to the common sample area covered by the different platforms and 
downsampling higher-resolution images through pixel binning to match the pixel 
size of the imaging technique with the worst resolution. That was the case of the 
example shown in Publication VI with fluorescence and Raman HSIs, matching 
the scanned area and infrared pixel size. In this same scenario, an incomplete 
multiset approach retains all available information, allowing the inclusion of pixel 
spectra of non-common scanned areas and the pixel spectra with highest 
resolution as additional blocks. Figure 55 illustrates this strategy for the real 
case of image fusion using Raman and NIR imaging. 
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Figure 55. Real example of the construction of an incomplete multiset where different 
scanned areas and spatial resolution exist among imaging platforms. A) On the left, a NIR 
image of a sample formed by different inks is acquired, covering the full sample area 
(yellow), while the Raman measurement only considers a small region and having a 
smaller pixel size (pink). B) Incomplete multiset structure and related bilinear model for the 
NIR/Raman image fusion. The Raman image (D4) is binned (D2) to match the pixel size of 
the common area scanned by the NIR image (D1). The NIR pixels of the non-common 
scanned area (D3) are concatenated below D1, while the Raman image with the original 
spatial D4 resolution is concatenated above D2. 

 

Figure 55A shows a real sample, where three different blue pens (Pilot V-Ball 
Grip, PVG; Uniball Signo, US; Bic Velocity, BV) write the letter "U" on paper. 
The PVG pen is used to fill the inner part of the letter U. The US pen is used to 
delimitate the inner part, while the shadow was drawn by the BV pen. This 
simple sample allows controlling the number, identity and the spatial distribution 
of the components, facilitating a comparison between the true solution and the 
MCR-recovered pure profiles. The incomplete multiset is built as in Fig. 55B.  

ý′þ′

ý
þ
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Before going into the image fusion results, a brief description of the results 
obtained by the individual MCR analyses using NIR and Raman images is 
provided. The distribution maps and pure spectra for the NIR image were not 
very well defined because the pure spectra of two of the inks and the paper are 
very similar. In contrast, the analysis of the Raman image allowed a perfect 
separation of components, but the area scanned by this technique was very 
small (for more detail on the results, see related figures in Publication VIII). To 
summarize, in none of the cases the results provided by the individual 
techniques were fully satisfactory. 

The incomplete multiset, shown on Fig. 55 was analysed by MCR-ALS. Initial 
estimates were derived through a SIMPLISMA-based approach on [D1,D2], with 
a convergence criterion set at 10-10%. and non-negativity constraints applied to 
the concentration profiles C. Upon analyzing this incomplete multiset, the 
positive impact of the complementary Raman and NIR information on the 
results for the entire scanned sample area becomes evident. Figure 56 displays 
the distribution maps (top plots) and the resolved spectral signatures (bottom 
plots) from the MCR analysis of this multiset, which provided a model with 9.5% 
of lack of fit. The pure spectral signatures, representing connected NIR/Raman 
pure spectra for the different components, match very well the known pure ink 
spectra. Moreover, the distribution maps from the full scanned sample area 
(defined by blocks [C2;C3] in Figure 55) show correctly the regions of each ink 
and the presence of paper. It is important to highlight that the well-defined maps 
result not only from the small area scanned by the Raman image but from the 
entire scanned area by NIR, thanks to the incorporation of fused NIR/Raman 
information. The distribution maps related to the high-resolution block C1 are 
identical to those obtained in the individual Raman image analysis (not shown). 

 

Figure 56. MCR results for the incomplete multiset of inks. Top plots: pure distribution 
maps. Bottom plots: resolved pure spectra signatures (fused NIR and Raman). 
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These results show the power of the new variant of MCR-ALS to provide a 
single and accurate bilinear model even in the presence of a large amount of 
block missing information.  

The modification of the least squares steps to operate in a row-by-row and 
column-by-column modes is fully compatible with the use of all available 
constraints in MCR and also for the new trilinearity constraint implementations 
explained in this thesis in Publication II, aimed to analyze trilinear data with 
missing values, and Publication VII, aimed to provide hybrid bilinear-trilinear 
models. The modus operandi of all proposed approaches allows MCR to 
become a modular algorithm easily scalable to analyze complex data sets in a 
single multiset structure, where different constraints and models can 
simultaneously be used. A recent example of scalability is the work published 
by Queral-Beltran et al. (2024), where an incomplete multiset structure was 
analyzed by implementing the partial trilinearity constraint of Publication VII. 

 

PCA adaptation to the missing block problem 

The analysis of incomplete multisets is also a challenge for exploratory methods 
like PCA. PCA is a widely employed bilinear decomposition method in 
multivariate data analysis, where the dataset is described by a set of orthogonal 
scores T and loadings P. Its main applications are exploratory purposes [Mas et 
al., 2010; Amigo et al., 2013] and data classification [Wold and Sjöström, 1997]. 
The original algorithms to perform PCA were not designed to handle missing 
data and some strategies were proposed to solve this problem. Two 
adaptations of PCA to work with missing data are the Nonlinear Iterative Partial 
Least Squares (NIPALS) [Wold, 1975] and the Imputation based on SVD (I-
SVD) [Grung and Manne, 1998; Walczak and Massart, 2001]. These two 
algorithms are briefly explained to understand better the differences with the 
new Orthogonalized Alternating Least Squares approach. 

Non-Iterative Partial Least Squares (NIPALS)  

NIPALS is a method that performs a sequential calculation of the principal 
components using an alternating least squares optimization of the scores and 
loadings. NIPAS calculates the first principal component through ordinary ALS, 
followed by a deflation step to remove its variance. Additional components are 
then extracted through iterative ALS on the deflated matrix and the component 
extraction/deflation cycle is repeated until reaching the desired rank. To deal 
with the missing data, NIPALS uses the row-by-row and column-by-column 
least squares calculation skipping the missing values during the ALS 
calculations [Christoffersson, 1970; Grung and Manne, 1998]. This algorithm 
has been thoroughly described in Publication II, where it is used to implement 
the trilinearity constraint in the presence of missing data. However, NIPALS is 
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unsuitable for data sets with missing values and rank higher than one and 
provides biased non-orthogonal scores and loadings.  

Imputation based on SVD 

PCA models are often calculated with the SVD algorithm. Nevertheless, as 
highlighted in Publications I and II, SVD cannot handle missing data unless the 
algorithm is appropriately modified. To solve this problem, a proposed solution 
is the use of an iterative imputation algorithm based on SVD, or I-SVD. This 
algorithm relies on applying the SVD algorithm after imputing the missing values 
with estimates. These estimates are subsequently updated using the prediction 
of the model itself, until convergence. While I-SVD yields orthogonal scores and 
loadings, the computational cost associated with the method is exceptionally 
high for datasets with a significant number of missing entries following a non-
random pattern and convergence is sometimes not achieved. 

Orthogonalized alternating least squares (O-ALS) 

In this work, the Orthogonalized Alternating Least Squares (O-ALS) algorithm is 
introduced to address the problem of missing values in                           
PCA. In comparison with NIPALS and I-SVD, O-ALS has the ability to obtain 
orthogonal scores and loadings in a short computation time, irrespective of the 
percentage and pattern of the missing entries on the dataset. 

Essentially, O-ALS works performing a row-by-row and column-by-column 
alternating least squares estimation of the scores and loadings subject to a 
Gram-Schmidt orthogonalization constraint. The ALS calculation of scores and 
loadings mimics exactly the row-by-row and column-by-column least squares 
procedure of Publication VIII. The key difference relies on the subsequent 
application of Gram-Schmidt orthogonalization as a constraint instead of non-
negativity or other MCR-related constraints. The Gram-Schmidt 
orthogonalization, named after mathematicians Jørgen Pedersen Gram and 
Erhard Schmidt, is an algorithm used to transform a set of linear independent 
vectors into a set of orthogonal vectors spanning the same space. The idea 
behind O-ALS is to use Gram-Schmidt orthogonalization on T and P profiles 
after their calculation. The steps of O-ALS are defined below: 

 

Step 1) Generation of initial estimates. Start with initial estimates for the 
loadings (P) or scores (T) matrices.  

Step 2) Iterative ALS estimation of scores and loadings under the Gram-

Schmidt orthogonalization constraint. 
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Step 2A: Row-by-row Least Squares calculation of scores (LS). For each data 
row of D, þ(ÿ, : ), the corresponding scores row þ(ÿ, : ) is calculated by least 
squares (see Eq. 28). This calculation skips missing values by adapting the 
loadings matrix to use only the same columns as in the available entries in the 
row of D. After all rows are calculated, the Gram-Schmidt orthogonalization 
constraint is applied to T to preserve orthogonality. þ(ÿ, : ) = þ(ÿ, : )(�T)+ Eq. 28 

 
Step 2B: Column-by-column Least Squares calculation of loadings (LS). For 
each data column þ(: , Ā), calculate the related loading column �T(: , Ā) using a 
least-squares process (see Eq. 29). This calculation skips missing values by 
adapting the scores matrix to use only the same rows as in the available entries 
in the column of D. After all columns are calculated, the Gram-Schmidt 
orthogonalization constraint is applied to P to preserve orthogonality.  �T(: , Ā) = ÿ+þ(: , Ā) Eq. 29 

Repeat steps 2A and 2B iteratively until convergence is achieved and the final 
scores matrix (T) and loading matrix (P) are obtained.  

Comparison of NIPALS, I-SVD and O-ALS on simulated datasets 

The basic dataset used is very similar to the simulated Case 1 (Fig. 51) of 
Publication VIII. The conditions tested are different noise levels (noise-free or 
7% noise), patterns of missing data (random or missing block entries) and 
percentages of missing data (5%, 30%, and 80%). The analyses were 
performed under a convergence criterion of 10-13% to prevent premature 
termination of the algorithms. Random values were chosen as initial estimates 
for all analyses. The results are summarized in Tables 3 and 4. 
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Table 3. Correlation coefficients among recovered scores and loadings and the analogous 
simulated profiles (from the complete matrix) for the random missing pattern case.  

   Noiseless Noise 7% 
Missing 
pattern 

Algorithm Component 
Percentage of missing data Percentage of missing data 

5% 30% 80% 5% 30% 80% 

Random 

NIPALS 

1 
Score 1.0000 0.9999 0.9998 1.0000 0.9998 0.9996 
Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

2 
Score 1.0000 0.9998 0.9993 0.9999 0.9980 0.9966 
Loading 1.0000 1.0000 0.9999 1.0000 0.9999 0.9997 

3 
Score 1.0000 1.0000 0.9996 0.9999 0.9937 0.9909 
Loading 1.0000 1.0000 0.9999 1.0000 0.9984 0.9982 

I-SVD 

1 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

2 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

3 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

O-ALS 

1 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

2 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

3 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

 

In the case of randomly distributed missing entries (Table 3), NIPALS, I-SVD, 
and O-ALS showed a very good performance, with all correlation coefficients 
>0.99. Both I-SVD and O-ALS showed an exceptional performance, achieving 
perfect matches with the true scores and loadings across all scenarios, even in 
cases with high percentages of missing data. Interestingly, it is possible to 
observe that the percentage of missing data in a random pattern does not 
significantly affect the quality of the solutions provided by the I-SVD algorithm, a 
conclusion that also applies to O-ALS. However, NIPALS solutions showed 
degradation with increasing percentages of missing data, particularly in noisy 
scenarios, although they still remained close to the true solutions in the absence 
of noise. 
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Table 4. Correlation coefficients among recovered scores and loadings and the analogous 
simulated profiles (from the complete matrix) for the missing block pattern case. 

   Noiseless Noise 7% 
Missing 
pattern 

Algorithm Component 
Percentage of missing data Percentage of missing data 

5% 30% 80% 5% 30% 80% 

Missing 
block 

NIPALS 

1 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Loading 0.9997 0.9996 0.9993 0.9997 0.9996 0.9993 

2 
Score 0.9967 0.9915 0.9829 0.9966 0.9914 0.9829 
Loading 0.9992 0.9976 0.9921 0.9992 0.9976 0.9921 

3 
Score 0.9836 0.9835 0.9802 0.9826 0.9799 0.9738 
Loading 0.9987 0.9866 0.9600 0.9985 0.9861 0.9587 

I-SVD 

1 
Score 1.0000 1.0000 -* 1.0000 1.0000 1.0000* 
Loading 1.0000 1.0000 -* 1.0000 1.0000 1.0000* 

2 
Score 1.0000 1.0000 -* 0.9999 0.9996 0.9994* 
Loading 1.0000 1.0000 -* 1.0000 1.0000 0.9998* 

3 
Score 1.0000 1.0000 -* 1.0000 0.9956 0.9936* 
Loading 1.0000 1.0000 -* 0.9983 0.9998 0.9986* 

O-ALS 

1 
Score 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 
Loading 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

2 
Score 1.0000 1.0000 1.0000 0.9999 0.9996 0.9994 
Loading 1.0000 1.0000 1.0000 1.0000 1.0000 0.9998 

3 
Score 1.0000 1.0000 1.0000 0.9983 0.9956 0.9936 
Loading 1.0000 1.0000 1.0000 1.0000 0.9998 0.9986 

*NIPALS solutions were used as initial estimates instead random values due to the impossibility 
to converge of the I-SVD algorithm. 

Regarding the results of the algorithms for data with missing block patterns 
(Table 4), I-SVD showed excellent performance in the absence of noise for 
cases of 5% and 30% missing data. However, I-SVD failed to converge within a 
reasonable time (<6 hours) for the 80% missing data case. To improve the 
convergence of I-SVD, the scores and loadings provided by NIPALS were used 
as initial estimates. Even then, I-SVD did not converge in a reasonable time for 
the noiseless case. In contrast, the O-ALS algorithm consistently provided 
excellent results across all cases. The solutions provided by NIPALS were 
always worse than for the two previous algorithms and the distortion of scores 
and loadings became more evident as the index of the component calculated 
increased. 

Presence of bias in the recovered scores and loadings  

The NIPALS algorithm showed a systematic bias in the recovered scores and 
loadings. The bias is practically inappreciable for the random pattern of missing 
values and becomes evident for the data sets with a systematic pattern of 
missing entries (Fig. 57). However, the presence of small deviations in the 
analysis even in an ideal scenario (low rank space and no noise) is a hint that 
NIPALS is not addressing the missing data problem correctly, although from a 
practical point of view, the errors may be negligible in some cases. 
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Figure 57. Scores and loadings extracted by NIPALS (dashed red line) and scores and 
loadings of the complete matrix (black line) for the missing block case with 80% of missing 
entries and no noise. Small deviations can be seen in the first principal component, and 
significant differences in the second and third. 

 

The bias of NIPALS when dealing with missing data was highlighted by Bjørn 
Grung and Rolf Manne in 1998. This error comes from the per-component 
calculation inherent to NIPALS, where every component is calculated at a time, 
unlike I-SVD and O-ALS, which estimates the N components that define the 
rank of the data matrix simultaneously.  

To understand this fact, consider the computation of the first principal 
component using NIPALS both in the absence and presence of missing data. In 
a complete matrix, the first principal component is computed using an ALS 
approach. However, in an incomplete matrix, deriving the first principal 
component by skipping the missing entries is equivalent to replace the missing 
data with values predicted from the PCA model. In other words, the NIPALS 
solution is equivalent to impute missing data with predictions that belong to a 
rank-1 space, while the missing values of the original matrix are present in a 
space with different rank. Consequently, NIPALS essentially imputes missing 
data using a rank-1 model, leading to a bias. This error becomes more evident 
with subsequent component extractions due to the cumulative errors in each 
deflation step and explains why the error increases when the number of missing 
entries increases (more missing values are incorrectly imputed) and why the 
subsequent components are more biased (error accumulation). Please note that 
the use of NIPALS in Publication II is justified, since the case study involves a 
matrix of rank 1 and, therefore, the calculation is correct. 
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Effect of the pattern and the percentage of missing data into the obtained PCA 

model. 

In the context of PCA, the rank of the data matrix defines its underlying 
structure, with the assumption that this structure can be captured by a lower-
dimensional representation without information loss. When dealing with missing 
data, I-SVD and O-ALS perform the suitable calculations using the real rank of 
the data, N. Essentially, both methods span the same dataspace. Therefore, an 
algorithm that accurately estimates missing values will yield correct scores and 
loadings, and vice versa. 

In scenarios where the available information adequately defines the rank-N 
basis of the incomplete data set, both I-SVD and O-ALS achieve perfect scores 
and loadings, irrespective of the missing pattern or percentage of missing 
values in the data set. This kind of results identifies the information encoded on 
the available data as the key factor over the missing patterns or the percentage 
of missing entries to ensure a correct solution. Thus, when the available 
information in incomplete data is enough to define the dataspace, perfect 
scores and loadings are obtained, as shown in Tables 3 and 4 and Fig. 58 for 
noiseless cases.  

 

Figure 58. Scores and loadings extracted by O-ALS and I-SVD (dashed red line) and 
scores and loadings of the complete matrix (black line) for the missing block case with 30% 
of missing entries. Perfect match between calculated and simulated profiles is achieved for 
both algorithms. 
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Effect of missing values on the algorithm convergence 

I-SVD has limitations due to its algorithmic nature. During the iterations, the 
provisional imputed values tend to move the scores and loadings from the 
correct data space. However, across iterations, the imputed values improve to 
get closer to the correct dataspace in each iteration. Therefore, when there is a 
high percentage of missing data and they follow a missing block pattern, the 
imputed values cannot be easily estimated and have a strong influence in the 
model to be optimized, increasing the convergence time up to hours or more. 
This can be observed in Table 4, where for 80% missing data in the noiseless 
case, I-SVD failed to converge even when initialized with the solution provided 
by NIPALS, which is a reasonably good initial estimate. In the presence of 
noise, the solutions provided by NIPALS had to be used as initial estimates for 
I-SVD to achieve convergence within a reasonable time (hours). On the other 
hand, O-ALS achieved correct solutions in a computation time significantly 
lower. To illustrate this effect, the datasets with a 7% noise added following a 
random and a missing block pattern were analyzed 500 times by O-ALS and I-
SVD using different random initial estimates in each run (Table 5). 

Table 5. Mean and standard deviation of the time spent per each algorithm per case in 
500 runs for the 7% noise-added case. Random values were used as initial estimates.  

Algorithm 
Random pattern Block pattern 
5% 30% 80% 5% 30% 80% 

I-SVD 10±1s 27±3s 72±2s 114s±12s 17±1 min - 

O-ALS 4±0.8s 2.5±0.6s 2.2±0.5s 17±6s 20±21s 19±11s 

 

On the other hand, a limitation of the O-ALS algorithm is the possibility to fall 
into local minima, particularly when analyzing multisets with missing block 
patterns. From 500 runs, a considerable number of them found possible local 
minima, especially pronounced in scenarios with higher percentages of missing 
data with non-random pattern. No local minima were found for the analysis of 
data with random missing patterns. Ilin and Raiko (2010) previously warned 
about the presence of local minima for bilinear factorization of datasets in the 
presence of missing entries. In this scenario, the O-ALS algorithm offers a 
straightforward solution. The algorithm can undergo multiple initializations within 
a few iterations, employing different initial estimates each time. Subsequently, 
the initial estimates yielding the most accurate fit are chosen and used for the 
analysis until convergence is achieved. This approach enables the extraction of 
the correct PCA model without significantly extending the computation time. For 
instance, in an extreme case with 80% missing data and a missing block 
pattern, employing the best 10 initializations across 35 iterations reduces the 
frequency of encountering local minima from 32% to less than 1%, and the 
increase in analysis time goes from 19 seconds to 120 seconds. 
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Results of a real case study 

The O-ALS algorithm was applied to a real incomplete multiset with 70% 
missing values. This dataset was built by the NIR and Raman hyperspectral 
images from Publication VIII, where NIR covers all the sample area and 
Raman covers only a small amount of the sample area, as in Fig. 55. In this 
case, to simplify the analysis, the Raman hyperspectral image with the original 
high spatial resolution was not included. 

A convergence criterion of 10-13% was used to ensure that O-ALS properly 
converges. Ten runs were conducted to mitigate potential local minima, with 
initial estimates chosen randomly for four components. The run showing best fit 
was chosen as final solution. 

 

Figure 59. A) Scores extracted by O-ALS. Different clusters related to the inks can be 
observed. In black, the cluster related to the paper. In green, pixels related to US signal. In 
blue, pixels related to BV signal. In yellow, pixels related to PVG signal. B) Clusters 
selected (blue, green, yellow and cyan) showing the pixel position on the original image.  

 

The results are shown in Fig. 59. In the PCA space, four components were 
clearly detected. The percentage of variance explained by each principal 
component was 62.48%, 25.87%, 4.55%, and 0.47% for PC 1, 2, 3, and 4, 
respectively. In total, the model accounted for 93.37% of the variance. Since the 
data were not mean-centered, the first principal component was not shown, 
since it reflects basically the mean of the data without highlighting informative 
clusters. In the PC 3 vs PC 2 plot, the paper (black circle) and the US pen 
(green circle) can be differentiated from the rest of the signal (see Fig. 59B for 
the corresponding pixel positions within the scanned area). On the other hand, 
the PC 4 vs PC 3 plot differentiates the signals corresponding to the US pen 
(green circle) and BV (blue circle). Additionally, it can be slightly observed the 
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cluster of PVG signal (yellow circle). Lastly, the PC 4 vs PC 2 plot separates the 
PVG signal from the rest of the data (yellow circle). Therefore, the analysis 
suggests that O-ALS effectively captured the principal component dataspace, 
showing the four expected clusters related to the signal from the three pens and 
the paper despite the huge amount of missing entries. 

Summarizing, the study has examined the performance of NIPALS, I-SVD, and 
a novel algorithm, the O-ALS, for PCA in datasets with missing values. The 
results indicate that I-SVD and O-ALS consistently provide accurate results 
across various scenarios, even with a high percentage of missing data, 
maintaining their ability to recover the true scores and loadings. On the other 
hand, special care must be taken into account when applying NIPALS to 
datasets containing missing values, since the PCA models provided are biased, 
especially when the percentage of missing entries is high and for systematic 
patterns. According to the results, the pattern and percentage of missing values 
do not significantly affect the performance of I-SVD and O-ALS. Additionally, the 
study explores the convergence behavior of the two algorithms, highlighting that 
I-SVD struggles with high percentages of missing entries, while O-ALS provides 
PCA models within reasonable times. However, further research is needed to 
investigate the occurrence of local minima in I-SVD and O-ALS solutions, since 
this question is still unclear.  
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The conclusions of this thesis are divided into two main blocks, related to the 
conclusions drawn from the results presented in Section I and Section II of 
Chapter 3.  
 
Addressing challenges of fluorescence images 

 

1. Several algorithms have been proposed to enable the use of trilinear 
models for the analysis of Excitation-Emission Fluorescence (EEM) 
images in the presence of missing information. Special attention has also 
been paid to improve the interpretation of the information of fluorescence 
decay curves, the basic measurement of Fluorescence Lifetime Images 
(FLIM). To do so, a simple approach to extract the Instrument Response 
Function from the decay signals measured has been provided. A 
dedicated method to unmix multiexponential curves into their 
monoexponential contributions for lifetime estimation based on the 
trilinear decomposition of the transformed/kernelized original signals has 
been designed. The latter method is particularly suitable for decay curves 
with few sampling points.     
 

2. Trilinear decomposition of Excitation-Emission Fluorescence (EEM) 
images by MCR-ALS in the presence of missing data calls for the 
modification of the current implementation of the trilinearity constraint. In 
absence of missing data, the constant pure emission spectral shape 
required in trilinear models for a specific component is obtained by doing 
SVD on a complete matrix Sfn of equally sized pure emission spectra 
obtained at different excitation wavelengths. In the presence of missing 
data, the matrix of pure emission spectra has missing entries and SVD 
cannot be straightforwardly used. The first implementation of trilinearity 
to handle missing data involves combining the results of sequential SVD 
analyses on complete submatrices of the ragged matrix Sfn of pure 
emisision spectra. This implementation can be applied to any systematic 
pattern of missing values. However, the selection of the submatrices is 
dataset-dependent and the algorithm may be complex and difficult to 
implement for higher-order models than trilinear models. The second 
implementation of the trilinearity constraint proposed works employing 
NIPALS instead of SVD to obtain the common emission spectral shape. 
NIPALS allows handling efficiently missing entries for rank-1 matrices. 
This algorithm can estimate row-by-row and column-by-column the 
elements of the score vector and the loading vector, respectively 
adapting the least-squares calculations required to the available 
information. This implementation is much simpler than the first one 
proposed and can be applied to any random or systematic pattern of 
missing entries encountered in EEM data. This NIPALS-based 
implementation of trilinearity can be easily incorporated in existing MCR-
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ALS interfaces, codes and is easily scalable to be used in higher-order 
models. 
 

3. A fluorophore-specific protocol to study the photobleaching phenomenon 
in fluorescence images has been presented. The measurement of 4D 
excitation-emission fluorescence images often requires prolonged 
acquisition times, where photobleaching may occur. The study of 
photobleaching has been addressed by the analysis of time-series of 
consecutive 3D and 4D images by MCR-ALS. This study has benefited 
from the use of the trilinearity implementation to handle missing data to 
enable an accurate description of photobleaching in 3D and 4D images, 
providing distribution maps, pure fluorescence profiles, and decay curves 
for each resolved fluorophore while ensuring unique solutions. Once 
photobleaching was characterized, strategies such as selecting few 
excitation and emission channels while increasing bandwidth detection 
were applied to acquire a 4D image with limited exposure time, ensuring 
the comprehensive characterization of all fluorescent compounds. Up to 
seven compounds related to biological regions of plant tissues were 
detected in the real example investigated. This approach is particularly 
effective for complex biological samples and it can be extended to 
various sample types containing natural or stained fluorescent 
compounds. 
 

4. The kernelizing approach has been proposed as an efficient method to 
generate trilinear data arrays from bilinear data matrices of 
multiexponential decays. The results showed that the trilinear 
decomposition methods applied on data sets obtained by kernelizing 
effectively provided the correct decay constants of the underlying 
components in different scenarios, being particularly useful to handle 
multiexponential measurements with few sampling points. Despite the 
positive results, further exploration to optimize the kernel width selection 
is required. Although tested in time-resolved spectroscopic data and in 
FLIM mages, kernelizing can be generalized to deal with any analytical 
measurement expressed by multiexponential decay curves. 
 

5. A novel method for estimating the IRF in TRFS measurements, named 
Blind Instrumental Response Function Identification (BIRFI) has been 
proposed. BIRFI requires only the experimental measurement of an 
exponential decay to estimate the IRF by combining the full signal and its 
exponential part in a deconvolution process. The method demonstrated 
to provide accurate predictions of the IRF, improving the accuracy of 
lifetime determination across different scenarios. BIRFI is offered as a 
much simpler and accurate way to estimate IRF skipping the direct 
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measurement of fluorophores with ultrashort lifetimes or of the elastic 
scattering of the laser pulse for IRF estimation.  
 

6. The proposed algorithms and methodologies presented in Section I of 
Chapter 4 are oriented to improve the analysis of fluorescence 
measurements. These improvements have a direct synergy with image 
fusion, since they contribute not only to a more accurate characterization 
and extraction of components, but to reduce the rotational ambiguity of 
the global dataset when fused with other imaging modalities. 

 

Addressing challenges of image fusion 

 

7. The image fusion strategies developed in this thesis were oriented to 
enable merging measurements from different image platforms taking 
advantage of all available information, the common among platforms and 
the specific of every measurement, which can be a different area 
scanned or the definition of the sample area analyzed with high 
resolution. The image fusion strategies proposed allow combining image 
platforms with spectroscopic and spatial differences among them via 
chemometric variants of MCR-ALS that are prepared to accommodate 
different underlying measurement models or to handle incomplete 
multisets with missing blocks of information, originated from the presence 
of platform-specific information that does not have an equivalence in 
other image measurements. 
       

8. The description of a case study based on the fusion of fluorescence, 
Raman, and infrared hyperspectral images for the characterization of 
constituents of rice leaves cross-sections has been the starting point to 
present the classical protocol of image fusion based on multiset analysis 
by MCR-ALS and to identify the advantages and drawbacks of the 
approach. Comparing the results of individual analyses with the global 
multiset analysis of the fused images, a higher number of well-
characterized components could be obtained due to the joint analysis of 
the highly diverse spectroscopic information of the multiset. However, the 
classical image fusion protocol requires a complete multiset where all the 
information connected among platforms should have the same spatial 
conditions, i.e., same pixel size and area scanned. These   limitations 
generate some drawbacks that must be considered. First, there is a 
significant loss of spatial resolution for some of the techniques, which 
causes that closely located components become indistinguishable and 
that selective information be lost by the required binning procedures. 
Second, non-common scanned areas are discarded during analysis, 
which may lead to the loss of valuable information. The disadvantages 
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identified triggered the proposal of new methodologies that can 
overcome the limitations associated with classical image fusion 
approaches.   
 

9. A challenge to be solved was the design of an image fusion protocol to 
merge images with different spectroscopic dimensionality, e.g., 3D 
Raman images and 4D EEM fluorescence images. The methodology had 
to address the different dimensionality of the data arrays, i.e., an 
unfolded matrix for a 3D image and a 3D tensor for the 4D image and, 
most important, the different underlying model of the image 
measurements, bilinear for Raman images and trilinear for EEM images. 
An initial multiset could be easily built by unfolding as much as required 
the 4D image until a data matrix formed by rows with vectorized 2D EEM 
landscapes was produced and subsequently connected with the Raman 
image matrix. To model the fused multiset with the suitable underlying 
image measurements, a partial trilinearity constraint for MCR-ALS was 
proposed. Thus, the flexible nature of MCR-ALS allowed for the 
application of the trilinear constraint to the vectorized emission spectra 
blocks of matrix ST, while the Raman block was modelled in a bilinear 
fashion. The hybrid bilinear/trilinear model obtained allowed preserving 
the natural models of the image measurements and provided more 
accurate solutions thanks to the reduction of rotational ambiguity induced 
by the application of trilinearity This methodology was successfully 
applied to simulated and real datasets based on the measurement of a 
leaf cross-section sample using Raman and 4D excitation-emission 
fluorescence images.  
 

10. The last contribution to improve image fusion was focused on the 
connection of image measurements with spatial differences in terms of 
spatial resolution and/or area scanned. As mentioned above, the spatial 
differences among measurements originate incomplete multisets, with 
missing blocks present.  A new MCR-ALS algorithm for incomplete 
multiset analysis, based on the row-by-row and column-by-column least-
squares estimation of matrices C and ST, has been proposed. This 
simple modus operandi allows adapting the least-squares calculations to 
use only the available entries in each row or column calculation. In 
comparison with existing algorithms meant for the same purpose, this 
adapted MCR algorithm does not require any data imputation step and is 
based on a single factorization model. Besides, it adapts to any 
percentage and pattern of missing entries. The algorithm was tested in a 
controlled example were three inks were measured by NIR and Raman 
images that were showing different spatial resolution and area scanned, 
providing an incomplete multiset. When the NIR HSI was analyzed 
individually by MCR-ALS, the results revealed four components, but the 



 

311 

rotational ambiguity associated with the non-selective nature of NIR 
spectral signatures prevented the correct extraction of pure maps and 
spectra. Conversely, the MCR results for the individual Raman image 
showed an excellent recovery of the pure components, but only a small 
sample area was scanned. The results of the image fusion analysis of 
the incomplete multiset showed a perfect recovery of all components due 
to the complementary Raman and NIR information and the correct maps 
could be defined for the full sample area scanned. 

11.  The concept of the row-by-row and column-by-column least-squares 
calculation of the bilinear model in MCR-ALS has also been proposed in 
a new PCA algorithm for analysis of incomplete multisets, called 
Orthogonalized-Alternating Least Squares (O-ALS).  O-ALS operates 
performing the alternating row-by-row and column-by-column least-
squares calculation of scores and loadings under the Gram-Schmidt 
orthogonalization constraint. A comparison with PCA algorithms adapted 
to handle missing data, such as NIPALS and Imputation-SVD revealed 
better performance of O-ALS in complex scenarios. A first conclusion 
was that NIPALS suffers from biases in the estimation of scores and 
loadings due to the sequential component extraction, resulting in a loss 
of orthogonality among profiles. Instead, O-ALS and I-SVD extract all 
required components simultaneously and provide good and orthogonal 
estimates for scores and loadings across diverse scenarios. A clear 
difference between I-SVD and O-ALS is that I-SVD imputes missing 
entries, while O-ALS utilizes only available information, being thus 
unaffected by the amount or pattern of missing entries. This difference 
causes that I-SVD presents very slow convergence when the amount of 
missing entries increases and the pattern of missing value sis not 
random.  Instead, O-ALS requires a short computation time in all 
scenarios tested, but may suffer from local minima in extreme cases. 
However, this problem can be easily mitigated by using multiple 
initializations followed by the selection of the best model. The algorithm 
is clearly promising for image fusion, where missing block patterns are 
common, and offers a fast and accurate solution for exploratory analysis 
and potential reconstruction of missing information in these scenarios. 
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