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"Today is a struggle. Tomorrow is hope. the future belongs to us who keep
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Abstract
“ It always seems impossible until
it is done."

Nelson Mandela

T his thesis aims to develop a model for graph protection using mobile guards, specifically focusing
on the concept of eternal feedback vertex sets. The problem of protecting a graph using mobile

guards has been extensively studied in the literature. This problem involves defending the vertices,
as well as edges, of a graph G against any attack using defense units, called guards, stationed at the
vertices of G. Our primary interest lies in protecting graphs against infinite sequences of attacks,
where each attack is executed one at a time. A protection problem can be modeled by a two-player
game between a defender and an attacker. In this game, the defender selects the initial configuration
of guards in the first turn and must defend all vertices of G against any attack by reconfiguring the
guards at each subsequent turn. On the other hand, the attacker chooses the location of each attack
at each turn. An attack is considered defended if a guard can be moved to the attacked vertex via
an edge. The defender wins the game if he successfully defends the graph against every sequence of
attacks, while the attacker wins if he manages to breach the defense. Importantly, the sequence of
attacks can be of infinite length. Variants of this problem, such as eternal dominating set [1], eternal
independent set [2], and eternal covering [3] have been well explored in the literature.

In this thesis, we introduce two new variants of the graph protection problem, namely Eternal
Feedback Vertex Sets (EFVS ) and m-Eternal Feedback Vertex Sets (m-EFVS ). The two variants are
modeled in the same way using a two-player game, with the specific condition that the set of vertices
chosen by the defender to receive guards must simultaneously form a feedback vertex set and a
dominating set in each turn. In other words, the Eternal Feedback Vertex Set on a graph can be seen
as an infinite game between a defender and an attacker, where the defender chooses a set of guards
Fi at each turn i, i ≥ 1. At turn i, the attacker chooses a vertex ri, called an attack, in V \ Fi−1 and
the defender must defend the attack by moving to ri a guard from a vertex vj adjacent to ri. The
new guards configuration is Fi = Fi−1 ∪ {ri} \ {vj}. The sets Fi, for any i ≥ 1, must be dominating
and feedback vertex sets. In the case where the defender protects vertices by moving more than one
guard, we talk about the m-Eternal Feedback Vertex Sets.

The organization of this thesis is as follows. We start with Chapter 1 devoted to present essential
definitions, commonly used notations, and initial findings that are well-established in graph theory and
directly relevant to our research. The aim of this chapter is to introduce the reader to the fundamental
concepts and terminology that will be utilized throughout this research document.

Chapter 2 provides a brief history of the research conducted by graph theorists on protective
models of graphs, specifically on the concept of Eternal Problems. Within this chapter, we highlight a
multitude of significant findings that have motivated and inspired numerous researchers to introduce
new approaches for solving complex problems.

Our primary focus in this study is to propose a new protective model that utilizes mobile guards
to protect the vertices of a graph, this is what we do in Chapter 3. We provide formal definitions of
our new models of graph protection, namely the Eternal Feedback vertex set and m-Eternal Feedback
vertex set. Both models are based on an initial selection of a feedback vertex set (FVS ), where a vertex
in FVS can be replaced with a neighboring vertex such that the resulting set is a FVS too. Then, we
compare the two parameters; the eternal and m-eternal numbers, F∞ and F∞

m , corresponding to the
smallest eternal (m-eternal) feedback set of the graph, with known graph parameters. Consequently,
we deduce some inequalities for F∞ and F∞

m on cycles, complete graphs and complete bipartite graphs.
Also, we provide a detailed study of both variants on grids, distance and circulant graphs.



iv

In Chapter 4, and considering the class of interval graphs, we prove that the eternal feedback
vertex number F∞(G) on an interval graph G depends on the F∞ of cliques in G. Also, we develop a
linear algorithm for finding the eternal feedback vertex set on G, which utilizes a graph partitioning
method as a prepossessing step, and then selects the guards from each partition independently.

In Chapter 5, we explore strategies for constructing an EFV S and determining the eternal feedback
vertex number on various classes of graphs, including k-dimensional graphs, wheel graphs, and fan
graphs. We also develop a linear algorithm for finding the eternal feedback vertex set in k-spiral
graphs.

Finally, we conclude the thesis by providing a comprehensive summary of the presented work and
highlighting intriguing open problems for further investigation.
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1 Introduction into Graph Theory

“The whole universe based on the
concepts of Graph Theory, where
love is an edge that is connecting
two peoples, or vertices, either
directly or indirectly."

Yatin Mehndiratta

T he basic concepts of graph theory can be used to deal with problems from many different sub-
jects, such as discrete mathematics, computer science, biology, chemical compounds, etc. This

introductory chapter serves to provide an overview of the terminology and concepts of graph theory,
setting the foundation for the subsequent discussions in this thesis. We will present key definitions
and notations that will be employed throughout this research. For further in-depth knowledge, we
recommend consulting the following books [4, 5, 6, 7, 8].

1.1 Graphs

Graphs are mathematical structure consisting of a collection of objects known as vertices or nodes,
connected by a set of connections known as edges. The presence of an edge between two vertices
indicates a relationship or connection between them. For instance, the transport network can be
represented as a graph, with stations represented as vertices and roads represented as edges.

Many definitions and concepts of graph theory have been formulated to describe the character-
istics and organization of graphs. These concepts have found extensive applications across diverse
disciplines, ranging from computer science and engineering to social sciences and biology.

1.1.1 Foundations of Graph Theory: Key Concepts and Terminology

Real-world entities and their interactions are often represented by graphs. Social media platforms, for
instance, construct graphs by assigning nodes to users and edges to connections between them. These
connections can take various forms, including friendships, following relationships, or retweets. For
instance, by modiling friendship relations on Facebook as a graph, we can examine the network prop-
erties of social connections among users. In this graph representation, individual users are depicted
as nodes, and friendship relations are represented as edges.

Figure 1 illustrates a graph that models the relationships among five user accounts, where nodes
represent individual users, and edges connect users who are friends. For example, we can see that
Alice and David are friends on Facebook, while Carla and Bob are not.

Formally, a graph G is a couple of two sets V (G) and E(G), where V (G) is the set of vertices of
G and E ⊆ {xy| x, y ∈ V (G)} is the set of edges of G, and it is denoted by G(V (G), E(G)), and
sometimes G(V,E). Set V (G) is often assumed to be non-empty, but E(G) is allowed to be empty.
The order of a graph G, denoted by v(G), is the cardinality of V (G), and the size of a graph G,
denoted by e(G), is the number of edges in G. In case there are no conditions on graph G, let n be
the order of G and m be its size.

Let e = xy ∈ E(G), x and y are called the ends of e, and we say that e is incident to x and y,
and x and y are said to be adjacent. Two edges, e1, e2 ∈ E(G), are said to be adjacent if they have a
common end. A graph consisting of a single vertex is referred to as a trivial graph. When a graph has
a finite number of vertices and edges, it is classified as a finite graph. Furthermore, a simple graph
is a graph without loops, which are edges connecting a vertex to itself, and multiple edges, which are

2
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Figure 1.1: An example on friend network between the users Alice(A), Bob(B), Carla(C), David(D),
and Elisa(E).

edges that connect the same pair of vertices. Throughout this thesis, all graphs are assumed finite
and simple.

Let G be a graph, and x and y two vertices in G. x and y are said to be neighbors if they are
adjacent. Denote by NG(x) the set of neighbors of x in G, and let dG(x) denote the number of
neighbors of x in G and called the degree of x in G. That is, dG(x) = |NG(x)|. Also, we denote by
NG[x] the set of closed neighbors of x in G, i.e NG[x] = NG(x) ∪ {x}. The minimum degree δ(G) of
G is defined by δ(G) = min{dG(v), v ∈ G}. Similarly, the maximum degree Δ(G) of G is stated as
Δ(G) = max{dG(v), v ∈ G}. A vertex x is said to be isolated if d(x) = 0. A vertex of degree n − 1
is called a universal vertex. By reference to graph G in Figure 1.1 we have, Δ(G) = 4, δ(G) = 2,
NG(A) = {B,C,D,E}, dG(A) = 4. Also, A is a universal vertex of G.

A graph H is said to be a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G). A subgraph H
of G is said to be spanning subgraph if V (G) = V (H). It is said to be induced subgraph of G if
V (H) ⊆ V (G), E(H) ⊆ E(G), and for all x, y ∈ V (H), we have xy ∈ E(G) ⇐⇒ xy ∈ E(H), we
write H = G[V (H)] (see Figure 1.2). Let S ⊆ V (G), we say that S is a stable set if every induced
subgraph of S is empty. The stability number of G, α, is the cardinal of a maximum stable set, i.e
α(G) = max{|S|, S is stable in G}.

Figure 1.2: Examples of subgraphs, a graph G, an induced subgraph G[{a, b, c, e}] and a spanning
subgraph of G.

Let G be a graph, and let H be a subgraph of G. We denote by H ∪ e (or H + e), the subgraph
obtained by adding edge e to H. As well, H − e denotes the subgraph of G obtained from H by
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removing edge e.
Given two graphs G1 = (V1, E1) and G2 = (V2, E2), the cartesian product of G1 and G2 denoted

by G1 × G2, is the graph whose vertex set is the cartesian product V1 × V2, and where two vertices
(u1, u2) and (v1, v2) are adjacent if and only if either u1 = v1 and u2 is adjacent to v2 in G2 ,or u2 = v2
and u1 is adjacent to v1 in G1, see Figure 1.3.

Figure 1.3: Cartesian product G3 of two graphs, G1 and G2.

1.1.2 Classes of Graphs

There are many particular classes of graphs that have been identified and studied in graph theory.
Here are the definitions of the classes we are needed.

Empty graphs

A graph with no edges is called an empty graph; that is, G is said to be empty if e(G) = 0.

Regular graphs

G is said to be regular if all the vertices in G are of equal degree. G is said to be k-regular if ∀v ∈ V (G),
d(v) = k.

Paths

A path is a graph where the set of vertices can be arranged in a sequence such that only consecutive
vertices are adjacent. Formally, a path of n vertices, denoted by Pn, is a graph such that V (Pn) =
{v1, v2, .....vn} and E(Pn) = {v1v2, v2v3, . . . , vn−1vn}, and we write Pn = v1v2v3 . . . vn. We say that
v1 and vn are the ends of Pn. An xy-path is a path with ends x and y. Pn is said to be simple path if
no vertex in V (Pn) appears more than once. The length l(Pn) of path Pn is equal to the number of
edges in P , i.e l(Pn) = n− 1.

Cycles

A cycle C is a graph whose edge set E(C) = {vivi+1| 0 ≤ i ≤ n− 1}∪ {vnv1}. Let Cn be a cycle with
n vertices, we usually write C = v1v2...vnv1. , denoted by Cn. The length l(Cn) of Cn, is equal to
the number of edges in Cn, i.e l(Cn) = n.

Figure 1.4 gives an example of an empty graph, a path, and a cycle.
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Figure 1.4: An empty graph, a path, a cycle

Connected and Disconnected Graphs

G is said to be a connected graph if ∀x, y ∈ V (G), G contains an xy-path, otherwise G is said to be
disconnected. A connected component of a graph G is a maximal induced subgraph of G. Disconnected
graphs contain more than one connected component.

Trees and Forest

A forest is an acyclic graph, i.e it does not contain any cycle as a subgraph. If a forest is connected
then it is called a tree, denoted by Tn where n is the number of vertices. A vertex of degree 1 in a
tree is called a leaf. Figure 1.5 illustrates an example of a forest, where the third tree is a star. A
star, denoted Sk, is a graph of k vertices with the set of edges E = {v1vi}, for all 2 ≤ i ≤ k.

Figure 1.5: A forest of three dis-connected trees.

Complete Graphs

The complete graph of order n, denoted by Kn, is the graph where every pair of vertices is an edge,
i.e ∀ v ∈ V (G), dG(v) = n− 1. A complete induced subgraph is called a clique.

Bipartite Graphs

A graph G is said to be bipartite if V (G) can be partitioned into two stable sets S1 and S2, i.e G[S1]
and G[S2] are empty. S1 and S2 are called bipartition of G, and G is usually denoted by G(S1, S2, E).

Complete Bipartite Graphs

A bipartite graph G = (S1, S2, E) is complete if there is an edge xy ∈ E for every x ∈ S1 and y ∈ S2.
A complete bipartite graph is denoted by Kn,m, where |S1| = n and |S2| = m. Figure 1.6 gives an
example of a complete graph, bipartite graph, and complete bipartite graph.
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Figure 1.6: A complete graph, a bipartite graph, and a complete bipartite graph.

Chordal Graphs

A chordal graph is a graph in which all cycles of four vertices or more have a chord, where a chord is
an edge that is not part of the cycle but connects two vertices of the cycle (see Figure 1.7).

Figure 1.7: A chordal graph.

k-Sun graphs

A k-sun graph consists of 2k vertices, partitioned into two ordered sets, C = {c1, ..., ck} and S =
{s1, ..., sk}, where C induces a complete graph and each si is adjacent to ci and ci+1, for i = {1, 2, ..., k}
and ck+1 = c1.

k-Star graphs

The k-star graph, denoted by Sk,n−k, has a vertex set V = {v1, ..., vn} where {v1, ..., vk} induces a
complete graph, and N(vi) = {v1, ..., vk}, for all k + 1 ≤ i ≤ n.

k-Path graphs

The k-path graph, denoted by P k
n , has a vertex set V = {v1, ..., vn} where {v1, ..., vk} induces a

complete graph, and vivj ∈ E, where k+1 ≤ i ≤ n and i− k ≤ j ≤ i− 1. See Figure 1.8 for examples
of k-sun, k-star, and k-path graphs, where k = 4.

k-Tree graphs

A k-tree, denoted T k
n , where n > k, is a graph formed by starting with a (k+1)-vertex complete graph

and then repeatedly adding vertices in such a way that each added vertex v has exactly k neighbors
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Figure 1.8: 4-Sun graph, a 4-star graph, and a 4-path graph.

U such that, together, the k + 1 vertices formed by v and U form a clique, see Figure 1.9.

(a) T 4
6 (b) T 4

9

Figure 1.9: Two k-tree graphs of different orders

k-spiral graphs

The k-spiral graph, denoted by Sk
n, has a vertex set V = {v1, ..., vn} such that, the set {v1, ..., vk−1}

induces a complete graph, and vivj ∈ E, for all i ≥ k and j ≤ k − 1, and {vi−1vi, vivi+1} ∈ E for
k + 1 ≤ i ≤ n− 1.

Friendship graphs

The friendship graph , denoted Fn, consists of 2n + 1 vertices and 3n edges. It is constructed by
joining n copies of C3 with a common vertex, see Figure 1.10a.

Fan graphs

The fan graph, Fm,n, is defined as the graph join Km + Pn, Figure 1.10b.

Wheel Graphs

A wheel graph, Wn, is a graph constructed by connecting a single universal vertex to all vertices of a
cycle of length n, Cn, see Figure 1.11a.
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(a) F3 (b) F1,4

Figure 1.10: A friendship graph and a fan graph

Gear Graphs

A Gear graph, Gn, is obtained from a wheel graph, Wn, by inserting an extra vertex between each
pair of adjacent vertices on the perimeter of a wheel graph, Wn, see Figure 1.11b.

(a) W4 (b) G4

Figure 1.11: A wheel graph and a gear graph

Helm Graphs

A helm graph, denoted by Hn, is a graph obtained by attaching a single edge and vertex to each vertex
of the outer cycle of a wheel graph. A helm graph, Hn, consists of 2n+ 1 vertices.

Half graphs

A graph G with vertex set V = {a1, ..., ak} ∪ {b1, ..., bk} and E = {aibj , 1 ≤ i ≤ j ≤ k}, is called a
half-graph with length k and denoted Hk,k.

Figure 1.12 illustrates the definitions of the helm and half graphs by an example for each.

Grids

The grid of dimensions p × q, where p and q are two positive integers, is the graph Pp × Pq. Figure
1.13 shows P5 × P5.

Distance Graphs

A graph G is a distance graph, denoted P (D), if it is defined on a set of distances D = {d1, . . . , dk},
where di is a positive integer, and two distinct vertices vi, vj ∈ V being adjacent if and only if
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Figure 1.12: A helm graph and a half graph

Figure 1.13: Grid of dimensions 5× 5.

|i− j| ∈ D. The finite distance graph Pp(D) is the subgraph of P (D) induced by vertices v0, . . . , vp−1.
We omit sometimes the brackets and we write Pp(d1, . . . , dk) instead of Pp({d1, . . . , dk}).

Circulant Graphs

G is a circulant graph, denoted C(D), if it is defined on D = {d1, d2, ..., dk}, where the set of neighbors
of a given vertex vi is {vk|k = (i±dj) mod n, j = 1, 2..., k}, such that 1 ≤ d1 < d2 < · · · < dk ≤ p

2 , p is
the number of vertices. The finite circulant graph Cp(D) is the subgraph of C(D) induced by vertices
v0, . . . , vp−1. We omit sometimes the brackets and we write Cp(d1, . . . , dk) instead of Cp({d1, . . . , dk}).
We illustrate the definition of distance and circulant graphs in Figure 1.14.

Figure 1.14: A distance graph (on the right) and a circulant graph (on the left), where D = {1, 2}
and n = 5.
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Interval Graphs

An interval graph is a graph in which every vertex can be mapped into an interval in the real line.
Let Γ = {I1, I2, ..., In} be a set of intervals, such that Ii = [bi, ei], where bi represents the beginning
point and ei represents the ending point. The interval graph G is the graph with V = {v1, ..., vn}
where vertex vi is associated with interval Ii, and vi is adjacent to vj in G, i.e vivj ∈ E, if and only
if Ii ∩ Ij �= φ, for all i �= j (see Figure 1.15).

Figure 1.15: An interval graph G and its interval representation Γ.

Oriented Graphs

An oriented graph (or digraph) is a graph where vertices are connected by directed edges called arcs,
i.e. for a digraph D = (V (D), A(D)), V (D) is the set of vertices and A(D) ⊆ {(x, y)|x, y ∈ V (D)} is
the set of arcs.

The underlying graph of D, denoted by G(D), is the graph obtained from D by ignoring the
orientations of its arcs. A digraph is called simple if its underlying graph is so (Figure 1.16).

Figure 1.16: A simple digraph and its underlying graph.

1.1.3 Graph Problems and Parameters

In various domains, problems can be effectively modeled using graphs, enabling mathematical solu-
tions. Numerous graph parameters arise from studying graphs for many decades, including maximal
cliques [9], graph coloring [10], graph matching, independent set, dominating set [11], feedback vertex
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set [12]. In this section, we provide an overview of these problems along with their associated applica-
tions. We take with more detail the two ones related to our research subject, namely, the dominating
and feedback vertex set problems.

Maximum clique. Consider a Facebook network with users Alice (A), Bob (B), Carla (C), David (D),
Emilie (E), Frank (F), George (G), and Key (K) (see Figure 1.17). One can ask for the largest possible
chat group, where every pair of group members are friends on the platform. This amounts to find a
clique as larger as possible in the graph representing the relationships among the users. A clique is a
group of users, represented by vertices, who are all friends with each others, i.e. connected by edges.
And a maximum clique is a clique containing the largest possible number of vertices.

Given a clique of a graph G, we call the clique number, denoted by ω(G), the order of a maximum
clique in G. For further details on the maximal clique problem, refer to [9].

Figure 1.17: The graph G on the left represents the friendship between users, and an example of a
maximum clique of G is shown on the right, resulting in ω(G) = 4.

Clique covering. Consider a school with a diverse student population. In the graph, representing
the school, the vertices are students, and the edges represent the friendships between them. Suppose
that the school wants to organize social or friendship groups among the students. The objective is
to create groups where all the students within the same group are friends with each other. The goal
is to cover all the students in the school with these groups while maximizing the number of students
in each group. This amounts to finding a clique covering of the graph. The goal is to find a set of
cliques that covers all the students, such that no student is left without being assigned to a group,
and to cover as many students as possible in each clique, ensuring that each group is cohesive and
comprises a maximum number of friends. Formally, the clique covering is a partition V = V1∪· · ·∪Vk

of V where each induced subgraph, G[Vi], is a complete graph, for all 1 ≤ i ≤ k. The clique covering
number θ(G) is the minimum number k of partitions.

Similar to the clique covering problem, the neo-colonization problem is defined to be a partition
V1 ∪ ... ∪ Vk of G such that each Vi induces a connected graph. The weight assigned to Vi is equal to
one if it induces a clique, otherwise, it is 1+ γc(G[Vi]), where γc is the connected domination number.
Then θc(G) is the minimum weight of any neo-colonization of G.

Vertex covering. A vertex cover of G is a set C ⊂ V such that each edge of G is incident to a
vertex in C. The minimum cardinality of a vertex cover of G is the vertex cover number τ(G). For
more details and results on the vertex cover, the reader is referred to [13]. A real-life example of
vertex covering can be seen in the context of network security or system administration, where each
vertex represents a network device and each edge represents the connection between the corresponding
devices. The network administrator may seek for strategically selecting a minimal set of devices to
deploy monitoring sensors, ensuring comprehensive coverage of the network while minimizing the
number of deployed sensors. This helps in efficient network control, such as detecting potential issues.

Graph matching. A matching in a graph is a subset of edges such that no two edges share a common
vertex. A matching M of graph G is said to be maximal if no other edges of G can be added to M .
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One real application of graph matching is in image recognition. For instance, suppose a database
of known objects is constructed by a graph, such that each node represents a feature, and edges
represent similarities between these features. The aim is to compare the graph representing the image
with the known graphs in the database, which leads to find the best matching graph or subgraph that
represents the object presented in the image. This can be done by comparing the structural similarity,
edge weights, node attributes, or other characteristics of the graphs. Once a match is found, we can
identify the object in the image based on the corresponding known graph. This application has
practical uses in computer vision, pattern recognition, and object tracking, where graph matching
helps in identifying and locating specific objects or patterns within images or video sequences. Graph
matching has been well studied in the literature [14, 15, 16].

Graph decomposition. The graph decomposition problem consists in partitioning the graph into
smaller, non-overlapping subgraphs. Different types of decomposition have been studied, including
path decomposition, cycle decomposition, and clique decomposition. These methods can be employed to
analyze transportation networks, such as road or subway systems. By decomposing the network into
smaller components, it becomes easier to identify critical junctions, optimize routes, and understand
the overall flow of traffic. This information can be valuable for urban planning, logistics, and traffic
management.

Independent set problem. An Independent set S ⊂ V of a graph G = (V,E) is a set of vertices such
that no two vertices in S are adjacent to each other. The independence number α(G) is the size of a
largest independent set of G [17]. An example of the independent set is given in Figure 1.18a and the
independent set number is illustrated in Figure 1.18b.

(a) An independent set (b) A maximum independent set, α(G) = 3

Figure 1.18: The unshaded vertices represent an independent set of G.

A real application of this parameter is the timetabling problem. The aim is to find the perfect
school timetable where no student has two different classes at the same time. For that, we ask for the
independent set in the graph where vertices are subjects, and two vertices are connected by an edge
whenever at least one student has signed up for both subjects corresponding to the two vertices.

Dominating set Problem. The dominating problems were introduced in the early years of graph theory,
with many applications in various domains, such as computer science, social sciences, physics, and
biology. For instance, in network deployment, one can ask for efficiently placing the stations of internet
in a city so that all the villages can benefit. As the internet station has a limited broadcasting range
and a cost, we have to place as few as possible stations to reach all the villages, which leads to find a
dominating set for the city graph connecting different villages. Formally, a set S ⊂ V of vertices in a
graph G is called a dominating set if every vertex v ∈ V is either an element of S or is adjacent to an
element of S. S is called a minimal dominating set if no proper subset of S is a dominating set of G.
The domination number of a graph G, denoted by γ(G), is the minimum cardinality of a dominating
set in G (see Figure 1.19).

In the literature, different results have been obtained on several classes of graphs. Ore [18] proved
that if G is a connected graph of order n ≥ 2, then γ(G) ≤ n

2 . In [19], the authors gave a complete
characterization of the graphs for which the equality is reached. One can easily see the relationship
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(a) A dominating set of G (b) A minimum dominating set of G, γ(G) = 1

Figure 1.19: The unshaded vertices represent a dominating set of G.

between the domination number of a graph G and its independence number, stated as γ(G) ≤ α(G).
Indeed, let I be a maximum independent set of G, such that it contains a vertex from each incident
edge i.e each vertex in V \ I has a neighbor in I. This means that a maximum independent set
is dominating set. Several variants of the problem have been studied, including total domination,
connected domination, and independent dominating set. To illustrate, let S ⊂ V be a dominating
set of G. If G[S] has no isolated vertices, then S is a total dominating set, and the corresponding
parameter, γt(G), is the total domination number, and if G[S] is connected, then S is a connected
dominating set, and the corresponding parameter is the connected domination number γc(G) S is said
to be independent dominating set if it is an independent set. A thorough survey of domination sets
can be found in [11].

Feedback Vertex Set Problem. Given a graph G, a Feedback Vertex set (FV S) is a subset of vertices
F ⊂ G such that its removal induces a forest. We denote by F (G) the minimum cardinality over
all FVS, i.e. F (G) = min{ |S|, S is a FV S}. A minimum feedback vertex set (MFV S) is a FV S
of cardinality F (G). This problem is well-known to be NP-complete for general graphs [20]. It has
received much attention in the literature, and finds a lot of applications in many domains, such as
combinatorial circuit design, converter placement in optical networks, and deadlock prevention in
computer systems [21, 12].

Given a graph G, if G is a path, tree or a cycle, the feedback cardinality is F (Pn) = 0, F (Tn) = 0
and F (Cn) = 1, respectively, for all n ≥ 1. For a complete graph Kn, as each triplet of vertices forms
a cycle, we have F (Kn) = n − 2, for all n ≥ 3. For a complete bipartite graph Kn,m, such that the
vertex set V = A ∪ B, where A = {v1, ..., vn} and B = {u1, ..., um}, a cycle vivjukul is obtained
for all i, j, k, l ≥ 1, so A \ {v} and B \ {u} is an FV S of G for any v ∈ A and u ∈ B. Therefore,
F (G) = min{|A| − 1, |B| − 1}.

Figure 1.20: The unshaded vertices represent a feedback vertex sets of P5, C5, K5 and K3,3, which
gives F (P5) = 0, F (C5) = 1, F (K5) = 3 and F (K3,3) = 2.
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Considering distance and circulant graphs, we summarize, in Table 1.1 [22], some bounds of
MFV S. A comprehensive survey of this problem on many other classes of graphs is provided in
[23].

F (Pn(D)) F (Cn(D))

D Lower bound Upper bound Lower bound Upper bound
{1, 2, 4} 4�n
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� 4�n
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Table 1.1: Bounds of MFVS on distance graphs and circulant graphs.

Note that the dynamic versions of the independent set problem, dominating problem, and feedback
vertex set problem have been extensively studied in the context of protecting graphs with guards.
These variants introduce changes to the traditional definitions, and commonly referred to as the
eternal independent set, eternal dominating set, and eternal feedback vertex set, respectively. In
these dynamic versions, the goal is to maintain the desired set (independent, dominating, or feedback
vertex) as changes occur in the graph over time. Detailed discussions and analyses of these dynamic
variants are the subjects of the next chapters.

1.2 Graph Theory Applications

“Knowledge without application is
like a book that is never read."

Christopher Crawford

Graphs are widely used and play a crucial role in various real-world applications. They provide
a powerful mathematical framework to represent and analyze data in different fields, namely social
science, electrical engineering, computer science [24], biology [25, 26] chemistry and physics [27, 28](
Figure 1.22). The first application is the famous seven bridges of Könisberg problem. It involves
finding a path through the city of Königsberg that crosses each of its seven bridges exactly once and
returns to the starting point. The problem was initially posed by the mathematician Leonhard Euler
in the 18th century and is considered one of the pioneering problems in the field of graph theory. Euler
approached the problem by abstracting the city and its bridges into a mathematical structure known
as a graph. In this graph, each landmass is represented by a node, and each bridge is represented by
an edge connecting two nodes (see Figure 1.21 [29]).

Euler’s solution proved that it is impossible to find a path that crosses each bridge exactly once and
returns to the starting point if there are more than two nodes with an odd number of edges connected
to them. This solution did not only solve a specific puzzle but also established fundamental principles
in graph theory. It laid the foundation for the field, which has since developed into a powerful tool in
various disciplines such as computer science, engineering, and many other fields.

In this section, we will explore the diverse range of real-world applications where graph theory
finds practical utility.

1. Computer Science

Graph theory has many practical applications in computer science, and one of its most well-
known uses is in the design of algorithms for routing data across networks. The internet can
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Figure 1.21: Map of Königsberg in Euler’s time.

be viewed as a massive graph consisting of nodes representing individual computers and edges
representing their connections. These algorithms enable traffic to flow smoothly on the internet,
even in the presence of faults or congestion points. Thanks to graph theory, these algorithms
tend to be more effective and efficient than those developed without taking graph theory prin-
ciples into account. This is the case of Dijkstra’s Algorithm, Prims’s Algorithm and Kruskal’s
Algorithm.

2. Social Networks

Graph theory can be applied to social networks by representing individuals as nodes and their
relationships as edges. This approach allows for analysis of the network’s structure and identifi-
cation of influential nodes within it. For instance, studying the spread of information or trends
in social networks, graph theory can help predict how ideas, rumors, or news propagate within
the network. This analysis is crucial for understanding the dynamics of information flow and its
impact. A thorough survey about graph theory applications in social networks can be found in
[24], see Figure 1.23 [30].

3. Transportation

Graph theory finds many uses in transportation planning, logistics, routing, and cost analysis. It
is employed to model road networks, identify efficient routes, and optimize traffic flow. In fact, it
has even been used to predict and prevent traffic congestion before it happens, by analyzing two-
dimensional graphs to identify potential problem areas. Other applications of graph theory in
transportation planning include designing transit systems, flight schedules, forecasting regional
economic growth, and developing new streets or railways.

4. Electrical Engineering

Graph theory has many other practical applications in electrical engineering, including Circuit
Analysis, Power Grid Optimization, Fault Detection, Signal Processing, Control Systems, and
designing circuit topologies. For the last one Some common circuit topologies include series,
bridge, star, and parallel topologies, and by representing the components of a circuit as nodes and
their connections as edges, graph theory can be used to analyze and optimize circuit behavior, as
well as create circuits that are more reliable, efficient, and cost-effective [31]. Moreover, Graph
theory can be used to analyze and process signals in electrical systems, such as audio or video
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Figure 1.22: Graph Theory Applications

signals. By representing signals as graphs, it is possible to apply graph theory algorithms to
filter, compress, or otherwise manipulate the signal.

5. Physics and Chemistry
Many problems in the field of physics and chemistry are solved using graph theory skills. Indeed,
graph theory provides a mathematical framework to study molecular structures and properties,
enabling the analysis and optimization of complex systems especially in physics. For more
detailed, we invite the reader to [31, 27, 28].

6. Biology and Medicine
Biologists used graphs in transcriptional regulation networks, Metabolic networks and Protein-
Protein interaction networks. Also, they are useful in characterizing drug-drug target relation-
ships, where nodes in biological networks referred to a bimolecular such as genes, proteins, or
metabolites, and edges connecting these nodes indicate functional, physical, or chemical in-
teractions between the corresponding bimolecular. Furthermore, graph theory has numerous
applications in the study of diseases, including epidemic modeling, disease network analysis,
genetic analysis, and drug discovery. By using graph theory to analyze disease data, researchers
can gain insights into the underlying causes of diseases and develop more effective treatments.
This is the case of Cancer heterogeneity studied using graphs (see Figures 1.24 [32] and 1.25
[33]).
For more applications and details of biological applications of the theory of graphs [25, 26].

1.3 Conclusion

In this chapter, we introduced different basic concepts, key definitions and notations of graph theory we
will use throughout the rest of the report. All the concepts are mainly about the structural properties
of graphs as the graph protection problem considered in this thesis lies to the graph structure.
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Figure 1.23: Social Networks

Figure 1.24: Brain Network
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Figure 1.25: Biological Networks



2 Graph Protection Models Using Guards

“The more you know about the
past, the better prepared you are
for the future."

Roosevelt

T he protection of graphs using mobile guards is a well-explored problem in the research literature.
This problem revolves around safeguarding both the vertices and edges of a given graph G

against potential attacks. In doing so, defense units, known as guards, are strategically positioned at
various vertices of G. Our primary focus lies in defending graphs against infinite sequences of attacks
carried out one at a time. Several studies have delved into the protection of graphs with guards,
leading to diverse formulations. Notable variants include the Eternal Dominating set [1], Eternal
Independent set [2], Eternal Vertex Cover set [34].

In this chapter, we present a concise overview of previous models that have received significant
attention. Specifically, we explore the concepts of eternal dominating sets, eternal independent sets,
and eternal vertex covers, shedding light on their respective studies and contributions.

2.1 Historical overview

A protection problem can be modeled by a two-player game; defender and attacker. The defender
chooses the set of vertices needed to hold the guards in the first turn, and he is required to defend
vertices against any attack, on any vertex, by finding a new guard configuration at each turn. On the
other hand, the attacker chooses at each turn the locations of the attack. An attack is defended if a
guard moves to the attacked vertex across one edge. The defender wins the game if he can successfully
defend any sequence of attacks, the attacker wins otherwise. We note that the sequence of attacks
may be infinite in length. More formally, let Di ⊂ V , where i ≥ 1, be a collection of sets of vertices
of the same cardinality, with one guard located on each vertex of Di. The protection problem can be
modeled in such away that the defender chooses the set Di, for each iteration, that allows to avoid
the attack. The defender wins the game if he dealt with infinite turns of attacks.

The study of graph protection originated in 2004 by Burger et al. [1], who introduced the concept
of infinite order domination, commonly known as the eternal dominating problem or the one-guard
moves model. In this model, each set Di representing guard placement must be a dominating set, and
Di+1 is obtained from Di by moving only one guard to the attacked vertex from an adjacent vertex
in Di.

Following that, Goddard et al. [35] proposed a new variant called the m-eternal dominating set
problem or the many guards move model. In this model, each Di where i > 1 must be a dominating
set, and Di+1 is obtained from Di by allowing each guard to move to a neighboring vertex. Note that
the eternal dominating problem allows only one guard move per turn (per attack), while the m-eternal
dominating set model permits multiple moves per turn (per attack). Subsequently, several variations
of graph protection with mobile guards were explored, predominantly focusing on the domination
property. For instance, Klostermeyer et al. [36] introduced the eternal total domination model that
asks for a set D ⊂ V with the property that for each u ∈ V, there exists x ∈ D adjacent to u, and
the eternal connected domination model which is an eternal secure set whose induced subgraph is
connected. Similarly, Klostermeyer et al. [37] introduced the eternal vertex covering problem, where
each set Di is required to be a vertex cover. The eternal independent set problem was first introduced
by Hartnell et al. in 2014 [2], which encompasses two variants: the eternal independent set problem
and the m-eternal independent set problem. Our work, starting in 2020, focuses on new models,
namely the eternal feedback vertex set problem and the m-eternal feedback set problem, which will be

19
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discussed in detail throughout this report.

2.2 Eternal Protections Models

In-depth surveys presenting different graph protection models and encompassing several findings are
available in [38, 39]. In this section, we detail each model and present some intriguing results.

2.2.1 Eternal dominating problem

The first application of eternal domination was introduced in the 90’s to investigate the military
strategy of Emperor Constantine used to defend the Roman Empire [40]. In 2004, Burger et al. [1]
introduced the formal variant of the eternal domination model, that can be modeled as a two-player,
defender and attacker, game. The defender must defend all attacks of the attacker, and starts the
game by choosing a set of vertices, say D0, with one guard on each vertex of D0. The attacker, at
each turn i, chooses the location of the attack, while the defender is required to replace the guards on
a new set of vertices, Di+1, obtained from Di. Each set Di is required to be a dominating set. More
formally, Let G be a graph, the set EDS(G), for E ternal Domination Sets of G, is the greatest set of
subsets of V such that for every subset S ∈ EDS(G) and every r ∈ V \ S, there is a vertex v ∈ S
such that vr ∈ E and S ∪ {r} \ {v} ∈ EDS(G).
The size of a smallest eternal dominating set of G is the eternal domination number denoted by
γ∞(G), i.e γ∞(G) = min{|S|, S ∈ EDS}. Figure 2.1 illustrates an eternal domination game between
the defender and the attacker. The defender placed the guards initially on the vertices of D1 =
{v3, v5, v6, v8}. In the first turn, the attacker attacks the vertex v1. To avoid this attack, the defender
is required to replace the guards on another set of vertices in which only one guard moves to an adjacent
vertex (the others must remain in their places). We assume that the defender chooses to move the
guard from v3 to v1, and the new guard configuration, D2 = {v1, v5, v6, v8} is also a dominating set.
Although, in the next turn, where v4 is attacked, the defender remove the guard from v5 to v4, and
the new guard configuration,D3 = {v1, v4, v6, v8} is also a dominating set. Notice here, in the next
turn, if the defender moves the guard from vertex v7 to v3, which are also adjacent, the new guard
configuration, {v1, v3, v4, v6} is not dominating, and thus the defender will lose the game. In this
example, we see that the defender can defend the graph against infinite attacks, starting from D1,
and then he wins the game. Therefore, D1 is an eternal dominating set of G and γ∞(G) = 4.

Another variant of the eternal dominating problem is the m-eternal domination problem 1, in
which more than one guard can move, in the same turn, either to avoid the attacked or to preserve
the domination property. Let us give a more formal definition of these notions. Let G be a graph
and let S1, S2 ⊂ V be two subsets. A multimove f from S1 to S2 is a one-to-one mapping from S1 to
S2 such that for every x ∈ S1, we have f(x) = x or (x, f(x)) ∈ E. The set MEDS(G) of m-eternal
dominating sets of G is the greatest set of subsets of V such that for every S ∈ MEDS(G) and every
r ∈ V (G) \ S, there is a multimove f such that r ∈ f(S) and f(S) ∈ MEDS(G).
The size of the smallest m-eternal dominating set of G is the m-eternal domination number γ∞

m (G).
i.e γ∞

m (G) = min{|S|, S ∈ MEDS}.
Figure 2.2 illustrates a game played between the defender and the attacker in m-eternal domination

on a graph G of 7 vertices. The defender starts the game by placing a guard on each vertex of
D1 = {v3, v5}. The first attack, at the first turn, is on the vertex v1. To avoid this attack, the
defender moves the guard from vertex v3 to vertex v1, and to preserve the domination property, the
defender moves the guard from vertex v5 to v3. Notice that, if only one guard is moved, the guard
configuration, {v1, v5} is not dominating and thus the attacker is the winner. Therefore, D1 is a
m-eternal dominating set and γ∞

m (G) = 2.

Burger et al. [1] observed that, for any graph G, the eternal domination number of G; γ∞(G), lies

1Note that the m of m-eternal does not represent a parameter, but stands for multiple, as multiple guards can move
at a time.
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Figure 2.1: An example of eternal domination of a graph. Each unshaded vertex represents a guard,
and the attacked vertex is colored red.

between its independence number and clique covering number.

Observation 1 [1] For any graph G, we have α(G) ≤ γ∞(G) ≤ θ(G).

Also, they found the parameter values for certain simple classes of graphs, namely, paths, cycles,
and products of complete graphs and paths.

Theorem 2.2.1 [1]

1. For any n, γ∞(Pn) = 
n
2 �.

2. For any n, γ∞(Cn) = 
n
2 �.

3. For any p, q, where p ≤ q, γ∞(kp × kq) = p.

4. For any p, q, where p, q ≥ 2, γ∞(Pp × Pq) = 
pq
2 �.

In 2007, Klostermeyer and MacGillivary, in [41], gave another bound for the eternal dominating
number, and they proved that:

Theorem 2.2.2 [41] For any graph G, α(G) ≤ γ∞(G) ≤
(
α(G) + 1

2

)
.

In 2008, Klostermeyer et al. [42] determined the classes of graphs for which the inequality of
Theorem 2.2.2 is tight.

For the m-eternal dominating problem, and according to the definitions of both parameters, γ∞
m (G)

and γ∞(G), Goddard et al. [35] observed the following inequality.

Observation 2 [35] Let G be any graph, then γ(G) ≤ γ∞
m (G) ≤ γ∞(G).

According to the above inequalities,Theorem 2.2.2 and Observation 2, Klostermeyer et al. state
the following inequalities.
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Figure 2.2: An example of m-eternal domination of a graph. Each unshaded vertex represents a guard,
and the attack is colored red.

Theorem 2.2.3 [1, 35, 43]. For any graph G, where γ(G) and α(G) are, respectively, the domination
and independence number of G,

γ(G) ≤ γ∞
m (G) ≤ α(G) ≤ γ∞(G) ≤

(
α(G) + 1

2

)
.

Goddard et al. [35] computed the exact values of the m-eternal dominating number for some
classes of graphs, namely paths, cycles, and complete graphs.

Theorem 2.2.4 [35]

1. For any n, γ∞
m (Pn) = 
n

2 �.
2. For any n, γ∞

m (Cn) = 
n
3 �.

3. For any n, γ∞
m (Kn) = 1.

Although they gave the following corollary.

Corollary 2.2.1 [35] For any graph G, γ∞
m (G) ≥ diam(G)+1

2 .

Cartesian grids Pn × Pm have been vastly studied with tight bounds existing for small grids, such
as 2× n, 3× n, 4× n, and 5× n grids [44, 45, 46].

Theorem 2.2.5 [44, 45, 46]

1. For any n ≥ 2, γ∞
m (P2 × Pn) = 
 2n

3 �.
2. For any n > 1, γ∞

m (P3 × Pn) ≤ n.

3. γ∞
m (P3 × P3) = 3.

Lamprou et al. [47] recently proved that γ∞(Pn × Pm) = γ(Pn × Pm) + O(n + m). A thorough
survey about the main results obtained for both parameters, γ∞

m (G) and γ∞(G), for several classes of
graphs, can be found [39].

Considering oriented graphs, Began et al. [48] proved that computing the oriented eternal domi-
nating number is NP-hard, and they generalized known results in graphs to digraphs. They proved
the following inequalities for any digraph D.
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Theorem 2.2.6 [48] For any digraph D, γ(D) ≤ γ∞
m (D) ≤ α(D) ≤ γ∞(D) ≤

(
α(D) + 1

2

)
.

The solving approaches are surprisingly little considered in the literature. We can find polynomial
algorithms to solve the domination protection problem on proper interval graphs [49], and general
interval graphs [50].

Other variants of the eternal dominating problem have been introduced growing from the variants
of the classic domination one. For instance, the eternal total domination, which considers the total
domination set, and the eternal connected dominating problem version [36]. In 2017, a new variant
was introduced, where a guarded vertex is attacked, this model is known as the eviction model [38].
In the eviction model, each configuration Di, i ≥ 1, of guards is required to be a dominating set.
An attack occurs at a vertex ri ∈ Di such that there exists at least one v ∈ N(ri) with v /∈ Di.
The next guard configuration Di+1 is obtained from Di by moving the guard from ri to a vertex
v ∈ N(ri), v /∈ Di. That is, attacks occur at vertices with guards and we must move that guard to an
unoccupied neighboring vertex.

The concept of eternal dominating sets has broad applications in many fields, including robotics,
finance, and transportation. Here are some examples of application.

1. Network security. An eternal dominating set can be used to secure a network against attacks.
The vertices in the set can represent critical network components that need to be monitored
continuously to ensure that they are not compromised.

2. Sensor networks. In a sensor network, an eternal dominating set can be used to monitor the
environment continuously. The vertices in the set can represent the sensors that need to be
active at all times to collect data.

3. Social Networks. In social networks, an eternal dominating set can be used to identify influential
nodes that have a significant impact on the spread of information or behavior in the network,
even over long periods of time.

2.2.2 Eternal Independent problem

In 2014, Hartnell et al. [2] introduced another variant of the graph protection models, namely the
eternal independent dominating model. They considered the protection problem where each Di, i ≥ 1,
is an independent dominating set, ri ∈ V −Di, and Di+1 is obtained from Di by replacing a number of
vertices by their neighbors, ri must be included (many guards can move in the same turn). Thus, one
guard moves to the attacked vertex and the other guards move to maintain an independent dominating
set. If an already occupied vertex is attacked, its guard deals with the attack without moving. The
independent protection number i∞(G) is the smallest number of guards required to protect the graph
G against an arbitrary sequence of attacks.

For instance, considering cycles, a solution for the eternal independent problem consists in placing
the guards on the maximal independent dominating set, and then rotating them, after each attacked,
to deal with an attack on the unguarded vertices. Figure 2.3 illustrates an example for C5.

Therefore, the following result has been proved in [2].

Theorem 2.2.7 [2] For any n, we have i∞(Cn) = 
n
3 �.

A slightly different variant, namely the k-independent protection problem, in which several vertices
of an independent set can be attacked simultaneously and a number of guards may move, has been
studied [2]. Let denote i∞k (G) the k-independent protection number which is the smallest number
of guards required to protect G against an arbitrary sequence of simultaneous attacks on up to k-
independent vertices, the following theorem holds.
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Figure 2.3: An example of eternal independent dominating of C5. Each unshaded vertex represents a
guard, and the attacked vertex is colored red.

Theorem 2.2.8 [2] For any graph G, if i∞k (G) exists, then k ≤ α(G) and i(G) ≤ i∞k (G) ≤ α(G).
Where, i(G) is the independent domination number of G.

Caro and Klostermeyer [51] considered the variant of the eternal independent problem where Di+1

is obtained from Di by moving only one guard on ri from an adjacent vertex. We denote α∞(G) the
eternal independence number which is the size of a largest eternal independent set of G.

Examples of α∞ for some classes of graphs are α∞(C4) = 1, α∞(C5) = 2, α∞(kn,n) = 1, ∀n. As
well, for m-eternal independent set problem examples of the m-eternal independence number α∞

m (G)
are the following α∞

m (C4) = 2, α∞
m (C5) = 2, α∞

m (kn,n) = n, ∀n.

Similarly, the case where all the guards must move upon each attack is also introduced and known
as the Total-eternal independent set problem. For this variant, each Di, i ≥ 1, is required to be an
independent set, ri ∈ Di, and Di+1 is obtained from Di by a total-switch. If the defender can win the
game with the sets {Di}, then each Di is a total-eternal independent set. The largest cardinality of
a total-eternal independent set is the total-eternal independence number of G denoted α∞

t (G).

Observation 3 [51] For any graph G, we have α∞
t (G) ≤ α∞

m (G).

The following proposition explains how a graph with a high matching and low chromatic number
can lead to a large free matching and therefore a large total eternal independence number.

Proposition 1 [51] Let G be a graph with χ(G) = k and m(G) = m. Then
α∞
m (G) ≥ α∞

t (G) ≥ 2m
k(k−1) , where m(G) is the matching number and χ(G) is the chromatic number

of G.

In a clique cover, no clique can contain more than one vertex from any independent set, thus
α(G) ≤ θ(G), for all G. Then, the following inequality holds.

Observation 4 [51] For any G, α∞(G) ≤ θ(G).

In the case where G is a free-triangle graph with θ(G) ≤ 2 and no isolated vertices, the eternal
independence number is less than the vertex cover number i.e α∞(G) < θ(G). We have an equality
between the two parameters, if the graph maximum matching is equal to the vertex cover number of
the graph.

Theorem 2.2.9 [51] Let G be a connected graph, α∞(G) = θ(G) if and only if mi(G) = θ(G), where
mi(G) is the size of a maximum induced matching in G.
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For bipartite graphs, the eternal independent number is stated by the following theorem.

Theorem 2.2.10 [51] Let G be a bipartite graph.

1. α∞(G) = mi(G)

2. α∞
m (G) = m(G)

2.2.3 Eternal vertex covering problem

In 2009, Klostermeyer and Mynhardt [3] introduced an eternal problem associated with the vertex
covering problem, known as the eternal vertex covering problem. They consider infinite sequences of
attacks on edges rather than vertices. Considering the two classical models of the eternal protection
problem; whether one or all guards are allowed to move in each turn to defend an attack, the model
that appears interesting is the one where all guards can move, i.e. m-eternal vertex cover problem.
For this model, to defend an attack, a guard from an incident vertex moves across the attacked edge.
More formally, each Di, i ≥ 1, is required to be a vertex cover, ri ∈ E, and Di+1 is obtained from
Di where each guard in Di may move to an adjacent vertex provided that one guard moves across
edge ri (we assume without loss of generality that one end-vertex of ri is not in Di, otherwise the two
guards on the end vertices of ri simply interchange positions). The size of the smallest eternal vertex
cover of G is the m-eternal covering number denoted τ∞m (G).

For example, let C = {v1, v2, ..., vn} be a cycle, a solution consists in placing the guards on the
vertices with odd index, v1, v3, v5, ..., and after an attack on any edge, the defender rotates the guards
to all even numbered vertices (see Figure 2.4).

Figure 2.4: An example of m-eternal vertex covering of C6. Each unshaded vertex represents a guard,
and the attacked edge is colored red.

For a general graph G, the m-eternal covering number τ∞m (G) is bounded in terms of the vertex
covering number τ(G).

Proposition 2 [3] For any G, we have τ(G) ≤ τ∞m (G) ≤ 2τ(G).

If G has a connected vertex cover set, then the m-eternal covering number satisfies the following.

Theorem 2.2.11 [3] Let G be any connected graph and let D be a vertex cover of G such that D is
connected. Then τ∞m (G) ≤ |D|+ 1.

In [3], the authors proved the upper and lower bounds of the m-eternal covering number on some
classes of graphs. For paths, cycles, and trees, τ∞m is stated as follows.

Proposition 3 [3] Given a graph G:

1. if G = Cn, then for any n ≥ 3, τ∞m (Cn) = τ(Cn) = 
n
2 �.
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2. if G = Pn, then for any n ≥ 1, τ∞m (Pn) = n− 1 =

{
2τ(Pn) if n is odd

2τ(Pn)− 1 if n is even

3. if G = T , then for any tree T , τ∞m (T ) = |V − L|+ 1, where L is the set of leaves in T .

Motivated by the question of which graphs have equal eternal vertex cover and eternal domination
numbers, the authors in [52], proved that the eternal vertex cover number is greater than the eternal
domination number in all graphs of minimum degree at least two.

Proposition 4 [52] Let G be a connected graph with δ(G) ≥ 2. Then γ∞
m (G) ≤ τ∞m (G).

For more results raised from studying the eternal covering problem, we invite the reader to [34,
53, 54].

2.3 Conclusion

We presented an overview of different protection models considered in the literature. We provided the
most important findings raised from dealing with each model, and that helped us in our study of the
problem. Almost all results concern mainly the eternal number computation as well as the algorithm
for finding the eternal sets.



3 Eternal Feedback Vertex Sets: A New Graph
Protection Model Using Guards

“Success is not the key to
happiness. Happiness is the key
to success. If you love what you
are doing, you will be successful."

Albert Schweitzer

G raph protection using mobile guards has garnered considerable attention in the literature. Var-
ious forms of graph protection have been explored, such as Eternal Dominating Set, Eternal

Independent Set, and Eternal Vertex Cover Set (refer to Chapter 2 for more details). In this chapter,
we will introduce and analyze two new models of graph protection, namely the Eternal Feedback Vertex
Sets (EFVS ) and m-Eternal Feedback Vertex Sets (m-EFVS ). These models rely on an initial selection
of a feedback vertex set (FVS ), where a vertex in the FVS can be substituted with a neighboring
vertex while still maintaining the set’s properties as an FVS.

3.1 Eternal Feedback Vertex Models

We recall that the graph protection problem consists in defending the vertices, as well as edges, of a
graph G against any attack using defense units, called guards, stationing at the vertices of G. It can
be modeled by a two-player game between a defender and an attacker. The defender chooses the set
of vertices needed to hold the guards in the first turn, and must defend any attack on any vertex,
by finding a new guard configuration at each turn. On the other hand, the attacker chooses at each
turn the location of the attack. An attack is defended if a guard can be moved to the attacked vertex
across one edge. The defender wins the game if each sequence of attacks is successfully defended, the
attacker wins otherwise. We note that the sequence of attacks may be infinite in length.

In the same way as the eternal dominating problem, we introduce the Eternal Feedback Vertex
Set Problem (EFVS ) as the problem of protecting a graph using mobile guards, where the subset of
vertices holding guards must be, at each turn, both a feedback and a dominating set.

In our variant, we consider the case where the attack is defended if a guard moves to the attacked
vertex across only one edge. Using the two-players game model, the defender firstly chooses a set F0

of k vertices which hold the guards. At turn i, the attacker attacks by choosing a vertex ri ∈ V \ Fi−1,
and the defender must defend the attack by moving to ri a guard from an adjacent vertex vi. The new
guards configuration is Fi = Fi−1 ∪{ri}\{vi}. The defender wins the game if any infinite sequence of
attacks is defended. The eternal feedback vertex number, denoted F∞(G), is the minimum number of
guards necessary for the defender to win, and the eternal feedback vertex set is a set that can initially
be chosen by the defender in a winning strategy.

Formally, Let G be a graph. The set EFV S(G), of eternal feedback vertex sets of G, is the greatest
set of subsets of V such that for every subset S ∈ EFV S(G) and every r ∈ V \ S, there is a vertex
v ∈ S such that vr ∈ E and S ∪ {r} \ {v} ∈ EFV S(G). The size of the smallest eternal feedback set
of G is the eternal feedback vertex number F∞(G), i.e F∞(G) = min{|S|, S ∈ EFV S}.

For example, we have F∞(P3) = 2., F∞(C3) = 1. Figure 3.1 illustrates possible configurations on
the house graph G, where F∞(G) = 2.

27
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Figure 3.1: Eternal feedback vertex set on house graph (shaded vertices are guards).

Consider the cycle graph C6 = {v1, v2, v3, v4, v5, v6} (see Figure 3.2). Removing any vertex from C6

results in a path, implying that a minimum feedback vertex set consists of only one vertex. However,
the smallest dominating set of C6 must contain at least two vertices. Consequently, we must begin
the game with a minimum of two guards. As a defender, we choose two vertices to initially hold the
guards, and let be F1 = {v2, v5}, without loss of generality. Now, suppose that the attacker chooses
vertex v3. In response, the defender must relocate the guard from v2 to v3. However, the resulting
configuration, F2 = {v3, v5}, is not a dominating set (see Figure 3.2a). Consequently, with only two
guards, the defender will lose the game.

To improve our chances, let us start the game with three guards. Without loss of generality,
we select F1 = {v2, v4, v6} as the initial guard configuration. In this scenario, a guard positioned
on a shaded vertex can move to an unshaded neighboring vertex. As a result, the resulting guard
configuration induces a dominating feedback vertex set. This is exemplified in Figure 3.2b, where the
guard moves from v2 to v3 after an attack on v3.

v1

v2

v
3

v6

v5

v4

(a) A non-EFV S of C6

v1

v2

v3

v6

v5

v4

(b) An EFV S of C6

Figure 3.2: C6, the guards are placed on the black shaded vertices, and the blue nodes holding the
guard before moving.

The m-Eternal Feedback Vertex Problem1 is the variant where the defender is authorized to move
several guards at a time. It is defined in the same way as the EFV S, except that when the attack
occurs, each guard is allowed to move to a neighboring vertex through only one hop. Several guards
movement can be considered either to defend the attacked vertex, or to make a better position of
guards for the coming turns.

The set MEFV S(G) of m-eternal feedback vertex sets of G is the greatest set of subsets of V
such that for every S ∈ MEFV S(G) and every r ∈ V (G) \ S, there is a multimove f such that
r ∈ f(S) and f(S) ∈ MEFV S(G). The size of a smallest m-eternal feedback vertex set of G is the

1Notice that the m in m-eternal does not represent a value.
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m-eternal feedback vertex number F∞
m (G); i.e F∞

m (G) = min{|S|, S ∈ MEFV S}. Figure 3.3 shows
the m-eternal feedback vertex number for C3, C4 and C5.

(a) m-EFV S of C3 (b) m-EFV S of C4

(c) m-EFV S of C5

Figure 3.3: The guards are placed on the black shaded vertices, and the red vertex represent the
attack.

3.2 EFVS and m-EFVS on general graphs

The comparison between the two numbers, F∞ and F∞
m , in relation to known graph parameters, arises

directly from the definitions of the Eternal Feedback Vertex Sets (EFV S) and m-Eternal Feedback
Vertex Sets (m-EFV S).

Observation 5 Let G be a general graph, then

F∞(G) ≥ F∞
m (G) ≥ F (G). (3.1)

For further illustration, suppose that F∞
m (G) < F (G). Let F0 be a minimum m-eternal feedback

vertex set (FVS) of G such that |F0| < F (G). According to the definition of an m-EFV set, we can see
that F0 is a feedback vertex set. Thus, there exists a feedback vertex set F0 with |F0| < F (G), which
is a contradiction. Moreover, assuming that F∞(G) < F∞

m (G), let F0 be a minimum eternal FVS of
G such that |F0| < F∞

m (G). By definition, each m-eternal FVS is an eternal FVS with multiple turns,
leading to a contradiction.

Given the result comparing both the eternal domination number and m-eternal domination number
of a graph G with the domination number and independent number of G:

Theorem 3.2.1 [1, 35, 41]
For any graph G, we have

γ(G) ≤ γ∞
m (G) ≤ α(G) ≤ γ∞(G) ≤

(
α(G) + 1

2

)
.

Based on the fact that each eternal (resp. m-eternal) feedback vertex set is an eternal (resp. a
m-eternal) dominating set, we can establish the following inequalities:
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Theorem 3.2.2 Let G be any graph, then γ∞
m (G) ≤ F∞

m (G) and γ∞(G) ≤ F∞(G).

Consequently, we have the following corollary:

Corollary 3.2.1 For any graph G, α(G) ≤ γ∞(G) ≤ F∞(G).

The relation between the eternal and m-eternal feedback vertex numbers of a graph and its induced
subgraphs is given by the following:

Proposition 5 For any graph G, and any induced subgraph H of G, we have

F∞(G) ≥ F∞(H) and F∞
m (G) ≥ F∞

m (H).

Proof:

For the first inequality, we suppose that F∞(G) < F∞(H). Thus, for any eternal FV S F of G, F
is not an eternal FVS of H. On the other hand, the sequence of attacks in G restricted to the induced
subgraph H requires only F∞(G) guards, which is a contradiction. The same proof is used for the
second inequality. �

It was proved in [48] that the eternal (resp. m-eternal) dominating number of a graph is the sum
of the eternal (resp. m-eternal) dominating number of its components. This is trivially true also for
the eternal (resp. m-eternal) feedback number for any graph.

Corollary 3.2.2 Given a graph G consisting in the connected components G1, G2, ..., Gi, i > 0, we
have:

F∞(G) =
i∑

j=1

F∞(Gj), and F∞
m (G) =

i∑
j=1

F∞
m (Gj).

In fact, we know that each Gi is an induced subgraph of G, and
i⋂

j=1

V (Gj) = ∅, so the eternal

feedback vertex number of G is greater than or equal to the sum of the eternal feedback vertex

number of all the connected components, i.e. F∞(G) ≥
i∑

j=1

F∞(Gj). Now, we suppose that the

eternal feedback vertex number of G is greater than the sum of the eternal feedback vertex number of

all the connected components, i.e. F∞(G) >
i∑

j=1

F∞(Gj). As each connected component is completely

disjoint from the other,
i⋂

j=1

V (Gj) = ∅, and for every uv ∈ E(G), u and v are in the same connected

component, thus there exists a connected component Gi protected by less than F∞(Gi) guards, which
is a contradiction since the EFVS for each component Gi is the minimal subset of guards needed to
protect Gi.

We can use the same proof for the second equality F∞
m (G) =

i∑
j=1

F∞
m (Gj).

3.3 EFVS and m-EFVS on particular classes of graphs

In this section, we compute F∞ and F∞
m on some particular classes of graphs. First, we note that for

any acyclic graph G, it is trivial to see that the feedback vertex number is equal to zero, hence finding
an eternal feedback vertex set for G is equivalent to find an eternal dominating set.

According to Theorem 2.2.1, we have for any n, γ∞(Pn) = F∞(Pn) = 
n
2 �.
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3.3.1 Cycles, complete graphs, and complete bipartite graphs

For cycles, complete graphs, and complete bipartite graphs, we have the following observations:

Observation 6 Given a cycle Cn and a complete graph Kn, for any n ≥ 3, and given a complete
bipartite graph Kn,m, where V = A ∪B, |A| = n and |B| = m, then:

(i) �n
2 � ≤ F∞(Cn) ≤ 
n

2 �.

(ii) F∞
m (Cn) = 
n

3 �.

(iii) F∞(Kn) = F (Kn) = n− 2.

(iv) F∞(Kn,m) = n+m− 3.

(v) F∞
m (Kn,m) = max{n,m}.

For cycles, removing any vertex produces a path graph, thus finding the eternal feedback vertex
number is equivalent to finding the eternal domination number. Figure 3.4 illustrates an example of
the m-Eternal FVS on C12, and shows that F∞

m (C12) = 
n
3 �.

v
3i+1v
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3i+2
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3i+2

v
3i

v
3i+1

(a) Guard clockwise move
v
3i+1

v
3i+1v

3iv
3i

v
3i-2

v
3i-2

(b) Guard anti-clockwise move

Figure 3.4: Example of m-Ethernal Feedback Vertex Set on C12. The guards are placed on the black
shaded vertices.

In a complete graph Kn, any three vertices form a cycle, so any feedback vertex set must contain
at least n − 2 vertices and thus both eternal and m-eternal feedback vertex numbers of a complete
graph are equal to its feedback vertex number.

Now, for complete bipartite graphs where A = {v1, ..., vn} and B = {u1, ..., um}, a cycle viukvjul

is obtained for all i, j, k, l ≥ 1. So we can see that, at all turns, we must place the guards in such a
way that if A holds less than n− 2 guards, then B must contain at least m− 1 guards. Therefore, the
only way to get this is to place n+m− 3 guards. Figure 3.5b shows that if we use less than n+m− 3
guards to protect a complete graph, Kn,m, a cycle will be obtained.

In the case of m-Eternal FVS, all vertices of A (or B; we select the maximum) must hold guards
(see Figure 3.6). Note that each partition in Kn,m is an independent set, and so no cycle is obtained
by removing a set partition.
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v1 2 nv v
3v

A

u1 u2 um

B

(a) EFV S of Kn,m

u
1 u2 um

v1 2 nv v
3

v
A

B

j
v

(b) non-EFV S of Kn,m

Figure 3.5: Kn,m, the guards are placed on the black shaded vertices, and the blue nodes holding the
guard before moving.
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(a) Moving one guard from B to A.
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v
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(b) All guards move from B to A.

Figure 3.6: Kn,m, the guards are placed on the black shaded vertices, and blue nodes are guard
positions before moving.

3.3.2 Distance graphs and Circulant graphs
Along this section, we use the bounds of the minimum feedback vertex set number, F , of different
families of distance and circulant graphs, summarized in Table 1.1 Chapter 1.

We note that hereafter, for figures, we illustrate only edges needed to explain the proofs, and so
the other edges can be easily deduced from the definition of the graph class.

Distance Graphs

Depending on the values of D, we first consider the particular case where D = {1, 2, 4}, and then the
more general cases where D = {1, t}, and D = {1, 2, 3, . . . , t}, where t is a non-negative integer.

Case 1. D = {1, 2, 4}.
Let Pn(D) be the distance graph of n vertices, where two distinct vertices vi, vj are adjacent in

Pn(D) if and only if |i− j| ∈ {1, 2, 4}.

Theorem 3.3.1 For any integer n, we have F∞(Pn(1, 2, 4)) = 5�n
8 �.

Proof:

Let F1 be any EFV S of a distance graph G = Pn(1, 2, 4). According to Proposition 5 in [22],
there are two possible cases for F1:

(i) Only two vertices over the first six are in F1. In this case, it is obligatory to choose vertices v1
and v4, as removing them is the only possibility to get an acyclic graph. Suppose that any other
vertex is attacked, without loss of generality let be v0. To defend v0, we must move the guard
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either from v1 to v0, or from v4 to v0. In both cases, at least one cycle will be generated, such
as v1v2v3 for the first move and v2v3v4 for the second move (see Figure 3.7). For illustration,
if we assume that the guard moves from v1 to v0, then the new guard configuration is {v0, v1}.
According to the construction of Pn(1, 2, 4), v1 is adjacent to v2, v2 is adjacent to v3 and v1 is
adjacent to v3. Hence, a cycle is generated by {v1, v2, v3}.

v
2

v
3

v4
v

5
v
0 v

1
v
2

v
3

v
4

v
5

v
0

v
1

Figure 3.7: P6(1, 2, 4), guards are on black shaded vertices.

(ii) At least three vertices over the first six are in F1. We arbitrary choose three non-consecutive
vertices to hold guards in the first turn, considered as a minimum eternal FV S for P6(1, 2, 4).
Consider now the first 12 vertices of G, and suppose that we apply the same strategy on each 6
vertices. A counter example can be occurred as follows. Without loss of generality and as we con-
sider a game with infinite turns, let’s suppose that at turn i, we have Fi = {v0, v3, v5, v6, v8, v11},
and vertex v7 is attacked. All possible guard moves will generate at least one cycle. In fact, if
the guard is moved from v3 to v7, v5 to v7, v6 to v7, v8 to v7, or v11 to v7, we get respectively
cycle v2v3v4, v1v2v4v5, v2v4v6, v8v9v10, or v9v10v11 (see Figure 3.8).

Figure 3.8: The different possible cycles generated while defending an attack on vertex v7 of P12(1, 2, 4).

So, for this case, we must fix the guards on vertices v6 and v7 to protect them. Accordingly, we
can see that in general at least 5 vertices must be selected to hold guards for each 8 vertices.
Consider F1 is obtained by any FV S of three vertices selected from the six first vertices (for
each block of 8 vertices), with the addition of the two vertices v6 and v7, we can see easily that
the defender can avoid any attack (see Figure 3.9).

Knowing that we are in the eternal variant of the feedback vertex problem, we can see that this
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Figure 3.9: A winning configuration for Pn(1, 2, 4), guards are on black shaded vertices.

example can be generalized for a large n, and thus the defender can win the game starting with
5 guards on each consecutive 8 vertices, and hence F∞(Pn(D)) = 5�n

8 �.

�
We have 4�n

8 � ≤ F (G), thus the following corollary is true.

Corollary 3.3.1 For any integer n, 4�n
8 � ≤ F∞

m (Pn(1, 2, 4)) ≤ 5�n
8 �.

Case 2. D = {1, s, t}.
In this case, two distinct vertices vi, vj from a distance graph Pn(D) of n vertices, are adjacent if

and only if |i− j| ∈ {1, s, t}, where s and t are integers.

Theorem 3.3.2 For any integers n, s and t, such that t ≤ n− 1 and 2 ≤ s < t, let G = Pn(D) be a
distance graph, where D = {1, s, t}, then


2n− s− t

5
� ≤ F∞(G) ≤ 
n

2
�.

Proof:

The lower bound follows from Equation (3.1) and the lower bound of feedback vertex set in the
case where D = {1, s, t} (see Table 1.1). For the upper bound, we prove that for a winning strategy,
the defender can use as initial EFV S the minimum feedback set defined in [22]. Thus, similarly to
the proof of Proposition 4 [22], we have two possible cases.

(i) s or t is odd. Let F = {v2j+1, 0 ≤ j ≤ �n−2
2 �}. Each chord of odd length joins two vertices of

different parity index, so the induced subgraph G[V \ F ], with odd indices, is either a disjoint
union of paths or an independent set (if both s and t are odd). Hence F is a FV S of 
n

2 � vertices.
Figure 3.10 illustrates the case where s = 3, t = 5, and n = 7. Also, we have

⋂
vi∈F

N(vi) = V ,

thus F is a dominating set.

v
2 v

3 v
4

v
5

v
6

v7v
1

Figure 3.10: P7(1, 3, 5), Eternal feedback vertex Set shaded

Now, to prove that F is an EFV S, we consider that each vertex in F holds a guard. We have⋂
vi∈F

N [vi] = V . Thus, each vertex of G either holds a guard or is adjacent to a vertex holding

a guard. And so, if vertex vi+1 is attacked the guard must be moved from vi to vi+1, and if in
a coming turn vertex vi is attacked the guard should return from vi+1 to vi. Thus, F can be
applied in a wining strategy.
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(ii) s and t are even. As well, we show that the FV S constructed in [22] can be an initial choice
for the defender in a winning strategy. Let k be any integer such that 1 ≤ k ≤ 
n

t �. If k is
even, let Fk = {vu, u = 2j + 1 + (k − 1)t, u ≤ n − 1, 0 ≤ j ≤ t−2

2 }, otherwise, if k is odd,
Fk = {vu, u = 2j + (k − 1)t, u ≤ n− 1, 0 ≤ j ≤ t−2

2 }.
We have F = ∪Fk is a FV S for G [22]. In fact, each chord of length s or t joins vertices of the
same parity (since s and t are even), and thus G[V \ F ] results in an induced subgraph of G
where all chords of length t, as well as all chords of length s between two consecutive blocks (of
t vertices) are removed (note that odd and even vertices are alternately removed from blocks of
t vertices). That yields an acyclic graph, knowing that the chords of length one is also removed
except some that join two consecutive blocks of t vertices. Figure 3.11 illustrates the case where
s = 2, t = 6 and n = 12. We have F = {v1, v3, v5, v8, v10, v12} is a FV S of P12(1, 2, 6). The
subgraph obtained from P12(1, 2, 6) after removing vertices of F is a forest, since the chord
of length 6, v1v6, in each block of 6 vertices, and the chords of length 2, v1v3, between two
consecutive blocks of t vertices are removed. In addition, all chords of length one, except those
joining two blocks, are also removed. We note that |Fk| = t

2 and thus, |F | ≤ n
2 .

v
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Figure 3.11: P12(1, 2, 6), Eternal feedback vertex set shaded.

We consider now that each vertex in F holds a guard. We have
⋂

vi∈F

N [vi] = V and thus, each

vertex in G can be protected by moving one guard at least. As in the previous case, we apply
the same manner of moving the guards to obtain a winning strategy.

�
This inequality comes directly from the previous theorem and Equation (3.1).

Corollary 3.3.2 Let G = Pn(n, s, t) for any integers n, s and t, with t ≤ n − 1 and 2 ≤ s < t,

 2n−s−t

5 � ≤ F (G) ≤ F∞
m (G) ≤ F∞(G) ≤ 
n

2 �.

Case 3. D = {1, t}.
This is the case where edges of the distance graph are constructed for each distance t, besides the

unit distance.
In [44], the authors proved the following lemma.

Lemma 3.3.1 [44] Let G be a path graph with n vertices, then γ∞(Pn) = 
n
2 �.

Theorem 3.3.3 For any integers n and t, such that 1 ≤ t < n, we have :

F∞(Pn(1, t)) = 
n
2
�+ 1.

Proof:

If t ≥ n, then Pn(1, t) is a path (an acyclic graph), so we are in the case where F (Pn(1, t)) = 0,
and F∞(Pn(1, t)) = γ∞(Pn(1, t)). For the case where t ≤ n and n ≥ 2t, we have two possible cases.

(i) n mod t = 0. Depending on the parity of n
t , we have two cases.
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(a) n
t is even. We partition the graph into n

t blocks, namely T1, T2, ..., Tn
t
, of t vertices each.

Let V (Ti) = {vi1, vi2, ..., vit} for all 1 ≤ i ≤ n
t . According to Lemma 3.3.1, we have γ∞

m (Pn) =

n
2 �. Thus, F∞(Pn) ≥ F∞

m (Pn) ≥ 
n
2 � (Equation 3.1). On the other hand, and as paths are

a subclass of distance graphs (a distance graph Pn(1, t) is a path with some extra edges),
so we have F∞(Pn(1, t)) ≥ F∞(Pn) ≥ 
n

2 �.
First, we prove that F∞(Pn(1, t)) > 
n

2 �. For that, we show that any subset F of G of

n
2 � vertices cannot be an EFV S. Without loss of generality, let F = {v2k+1

l , 0 ≤ k ≤
n
2t , 1 ≤ l ≤ t} since starting with any other subset of vertices of cardinality 
n

2 � as a
guard configuration, we inevitably end up with configuration F after some number of turns
(note that we consider an infinite game). In fact, for instance where G = P16(1, 4), we let
F1 = {v11 , v12 , v23 , v24 , v31 , v32 , v43 , v44}. After a sequence of attacks on vertices v13 , v

1
4 , v

3
3 , and v34

found in blocks T1 and T3 respectively, the guards should be arranged on T1 and T3 (see
Figure 3.12). We denote this configuration F , and we have just to prove that F , which
is clearly of cardinality 
n

2 �, is not an EFV S. Assume that the defender starts the game
with F , and the attacker chooses to attack vertex v

n
t
1 . The defender has only two choices to

avoid the attack, either by moving the guard from vertex v
n
t −1
1 to v

n
t
1 , which results in cycle

v
(n/t)−2
1 v

(n/t)−2
2 ...v

(n/t)−2
t v

(n/t)−1
1 (see Figure 3.13); or by moving the guard from v

n
t −1
t to

v
n
t
1 , which results in a non-dominating guard configuration F ′ = F \{v n

t −1
t }∪{v n

t
1 }. Hence

F is not an EFV S, and so F∞(Pn(1, t)) �= 
n
2 �.

1 4
v v1 1

2
v 1

1 4
v v3 4

4
v2

1T 2T 3T 4T
3

v2

3
v1

3
v4

2
v

4
v 3

3
v 33

Figure 3.12: P16(1, 4), the guards are moved from blue vertices after an attack on the two last vertices
of blocks T1 and T3. Black shaded vertices are guard positions after attacks (which results in a F
configuration).

vt
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T1 T2 T(n/t)-1 T(n/t)

v
1
1

v1
2

Figure 3.13: Pn(1, t), the guards are on black shaded vertices.

Second, we show that F∞(Pn(1, t)) = 
n
2 � + 1. For that, let F ′ = F ∪ {v n

t
t } be the set

that holds the guards in the initial turn. We have |F ′| = |F | + 1 = 
n
2 � + 1, and F ′ is a

dominating FV S of G (since F is a dominating FV S). Starting the game with F ′, the
defender will win the game by applying the following strategy. Depending on the block
of the attacked vertex, we have two defense strategies: (a′) where k = 1, i.e. the attack
occurs on the two first consecutive blocks, the defender can move the guard from v1l to v2l
when v2l is attacked, for all 1 ≤ l ≤ t. (b′) where k ≥ 2, we deal with each attacked vertex
according to its position in the block. If vertices v2kl , for 2 ≤ l < t, are attacked then the
defender can move the guard from v2k−1

l to v2kl . If vertices v2kt are attacked, the guard can
be moved from v2k+1

1 to v2kt . Finally, vertices v2k1 are protected by moving the guard from
v2kt to v2k1 . Note that all the obtained guard configurations F ′ are dominating FV S as
G \F ′ has no chord of length t joining two consecutive blocks. Thus, fixing a guard on v

n
t
t
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allows to deal with the non-domination encountered above (where F∞(Pn(1, t)) = 
n
2 �).

(b) n
t is odd. As above, we partition the graph into n

t blocks, say T1, T2, ..., Tn
t
, of t vertices

each. Let G′ be the graph obtained from G by removing vertices of the last block Tn
t
,

where n′ = n − t is the number of vertices of G′. We deal with G′ as follows. We have
n′
t is even, and so F∞(G′) = 
n′

2 � + 1. For a wining strategy, we have to just choose any
dominating set of cardinality t

2 for block Tn
t
. We note that block Tn

t
is a path graph with

t vertices, and as F (Tn
t
) = 0 so any eternal dominating set is an EFV S. Accordingly, we

have:

F∞(G) ≤ F∞(G′) + F∞(Tn
t
) ≤ 
n

′

2
�+ 1 +

t

2
≤ 
n

2
�+ 1.

Now, we assume that there exists an EFV S of G with cardinal less than 
n
2 � + 1. There

is at least 
n′
2 � + 1 guards for G′, so the path graph G[Tn

t
] will be protected by less than


 t
2�, which leads to a contradiction, i.e. after some moves of the guards, we necessarily get

three consecutive vertices in Tn
t

without guards. And hence F∞(G) = 
n
2 �+ 1.

(ii) n mod t �= 0. We partition the graph into 
n
t � blocks, T1, ..., T�n

t �, each of t vertices except the
last block, T�n

t �, contain r < t vertices. Similar to case (i), we deal with two cases according to
the parity of 
n

t �.

(a) 
n
t � is even. Let G′ = G \ T�n

t � be the graph obtained from G by deleting the last block,
and let n′ be the number of vertices of G′. We use the same strategy as in case (i)(b)
on graph G′, and we have F∞(G′) = 
n′

2 � + 1. In fact, T�n
t � is a path graph with r < t

vertices, thus the last block can be defended by 
 r
2� guards. Hence,

F∞(G) ≤ F∞(G′) + F∞(T�n
t �) = 
n

′

2
�+ 1 + 
r

2
� = 
n

2
�+ 1.

Now, we assume that the defender can win the game with less than 
n
2 � + 1 guards. We

know that for a winning strategy, it is obligatory to have at least 
n′
2 �+1 guards to protect

G′ in each turn of the game. And so the path graph T�n
t � is supposed to be protected by

less than 
 r
2� guards, which leads to a contradiction as this results in a non-dominating

guard configuration. And hence, F∞(G) = 
n
2 �+ 1.

(b) 
n
t � is odd. Similarly, we let G′ be the graph obtained from G by removing the last r

vertices. We use exactly the same proof as in (ii)(a), except that in this case we deal with
G′ according to (i)(a).

�
We note that the proof of Theorem 3.3.3 present as well a linear solving algorithm of the EFV S

problem on Pn(1, t).
Directly from [22], Equation (3.1) and Theorem 3.3.3, we get the following corollary.

Corollary 3.3.3 For any n and t, and G = Pn(1, t) we have:
�n−t

2 � ≤ F∞
m (G) ≤ 
n

2 �+ 1, if n
2 ≤ t ≤ n.

�n+2
4 � ≤ F∞

m (G) ≤ 
n
2 �+ 1, if n

3 ≤ t ≤ n
2 .

�n−t
3 � ≤ F∞

m (G) ≤ 
n
2 �+ 1, if t ≥ 2 and n ≥ t.

Case 4. D = {1, 2, 3, ..., t}.
In this case, the graph is more dense and contains all edges established between each pair of vertices

considering all possible distances less or equal than t.
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Theorem 3.3.4 Let G = Pn(1, 2, 3, ..., t). For any n ≥ 5 and t ≤ n−2
2 , we have:

F∞(Pn(D)) =

{
� n
t+1�(t− 1) n mod (t+1) = 0,1,

n− 2� n
t+1� − 2 otherwise.

Proof:

Directly from Table 1.1 and Observation 3.1, we have:

F∞(Pn(D)) ≥ F (Pn(D)) ≥
{
� n
t+1�(t− 1) n mod (t+1)= 0,1

n− 2� n
t+1� − 2 otherwise.

To prove the equality it is sufficient to prove that the FV S constructed in [22] can be an initial EFV S
for a wining strategy. Let G = Pn(1, 2, 3, ..., t), we decompose G into q blocks of (t+ 1) vertices each,
and one block with r vertices, where n = q(t+ 1) + r, q ≥ 1 and 0 ≤ r ≤ t+ 1, and let vsi denote the
ith vertex in block s, for i ≥ 0 and s ≥ 1.

Let F = {vsi , 2 ≤ i ≤ t, 1 ≤ s ≤ q} ∪ {vsi , 2 ≤ i ≤ r − 1, 1 ≤ s ≤ q}. F is a FV S of G. In fact, the
graph obtained from G after removing the vertices of F is an acyclic graph. All the chords that join
the vertices of the two consecutive blocks are removed except the chord that join the vertices vs1 and
vs+1
0 , for all s ≥ 1. Thus, G[V \ F ] is a path graph (see Figure 3.14).

0 1 t 0
v v v v1 1 1 2

Figure 3.14: The vertices of F are shaded

Assume that each vertex of F holds a guard, we can see that the first two vertices of each block are
not in F , i.e vsi ∈ F for all i ≥ 2 and vsi /∈ F for i = 0, 1 (see Figure 3.14). Thus, F is a dominating
set of G, and all vertices are protected by at least one guard. For instance, vertex vs1 is protected by
vs2 and vs0. We suppose that the first vertex on the block is attacked, without loss of generality, let be
v10 , so the defender can avoid this attack with many ways, such as through moving a guard from v1t
to v10 (no cycle is obtained) (see Figure 3.15).

0 1 t 0
v v v v1 1 1 2

Figure 3.15: Pn(1, 2, ..., t), EFV S is shaded

Generalizing this model of protection to all the other blocks ensures that the new guard config-
urations, after each turn, is a dominating FV S, and the defender can avoid any attack. Therefore,
starting with F , where |F | = q(t− 1) if n mod (t+1) = 0, 1, and |F | = q(t− 1)+ r− 2 otherwise, the
defender wins the game, and the theorem is proved.

�
By Equation (3.1) and Theorem 3.3.4 the following corollary follows.

Corollary 3.3.4 Let n ≥ 5 and t ≤ n−2
2 , then

F∞
m (Pn(D)) =

{
� n
t+1�(t− 1) n= 0,1 mod (t+1)

(n− 2)� n
t+1� − 2 otherwise.
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Circulant Graphs

In this section, we consider the class of circulant graphs, and we deal with two cases, depending on
the set of distance D, namely the case when D = {1, s, t} and when D = {1, t}, where s and t are
assumed satisfies 1 < s < t ≤ n

2 .

We first establish the relationship between both parameters, F∞ and F∞
m , on distance and circulant

graphs. We have, by definition, distance graphs are a subclass of circulant graphs, i.e circulant graph
is a distance graph with some extra edges (chords), so the following corollary holds.

Corollary 3.3.5 For any n ≥ 1 and any set D,

F∞(Pn(D)) ≤ F∞(Cn(D)), and F∞
m (Pn(D)) ≤ F∞

m (Cn(D)).

For the general case, where D = {1, s, t}, the set of neighbors of a vertex vi is {vk|k = (i ±
w) mod n,w = 1, s, t, and j = 1, 2, . . . , n}, where n is the number of vertices in the graph. The
following bounds immediately follows from Corollary 3.3.5, Equation (3.1) and Table 1.1.

Corollary 3.3.6 For any integers n, s and t, with t ≤ n−1
2 and 2 ≤ s < t, 
 2n+1

5 � ≤ F∞
m (Cn(1, s, t)) ≤

F∞(Cn(1, s, t)).

For the case where D = {1, t}, the set of neighbors of a vertex vi is {(i±w)mod n,w = 1, t, and j =
1, 2, . . . , n}.

Theorem 3.3.5 For any n ≥ 5 and t < n
2 , we have:

F∞(Cn(1, t)) = 
n
2
�+ 1.

Proof:

From Corollary 3.3.5 and Theorem 3.3.3, we have F∞(Cn(1, t)) ≥ 
n
2 �+1. To prove the equality,

let G = Cn(1, t), and let H = Pn−t(1, t) be the subgraph of G induced by {t, t+1, ..., n− 1}. Directly
from Theorem 3.3.3, we get F∞(H) = 
n−t

2 �+ 1. On the other hand, for the cycle graph induced by
the first t vertices {v0, v1, ..., vt−1} of G, we can find an EFV S of size at most 
 t

2�. Therefore, there
is an eternal feedback vertex set for Cn(1, t) of size at most

(
n−t
2 �+ 1

)
+

(
 t
2�
)
= 
n

2 � + 1. Hence,
F∞(Cn(1, t)) = 
n

2 �+ 1.
�

Using Equation (3.1) and Theorem 3.3.5, we obtain the following corollary.

Corollary 3.3.7 For any n ≥ 5 and t < n
2 , F∞

m (Cn(1, t)) = 
n
2 �+ 1.

3.3.3 Grids

We compute F∞ on a grid graph G = Pn × Pm obtained by the product of two paths Pn and Pm.
Let assume that n ≤ m for all n,m > 1.

Theorem 3.3.6 Let G be a grid, such that G = Pn × Pm, and let n ≤ m. F∞(G) is computed as
follows:

F∞(G) =

{
m×n

2 , if n or m is even,


m
2 � × n, else.

Proof:

Let G = Pn × Pm, with n rows and m columns. We label the vertices of G according to their
positions, such that vi,j is the vertex obtained on row i and column j, where i ≤ n and j ≤ m. There
are two possible cases depending on the parity of n and m.
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(i) n or m is even. First, let suppose that n and m are even. We assume that F = {vi,2k−1|i, k ≥ 1}
is the set of vertices chosen by the defender to hold the guards in the initial turn. F is a
dominating feedback vertex set (we choose the vertices of each odd column), and |F | = n×m

2 .
For an attack on any vertex vi,j /∈ F , say vi,2k where k ≥ 1, the defender can remove a guard
from the vertex vi,2k−1 to vi,2k, and the new guard configuration is FV S and dominating. Also,
if at turn i, vertex vi,2k−1 /∈ Fi is attacked, then moving a guard from vi,2k to vi,2k−1 ensures
defending the attack. Thus, by applying this strategy, the defender will win the game.

Now, suppose that the defender starts the game with a number of guards less than n×m
2 , so using

the same strategy, there is a turn k where the new configuration will no longer be a domination.
In fact, without loss of generality let F ′ = F \ {v3,1} be the set obtained from F by deleting a
vertex, say v3,1. If v2,4 is attacked, then if the guard moves from v2,3 to v2,4, so the new guard
configuration is non-domination (v1,3 is not protected by any guard), see Figure 3.16a for an
example when n = m = 4. Otherwise, for n > 4, if the guard moves from v2,5 to v2,4, then as
n is even, after a series of attacks, all possible moves lead to a non-dominating configuration.
And hence we get the result that the minimal number of guards is n×m

2 .

In what follows, we generalize this result for any subset making an EFV S for G. In doing so,
we first show that this is true for the particular case of grids, namely P2 × P2, and then we
generalize it for Pm × P2 and Pn × Pm, for any n,m.

For P2 × P2, which is a cycle graph of length four, and using Observation 6, we have F∞(P2 ×
P2) =

n
2 = 4

2 = n×m
2 . To prove that F∞(P2 × Pm) = n×m

2 = m is true for all m, we proceed
by induction. We assume that it is true for all m, and prove it for m+ 2. Let G = P2 × Pm+2

be a grid graph, and assume that F∞(G) < 2×(m+2)
2 = m + 2. Let G′ = P2 × Pm be the

subgraph induced by the first m columns of G, and G′′ be the subgraph induced by the last two
columns. We have F∞(G′′) = F∞(P2 × P2) = 2, and from the hypothesis of induction we have
F∞(G′) = 2×m

2 = m. Thus, we contradict our assumption, F∞(G) < m+2 (note that there is a
turn where the subgraph G′′ will hold only one guard which is a non-dominating configuration).
Therefore, we need at least m+ 2 guards, and so F∞(P2 × Pm) = m.

Now, we similarly generalize the result for all n and m. By induction, we suppose that it is true
for any n and m, and prove that it remains for n′ = n+ 2 and any m. Let G = Pn′ × Pm be a
grid graph, where n′ = n+2, and n and m are even. And let G1 be the subgraph induced by the
first n rows of G. We have G′ = Pn × Pm, and so F∞(G′) = n×m

2 (induction hypothesis). On
the other hand, we have G′′ = G[V (G)\V (G′)] is P2×Pm, and so F∞(G′′) = m (which we have
already proved). So assuming that F∞(Pn′ × Pm) is less than n′×m

2 leads to a contradiction.
In fact, in this case, the defender must move a guard from G′ to G′′ to avoid an attack which
results in a non dominating guard configuration. Figure 3.16 illustrates the case of P4 ×P4. As
we can see such a graph must be defended by 4×4

2 = 8. The same proof can be used for the case
where n is odd and m is even. For the case when n is even and m is odd, we deal with this
case in the same manner as the previous one, by switching between the rows and columns. We
let F = {v2k−1,j |k, j ≥ 1} be the set of vertices chosen by the defender in the initial turn. F
is a dominating feedback vertex set, and |F | = n×m

2 (we choose the vertices of each odd row).
For an attack on any vertex v2k,j , where k ≥ 1, the defender can move the guard from v2k−1,j

to v2k,j and the new guard configuration is dominating FV S after any turn of the game. And
thus, F is an EFV S.

(ii) n and m are odd. We assume that the defender begin the game with F ′ = {vi,2k+1, i ≥ 1, k ≥ 0}
(we choose all vertices of odd columns). F ′ is a dominating feedback vertex set and |F ′| =

m

2 � × n. After any attack on vertices vi,2k+2, the defender can move guards from vi,2k+1 to
vi,2k+2, and the new guard configuration is dominating FV S after any turn, which is a wining
strategy starting with F ′. Thus, F∞(G) ≤ 
m

2 �×n. To prove the equality, we decompose graph
G into two subgraphs, G1 and G2, such that G1 = Pn−1 × Pm is the grid subgraph induced by
the n − 1 rows and m columns, and G2 is the path graph induced by the last row and column
of G.
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(b) EFV S of P4 × P4

Figure 3.16: P4 × P4, the guards are placed on the black shaded vertices, and blue nodes are guard
positions before moving.

From case (i), we have F∞(G1) = (n−1)(m)
2 , (note that (n − 1) is even and (m) is odd), and

G2 is a path graph with m vertices, so F∞(G2) = 
m
2 �. Figure 3.17 illustrate the case where

n = m = 5, G = P5 × P5.

This complete the proof.

�
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(a) EFV S of P5 × P5
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(b) non-EFV S of P5 × P5

Figure 3.17: P5 × P5, the guards are placed on the black shaded vertices, and blue nodes are guard
positions before moving.

3.4 Conclusion

In this chapter, we have introduced and examined novel models of the graph protection problem,
namely the Eternal Feedback Vertex Set and m-Eternal Feedback Vertex Set. Due to their difficulty,
we firstly considered them on relatively simple classes of graphs. We deduced some inequalities for
F∞ and F∞

m on general graphs, cycles, complete graphs, and complete bipartite graphs. Furthermore,
we computed both parameters on distance graphs, circulant graphs, and grids.



4 A linear Algorithm For The Eternal Feed-
back Vertex Set on Interval Graphs

“Success is not the key to
happiness. Happiness is the key
to success. If you love what you
are doing, you will be successful."

Albert Schweitzer

T he eternal feedback vertex set of a graph G is a particular case of the eternal dominating set
problem, where the guard configurations are also feedback sets (in all turns) [1]. In fact, by

definition an EFVS, besides it is a dominating set, it is also a feedback set of G.
In 2015 [50], Barga et al. solved the Eternal Dominating Set problem on proper interval graphs.

They proved that, in this case, the optimal value of the problem equals the largest size of an indepen-
dent set of the graph G, i.e. γ∞(G) = γ∞

m (G) = α(G). Later, in 2018 [49], the authors proved that
the m-eternal dominating number is equal to the clique-connected cover numbers for interval graphs,
i.e γ∞

m (G) = θ(G), where G is an interval graph and θ(G) its clique-connected cover number.
In this chapter, we consider the eternal feedback vertex set problem on the class of interval graphs.

We first determine the value of the Eternal Feedback Vertex number, F∞(G), on this class of graph and
then we develop an algorithm for computing it. For that, we adapt the graph partitioning approach
presented in [49].

4.1 Interval Graph Clique Partition

Let G = (V,E), where V = {v1, ..., vn}, be an interval graph, and Γ = {I1, I2, ..., In} be the interval
representation of G, where Ii = [bi, ei] is a closed interval assigned to the vertex vi ∈ V . According
to the interval graph definition (refer to Chapter 1), we have vivj ∈ E, for all i �= j, if and only if
Ii∩ Ij �= ∅. These graphs have many important properties and applications in various fields. First, let
state the following adapted graph partitioning approach needed for our study, and which is a slightly
different method from the one presented in [49].

Let G be an interval graph, with V = {v1, ..., vn}, constructed by a family of intervals Γ =
{I1, I2, ..., In}, by associating a vertex vi ∈ V to each interval Ii, for 1 ≤ i ≤ n, and let β(Γ) be an
increasing order of interval in Γ according to their endpoints, i.e e1 ≤ e2 ≤ ... ≤ en. We partition Γ
on a set of subset of intervals Γ1,Γ2, ...,Γp, each corresponding to a clique of G, as follows. We put
C1 = I1, the first interval in Γ according to β(Γ). We define Γ1 = C1 ∪ {Ij ∈ Γ|Ij ∩ C1 �= φ}. Γ1

contains, besides I1 all intervals that intersect C1. Similarly, we define Ci+1 as the first interval in
Γ \ ∪iΓi according to β(Γ), and so Γi+1 = Ci+1 ∪ {Ij ∈ Γ \ ∪iΓi|Ij ∩ Ci+1 �= φ} (see Figure 4.1).

The subgraphs G1, ..., Gp induced by the vertices of G associated to the intervals of Γ1, ...,Γp are
complete graphs (cliques).

4.2 Eternal feedback vertex number on interval graphs

Before computing the EFVS number of an interval graph, let first present the following needed result.

Lemma 4.2.1 Let G = Kn be a complete graph, where n ≥ 3. We have:

F∞(Kn) = F (Kn) = n− 2.
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Figure 4.1: An interval graph G and its interval representation Γ. We have, C1 = I1, C2 = I5 and
C3 = I8, and hence Γ1 = {I1, I2, I3, I4}, Γ2 = {I5, I6, I7}, Γ3 = {I8}.

Proof:

Given a complete graph Kn, where n ≥ 3, each triplet of vertices in Kn forms a cycle, and thus we
must delete at least n−2 vertices to get a forest. Hence, F∞(Kn) ≥ F (Kn) = n−2. The graph obtained
from Kn after deleting n−2 vertices is an edge (acyclic graph), and hence F∞(Kn) = F (Kn) = n−2.

Theorem 4.2.1 Let G be an interval graph, and let G1, ..., Gp be the clique decomposition of G, then,
we have:

F∞(G) =
∑
nj≥3

nj − 2 +
∑
nj≤2

1

where nj denotes the number of vertices of Gj, for all j ≥ 1.

Proof:

Let G be an interval graph constructed by a family of intervals, Γ = {I1, I2, ..., In}, by associating
a vertex vi to each interval Ii = [bi, ei], for 1 ≤ i ≤ n. We partition G into p disjoint complete
subgraphs, say G1, G2, ..., Gp, using the method described in Section 4.1. And let denote nj the
number of vertices of Gj induced by the vertices associated to the intervals in Γj , for all 1 ≤ j ≤ p.
From Lemma 4.2.1, we have each complete subgraph Gj , where nj ≥ 3, can be defended by nj − 2
guards, i.e. F∞(Gj) = nj − 2 if nj > 3. Otherwise, if nj ≤ 2, we have Gj is either an edge or an
isolated vertex, and in both cases F∞(Gj) = 1. So as a defender, for a wining strategy, we can place∑
nj≥3

nj − 2 +
∑

nj≤2

1 guards on G, and hence F∞(G) ≤ ∑
nj≥3

nj − 2 +
∑

nj≤2

1.

Now to prove the equality, we prove that if the defender uses less than
∑

nj≥3

nj − 2+
∑

nj≤2

1 guards,

for all 1 ≤ j ≤ p, he will lose the game. We assume that the defender place less then
∑

nj≥3

nj−2+
∑

nj≤2

1

guards on the vertices of G. One can see that, in this case, at least there is two subgraphs, say Gj and
Gj+1, are protected by a common guard. This is the case of v4 in Figure 4.2a. We have four possible
cases according to the number of vertices of each subgraph.
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Figure 4.2: The guards are placed on the black shaded vertices, and the red nodes are the positions
of guards before moving.

First, we suppose that nj ≥ 3 and nj+1 ≥ 3, and so there is a cycle either in Gj or in Gj+1,
which leads to a contradiction (see Figure 4.2a). If we assume that nj ≥ 3 and nj+1 ≤ 2, which is the
case of Gj [{v5, v6, v7}] and Gj+1[{v8}] of Figure 4.2b, then a cycle is obtained in Gj at the turn in
which a guard must move from Gj to Gj+1, since Gj at this turn contains at most nj − 3 guards (a
contradiction with Lemma 4.2.1). Now, suppose that nj , nj+1 ≤ 2, and let start with the case where
nj = 2 and nj+1 = 1 (see Figure 4.2c). According to our assumption, we have the vertices of the two
subgraphs, Gj and Gj+1, holds at most one guard, and so there is a contradiction since the subgraph
induced by Gj ∪Gj+1 is a path with three vertices (at the turn where the guard is placed on the first
vertex, the last vertex is not protected by any guard). Finally, in the case where nj = nj+1 = 2, the
subgraph induced by Gj ∪ Gj+1 is a path with four vertices (see Figure 4.2d), and defended by at
most one guard (a contradiction). Therefore, F∞(G) =

∑
nj≥3

nj − 2 +
∑

nj≤2

1, where nj presents the

number of vertices of Gj , for all j ≥ 1.

4.3 Algorithm for finding EFVS on interval graphs

Given an interval graph G, a linear algorithm for finding the EFVS on G can be developed as follows
(see Algorithm 1).

One can easily see that Algorithm 1 runs in O(n). Also, from Lemma 4.2.1 we have the set F
returned by the algorithm is an initial choice for the defender in a winning game, i.e F is a dominating
feedback set which can hold the guards in a winning strategy, and which is minimal as removing any
vertex from F results in either a cycle or a non-protected vertex.

Example. Considering the interval graph G in Figure 4.3.

1. According to the decomposition mentioned in Section 4.1, we have Γ1 = {I1, I2, I3, I4, I5},
Γ2 = {I6, I7}, Γ3 = {I8, I9}, and Γ4 = {I10, I11, I12}. Then, G1 = G[{v1, v2, v3, v4, v5}], G2 =



4.3. ALGORITHM FOR FINDING EFVS ON INTERVAL GRAPHS 45

Algorithm 1: Algorithm for the EFVS problem on interval graphs
1 Input: an interval graph G
2 Output: an EFVS and the EFV number of G
3 Partition G using the decomposition mentioned in Section 4.1, and let Gi = (Vi, Ei),

1 ≤ i ≤ p be the set of cliques, where Vi = {vi1, ..., vini
}, ni is the number of vertices of Gi.

4 F ← φ and F∞(G) ← 0
5 for i=1,...,p do
6 if ni ≥ 3 then
7 F ← F ∪ {vi1, ..., vini−2}
8 F∞(G) ← F∞(G) + ni − 2

9 else
10 F ← F ∪ {vi1}
11 F∞(G) ← F∞(G) + 1

12 end
13 end
14 return F and F∞(G)

G[{v6, v7}], G3 = G[{v8, v9}], and G4 = G[{v10, v11, v12}] (see Figure 4.4). Hence, we have:

F∞(G) ≤ 3 + 1 + 1 + 1 = 6.
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Figure 4.3: An interval model (below) of an interval graph G (above).

Now, suppose that G is protected by less than 6 guards. Without loss of generality, let F1 =
{v1, v3, v5, v8, v10} and the vertex v6 is attacked. The only possible guard moves, from v5 to v6,
will generate a cycle v2v4v5 (Figure 4.5).

2. In Figure 4.6, Γ1 = {I1, I2, I3, I4}, Γ2 = {I5, I6, I7, I8}, and Γ3 = {I9, I10}. G decomposed into
three cliques (see Figure 4.7). Hence, we have:

F∞(G) ≤ 2 + 2 + 1 = 5.

See Figure 4.8a for more illustration.
Now, suppose that G is protected by less than 5 guards. Without loss of generality, let F1 =
{v1, v3, v6, v8} and the vertex v10 is attacked.
The only possible guard moves, from v8 to v10, will generate a cycle v7v8v9 (Figure 4.8b).
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Figure 4.4: The decomposition of graph G, the guards are on the shaded vertices.
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Figure 4.5: Non-EFVS of G, the guards are on the black shaded vertices and the red node present
the position of guard before moving.

Figure 4.6: An interval model (below) of an interval graph G (above).

4.4 Conclusion

The Eternal Feedback Vertex Set is known to be hard even when considered on relatively simple
classes of graphs. In this chapter, we developed a linear algorithm to solve it on interval graphs. The
algorithm is based on a graph partitioning method as a preprocessing step, and then the set of guards
is selected for each partition independently. And each sub-clique deal with its oun attacks by the
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Figure 4.7: The decomposition of graph G, G1 = G[{v1, v2, v3, v4}], G2 = G[{v5, v6, v7, v8}], and
G3 = G[{v9, v10}]

(a) An EFVS of G (b) Non-EFVS of G

Figure 4.8: The guards are on the black shaded vertices and the red node present the position of
guard before moving.

guards on its vertices. The algorithm may be generalized for the m-EFV S problem where more than
one guard can move at the same turn. These variant may reduce the number of guards we should use
inorder to defend all the attacked.



5 Exploring Strategies for Constructing Eter-
nal Feedback Vertex Sets

“ Success is the result of
perfection, hard work, learning
from failure, loyalty, and
persistence."

Albert Schweitzer

P rotecting a graph using mobile guards is a problem that has been previously studied in many
models as seen in previous chapters. In this chapter, we focus on studying the techniques of

defending the vertices of a graph by considering the eternal feedback vertex property. We present a
suitable technique to effectively protect the vertices of k-tree graphs from infinite attacks. Additionally,
we conduct a thorough study of this protective model within various specific classes of graphs including
k-star, k-sun, and k-cube connected cycle graphs. Furthermore, we calculate the eternal feedback
vertex number for helm graphs, wheel graphs, gear graphs, fan graphs, and friendship graphs. For
the k-spiral graph, we develop a linear algorithm for identifying the eternal feedback vertex set. This
algorithm provides an efficient way to determine the set of vertices that ensures the elimination of
cycles within these graphs.

First, let state the following lemmas [55] we have used to establish our results.

Lemma 5.0.1 [55] For any n ≥ 3, F∞(Kn) = F (Kn) = n− 2.

Lemma 5.0.2 [55] Let G be a cycle graph with n vertices, we have:

�n
2
� ≤ F∞(Cn) ≤ 
n

2
�.

Note that in what follows, the blue and black shaded vertices in all figures hold the guards,
respectively, before and after moving.

5.1 EFVS for k-Tree graphs

Recall that a k-Tree graph is constructed starting with a (k + 1) vertex complete graph, and then
repeatedly adding vertices in such a way that each added vertex v has exactly k neighbors U where
the k + 1 vertices formed by v and U form a clique 1.

Let G be a k-tree graph on n vertices, G = T k
n , where V is partitioned into two disjoint subsets,

C = {v1, v2, ..., vk+1} and S. We decompose the graph into disjoint cliques, such that G[C] is the
main clique and Si is referred to the other cliques with ri vertices denoted by V (Si) = {si1, ..., siri}
(see Figure 5.1).

According to the definition of k-tree graphs, it is evident that for all indices p, q, i, the neighborhood
N [Si

p] of vertex Si
p is equal to the neighborhood N [Si

q] of vertex Si
q.

A winning EFV S strategy on k-tree graphs is the following. As a defender, we begin by selecting
guard positions on the vertices of T k

n . Based on Lemma 5.0.1, we have at each turn, k−1 guards need
to be placed on the vertices of C, and ri − 2 guards on each Si (in the case where ri ≤ 2 only one
guard is needed). Thus, we ensure that the specified number of guards is sufficient to effectively defend

1These graphs introduced in [56], have attracted considerable research as well as many applications [56, 57, 58].
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Figure 5.1: 4-tree graph decomposition, T 4
9 .

vertices against continuous attacks on individual separated cliques, while maintaining the property
of dominating feedback vertex set. In the worst-case where there are no shared neighbors between
the vertices of Si and Sj in C, for all i and j, this strategy, allocates k − 1 guards on the vertices
of G[C] to protect them against any attacks, and prevent constructing a cycle within other cliques.
Consequently, at any given turn t, the guard configuration will not include all the vertices in N(Si)
(or N(Sj)), which would otherwise induce a cycle in Si (or Sj). Thus, we must add a guard on the
vertices of G[C]. Figure 5.2 illustrates each step of this strategy on the graph G shown in Figure 5.1.
It shows the possible configurations on G, where F∞(G) = 5, i.e F∞(G) = 3 + 1 + 1 = 5. Note that
G consists of three clique components; a main clique denoted G[C], and two other cliques S1 and S2.
Also, we have N [s1j ] = {s11, s12, s13, v1, v4} and N [s2j ] = {s21, v2, v3, v4, v5}, where both sets represent the
neighborhoods of s11 and s21 respectively, and induce cliques.

Figure 5.3 illustrates the worst case on G = T 4
10. In this case, we have N [s1j ] = {s11, s12, s13, v1, v4}

and N [s2j ] = {s21, s22, v2, v3, v5}, and so no shared neighbors. Assume that F = {v1, v3, v4, s21, s12} is an
eternal FV S of G. If v2 is attacked, the all possible moves induce a cycle. For instance, if the guard
moved from v4 to v2, v3 to v2, v1 to v2, or s21 to v2, we get respectively cycle s11s

1
3v

4, v3v5s22, s11s13v1,
or s21v5s

2
2.

Based on the aforementioned strategy, we can state that the eternal feedback vertex number of
k-tree graphs satisfies the following inequality.

Theorem 5.1.1 Let G be a k-tree graph of n vertices with decomposition into disjoint cliques of sizes
k + 1, r1,r2,..., rp then k − 1 +

∑
i max{1, (ri − 2)} ≤ F∞(G) ≤ k + 1 +

∑
i max{1, (ri − 2)}.

Proof:

Consider a k-tree graph G with n vertices. The lower bound for the number of guards required can
be obtained directly from Lemma 5.0.1. To prove the upper bound, we adopt the following strategy:

• Fix k + 1 guards on the vertices of the main clique.

• Allocate ri − 2 guards for each subclique Si.

• Ensure that the guards assigned to each subclique are not shared with any other subcliques.

By distributing the guards in this manner, we can defend all the vertices of the k-tree graph G
by k + 1 +

∑
i(ri − 2) guards at most. �
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Figure 5.2: EFV S for T 4
9

k-Star, k-Path and k-Sun

For k-star, k-path, and k-sun graphs we have the following observation.

Observation 7 Let G be a graph with V = {v1, v2, ..., vn}.
(i) If G is a k-star graph, with n > k , then F∞(G) = n− 2.

(ii) If G is a k-path graph, with n > k vertices and k > 3, then F∞(G) = n− 2.

(iii) If G is a k-sun graph, then F∞(G) = n− 2.

In fact, consider (i) a k-star graph, and according to Lemma 5.0.1, it is necessary to assign guards
to k − 1 vertices from the set {v1, ..., vk}. This ensures the protection of the central hub and its
direct neighbors. Furthermore, for all vertices vi where k + 1 ≤ i ≤ n, each vertex must have its own
dedicated defense unit to safeguard it eternally (see Figure 5.4). For example, Figure 5.5 illustrates
that F∞(G) ≥ n− 2. For (ii) a k-path graph, let V1 = {v1, ..., vk+2} and Vi = {vi, ..., vi+k+1}, for all
i ≥ 1, a set of sequence vertices, and let F be its EFV S. Each Vi induces a clique, thus according to
Lemma 5.0.1, F contain at least k−1 vertices from each Vi. In the case where |(F ∩Vi)∩(F ∩Vi−1)| =
k − 1, to defend an attack on a vertex vi, a guard must be moved from {vi+2, ..., vi+k+1} to vi, and
hence a cycle will be obtained (See Figure 5.6).

Finally, for (iii) a k-sun graph, the set of vertices V is partitioned into two subsets, C = {c1, ..., ck}
and S = {s1, ..., sk}, where C induces a complete graph. According to Lemma 5.0.1, we have
F∞(G[C]) = k − 2. Let F = {c1, ..., ck−2} be an eternal feedback vertex set of G. To defend an
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(a) Non-EFV S of G′ (b) EFV S of G′

Figure 5.3: Eternal feedback problem on T 4
10.

attack on si, a guard should be moved either from ci to si or from ci+1 to si. In both cases, a cycle
will be generated, which is ckck−1ci for the first move and ckck−1ci+1 for the next move (see Figure
5.7a). Thus, each vertex of S can be defended only by holding a guard. Therefore, F is constructed
by adding the vertices of S to k2 vertices of C. Hence, F∞(G) = n− 2.

Figure 5.4: EFV S for S4,2.

5.2 Wheel, Helm, and Gear Graphs

We remind that a wheel graph is constructed by connecting all vertices of a cycle Cn to a single
universal vertex. From the definition and Lemma 5.0.2, we can easily observe that finding an eternal
feedback vertex set (EFV S) of a wheel graph is equivalent to finding an EFV S of a cycle with an
additional guard placed on the universal vertex to protect it (see Figure 5.8). Thus, we have the
following observation.

Observation 8 If G = Wn is a wheel graph, then

�n
2
�+ 1 ≤ F∞(G) = F∞(Cn) + 1 ≤ 
n

2
�+ 1.

The gear graph is derived from a wheel graph by inserting an extra vertex between each pair of
adjacent vertices. As a result, it is easy to observe that the following corollary holds.

Corollary 5.2.1 For any n, F∞(Gn) = F∞(C2n) + 1.
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Figure 5.5: Non EFV S for S4,2.

Figure 5.6: The different possible cycles generated while defending an attack on vertex v1 of P 4
6 .

Consider a helm graph formed by adding a single edge and vertex to each vertex of the outer cycle
of a wheel graph. This results in a graph with 2n + 1 vertices. We prove that a helm graph needs
exactly n+ 1 guards to be effectively defended against any possible attack.

Theorem 5.2.1 Let G be a helm graph, then F∞(G) = n+ 1.

Proof: Consider a helm graph G with vertex set V = {x} ∪ {v1, ..., vn} ∪ {u1, ..., un}, where
vertices {x, v1, ..., vn} induce a wheel graph, and each vertex vi is connected to its corresponding
vertex ui. Let F = {x, v1, ..., vn} be an eternal feedback vertex set (EFV S) of G. We prove the
theorem through a winning strategy. Whenever a vertex ui is attacked, we have to move a guard
from vertex vi to vertex ui, and hence each vertex ui is defended by a guard from its corresponding
vertex vi. It is evident that all the obtained guard configurations through the proposed strategy are
both dominating and feedback vertex sets. As a result, we can confidently state that this strategy is
a winning approach, allowing the defender to prevent an infinite attack by using n + 1 guards. To
prove that F is minimal we proceed by contradiction. Suppose that there exists a set F ′ obtained
by removing a vertex from F i.e, F ′ = F \ {vi}. Since F \ {vi} is not a dominating set, see Figure
5.9b, it implies that F ′ = {v1, ..., vn}. Now, if vertex x is attacked, the defender must move a guard
from any vertex in F ′ to x. However, the resulting guard configuration, F ′ \ {vi} ∪ {x}, is not a
dominating set, leading to a contradiction. Hence, we can conclude that F is indeed a minimum
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(a) Non-EFV S (b) EFV S

Figure 5.7: 4-sun graph

(a) EFV S (b) Non-EFV S

Figure 5.8: Wheel graph, the blue nodes holding the guards before moving.

eternal feedback vertex set of G, as any removal of a vertex from F would result in a non-dominating
guard configuration. �

5.3 Friendship and Fan graphs

The friendship graph is constructed by joining n copies of C3 with a common vertex, we prove that
the minimum EFV S must contain n vertices.

Theorem 5.3.1 Let G be a friendship graph, then F∞(G) = n, where n ≥ 1.

proof: Consider the friendship graph Fn, and let V = {x, a11, a21, a12, a22, ..., a1n, a2n}, where each
set {x, a1i , a2i } forms a cycle. The eternal feedback vertex set F of Fn must include a vertex from each
triplet {x, a1i , a2i }, for all i. Note that vertex x alone cannot serve as an EFV S of Fn since moving the
guard from x to any other vertex will result in a cycle (see Figure 5.10). Therefore, F must contain
n vertices, one vertex (distinct from x) from each copy of the cycle C3 (refer to Figure 5.11). �

For fan graphs, the following inequality about the minimum EFVS holds.

Theorem 5.3.2 Let G = Fm,n be a fan graph,where m > 1, then

m+ 
n
2
� − 1 ≤ F∞(Fm,n) ≤ m+ 
n

2
�.

Proof:
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(a) EFV S (b) Non-EFV S

Figure 5.9: Helm graph

Figure 5.10: A non-EFV S of a friendship graph.

Consider a graph Fm,n, where the vertex set V is partitioned into two sets, C = {c1, ..., cm} and
S = {s1, ..., sn}, where C forms an empty graph, Km, and S induces a path, Pn. In this graph, C is
dominating feedback vertex set. However, the defender cannot win the game starting with C because,
after the first move of a guard, a cycle will be generated (see Figure 5.12). Let F = C ∪{si \ i is odd}
be an eternal feedback vertex set of Fm,n. It is evident that F is a dominating feedback vertex set of
Fm,n. As a defender, we place guards on the vertices of F and apply the following strategy. No vertex
in C can be attacked as it holds a guard. If vertex s2k is attacked, we move the guard from s2k+1

to s2k. This ensures the protection of all vertices in C, and hence all vertices in Fm,n. Therefore,
F∞(Fm,n) ≤ m+ 
n

2 �. To establish the lower bound, we can consider an EFVS F ′ obtained from F
by removing two guards. To ensure that F ′ does not generate a cycle, it is important to note that
the two guards removed from F must belong to the same set; C or S. Now, let consider the case
where F ′ = F \{ci, cj} for any i, j. If we remove a guard from sl, for some l, to its neighboring vertex
ci, it will result in a cycle cjslsl+1. This contradicts the property of an eternal feedback vertex set.
Similarly, if we assume that F ′ = F \ {si, sj}, we would have at least three consecutive vertices in S
without guards. Consequently, this will create a cycle ( see Figure 5.13b). In both cases, removing
two guards from F leads to the generation of cycles, violating the requirements of an eternal feedback
vertex set. Thus, m+ 
n

2 � − 1 ≤ F∞(Fm,n).

�
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Figure 5.11: A EFV S of a friendship graph.

Figure 5.12: Fan Graph, F1,4, a non-EFV S,

5.4 Algorithm for EFVS problem on k-spiral graphs

In this section, we develop a linear time algorithm for solving the Eternal Feedback Vertex problem
on k-spiral graphs (see Algorithm 2). Note that a spiral graph is formed by a complete graph with
additional vertices and edges.

Based on Algorithm 2, the following theorem about the EFV number on spiral graphs holds.

Theorem 5.4.1 For any n > k, F∞(Sk
n) = k − 1 + 
n−k+1

2 �.
Proof:

Let Sk
n be a k-spiral graph with vertex set V = {v1, ..., vn}, and let F be an EFVS of Sk

n. Consider-
ing the graph structure, we can place guards on the vertices of F . Since G[v1, ..., vk−1] forms a clique,
at least k−3 vertices from this set must hold guards. Thus, we have the triplet {vk−2, vk−1, vi} forms
a cycle, and hence at least one vertex from this triplet must receive a guard. Without loss of gener-
ality, let F = {v1, ..., vk−2} be an EFVS of Sk

n. First, considering vk+1, and as F is a dominating and
feedback vertex set, any attack on this vertex would generate a cycle (for example, F \ {v1} ∪ {vk+1}
is not a feedback vertex set). Now, for vertices {v1, ..., vk}, we require k − 2 guards to protect them
in each turn. For the set {vk+1, vk+2, ..., vn}, which forms a path graph with n − k + 1 vertices, we
need 
n−k+1

2 � guards. These guards should be placed on non-consecutive vertices to ensure an EFVS
configuration. Therefore, for a winning strategy, the defender must place k − 1 + 
n−k+1

2 � guards on
the vertices of Sk

n. �
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(a) EFV S of F2,4 (b) Non-EFV S of F2,4

Figure 5.13: A fan graph F2,4.

Algorithm 2: Algorithm for the EFV S problem on k-spiral graphs
1 Input: an k-spiral graph Sk

n

2 Output: an EFVS and the EFV number of Sk
n

3 F ← φ and F∞(Sk
n) ← 0

4 for i=1,...,k-1 do
5 F ← F ∪ {vi}
6 F∞(Sk

n) ← F∞(Sk
n) + 1

7 end
8 for i=k,...,n do
9 if vi /∈ F then

10 F ← F ∪ {vi+1}
11 F∞(G) ← F∞(G) + 1

12 end
13 end
14 return F and F∞(G)

5.5 Conclusion

This chapter delved into the analysis of the eternal feedback vertex number for various classes of
graphs, including k-tree, k-star, k-path, k-sun, friendship graphs, fan graphs, wheel graphs, gear
graphs, helm graphs, and half graphs. Additionally, a linear algorithm for determining the eternal
feedback vertex set on k-spiral graphs was developed. This algorithm could be used to compute the
EFV number on chordal graph.



6 Conclusion

“The future belongs to those who
believe in the beauty of their
dreams"

Eleanor Roosevelt

T his section serves as a comprehensive conclusion to my PhD research, focusing on the novel graph
protection model called Eternal Feedback Vertex Set (EFV S).

In our study, we introduced the EFV S model, which extends existing graph protection models by
incorporating the feedback vertex property. Two variaants of the model were presented: the Eternal
Feedback Vertex Set (EFV S) and m-Eternal Feedback Vertex Set (m-EFV S). These models involve a
game between a defender and an attacker, where the defender strategically positions guards to defend
the graph against attacks, such that the guard configuration must satisfy, besides the dominating
property, the feedback property.

Our research primarily aimed to compute the graph parameters, namely the EFV and m-EFV S
number, for various graph classes. Exact values and upper bounds were determined for these param-
eters, as well as inequalities were established between the two parameters and the other known graph
metrics. Additionally, computations were performed on specific graph classes, leading to important
results. We demonstrated that the eternal feedback vertex number and m-eternal feedback vertex
number can be precisely calculated, this is the case for cycle graphs. Similar results were obtained for
complete graphs and complete bipartite graphs.

Tables 6.1 and 6.2 provide a comprehensive consolidation of our research contributions, presenting
a comparative analysis of the feedback number, eternal feedback number, and m-eternal feedback
number within select categories of graphs.

On the other hand, we investigated the interval graphs and devised a linear algorithm for finding
the eternal feedback vertex set on this class of graphs. The EFV number for interval graphs was
explored, and a similar analysis was expanded to compute the parameter on other graph classes,
including k-dimensional graphs such as k-star, k-sun, and k-tree.

Throughout the research, several open questions and directions for future study emerged. These
include addressing the eternal feedback vertex problem on other graph classes, such as chordal graphs,
using the already developed approaches, exploring scenarios where guards can move for more than
one hop, and computing EFV parameters for this new variant on different classes of graphs. Another
areas of interest is the integration of machine learning techniques to efficiently determine the eternal
set for different classes of graphs.

In conclusion, the problem of graph protection using guards presents a vast and intriguing field
of study, and as a part of completing my research, I intend to expand my study to deal with more
interesting related problem such as eternal critical vertices, and to encompass a broader range of
variants within this domain.

F F∞ F∞
m

Pn 0 γ∞ γ∞
m

Cn 1 
n
2 � 
n

3 �
Kn n− 2
Kn,m min{n,m} -1 n+m-3 max{n,m}

Table 6.1: Bounds of F , F∞ and F∞
m on particular classes of graphs
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F F∞ F∞
m

D lower bound upper bound lower bound upper bound lower bound upper bound
{1, 2, 4} 4�n

8 � 
n
2 � 5
n

8 � 4�n
8 � 5
n

8 �
{1, t} 
n−t

3 � 
n−2
3 � 
n

2 � +1 
n−t
3 � 
n

2 � +1
{1, s, t} 
 2n−s−t

5 � 
n
2 � 
 2n−s−t

5 � 
n
2 � 
 2n−s−t

5 � 
n
2 �

{1, 2, ..., t}
{
� n
t+1�(t− 1) if n = 0, 1 mod(t = 1)

n− 2� n
t+1� − 2 otherwise

Table 6.2: Bounds of F , F∞ and F∞
m on distance graphs
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