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Abstract

The ongoing crisis of climate change necessitates the development of effective methods for
monitoring and mapping environmental features and species to ensure their preservation.
This thesis explores the application of machine learning algorithms to efficiently map coral
reefs using multispectral satellite images. The Maupiti lagoon in French Polynesia serves as
a case study. The research led to the production of an automated tool capable of generating
coral reef maps from satellite images. Moreover, the tool can be adapted to map other
ecosystems, such as forests or ice sheets, provided that the model is retrained with relevant
data.

To begin, a comprehensive literature review investigates current methods and trends
in utilizing machine learning algorithms for coral reef mapping. Then, the attempts to
develop the tool led us to face the special case of compositional data, which are data carrying
relative information and lying in a mathematical space known as simplex. Adaptations of
conventional methods are required to address the specific characteristics of this space.

First, in response to data imbalance, an oversampling technique is developed specifically
for compositional data. Additionally, a spatial autoregressive model based on the Dirichlet
distribution is formulated to account for spatial effects that may arise in the mapping process.

Finally, we present the implementation of our final mapping tool. To achieve the desired
objective, a two-staged classification process is implemented, combining pixel-based and
object-based approaches. This technique enables the tool to achieve an accuracy exceeding
85% with 15 classes.

The research contributes novel solutions for handling compositional data and delivers a
high-performing mapping tool for coral reef ecosystems, aiding in environmental management
and conservation efforts.
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Résumé

Modèles d’apprentissage automatique pour la cartographie
de récifs coralliens par imagerie satellite

La crise actuelle du changement climatique nécessite le développement de méthodes
efficaces pour surveiller et cartographier l’environnement et les espèces afin d’assurer leur
préservation. Cette thèse explore l’application d’algorithmes d’apprentissage automatique
pour cartographier efficacement les récifs coralliens à partir d’images satellites multispectrales.
Le lagon de Maupiti en Polynésie française sert d’étude de cas. Ce travail de recherche
a conduit à la production d’un outil automatisé capable de générer des cartes de récifs
coralliens à partir d’images satellites. De plus, cet outil peut être adapté pour cartographier
d’autres écosystèmes, tels que des forêts ou des calottes glaciaires, à condition que le modèle
soit ré-entraîné avec des données pertinentes.

Tout d’abord, une analyse de la littérature scientifique des dernières années examine les
méthodes et les tendances actuelles en matière d’utilisation d’algorithmes d’apprentissage
automatique pour la cartographie des récifs coralliens. Ensuite, les tentatives de
développement de l’outil nous ont conduits à nous confronter au cas particulier des données
compositionnelles, qui sont des données contenant des informations relatives et se situant
dans un espace mathématique connu sous le nom de simplexe. Des adaptations des méthodes
conventionnelles sont nécessaires pour répondre aux caractéristiques spécifiques de cet espace.

Dans un premier temps, en réponse aux jeux de données déséquilibrés, une technique de
suréchantillonnage est développée spécifiquement pour les données compositionnelles. En
outre, un modèle autorégressif spatial basé sur la distribution de Dirichlet est formulé pour
tenir compte des effets spatiaux qui peuvent survenir dans le processus de cartographie
automatique.

Enfin, nous présentons la mise en oeuvre de notre outil de cartographie final. Pour
atteindre l’objectif souhaité, un processus de classification en deux étapes est mis en place,
combinant des approches basées sur les pixels et sur les objets. Cette technique permet à
notre outil d’atteindre une précision supérieure à 85% avec 15 classes.

Ce travail de recherche apporte de nouvelles solutions pour le traitement des données
compositionnelles et fournit un outil de cartographie performant pour les écosystèmes de récifs
coralliens, pouvant contribuer à la gestion de l’environnement et aux efforts de conservation.
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CHAPTER 1

General introduction

1.1 The Anthropocene and the collapse of biodiversity

Over the past five millennia, one-third of the Earth’s forests have been lost [349]. Within the
last five decades, two-thirds of the vertebrate population has vanished [10]. Every decade,
9% of the insect population disappears [425]. These three figures sum up the situation we
are facing.

This era of destruction brought by human activities is called the Anthropocene [455].
The solutions exist and have been known for at least 35 years, when the first IPCC report
was published [86]. However, they still have not been implemented.

The collapse of biodiversity is observed worldwide, even within supposedly protected
areas [169], [234]. Much of this decline can be attributed to the adverse impacts of habitat
loss and direct human activity, rather than being primarily driven by climate change at this
point in time. This alarming trend spans across diverse landscapes, including deserts [110],
[200], forests [36], [39], [130], [247], grasslands [131], [330], [402], and oceans [203].

In the past century, the average temperature on the ocean surface has increased by 0.88°C
[123]. Marine heatwaves, already longer, more frequent and intense than a century ago, will
become 4 times more frequent in a few decades, under the best scenario [123]. Since the
mid-20th century, it is known [347] that oceans absorb approximately one-quarter of the
carbon dioxide produced by human activities [358], as described by the chemical equation:

CO2 +H2O ↔ H+ +HCO−
3 ↔ 2H+ + CO2−

3

According to literature [308], an increase in the concentration of hydrogen ions (H+) resulting
from this process leads to a decrease in pH, causing ocean acidification, impacting the lives
of marine organisms [228].

Furthermore, some studies suggest that CO2 absorption will lead to undersaturation of
aragonite in the Southern Ocean by 2050 [309], posing a threat to pteropods with aragonite
shells. Over a longer timescale of thousands of years, oceans are projected to absorb over 90%
of total anthropogenic CO2 emissions [25]. This would result in the reversal of sedimentation
rates in the oceans, with CaCO3 dissolving faster than it is produced.

On top of that, climate change also leads to a decline in the oxygen concentration in the
oceans [54], significantly affecting the entire aquatic ecosystem. Given that oxygen is essential
for the survival of all marine organisms, these alterations have far-reaching consequences for
marine life.

Aside from the challenges posed by climate change, marine life faces additional threats. A
major concern for ocean health is overfishing [135], [318], which is pushing marine ecosystems
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1. General introduction

to critical levels and endangering the conservation status of various species, driving some of
them close to extinction [109], [359], [449]. In Europe, more than half of the fisheries stocks
are outside of safe biological limits [127].

Among the threaten marine ecosystems, the most complex one and the more at risk is
probably coral reefs.

1.2 Coral reefs

Coral reefs are highly diverse and intricate ecosystems, hosting a multitude of interacting
species, some of which have roles that are not yet fully understood [444]. Reefs comprise
over 850 coral-associated invertebrate species [142], many of which are interdependent [337]
and play crucial roles in marine ecosystems, extending beyond the boundaries of the reefs
themselves [360].

At the close of the 20th century, global reef coverage was estimated to be approximately
255,000 km2, which is roughly equivalent to the size of the United Kingdom [401]. Despite
occupying less than 0.01% of the total ocean surface [96], reefs were estimated to support
5% of the global biota by the late 1990s [346] and harbor 25% of all marine species [350].

Moreover, coral reefs provide an array of valuable services and products, amounting to a
staggering annual value of 172 billion USD per km2 [273], equivalent to around 2000 times
the United States’ GDP. They provide coastal protection from floods and storms, and a
disappearance of reefs would result in an increase in anticipated damages, with flood-related
impacts doubling and storm-related damages tripling [40].

Unfortunately, coral populations are currently in decline due to rising global temperatures
[348], exacerbating the vulnerability of these ecosystems as higher sea surface temperatures
are strongly associated with coral bleaching [339]. A study spanning the past two decades has
demonstrated that areas experiencing more frequent and intense thermal-stress anomalies
exhibit greater instances of coral bleaching [405]. The link between ocean warming and coral
bleaching was already established three decades ago [145]. The susceptibility of the highly
vulnerable Acropora corals to bleaching is evidenced by events such as the 2000 thermal
stress incident in the Saipan lagoon, which resulted in the mortality of approximately 40%
of the affected corals [191], [325].

While heat stress is a significant cause of bleaching, other factors can also induce bleaching,
including light stress [237], herbicide exposure [295], and oxygen depletion [105].

Severe bleaching events have been on the rise over the past four decades [196], and
numerous models predict that by 2100, over 95% of reefs will experience severe bleaching
events at least twice per decade [253]. Additionally, corals have limited capacity to recover
fully from repeated bleaching events [197], rendering them less resilient and more susceptible
to the effects of ocean warming [370].

It is important to note that bleaching does not imply immediate coral death; however, it
does have detrimental effects such as atrophy, necrosis, increased mortality [146], reduced
recovery from diseases [310], and loss of architectural complexity [331], which importance
will be discussed later. Furthermore, coral taxa exhibit varying responses to bleaching events
[198], [270], as evidenced by the shift in the proportions of soft and hard corals in the Great
Barrier Reef between 2012 and 2017 due to bleaching coupled with tropical cyclones [429].
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1.2. Coral reefs

In 2009, a study [103] examined 69 coral reefs in the Great Barrier Reef and indicated
that increasing temperature stress was impacting the ability of corals to deposit calcium
carbonate. The study revealed a significant decline of 14.2% in the calcification rate between
1990 and 2009, a rate that had not been observed in the past 400 years. However, it is
important to note that the reduction in calcification rate is primarily observed when stress
levels exceed a temperature threshold of 3°C and when pCO2 levels surpass 700ppm [225].
Under these conditions, coral calcification can decrease by approximately 20%.

Ocean acidification and the absorption of carbon dioxide reduces the concentration of
carbonate ions (CO2−

3 ), which in turn hampers coral calcification [221]. A model developed
by [285] and based on a study of five reef sites predicts a decline in skeletal density of Porites
corals between 15% and 25% by the end of the 21st century due to ocean acidification alone.
However, studies such as [9] demonstrate that the effects of ocean acidification on coral reef
calcification can be reversible. In this study, reef calcification increased by 7% within a
week when the water chemistry was restored to pre-industrial conditions through alkalinity
enrichment. Similar findings are observed in [372], which investigates the site of Heron Island
(Australia), where human activities in the mid-20th century led to a decrease in water levels,
exposing corals to air during low tide. The study shows that between 1972 and 2011, corals
experienced growth and recovery due to the construction of walls that raised water levels.
Other examples from the literature indicate that coral reefs can be resilient and recover
relatively quickly as long as the stress factors are not too severe [310], [371], [428].

Nevertheless, despite the potential for coral recovery from various stress factors, it has
been documented that their recovery rate has declined by 84% in the Great Barrier Reef
over the past 30 years [310].

The architectural complexity of coral reefs has been identified as a critical indicator
of coral health [161]. Beyond its role as an indicator, it plays a vital role in shaping
fish assemblages and regulating factors such as predation and competition through the
provision of diverse habitats. This complexity further enhances the dissipation of wave
energy and momentum compared to the simpler sandy beach environments [102], [396].
Diminished architectural complexity has been shown to amplify the coastline’s susceptibility
to wave impacts [72]. Conversely, waves act as conveyors of nutrients, facilitating mixing
and oxygenation within the ecosystem. The synergy among wave dynamics, reef biology,
and architectural complexity underscores the significance of the latter in monitoring reef
evolution and developing hydrodynamics models of habitats [394], [399]. Lastly, the biological
significance of architectural complexity extends further as it also has an impact on coral
reef fishes. While many of these species display resilience to coral bleaching, their tolerance
dwindles when the integrity of the reef’s structure is compromised [331].

In addition to bleaching, other factors can impact the architecture of coral reefs, such
as ocean acidification [221] and disturbances, which can have lasting consequences on reef
structure even after apparent recovery [48]. A study conducted in 2009, focusing on 200
Caribbean reefs, highlighted a global decline in structural complexity irrespective of water
depth [11].

Human activities, particularly explosive fishing, have been identified as significant
contributors to the decline of coral reefs [28]. A study conducted by [304] on Suranti
Island in Indonesia examined data from 1972 to 2013 and revealed a substantial reduction in
the proportion of live coral coverage, exceeding 75%. This decline was primarily attributed
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1. General introduction

to explosive fishing. The researchers observed a significant increase in rubble-covered
areas, which expanded from nonexistent in the 1980s to encompassing 330 hectares in 2013,
equivalent to half of the study site’s total area. Furthermore, reefs face threats from plastic
waste, which increases the risk of disease by 40 times [233], with complex reefs being eight
times more susceptible to the effects of plastic waste. This number is even more alarming
knowing that approximately 9.5 million tons of plastic enter the oceans every year [52], [206].

Given the profound implications of climate change on the oceans, particularly coral reefs,
this thesis is driven by the imperative of monitoring their dynamic evolution and creating
precise habitat maps.

1.3 Monitoring the evolution of coral reefs

Monitoring the evolution of environmental features or species poses a crucial challenge [255]
as it serves two key purposes: firstly, enabling the prediction of species’ evolution [422], and
more significantly, facilitating interventions to positively influence their changes and support
their recovery or enhanced conservation [62], [100]. In the context of coral reefs, mapping
plays a pivotal role in their monitoring, encompassing various aspects such as identifying
coral zones and distinguishing healthy coral from deteriorated or bleached coral [178], [321].
The collection of data serves as the foundation for conducting these mappings. Numerous
data-gathering techniques can be employed, including but not limited to: divers capturing
underwater photos or videos, boats equipped with underwater imaging or lidar systems,
drones, and satellite imagery [154]. Each of these techniques possesses its own advantages
and disadvantages, making them suitable for specific purposes and scenarios.

Diver-based data collection provides the advantage of capturing high-resolution images
or videos in close proximity to the coral reef, enabling detailed observations and valuable
qualitative information. However, this approach is labor-intensive, time-consuming, and
limited in coverage due to the restricted range of divers. On the other hand, boats and
drones offer the benefit of wider coverage compared to divers. However, both techniques
require some level of human presence on-site. For areas highly inhabited by humans and
scientists, such as the Great Barrier Reef in Australia, having regular human presence for
data collection is feasible. Scientists can easily visit the site and gather data. However,
for remote sites with limited human population, such as some Pacific islands with only
a few hundred inhabitants, maintaining a regular data collection schedule becomes more
challenging. Scientists may not have the resources to travel to these locations every year or
even every few years.

Satellite imagery presents a distinct advantage in terms of wide coverage area and the
ability to capture data on a regular basis [337]. This capability enables long-term monitoring
without the need for an onsite presence. By leveraging satellite technology, scientists can
obtain valuable data from remote locations, including islands with limited human population.
However, satellite imagery does have limitations that need to be considered. The spatial
resolution of satellite data is typically coarser compared to other data collection techniques.
Fine-scale details such as distinguishing between different coral species or achieving sub-meter
resolution may not be feasible with satellite imagery alone [179]. However, despite these
limitations, satellite imagery still serves valuable purposes in coral reef monitoring and
research. For instance, it can be utilized effectively in studying the hydrodynamics of waves

4



1.4. Machine learning for satellite images

on the shoreline, where the focus is on larger-scale patterns and trends rather than fine-scale
details. The broad coverage and regular data availability of satellite imagery also make it
well-suited for analyzing the global coral coverage and assessing large-scale changes over
time.

While other challenges such as cloud cover and water turbidity can affect the quality
of satellite imagery, various preprocessing techniques exist to address these issues. Some
preprocessing methods, such as atmospheric correction and cloud masking, can help mitigate
the impact of these factors and improve the usability of the imagery for mapping and analysis
purposes [174], [245], [462].

1.4 Machine learning for satellite images

1.4.1 Context

Although satellite images are readily available over wide areas and on a regular basis, their
analysis by human experts remains a time-consuming task. For instance, the size of the
Great Barrier Reef is more than 348,000km2 [421]. Even with comprehensive data available
for this reef, the manual mapping of such an extensive area would be impractical for an
individual or even a group.

Machine learning represent a possible solution to this problem. It is widely used nowadays
across a large range of fields [210], providing automation for tasks and computations that
would otherwise be arduous for humans to handle. Machine learning algorithms can be
broadly classified into two main categories [287], [365], [369]:

• Supervised learning. In this category, the computer is provided with data that consists
of both input and corresponding output information. By analyzing the input data,
the model aims to identify a formula or relationship that can generate output data as
accurately as possible.

• Unsupervised learning. Unlike supervised learning, the computer is only given access
to the input data without any corresponding output information. The computer then
tries to find patterns or structures inherent within the input data.

Machine learning models, particularly through the use of supervised learning, offer
an effective approach for mapping tasks based on satellite imagery [383], [407]. In this
context, the satellite image serves as the input, containing various color channels and visual
information, while the desired output is the map that we aim to generate. Because the
field of machine learning encompasses a wide range of models, further insights
on the most efficient methods on this specific case of satellite imagery and coral
reefs is needed.

1.4.2 Artificial Neural Networks and Random Forests

Among the various methods available, two standout approaches are Artificial Neural Networks
(NN) and Random Forests (RF). These methods hold a prominent position in the field due
to their widespread utilization and consistent delivery of superior outcomes.

Neural networks have become increasingly used over the past years [369] and are inspired
by the structure and functioning of biological neural networks in the human brain. An
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artificial neural network consist of several layers of interconnected nodes, or neurons. Each
neuron takes an input, performs calculations, and returns an output. The combination of all
the neurons and layers allows to produce complex operations and behaviour. The weights of
the NN, i.e. the values of the parameters with which the computations are performed, are
learnt by minimizing the error between the predicted and the expected output.

On the other hand, RF is an ensemble of decision trees. A decision tree takes on the form
of a flowchart, wherein each internal node corresponds to a specific feature or attribute, each
branch represents a decision rule, and each leaf node represents an outcome. The goal of the
decision tree is to recursively split the data into smaller and more homogeneous subsets until
they are sufficiently pure to make accurate predictions at the leaf nodes.

While Neural Networks have gained immense popularity in recent times, we will thoroughly
compare and evaluate both methods to ultimately adopt Random Forests in the final workflow.

1.4.3 Pixel-based and object-based

When using machine learning algorithms with images for mapping purposes, two primary
strategies can be distinguished: pixel-based and object-based approaches [410]. In the first
one, each pixel is classified independently without considering its surrounding context. This
strategy can be broadened to include the kernel approach, wherein sets of pixels are evaluated
within a kernel filter or moving window — it is worth noting that this can be regarded as a
distinct method in itself. In this thesis, all the classified pixels are considered pure, i.e. each
pixel is associated to a single class. On the other hand, the object-based approach involves
constructing and classifying objects composed of multiple pixels. To achieve this, image
segmentation techniques are commonly employed. Image segmentation aims to partition
an image into distinct and meaningful regions or objects. This process typically involves
grouping pixels based on their color, texture, or other characteristics, as well as detecting
edges within the image [214], [391].

Segmentation techniques provide objects, called segments, containing several pixels.
Consequently, within each segment, various values can be computed based on the pixel
attributes. For instance, statistical moments such as the mean or other descriptive statistics
can be calculated for the reflectance values of the pixels across each spectral band. Besides,
it is important to note that when we have an expert-based map available for the segmented
image, the segment boundaries may not align precisely with the expert’s delineations. In
fact, it is rare for the segment boundaries to perfectly match those defined by the expert. As
a result, each segment may contain a mixture of pixels belonging to different classes, rather
than exclusively representing a single class. Hence, if we denote J the number of existing
classes, each segment i can be assigned a vector yi ∈ [0, 1]J representing the proportions or
probabilities of the pixels within the segment belonging to each respective class. Each element
of the vector yi represents the proportion of pixels in segment i that belong to a specific
class, ranging from 0 (no pixels) to 1 (all pixels). By using such a vector representation, we
can capture the distribution and class membership information for each segment, allowing for
further analysis and classification tasks based on the pixel proportions within the segment.
Such a vector is called a compositional data, having distinct properties and characteristics
due to its specific shape and constraints [5]. Figure 1.1 gives an example of such vectors,
with three classes and four segments.
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Figure 1.1: Example of a segmentation on an image of size 10× 10 pixels, with four segments
(A, B, C, D) and three classes (1, 2, 3). In each segment, we compute the ratio of pixels
belonging to each class.

1.4.4 Compositional data

Mathematically, the compositional data vectors lie within a space known as a simplex and
denoted SJ−1,

SJ−1 =
{
y = (y1, y2, ..., yJ) | ∀i ∈ {1, 2, . . . , J}, yi ≥ 0;

J∑
i=1

yi = 1
}
. (1.1)

A simplex can be considered as an extension of the concept of a triangle to higher dimensions.
In the case of the simplex space SJ−1, a point belonging to it is a vector of size J that can
be described using only J − 1 coordinates, as the last coordinate can be derived from the
others.

The vectors yi represent the response variables (or labels) that we aim to predict using
machine learning models. However, due to the constraints imposed by the simplex space, we
need to adapt existing machine learning methods. While it is possible to consider the majority
class of each vector yi (i.e., the value argmaxj(yij)) and apply conventional classification
methods, this approach leads to a loss of information and is not desirable. Therefore, a
significant portion of this thesis involves the adaptation of methods to effectively handle
compositional data labels.

One natural distribution to handle compositional data is the Dirichlet distribution. It is
parameterized by a vector α ∈ RJ such that for each j ∈ [1, . . . , J ], αj > 0. Its probability
density function is given by

f(y|α) =
Γ(
∑J

j=1 αj)∏J
j=1 Γ(αj)

J∏
j=1

y
αj−1
j , (1.2)

where Γ is the gamma function.
The utilization of the Dirichlet distribution holds particular significance in this thesis as

we expect the labels yi of each segment to follow such a distribution. Consequently, we can
develop a maximum likelihood estimator to map each segment to its corresponding expected
compositional data label. Additionally, since neighboring segments might induce a spatial
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effect and impact each other, we may consider whether incorporating a spatial lag term
into the model can enhance its performance.

1.5 Case-study: Maupiti lagoon

The main focus of this thesis revolves around the development of the tool based on data from
Maupiti Island in French Polynesia. Maupiti Island is part of the Society Islands archipelago,
and its lagoon spans approximately 27km2. The ground-truth data used for this study is
derived from expert-based mapping, which involved multiple field observation campaigns
[394]. Figure 1.2 depicts a satellite image of the island along with the expert mapping.
What sets this dataset apart is that the ground-truth map covers the entire area of Maupiti,
whereas most studies only have access to a limited number of ground-truth points. This
unique characteristic allows us to employ techniques that are not feasible or less accurate
when working with sparse ground-truth data, such as object-based classification.

Figure 1.2: Pleiades-2 satellite image of Maupiti island, with the delineation of the zones (left) and
the expert-based map of the site (right).

Several satellite images are available for the study site. The primary dataset used
extensively in this research is the freely accessible Sentinel-2 images, which have a resolution
of 10m. These images are particularly suitable for our purposes due to their lower resolution,
which results in a smaller dataset to work with, facilitating the development of the workflow
in a more efficient and expedited manner. Additionally, we acquired a higher-resolution
image from the Pleiades satellite, with a resolution of 2m, enabling more precise mapping at
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the cost of increased processing time. It is important to note that the workflow developed in
this thesis is specific to the satellite source it was trained on, and its application to images
from different satellite sources will be discussed in detail during the thesis discussion.

In comparison to other regions heavily impacted by climate change and human activity,
such as the Great Barrier Reef, the coral reefs of Maupiti Island, like many other islands
in French Polynesia, are relatively healthy [149]. This distinction must be considered when
applying the developed tool to areas with different conditions, as the classification may
encounter challenges due to these variations.

1.6 Objectives of the thesis

Mapping coral reefs worldwide in a scalable and time-efficient manner is of utmost importance.
To achieve this objective, a combination of machine learning models and satellite imagery
emerges as a promising solution. Within this framework, the general objective of this thesis
is to assess the performances of various machine learning models in mapping coral reefs from
satellite images using full expert-based maps as ground-truth data. Our specific focus lies
in understanding how the identified models are suited to address the compositionality that
arises within the labels during image segmentation, and what are the advantages of such
compositional labels.

To address these inquiries, this thesis is structured around four key objectives:

• Literature Review: The first step involves conducting a comprehensive literature review
to gain insights into the current state of coral reef mapping using multispectral imagery.
Chapter 2 serves as this extensive review, focusing specifically on papers published
between 2018 and 2020.

• Data Imbalance Correction: Compositional data, particularly in the context of coral
reef mapping, often exhibit class imbalance, with varying numbers of elements in each
class. Chapter 3 introduces an oversampling technique tailored to rectify this data
imbalance effectively.

• Spatial Considerations: Given the inherent spatial nature of the mapping process, it
is crucial to consider spatial dependencies. Chapter 4 introduces the integration of
spatial components into a Dirichlet regression model to better capture these spatial
relationships.

• Tool Development: The culmination of this research is the development of a robust
mapping tool for coral reefs derived from multispectral satellite imagery, trained with
a full ground-truth map, using both the spectral and spatial dimensions of the image.
This final workflow is presented in Chapter 5.

Finally, the conclusion of this thesis encompasses the response to the central research
questions, encapsulating the scientific contributions made throughout its course. The
concluding section also delves into potential future avenues and areas that require further
exploration.
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CHAPTER 2

Mapping of Coral Reefs with
Multispectral Satellites: A Review of

Recent Papers

The work in this chapter is a paper published in Remote Sensing: T. Nguyen, B. Liquet, K.
Mengersen, and D. Sous. Mapping of coral reefs with multispectral satellites: a review of
recent papers. Remote Sensing, 13(21):4470, 2021 [298].

Synopsis

This chapter provides a comprehensive review of the literature on the automatic mapping of
coral reefs using multispectral satellite images. Over the past few years, there has been a
significant surge in research papers addressing this topic. This literature review particularly
emphasizes the papers published between 2018 and 2020, considering the recent influx of
research on coral reef mapping.

Within this review, we explore various aspects, including the quality and cost analysis
of different satellite image sources, the efficacy of diverse satellite imagery preprocessing
techniques, a comparison between object-based and pixel-based classification methods, and
the evaluation of different machine learning models.

By delving into these areas, this literature review serves as a gateway to identifying the
most suitable techniques and models to be employed throughout the thesis.
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Abstract

Coral reefs are an essential source of marine biodiversity, but they are declining at an alarming
rate under the combined effects of global change and human pressure. A precise mapping
of coral reef habitat with high spatial and time resolutions has become a necessary step
for monitoring their health and evolution. This mapping can be achieved remotely thanks
to satellite imagery coupled with machine-learning algorithms. In this paper, we review
the different satellites used in recent literature, as well as the most common and efficient
machine-learning methods. To account for the recent explosion of published research on
coral reel mapping, we especially focus on the papers published between 2018 and 2020.
Our review study indicates that object-based methods provide more accurate results than
pixel-based ones, and that the most accurate methods are Support Vector Machine and
Random Forest. We emphasize that the satellites with the highest spatial resolution provide
the best images for benthic habitat mapping. We also highlight that preprocessing steps
(water column correction, sunglint removal, etc.) and additional inputs (bathymetry data,
aerial photographs, etc.) can significantly improve the mapping accuracy.

2.1 Introduction

Coral reefs are complex ecosystems, home to many interdependent species [142] whose roles
and interactions in the reef functioning are still not fully understood [444]. By the end of
the 20th century, reefs were estimated to cover a global area of 255,000 km2 [401], which is
roughly the size of the United Kingdom. Although this number represents less than 0.01%
of the total surface of the oceans [96], reefs were estimated to be home to 5% of the global
biota at the end of the 1990s [346] and to 25% of all marine species [350]. Furthermore, each
year reefs provide services and products worth the equivalent of 172 billion US$ per km2

[273], thus "producing" a total equivalent of 2000 times the United States GDP.
Despite their importance, coral populations are collapsing due to several factors mainly

driven by global climate change and human activity. One of the main threats is the rise of
global temperatures [348]. Increasing sea surface temperature is strongly correlated with
coral bleaching [339], which tends to be enhanced by the intensity and the frequency of
thermal-stress anomalies [405]. Bleaching does not mean that the corals are dead, but
it leads to a series of adverse consequences: atrophy, necrosis, increase of the death rate
[146], less efficient recovery from disease [310] and loss of architectural complexity [331].
Repeated bleaching events are even more damaging, impairing the coral colony recovery
[197] and making them less resistant and more vulnerable to ocean warming [370]. These
cumulative impacts are particularly alarming when considering the increasing frequency of
severe bleaching events in the last 40 years [196] and predictions that by 2100, more than
95% of reefs will experience severe bleaching events at least twice a decade [253].

The worldwide decline of coral reefs has prompted an unprecedented research effort,
reflected by the exponential growth of scientific articles dedicated to coral reefs (see
Figure 2.1). A key prospect faced by the scientific community is the development of open and
robust monitoring tools to survey the reef distribution on a global scale for the next decades.
Mapping benthic reef habitats is crucially important for tracking their time and space
evolution, with direct outcomes for reef geometry and health surveys [161], for developing
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numerical models of circulation and wave agitation in reef-lagoon systems [394], [399] and
for socio-economic and environmental management policies [175].

Figure 2.1: Number of documents tagging “coral mapping” or “coral remote sensing” in the
Scopus database over the last 50 years.

A powerful tool to survey coral reefs is coral mapping or coral classification. This involves
using raw input data of a coral site, such as videos or images, extracting the characteristics
of the ground and classifying the elements as coral, sand, seagrass, etc. To perform this
mapping, there are two possibilities: manually extracting the characteristics, which is a highly
accurate method but tedious and time consuming, or training machine-learning algorithms
to easily do it in a short time but with a higher chance of misclassification. In this article,
the terms “coral mapping” and “coral classification” will both refer to the same meaning
being the “automatic machine-learning mapping” if not otherwise stated.

Coral mapping can be accurately achieved from underwater images, as done in most
papers published in 2020 [147], [254], [264], [268], [280], [281], [317], [344], [412], [430], [452].
However, a major drawback of underwater images is that they are difficult to acquire at
a satisfying time resolution for most remote places, thus making it unfeasible to have a
worldwide global map with this kind of data. One solution is to use data from satellite
imagery.

Aiming to help the ongoing and future efforts for coral mapping at the planetary scale,
this paper will mainly focus on multispectral satellite images for coral classification and
will mostly omit other sources of data. The main goal of this paper is to highlight the
current most efficient methods and satellites to map coral reef. As depicted in Figure 2.1,
there are twice as many papers published in the past two years than there were ten years
ago. Furthermore, as described later, the resolution of satellites is quickly improving, and
with it the accuracy of coral maps. This is also true for machine-learning methods and
image processing. Finally, substantive reviews of work related to coral mapping are only
available to 2017 [170], [337]. For these reasons, we decided to narrow our analysis to papers
published since 2018. Between 2018 and 2020, 446 documents tagging “coral mapping” or
“coral remote sensing” have been published (Figure 2.1). However, most of these papers do
not fit within the scope of our study: they are for instance treating tidal flats, biodiversity
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problems, chemical composition of the water, bathymetry retrieval, and so on. Thus, out of
these 446, only 75 deal with coral classification or coral mapping problems. The data sources
used in these papers are summarized in Figure 2.2. Within these 75 studies, a subset of 37
papers that deal with satellite data (25 with satellite data only) will be specifically included
in the present study.

Figure 2.2: Bar plot presenting the data sources of 75 different papers from 2018 to 2020
studying corals classification or corals mapping.

Used in almost 50% of the papers, satellite imagery is recommended by the Coral Reef
Expert Group for habitat mapping and change detection on a broad scale [150]. It allows
benthic habitat to be mapped more precisely than via local environmental knowledge [377]
on a global scale, at frequent intervals and with an affordable price.

This review is divided into four parts. First, the different multispectral satellites are
presented, and their performance compared. Following this is a review of the preprocessing
steps that are often needed for analysis. The third part provides an overview of the most
common automatic methods for mapping and classification based on satellite data. Finally,
the paper will introduce some other technologies improving coral mapping.

2.2 Satellite Imagery

2.2.1 Spatial and Spectral Resolutions

When trying to classify benthic habitat, two conflicting parameters are generally put in
balance for choosing the satellite image source: the spatial resolution (the surface represented
by a pixel) and the spectral resolution. The latter generally refers to the number of available
spectral bands, i.e., the precision of the wavelength detection by the sensor. The former
parameter has a straightforward effect: a higher spatial resolution will allow a finer habitat
mapping but will require a higher computational effort. The primary effect of the spectral
resolution is that model accuracy generally increases with the number of visible bands [51],
[90], [266] and the inclusion of infrared bands [91]. Although no clear definition exists,
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a distinction is generally made in terms of spectral resolution between multispectral and
hyperspectral satellites. The former sensors produce images on a small number of bands,
typically less than 20 or 30 channels, while hyperspectral sensors provide imagery data on a
much larger number of narrow bands, up to several hundred—for instance NASA’s Hyperion
imager with 220 channels. Most of the time, multispectral and hyperspectral sensors have
an additional panchromatic band (capturing the wavelengths visible to the human eye) with
a slightly higher spatial resolution than the other bands.

A major drawback of hyperspectral satellites is that the best achievable resolution is
generally several tens of meters and can be up to 1km for some of them [178], while most
multispectral sensors have a resolution better than 4m. A high spectral resolution coupled
with a low-spatial-resolution result in a problem known as “spectral unmixing”, which is the
process of decomposing a given mixed pixel into its component elements and their respective
proportions. Some existing algorithms can tackle this issue with a high level of accuracy
[49], [165], [433]. When unmixing pixels, algorithms may face errors due to the heterogeneity
of seabed reflectance, disturbing the radiance with the light scattered on the neighboring
elements [164]. This process, called the adjacency effect, has negative effects on the accuracy
of remote sensing [59] and can modify the radiance by up to 26% depending on turbidity
and water depth [73].

In this review, we purposefully omitted the hyperspectral sensors to focus on multispectral
satellite sensors, since only the latter have a spatial resolution fine enough to map coral
colonies. Moreover, in our case where we are studying how to create high-resolution maps of
coral presence, multispectral satellites are more efficient, i.e., they provide more accurate
results [150]. In the following parts, unless otherwise stated, the spatial resolution will be
referred to as “resolution”.

2.2.2 Satellite Data

We found 14 different satellites appearing in benthic habitat mapping studies, and gathered
in Table 2.1 their main characteristics, in particular their spectral bands, spatial resolution,
revisit time and pricing. The Landsat satellites prior to Landsat 6 do not appear in the
table because they are almost universally not used in recent studies, the Landsat 5 being
deactivated in 2013.

The most commonly used multispectral satellite images are from NASA’s Landsat
program [342]. The program relies on several satellites, of which Landsat 8 OLI,
Landsat 7 ETM+, Landsat 6 ETM and Landsat TM have been used for benthic habitat
mapping: [30], [77], [132], [133], [204] (OLI), [28], [136], [304] (OLI, ETM+, TM), [18], [19],
[115], [314] (ETM+). The standard revisit time for Landsat satellites is 16 days. However,
Landsat-7 and Landsat-8 are offset so that their combined revisit time is 8 days. The density
and accuracy of the Landsat images thus make them viable to use for ecological analyzes
[217].

Sentinel-2 [177], a European Space Agency’s satellite, can be compared to Landsat
satellites in terms of spatial and spectral resolution. Sentinel-2 was initially designed for land
monitoring [271] but has been used for monitoring oceans (and more specifically coral reefs
bleaching) and mapping benthic habitat [55], [202], [230], [240], [357], [378], [445]. Specific
spectral bands of Sentinel-2, such as SWIR-cirrus and water vapor bands, are especially
useful for cloud detection and removal algorithms [33], [111], [361], [374], [386]. One major
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advantage of Landsat and Sentinel-2 satellites is that their data are open access. However,
these satellites are defined as “low-resolution”, with a resolution of tens of meters which
may be a significant weakness when trying to map and to classify the fine and complex
distribution of coral reef colonies.

With a typical spatial resolution of several meters, medium-resolution satellites are more
accurate than the aforementioned satellites. Well-known medium-resolution satellites are
SPOT-6 [387], [406] and RapidEye [88], [141], [307], with respectively 4 and 5 bands. A
major strength of RapidEye is that the image data are produced by a constellation of five
identical satellites, thus providing images at a high frequency (global revisit time of one day).
Note however that up to now, RapidEye has not been found in recent literature for coral
mapping. The principle of using multiple similar satellites is also found with the PlanetScope
constellation, composed of 130 Planet Dove satellites. Their total revisit time is less than
one day, and they can be found in several recent coral mapping studies [29], [242], [353],
[439], [457].

Table 2.1: Comparison of some characteristics of the most common multispectral satellites.
Excepted for PlanetScope and RapidEye, all the satellites contain a panchromatic band
which does not appear in the column “Spectral bands”. Image pricings have been recovered
from the website wwww.apollomapping.com accessed on February 2021

Satellite Name Spectral Bands Resolution (at Nadir) Revisit Time Pricing

4 VNIR 15 m panchromatic
Landsat-6 ETM 2 SWIR 30 m VNIR and SWIR 16 days Free

1 thermal infrared 120 m thermal
4 VNIR 15 m panchromatic

Landsat-7 ETM+ 2 SWIR 30 m VNIR and SWIR 16 days Free
1 thermal infrared 60 m thermal
4 VNIR 15 m panchromatic

Landsat-8 OLI 3 SWIR 30 m VNIR and SWIR 16 days Free
1 deep blue 30 m deep blue
4 VNIR 10 m VNIR

Sentinel-2 6 red edge and SWIR 20 m red edge and SWIR 10 days Free
3 atmospheric 60 m atmospheric

PlanetScope ∅ panchromatic ∅ panchromatic
<1 day $1.8 /km2

4 VNIR 3.7 m multispectral
RapidEye ∅ panchromatic ∅ panchromatic 1 day $1.28 /km2
(five satellites) 5 VNIR 5 m multispectral

SPOT-6 4 bands: blue, green, 1.5 m panchromatic 1–3 days $4.75 /km2
red, near-infrared 6 m multispectral

GaoFen-2 4 bands: blue, green, 0.81 m panchromatic 5 days $4.5 /km2
red, near-infrared 3.24 m multispectral

GeoEye-1 4 bands: blue, green, 0.41 m panchromatic 2–8 days $17.5 /km2
red, near-infrared 1.65 m multispectral

IKONOS-2 4 bands: blue, green, 0.82 m panchromatic 3–5 days $10 /km2
red, near-infrared 3.2 m multispectral

Pleiades-1 4 bands: blue, green, 0.7 m panchromatic 1–5 days $12.5 /km2
red, near-infrared 2.8 m multispectral

Quickbird-2 4 bands: blue, green, 0.61 m panchromatic 2–5 days $17.5 /km2
red, near-infrared 2.4 m multispectral

WorldView-2 8 VNIR 0.46 m panchromatic 1.1–3.7 days $17.5 /km2
1.84 m multispectral

WorldView-3
8 VNIR 0.31 m panchromatic

1–4.5 days $22.5 /km28 SWIR 1.24 m VNIR

12 CAVIS 3.7 m SWIR
30 m CAVIS

Finally, high-resolution sensors are defined as those with a few meters resolution, such
as 3 m or less. IKONOS-2 belongs to this category and can be found in several studies of
benthic habitat mapping [41], [289], [333], [456], but mostly before 2015, the year it has
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ceased operating. GaoFen-2 satellite, launched in 2014, has the same spatial and spectral
resolution as IKONOS-2, but is not as widely used [432], perhaps because of its age: it
was launched in 2014, when some sensors already had a better resolution. GaoFen have
different satellites (from GaoFen-1 to GaoFen-14) that have the same or a lower resolution
than GaoFen-2.

With a similar sensor and a slightly better resolution than IKONOS-2, the Quickbird-2
satellite provides images for several studies of reef mapping [18], [189], [190], [283], [351],
[371], [372]. Please note that the Quickbird-2 program was stopped in 2015. Similar features
are proposed by the Pleiades-1 satellites, from the Optical and Radar Federated Earth
Observation program, also present in the literature [34], [93]. An even higher accuracy can
be found with GeoEye-1 satellite, providing images at a resolution of less than 1m, making
it particularly useful to study coral reefs [180].

The most common and most precise satellite images come from WorldView satellites.
For instance, WorldView-2 (WV-2), launched in 2009, has been widely used for benthic
habitat mapping and coastline extraction [79], [91], [212], [261], [279], [292], [387], [413],
[432], [436], [447]. Despite the high-resolution images provided by WV-2, the highest quality
images available at the current time come from WorldView-3 (WV-3), launched in 2014 [90],
[303], [316], [385]. WV-3 has a total of 16 spectral bands and is thus able to compete with
hyperspectral sensors with more than a hundred bands (such as Hyperion). Moreover, its
spatial resolution is the highest available among current satellites, and is even similar to
local measurement techniques such as Unmanned Airborne Vehicles (UAV) [89]. Among
all the spectral bands offered by the WV-3 sensors, the coastal blue band (400–450 nm) is
especially useful for bathymetry, as this wavelength penetrates water more easily and may
help to discriminate seagrass patterns [226]. Although the raw SWIR resolution is lower than
the one achieved in visible and near-infrared bands, it can be further processed to generate
high-resolution SWIR images [231]. In addition, the WV-3 panchromatic resolution is 0.3 m,
which almost reaches the typical size of coral reef elements (0.25 m), thus making it also
useful for reef monitoring [71].

To further evaluate the importance of each satellite in the global literature (not only
on coral studies) and to detect trends in their use, we searched in Scopus and analyzed
the number of articles in which they appear between 2010 and 2020. Several trends can
be seen. First, among low-resolution satellites, it appears that while the usage of Landsat
remains stable over the year, the usage of Sentinel has exploded (by a multiplication factor
of 20 between the period 2014–2014 and 2018–2020). Regarding high-resolution satellites,
we detect trends in their usage: in the period 2010–2014, Quickbird and IKONOS satellites
were predominant, but their usage decreased by more than 85% during the years 2018–2020.
On the other hand, the number of papers published using WorldView and PlanetScope has
been increasing: respectively from 108 and 0 in 2010–2014, to 271 and 164 in 2018–2020.
The complete numbers for each satellite can be found in Figure 2.A.1.

Figure 2.3 depicts which satellites were employed in the 37 studies using satellites
(“satellite only” and “satellite + other” in Figure 2.2). Please note that some studies use
data from more than one satellite. From this analysis, WorldView satellites appear to be the
most commonly used ones for coral mapping, confirming that high-resolution multispectral
satellites are more suitable than low-resolution ones for coral mapping.
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Figure 2.3: Most used satellites in coral reef classification and mapping between 2018 and 2020.

2.3 Image Correction and Preprocessing

Even though satellite imagery is a unique tool for benthic habitat mapping, providing remote
images at a relatively low cost over large time and space scales, it suffers from a variety
of limitations. Some of these are not exclusively related to satellites but are shared with
other remote sensing methods such as UAV. Most of the time, existing image correction
methods can overcome these problems. In the same way, preprocessing methods often result
in improved accuracy of classification. However, the efficiency of these algorithms is still not
perfect and can sometimes induce noise when trying to create coral reef maps. This part will
describe the most common processing that can be performed, as well as their limitations.

2.3.1 Clouds and Cloud Shadows

One major problem of remote sensing with satellite imagery is missing data, mainly caused
by the presence of clouds and cloud shadows, and their effect on the atmosphere radiance
measured on the pixels near clouds (adjacency effect) [118]. For instance, Landsat-7 images
have on average a cloud coverage of 35% [211]. This problem is globally present, not only for
the ocean-linked subjects but for every study using satellite images, such as land monitoring
[56], [379] and forest monitoring [186], [193]. Thus, several algorithms have been developed
in the literature to face this issue [187], [195], [208], [262], [366], [408], [453], [461]. One
widely used algorithm for cloud and cloud shadow detection is Function of mask, known
as Fmask, for images from Landsat and Sentinel-2 satellites [125], [340], [463]. Given a
multiband satellite image, this algorithm provides a mask giving a probability for each pixel
to be cloud, and performs a segmentation of the image to segregate cloud and cloud shadow
from other elements. However, the cloudy parts are just masked, but not replaced.

A common approach to remove cloud and clouds shadows is to create a composite image
from multi-temporal images. This involves taking several images at different time periods
but close enough to assume that no change has occurred in between, for instance over a few
weeks [15]. These images are then combined to take the best cloud-free parts of each image
to form one final composite image without clouds nor cloud shadows. This process is widely
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used [44], [129], [248], [417] when a sufficient number of images is available.

2.3.2 Water Penetration and Benthic Heterogeneity

The issue of light penetration in water occurs not only with satellite imagery, but with all
kinds of remote sensing imagery, including those provided by UAV or boats. The sunlight
penetration is strongly limited by the light attenuation in water due to absorption, scattering
and conversion to other forms of energy. Most sunlight is therefore unable to penetrate below
the 20 m surface layer. Hence, the accuracy of a benthic mapping will decrease when the
water depth increases [134]. The light attenuation is wavelength dependent, the stronger
attenuation being observed either at short (ultraviolet) or long (infrared) wavelengths while
weaker attenuation in the blue-green band allows deeper penetration. Specific spectral bands
such as the green one may be viable for benthic habitat mapping and coral changes, such
as bleaching [240]. As the penetration through water depends on the wavelength, image
preprocessing may be needed to correct this effect. Water column correction methods enable
retrieval of the real bottom reflectance from the reflectance captured by the sensor, using
either band combination or algebraic computing depending on the method used. Using
a water column correction method can improve the mapping accuracy by more than 20%
[290], [305]. Several models of water column correction exist, each of them with different
performances [464], the best known one being Lyzenga’s [258]. The best model strongly
depends on the input data and the desired result; see Zoffoli et al. 2014 [464] for a detailed
overview of the water column correction methods.

When it is known that the water depth of the study field is homogeneous, it is possible to
classify the benthic habitat without applying any correction [12]. However, even in a shallow
environment that would be weakly impacted by the light penetration issue (i.e., typically
less than 2m deep), a phenomenon called spectral confusion can occur if the depth is not
homogeneous [179]. At different depths, the response of two different-color elements can
be similar on a wide part of the light spectrum. Hence, with an unknown depth variation,
the spectral responses of elements such as dead corals, seagrasses, bleached corals and live
corals can be mixed up and their separability significantly affected, making it harder to
map correctly [437]. Nevertheless, this depth heterogeneity problem can be overcome: when
mixing satellite images with in situ measurements (such as single-beam echo sounder), it is
possible to have an accurate benthic mapping of reefs with complex structures in shallow
waters [385]. However, the advantage of not needing ground-truth data (information collected
on the ground) when working with satellite imagery is lost with this solution.

2.3.3 Light Scattering

When remotely observing a surface such as water, especially with satellite imagery, its
reflectance may be influenced by the atmosphere. Two phenomena modify the reflectance
measured by the sensor. First, the Rayleigh’s scattering causes smaller wavelengths (e.g., blue
400 nm) to be more scattered than larger ones (e.g., red 800 nm). Secondly, small particles
present in the air cause so-called aerosol scattering, also altering the radiance perceived
by the satellites [126], [173]. Hence, the reflectance perceived by the satellite’s sensors is
composed of the true reflectance to which are added both Rayleigh- and aerosol-related
scattered components [156], [158].
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It is possible to apply algorithms to correct the effects due to Earth’s atmosphere [155],
[157], [282], making some assumptions such as the horizontal homogeneity of the atmosphere,
or the flatness of the ocean. However, these atmospheric corrections do not always result in
a significant increase in the classification accuracy when using multispectral images [249],
and they are not as frequent as water column corrections, which is why we consider them as
optional.

2.3.4 Masking

Masking consists of removing geographic areas that are not useful or usable: clouds, cloud
shadows, land, boats, wave breaks, and so on. Masking can improve the performance of
some algorithms such as crop classification [121] or Sea Surface Temperature (SST) retrievals
[224].

Even though highly accurate algorithms exist to detect most clouds, as discussed
previously, some papers employ manual masking for higher accuracy [153]. It is also
possible to mask deep water, in which coral reef mapping is difficult to achieve. Deep water
to be masked can be defined by a criterion such as a reflectance threshold over the blue band
(450–510 nm) [66].

2.3.5 Sunglint Removal

When working with water surfaces, such as an ocean or lagoon, sunglint poses a high risk of
altering the quality of the image, not only for satellite imagery but for every remote sensing
system. Sunglint happens when the sunlight is reflected on the water surface with an angle
similar to the one the image is being taken with, often because of waves. Thus, higher solar
angles induce more sunglint; on the other hand, they are also correlated with a better quality
for bathymetry mapping based on physical analysis methods [153]. Although this reflectance
can be easily avoided when taking field images from an airborne vehicle (by controlling
the time of the day and the direction), it is harder to avoid with satellite imagery. It thus
must be removed from the image for better accuracy of benthic habitat mapping. This can
be achieved, for instance, by a simple linear regression [176]. Some other models can also
efficiently tackle this issue [112], [113], [215], [272]. According to Muslim et al. 2019 [291],
the most efficient sunglint removal procedure when mapping coral reef from UAV is the one
described in Lyzenga et al. 2006 [259]. As the procedures compared in the paper depend on
multispectral UAV data, we can imagine that the result may be true for satellite data as
well.

2.3.6 Geometric Correction

Geometric correction consists of georeferencing the satellite image by matching it to the
coordinates of the elements on the ground. It allows, for instance, removal of spatial distortion
from an image or drawing a parallel between two different sources of data, such as several
satellite images, satellite images with other images (e.g., aerial), or images mixed with
bathymetry inputs (sonar, LiDAR). This step is especially important in the case of satellite
imagery, which is subject to a large number of variations such as angle, radiometry, resolution
or acquisition mode [140].
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Geometric corrections are needed to be able to use ground-truth control points. These
data can take several forms, for instance divers’ underwater videos or acoustic measurements
from a boat. Even though control points are not used in every study, they are frequent
because they enable a high-quality error assessment and/or a more accurate training set.
However, control points are not that easy to acquire because they require a field survey,
which is not always possible and may be expensive for some remote sites. Thus, control
points are not always used.

2.3.7 Radiometric Correction

When working with multi-temporal images of the same place, the series of images is likely to
be heterogeneous because of some noise for instance induced by sensors, illumination, solar
angle or atmospheric effects. Radiometric correction enables normalization of several images
to make them consistent and comparable. Radiometric corrections significantly improve
accuracy in change detection and classification algorithms [80], [313], [419], [450]. Identically
to geometric corrections that are only required when working with ground-truth control
points, radiometric corrections are only needed when working with several images of the same
place. Radiometric corrections are also useful to provide factors needed in the equations of
some atmospheric correction algorithms [459].

2.3.8 Contextual Editing

Contextual editing is a postprocessing of the image, subsequent to the classification step
that takes into account the surrounding pattern of an element [163], [441]. Indeed, some
classes cannot be surrounded by another given class, and if it is found to be the case then
the classifier has probably made a mistake. For instance, an element classified as “land” that
is surrounded by water elements is more likely to be a class such as “algae”.

The use of contextual editing can greatly enhance the performance of a classifier, be it
for land area [404] or for coral reefs [45], [290]. However, surprisingly, it appears that this
method has not been widely employed in the published literature, especially with benthic
habitat related topics. To the best of our knowledge, even though we found some papers
using contextual editing for bathymetry studies, it has not been applied to coral reef mapping
in the past 10 years.

2.4 From Images to Coral Maps

Satellite imagery represents a powerful tool to assess coral maps, should we be able to tackle
the problems that come with it. Manual mapping of coral reefs from a given image is a
long and arduous work and synthetic expert mapping over large spatial area and/or long
time periods is definitely out of reach, especially when the area to be mapped has a size of
several km2. Coral habitats are at the moment unequally studied, with some sites that are
almost not analyzed at all by scientists: for instance, studies on cold-water corals mostly
focus on North-East Atlantic [246]. The development of automated processing algorithms
is a necessary step to target a worldwide and long-term monitoring of corals from satellite
images. The mapping of coral reefs from remote sensing usually follows the flow chart given
in Andréfouët 2008 [17] consisting of several steps of image corrections, as seen previously,
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followed by image classification. For instance, with one exception, all the studies published
since 2018 that deal with mapping coral reefs from satellite images perform at least three out
of the four preprocessing steps given in [17]. The following subsections provide a comparison
of the accuracies given by different statistical and machine-learning methods.

2.4.1 Pixel-Based and Object-Based

Before comparing the machine-learning methods, a difference must be drawn between two
main ways to classify a map: pixel-based and object-based. The first consists of taking each
pixel separately and assigning it a class (e.g., coral, sand, seagrass, etc.) without taking into
account neighboring pixels. The second consists of taking an object (i.e., a whole group of
pixels) and giving it a class depending on the interaction of the elements inside of it.

The object-based image analysis method performs well for high-resolution images, due
to a high heterogeneity of pixels which is not suited for pixel-based approaches [43]. This
implies that object-based methods should be used in the study of reef changes working
with high-resolution multispectral satellite images instead of low-resolution hyperspectral
satellite images. Indeed, the object-based method has an accuracy 15% to 20% higher than
the pixel-based one in the case of reef change detection [8], [66], [460] and benthic habitats
mapping [20], [406].

The relative superiority of the object-based approach has also been shown when applied
to land classification [128], [341], such as bamboo mapping [139] or tree classification [97],
[201]. Nonetheless, even if the object-based methods are generally more accurate, they
remain harder to set up because they need to perform a segmentation step (to create the
objects) before the classification.

2.4.2 Maximum Likelihood

Maximum likelihood (MLH) classifiers are particularly efficient when the seabed does not have
a too complex architecture [438]. With good image condition, i.e., clear shallow water (<7 m)
and almost no cloud cover, a MLH classifier can discriminate Acropora spp. corals from other
classes (sand, seagrass, mixed coral species) with an accuracy of 90% [65]. Moreover, a MLH
classifier works well under two conditions: when the spectral responses of the habitats are
different enough to be discriminated, and when the area analyzed is in shallow waters (< 5
m) [456]. It is however very likely that these results can be applied to other machine-learning
methods.

Nevertheless, when compared to other classification methods such as Support Vector
Machine (SVM) or Neural Networks (NN), MLH classifiers appear to be less efficient, be it
for land classification [3], [219], [220], [249], [411] or for coastline extraction [181], [279]. A
comparison of some algorithms applied to crop classification also confirms that SVM and
NN perform better, with an accuracy of more than 92% [229].

2.4.3 Support Vector Machine

Across several studies, SVM appears to be the method with the best accuracy [3], [219],
[431], especially with edge pixels, i.e., pixels which border two different classes [181]. In the
studies published between 2018 and 2020, SVM classifiers had on average an accuracy of
70% for coral mapping, but can achieve up to 93% classification accuracy among 9 different
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classes of benthic habitat [162] when coupling high-resolution satellite images from WV-3
with drone images [162].

2.4.4 Random Forest

Random Forest (RF) methods also are very efficient in remote sensing classification problems
[42]. They perform well to classify and map seagrass meadows [166] or land-use [46], the
most often forests [263], [297], [392], although performance for land ecosystems may not be
directly compared to that obtained for marine habitat mapping. For shallow water benthic
mapping, a RF classifier can still outperform a SVM classifier in benthic habitat mapping
[438], or at least have an identical overall accuracy but with a better spatial distribution.
Globally, RF classifiers can map benthic habitat with an overall accuracy ranging from 60%
to 85% [4], [26], [235], [328], [440], [457], depending on the study site, the satellite imagery
involved, and the preprocessing steps applied to the images.

2.4.5 Neural Networks

NN are commonly used to classify coral species with underwater images, but to date have
rarely been used to map coral reefs from satellite images alone [7], [239], [432]. However,
NN often appear in papers where satellite images are mixed with other sources such as
aerial photographs, bathymetry data, or underwater images [82], [278]. NN can be useful to
perform a segmentation to extract features before performing the classification with a more
common machine-learning method such as SVM [432] or K-nearest neighbors, with more
than 80% mapping accuracy [239].

2.4.6 Unsupervised Methods

Unsupervised machine-learning methods are less frequent but still appear in some studies.
The most present methods are based on K-means and ISODATA [202], [357], [406] with an
accuracy ranging from 50% to 80%, reaching 92% when discriminating between 3 benthic
classes [29]. The latter is an improvement of the former, where the user does not have to
specify the number of clusters as an input. In the first place, the algorithm clusters the data,
and then assign each cluster a class.

2.4.7 Synthesis

Given that the results on which is the best classifier can vary from a paper to another, we
decided to gather in Figure 2.4 the coral mapping studies since 2018 using satellite imagery
only. Please note that we excluded the methods that appeared in less than 3 papers, leading
to an analysis of a subset of 20 study of the 25 papers depicted in Figure 2.2. We regrouped
the methods K-means and ISODATA under the same label "K-means +" because these two
methods are based on the same clustering process. Despite our comprehensive search of the
literature, we acknowledge the possibility that some studies may have been overlooked. All
the papers used here can be found in Table 2.B.1.

From the previous section and Figure 2.B.1, we recommend that the most accurate
methods are RF and SVM. However, this recommendation has to be carefully evaluated
because all the studies compared in this paper are based on different methods (how the
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Figure 2.4: Accuracy of 20 studies from 2018 to 2020 depending on the method and satellite
used. One point is a one study, its X-axis value correspond to the method used and its color
correspond to the satellite used. One paper can create several points if it used different
methods or different satellites. The red line is the mean of each method. The method
“K-means +” regroups the methods K-means and ISODATA. “RF” is Random Forest, “SVM”
is Support Vector Machine, “MLH” is Maximum Likelihood and “DT” is Decision Tree. The
number of studies using each method appears in parentheses.

performance of the model is evaluated and which preprocessing are performed on the images)
and data sets (location of the study site and satellite images used), which may have a strong
influence on the obtained results.

2.5 Improving Accuracy of Coral Maps

Although we have focused so far on satellite images-derived maps, there are many other ways
to locate coral reefs without directly mapping them. This section will describe how to study
reefs without necessarily mapping them, and the technologies that allow improvements in
the precision of reef mapping.

2.5.1 Indirect Sensing

It is possible to acquire information on reefs and their localization without directly mapping
them. Indirect sensing refers to these methods, studying reefs by analyzing their surrounding
factors.

For instance, measuring Sea Surface Temperatures (SST) have helped to draw conclusions
that corals have already started adapting to the rise of ocean temperature [253]. Similarly,
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as anomalies in SST are an important factor in coral outplant survival [120], an algorithm
forecasting SST can predict which heat stress may cause a coral bleaching event [250].
Furthermore, it is possible to use deep neural networks to predict SST even more accurately
[364]. However, even though the measured SST and the real temperature experienced by
reefs can be similar [148], it is not always the case depending on the sensors used and other
measurements such as wind, waves and seasons [426]. To try to overcome this issue and
obtain finer predictions of the severity of bleaching events, it is possible to combine water
temperature with other factors such as the light stress factor [388], known to be a cause of
bleaching [237].

Backscatter and absorption measurements, as well as chlorophyll-a levels, can also be
analyzed to detect reef changes [218], [390]. The chlorophyll-a levels and total suspended
matter can be highly accurately retrieved with some algorithms based on satellite images [24],
[98], [274], [381]. Similarly, computation on bottom reflectance can detect coral bleaching
[448].

We could imagine that these indirect measurements, performed with satellite imagery
and providing useful data about coral health, could be incorporated as an additional input
to some classifiers to improve their accuracy. This is something we have not been able to
find in current literature and that we suggest trying.

2.5.2 Additional Inputs to Coral Mapping

First, to enhance the classification accuracy, it appears evident that a higher satellite image
resolution implies a higher accuracy for a same algorithm [275]. Notwithstanding this, we will
describe here the different means to enhance the mapping with a given satellite resolution.

To be able to effectively detect environmental changes, several factors are important [288],
among which the quality of the satellite images [99] and the quantity of data over time [223].
Indeed, it is essential to have a temporal resolution of a few days or even less, to be able to
select the best images, without cloud nor sunglint [327]. A solution can thus be to couple
images from a high-resolution satellite with a high-frequency satellite, for instance WV-3
and RapidEye [162].

To be able to discriminate some coral reefs with a special topography, satellite imagery
may not be enough. Adding bathymetry data, for instance acquired with LiDAR, can improve
the accuracy of the results [41], [66], [94], [267], [276]. It is possible to estimate bathymetry
and water depth, with one of a numbered methods that currently exist [92], [185], [244],
[293], and to include this as an additional input to a coral reef mapping algorithm [95]. This
method is found in Collin et al. 2021 [90], where it improves the accuracy by up to 3%,
allowing more than 98% overall accuracy with high-resolution WV-3 images.

Underwater images can also be used jointly with satellite images. They can be obtained
from underwater photos taken by divers [76], [351], [376], as well as underwater videos taken
from a boat [284].

To conclude, we recommend mixing several input data to improve accuracy: photo transects, un-
derwater camera videos, bathymetry, salinity or temperature measurements [32], [138], [170], [338], [352].
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2.5.3 Citizen Science

Crowd sourcing can help classify images or provide large sets of data [81], [122], [238], [252],
[269], [362], [403], in remote sensing of coral reefs as well as in other fields. However, the
citizen scientists can be wrong or provide different classification [61], [84], [277] and thus
still some modifications are often needed to learn from citizens’ responses [207], [363]. The
Neural Multimodal Observation and Training Network (NeMO-Net), a NASA project, is
a good example of how citizen science can be used to generate highly accurate 3D maps
and provide a global reef assessment, based on an interactive classification game [83], [239],
[423]. This type of data can especially be helpful to feed a neural network, knowing that
ground-truth knowledge and expert classification are hard to acquire.

2.6 Conclusions and Recommendations

Through all the papers studying coral reefs between 2018 and 2020 and mapping them from
satellite imagery, the best results are obtained with RF and SVM methods, even though the
achieved overall accuracy almost never reaches 90%, and is often below 80%. The arrival of
very high-resolution satellites dramatically increases this to more than 98% [90]. To map
coral reefs with a higher accuracy, we recommend using satellite images with additional
inputs when it is possible.

When performing coral mapping from satellite images, it is very common to apply a wide
range of preprocessing. Out of the four preprocessing methods proposed in Andréfouët 2008
[17], we suggest applying a water column correction (see [464] for the best method), and a
sunglint correction (we recommend [259]). Geometric correction is only needed when working
with ground-truth points, and radiometric correction when working with multi-temporal
images. Interestingly, some postprocessing methods such as contextual editing appear to be
less well used and could improve accuracy [45], [290].

Presently, several projects exist to study and map coral reefs at a worldwide scale, using
an array of resources, from satellite imagery to bathymetry data or underwater photographs:
the Millennium Coral Reef Mapping Project [13], the Allen Coral Atlas [32] or the Khaled
bin Sultan Living Ocean Foundation [57]. These maps are proven useful to the scientific
community for coral reef and biodiversity monitoring and modeling, as well as inventories or
socio-economic studies [14].

However, when examining the maps created by all these projects, we can see that many
sites are yet to be studied. Furthermore, some reef systems have been mapped at a given
time but would need to be analyzed more frequently, to be able to detect changes and obtain
a better understanding of the current situation. Hence, even if the work achieved to date by
the scientific community is huge, a lot still needs to be done. Great promise lies in upcoming
very high-resolution satellites coupled with the cutting-edge technology of machine-learning
algorithms.
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2.A.

Appendix 2.A

Figure 2.A.1 depicts the number of articles in which each satellite appears in Scopus, for
three different periods: 2010–2014, 2015–2017, 2018–2020.

Figure 2.A.1: Number of articles in which each satellite appears in the Scopus database, depending on
the years.

Appendix 2.B

Table 2.B.1 summarizes the 20 studies that have been used to build Figure 2.4.

Table 2.B.1: Studies from 2018 to 2020 used to compare the accuracies of different methods.

Reference Satellite Used Method Used Nb. of Classes
Ahmed et al. 2020 [4] Landsat RF, SVM 4
Anggoro et al. 2018 [20] WV-2 SVM 9
Aulia et al. 2020 [30] Landsat MLH 6
Fahlevi et al. 2018 [115] Landsat MLH 4
Gapper et al. 2019 [133] Landsat SVM 2
Hossain et al. 2019 [189] Quickbird MLH 4
Hossain et al. 2020 [190] Quickbird MLH 4
Immordino et al. 2019 [202] Sentinel-2 ISODATA 10 and 12
Lazuardi et al. 2021 [235] Sentinel-2 RF, SVM 4
McIntyre et al. 2018 [275] GeoEye-1 and WV-2 MLH 3
Naidu et al. 2018 [292] WV-2 MLH 7
Poursanidis et al. 2020 [328] Sentinel-2 DT, RF, SVM 4
Rudiastuti et al. 2021 [357] Sentinel-2 ISODATA, K-Means 4
Shapiro et al. 2020 [378] Sentinel-2 RF 4
Siregar et al. 2020 [387] WV-2 and SPOT-6 MLH 8
Sutrisno et al. 2021 [406] SPOT-6 K-Means, ISODATA, MLH 4
Wicaksono & Lazuardi 2018 [439] Planet Scope DT, MLH, SVM 5
Wicaksono et al. 2019 [438] WV-2 DT, RF, SVM 4 and 14
Xu et al. 2019 [447] WV-2 SVM, MLH 5
Zhafarina & Wicaksono 2019 [457] Planet Scope RF, SVM 3
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Conclusion

In this chapter, a thorough examination of recent papers investigating the mapping of coral
reefs using multispectral satellite images has been conducted. The analysis reveals that the
SVM and RF methods often yield the most promising outcomes, thus guiding the thesis
towards this specific direction.

Moreover, preprocessing methods have emerged as a common tool that has demonstrated
its ability to enhance the results. However, it is important to note that certain preprocessing
techniques, such as incorporating bathymetry knowledge, may necessitate additional data.
Notably, the inclusion of bathymetry data has proven to be valuable in improving the
accuracy of mapping outcomes. Nevertheless, due to several reasons that will be detailed in
the last chapter of this thesis, the images used to develop our final workflow did not undergo
preprocessing steps, with the exception of corrections inherent in the acquired images.

Furthermore, it has been observed that higher resolution satellite images generally yield
superior performances in coral reef mapping. However, the acquisition of such high-resolution
imagery incurs greater expenses.

Additionally, the integration of supplementary data sources, including underwater images
or temperature measurements, has the potential to further enhance mapping accuracy.
However, it is essential to highlight that this thesis specifically focuses on utilizing solely
satellite image inputs. By adopting this approach, the aim is to provide a user-friendly tool
that eliminates the need for fieldwork.

Finally, despite the existence of certain mapping projects, it is important to note that these
maps either lack global coverage or exhibit accuracy issues in specific regions. Furthermore,
these maps are generated based on a fixed timeframe and remain static thereafter, limiting
their practicality. In contrast, our objective is to develop a framework that can generate
maps for any given input image, thus ensuring broader applicability and flexibility.

28



CHAPTER 3

SMOTE for compositional data

The work in this chapter is a paper published in PLoS ONE: T. Nguyen, K. Mengersen, S.
Meulé, D. Sous and B. Liquet. SMOTE-CD: SMOTE for compositional data. PLoS ONE,
18(6):e0287705, 2023 [299].

The work in this chapter also lead to the creation of the Python package smote-cd,
released on PyPi: https://pypi.org/project/smote-cd.

Synopsis

During the mapping process of an image, when trying to perform a classification on the
polygons created by a segmentation method, the labels end up being compositional. Besides,
imbalance in the labels may arise as the number of pixels belonging to each class may differ.
Hence, we are facing the issue of imbalance problem within compositional data, which no
method currently exists to deal with.

Based on the Synthetic Minority Oversampling TEchnique (SMOTE), this chapter
provides a new method to oversample compositional data, that we called SMOTE for
Compositional Data (SMOTE-CD). The efficiency of this technique is assessed by comparing
the performances of three regressors (Gradient Boosting tree, Neural Networks, Dirichlet
regressor) on a synthetic dataset and on Maupiti dataset.

What is important to note here is that the Maupiti dataset used in this chapter is a
simplified version of the final dataset, as it gathered the originally fifteen classes into four
classes, forgetting some deep areas of the lagoon. This has been made in the seek of simplicity,
faster results, and most importantly to obtain presentable results for the Dirichlet regressor
which produced extremely low performances on the full dataset.
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3. SMOTE for compositional data

Abstract

Compositional data are a special kind of data, represented as a proportion carrying relative
information. Although this type of data is widely spread, no solution exists to deal with the
cases where the classes are not well balanced. After describing compositional data imbalance,
this paper proposes an adaptation of the original Synthetic Minority Oversampling TEchnique
(SMOTE) to deal with compositional data imbalance. The new approach, called SMOTE
for Compositional Data (SMOTE-CD), generates synthetic examples by computing a linear
combination of selected existing data points, using compositional data operations. The
performance of the SMOTE-CD is tested with three different regressors (Gradient Boosting
tree, Neural Networks, Dirichlet regressor) applied to two real datasets and to synthetic
generated data, and the performance is evaluated using accuracy, cross-entropy, F1-score,
R2 score and RMSE. The results show improvements across all metrics, but the impact of
oversampling on performance varies depending on the model and the data. In some cases,
oversampling may lead to a decrease in performance for the majority class. However, for
the real data, the best performance across all models is achieved when oversampling is
used. Notably, the F1-score is consistently increased with oversampling. Unlike the original
technique, the performance is not improved when combining oversampling of the minority
classes and undersampling of the majority class. The Python package smote-cd implements
the method and is available online.

3.1 Introduction

3.1.1 Context

Over the past few years, data imbalance problems have been widely studied in classification
tasks [168]. An imbalance distribution over the classes will often cause the models to prioritize
their performance on the majority classes, at the expense of the minority ones. Different
methods exist to deal with imbalanced datasets [209]: algorithm-level methods, where the
algorithm reduces the bias by inducing a weight on the classes; data-level methods, where
the data are modified to reach a more balanced state; and hybrid methods, combining both
algorithm-level methods and data-level methods. Among data-level methods, Synthetic
Minority Oversampling TEchnique (SMOTE) [75], with all its variations [119], is one of the
most popular for classification problems. The SMOTE algorithm generates synthetic data
points for a particular class by combining the features of two existing points belonging to
the same class through linear interpolation.

Most algorithms designed to tackle class imbalance problems, such as SMOTE, are
often limited to the classification tasks; for instance [53], [78], [222], [320]. However, even
though regression problems are also very common in real-life problems, only a few resampling
strategies exist for regression tasks [319], [414].

In this paper, we address the special issue of dealing with an imbalanced dataset in
regression problems in the case where the labels are compositional. Compositional data are
data carrying relative information [5], presented as proportions or percentages, making them
different from other types of data. Compositional data are encountered in various fields,
including biology [380], [418], [446], chemistry [2], [124], ecology [205], [429], geology [58],
[87], and social sciences [116], [434], [435], among others. However, the class imbalance
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problem in compositional data regression remains a major challenge in the development
of effective models. Existing adaptations of SMOTE and other oversampling techniques
have focused on addressing imbalanced datasets in single-label regression [69], [194], [286],
[415], multi-label classification [74], [104], or when the features are compositional data [159].
However, to the best of our knowledge, no oversampling technique exists for addressing
the issue of class imbalance in multi-label regression problems with compositional labels.
Therefore, we propose a new oversampling technique called SMOTE for Compositional Data
(SMOTE-CD), specifically designed to address this particular situation.

Here, we will measure class imbalance by summing the values of the labels (probability
values) for each class on the whole dataset, and summarizing it as a percentage. In that
sense, in a perfectly balanced dataset, the percentage of the sum of each class would be 1/K,
with K being the number of classes.

The proposed method is evaluated using five different performance metrics, including
accuracy, cross-entropy, F1-score, R2 score, and RMSE, to three different models (Gradient
Boosting tree, Neural Networks, Dirichlet regressor) on both simulated and real datasets.
Since no other oversampling algorithm currently exists for compositional data, the evaluation
of SMOTE-CD is limited to comparing its performance against the case where no oversampling
technique is applied. The results show that the performance of the models is overall greater
when applying SMOTE-CD, thus demonstrating the effectiveness of the proposed method.
This is an important contribution to the field, as it provides a solution for dealing with
compositional data imbalance, which has not been addressed before. The use of five different
evaluation metrics, as well as the application of three different models to both simulated and
real datasets, further strengthens the reliability and generalizability of the proposed method.

The entire paper is arranged as follows. The paper’s first section introduces the proposed
method and the motivation example. Section 2 presents the compositional data and the
SMOTE-CD algorithm. Section 3 presents the metrics, the simulation study and its results.
Sections 4 and 5 present the result on the real datasets. Section 6 presents the discussion
and conclusion.

3.1.2 Motivation example: Maupiti island

Description of Maupiti island

The overall purpose of our research project is to develop an automated mapping tool able to
provide a classification map from a given satellite image, with a particular focus on a coral
reef-lagoon system. The test field site is the Maupiti island, the westernmost Leeward island
of the Society archipelago, French Polynesia. The site has a size of approximately 8km by
8km. Maupiti data, that we use here, is just an example, but compositional data can be
found, for instance, in health or chemistry fields.

An expert-based mapping of Maupiti island was used as a training dataset to develop the
model. The satellite image used is a 4-band image (blue, green, red, near infrared) captured
on June, 14 2021 by the Pleiades satellite. The expert-based mapping of the image relies on
the combination of several field observation campaigns [394] and direct examination of the
satellite image. The present analysis focuses on the shallow regions of the lagoon, displaying
more interpretable imaging. In the selected areas, four seabed type classes were established
(Fig 3.1a):
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• Class 1: Coral, marked by a overwhelming dominance of coral reef cover.

• Class 2: Sand, describing areas covered by detritic sand.

• Class 3: Shorereef, gathering shore reef and transitional shore reef.

• Class 4: Mixed, representing area covered by a combination of sand and coral.

Table 3.1: Percentage of the number of pixels of each class on Maupiti data, based on expert
mapping.

Class Class 1 Class 2 Class 3 Class 4
Percentage 0.117 0.040 0.482 0.361

Automatic mapping

To perform the automatic mapping, the image was first segmented using Felzenszwalb’s
method [117], which gives Fig 3.1. For each segment, two different operations were applied:

• The four statistical moments (mean, variance, skewness, kurtosis) were computed on
each band; these 16 values will be the features of the dataset.

• The percentage of pixels belonging to each class were computed, according to the
expert-based classification; this results in a vector that sums up to 1 that will be the
labels of the dataset.

Figure 3.1: (a) Expert-based mapped image of Maupiti island and (b) Pleiades image of
Maupiti island segmented with Felzenszwalb’s method.

To be able to map the satellite image, the idea was to train a regressor to retrieve, for
each segment, the percentage of pixels belonging to each class (i.e., a vector of probabilities).
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As shown in Table 3.1, the data are not balanced: one of the class represents 49.5% of the
dataset, while another one represents only 3.6%. To overcome this issue, we developed an
oversampling technique in order to improve the performance of the regression model on this
special kind of data.

3.2 Materials and method

3.2.1 Compositional data

Mathematically, we define a D-part compositional dataset as a vector x = (x1, x2, . . . , xD) ∈
RD such that, 

xi ≥ 0, ∀ i ∈ {1, 2, . . . , D},
D∑

i=1
xi = 1.

A simplex SD is defined as the ensemble of all the D-part compositional data, i.e.

SD =
{
x = (x1, x2, ..., xD) | ∀i ∈ {1, 2, . . . , D}, xi ≥ 0;

D∑
i=1

xi = 1
}
.

The operations performed in SD must be adapted to follow the properties of the simplex [5].
For instance, before performing the Euclidian operations, it is possible to first apply the
centred log-ratio transform clr(·) to the data,

clr : SD → RD

(x1, . . . , xD) 7→
(

log
(
x1

g(x)

)
, . . . , log

(
xD

g(x)

))
.

where the function g(·) is the geometric mean g(x) =
(∏D

i=1 xi

) 1
D . The clr(·) function is

only defined for vectors where none of the value is equal to 0. Several methods exist to
overcome this issue [367], but in practice we just replace the 0 by a tiny value such as 10−20.
The definition of the clr(·) function involves the existence of the inverse function clr−1(·),
that turns to be the softmax function, defined for z = (z1, . . . , zD) ∈ RD as

softmax(z) = 1∑D
i=1 exp(zi)

· (exp(z1), . . . , exp(zD)).

It is also possible to directly define operators on SD. Let C be the closure operator,

∀k ∈ N, C(x1, . . . , xk) = (x1, . . . , xk)/(x1 + · · ·+ xk).

For two D-part compositions x, y ∈ SD, the perturbation x⊕ y is defined by

x⊕ y = C(x1y1, . . . , xDyD), (3.1)

and, given α ∈ R, the power transformed composition α⊗ x is

α⊗ x = C(xα
1 , . . . , x

α
D). (3.2)
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3.2.2 SMOTE for compositional data

In this section, we denote by n the number of samples in the dataset, p the number of features
and K the number of classes. The matrix X ∈ Rn×p contains the n observations of the p
features and Y ∈ Rn×K contains their labels. For any i ∈ {1, . . . , n} and j ∈ {1, . . . ,K}, we
denote by yi,j the value of Y at row i and column j, and yi,· = (yi,1, . . . , yi,K) the probability
vector label of row i. Similarly, for i ∈ {1, . . . , n} and j ∈ {1, . . . , p}, xi,j is the value of X at
row i and column j, and xi,· = (xi,1, . . . , xi,p). In order to simplify the notation, we define

argmax(yi,·) = argmax
j∈{1,...,K}

(yi,j),

which represents the majority class of a given label yi,· ∈ [0, 1]K . We also define the sum
vector S ∈ RK as the sum of the values for each class,

S =
(

n∑
i=1

yi,1,

n∑
i=1

yi,2, . . . ,

n∑
i=1

yi,K

)
. (3.3)

The majority class of the dataset is thus defined as argmax(S), and the minority class as
argmin(S).

Before introducing the SMOTE-CD algorithm, let’s first summarize the idea behind the
original SMOTE algorithm. As shown in Fig. 3.2(a), the SMOTE algorithm creates a new
point that belongs to class 1 (represented by blue points). To achieve this, the algorithm
first selects a point at random (in this case, p1) and identifies its nearest neighbors (p2, p3,
p4). Note that only neighbors with the same label as p1 (i.e., class 1) are considered, while
points labeled as class 2 (represented by red points) are ignored. The algorithm then chooses
one of these neighbors (p4) and creates a new point along the line that connects p1 and p4.
The features of the new point are determined through a linear combination of the features of
p1 and p4, and its label is assigned as 1. Algorithm 1 describes the SMOTE algorithm.

Figure 3.2: Difference between the original SMOTE algorithm and SMOTE-CD. The blue
points are the points to oversample. (a) The points to oversample belong to the same class
(here, class 1). (b) The points to oversample are the ones that have the same class as their
majority class in their compositional vector label.

The SMOTE-CD algorithm keeps the main ideas from the original SMOTE: 1) select
a point from the class to be oversampled, 2) select one of its k-Nearest Neighbors (k ∈ N
specified by the user) and 3) create a synthetic point in-between those two points. Because
of the label that is compositional, these three steps have to be adapted:

1. Select a point r1 whose majority class is m, where m is the minority class of the dataset.
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Algorithm 1 Original SMOTE [75]
Require: X ∈ Rn×p the features.
Require: Y ∈ {1, . . . , J}n the class label outputs.
Require: k ∈ N the number of neighbors to select for the k-Nearest Neighbors.
Ensure: Generated data Xnew ∈ Rq×p and Ynew ∈ {1, . . . , J}q with q the number of points

created.
1: Denote by Sj the number of points labeled as class j.
2: M ← the majority class of dataset.
3: Initialize Xnew and Ynew as empty matrices.
4: for every class m that needs to be oversampled do
5: while Sm < SM do
6: Compute D = {i | yi = m}, the set of points labeled as class m.
7: Randomly choose r1 ∈ D and find the indices of its k nearest neighbors.
8: Randomly choose an index r2 among these neighbors.
9: xnew ← w × xr1,· + (1− w)× xr2,· with w ∈ [0, 1] randomly drawn.

10: ynew ← m.
11: Sm ← Sm + 1.
12: Append xnew to Xnew, append ynew to Ynew.
13: end while
14: end for
15: return Xnew, Ynew

2. Compute the k-Nearest Neighbors of r1 among the points that also have m as their
majority class. Then select a point r2 in one of these k neighbors.

3. Randomly draw w ∈ [0, 1]. The features of the point to be created is a linear combination
of the two points selected before, with w being the weight of r2 and (1−w) the weight
of r1. Similarly, the labels of the point to be created is a linear combination, but using
the operators from Eq. (3.1) and (3.2).

Fig. 3.2(b) depicts an example of how SMOTE-CD creates a new point. As we are dealing
with compositional data label, every point pi has a vector label yi. All the blue points are
the points having the class m as the majority class of their label yi, where m is the minority
class of the dataset. The algorithm computes the 3 nearest neighbors of p1 only considering
the blue points, and then a point is created on the line between p1 and p4. The label of the
new point is a linear combination of the labels y1 and y4 using the operations defined on the
simplex (Eq. (3.1) and (3.2)).

Algorithm 2 describes the SMOTE-CD algorithm, using the same notation.
The step that creates the label of the new point (line 12) uses the definitions of Eq (3.1)

and (3.2). Nevertheless, it is also possible to create the label by using the Euclidian
operations on the logratio transformed labels, and to apply the inverse transformation
afterwards: clr−1 (w × clr(yr1,·) + (1− w)× clr(yr2,·)). Although the label could be created
by directly performing Euclidian operations on the compositional label, however this would
be mathematically irrelevant because it would not respect the rules of compositional data
analysis [6].

The proof of convergence holds in the fact that, at each iteration, the increase of the
major class of S is smaller that the increase of its minor one, causing the sum of the minor
class to converge to the sum of the major one. In other words, we have to be assured that,
at each iteration, ynew

m > ynew
M , with m (resp. M) the minority (resp. majority) class of the

dataset.
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Algorithm 2 SMOTE for compositional data
Require: X ∈ Rn×p the features.
Require: Y ∈ Rn×K the labels (compositional data).
Require: k ∈ N the number of neighbors to select for the k-Nearest Neighbors.
Ensure: Generated data Xnew ∈ Rq×p and Ynew ∈ Rq×K with q the number of points

created.
1: Compute the label sum vector S ∈ RD as defined in Eq (3.3).
2: M ← argmax(S), the majority class of dataset (hence SM is the sum of the majority

class).
3: Initialize Xnew and Ynew as empty matrices.
4: while min(S) < SM do
5: m ← argmin(S), the minority class of dataset.
6: Compute D = {i | argmax(yi,·) = m}, the set of points whose majority class is m.
7: Randomly choose an index r1 ∈ D.
8: Find the indices of the k nearest neighbors of r1 in D, using the Euclidian distance on

X.
9: Randomly choose an index r2 among these indexes.

10: Uniformly draw a number w ∈ [0, 1].
11: xnew ← w × xr1,· + (1− w)× xr2,·.
12: ynew ← w ⊗ yr1,· ⊕ (1− w)⊗ yr2,·.
13: S ← S + ynew.
14: Append xnew to Xnew, append ynew to Ynew.
15: end while
16: return Xnew, Ynew

This is straightforward by using Eq. (3.2) and (3.1) to write ynew as:

ynew = C

(
yw

r1,1∑
j y

w
r1,j

·
y1−w

r2,1∑
j y

1−w
r2,j

, . . . ,
yw

r1,J∑
j y

w
r1,j

·
y1−w

r2,J∑
j y

1−w
r2,j

)
,

and then noticing that the two indices r1 and r2 used for generating a new point are chosen
in D = {i | argmax(yi,·) = m}:

r1, r2 ∈ D ⇒

{
yr1,m > yr1,M

yr2,m > yr2,M

⇒

{
yw

r1,m > yw
r1,M

y1−w
r2,m > y1−w

r2,M

⇒ yw
r1,my

1−w
r2,m > yw

r1,My1−w
r2,M

⇒ ynew
m > ynew

M .

3.3 Simulation study

3.3.1 Data simulation

The simulated data are generated by using a multinomial logistic regression. The main idea
is to create a probability distribution from a multinomial logistic regression, and then use a
Dirichlet distribution with those probabilities to generate the actual label of the new point.

The notation is the same as in the previous section : the number of features (resp.
classes) is p (resp. K), and the number of samples is n. The user has to specify a matrix
B ∈ [0, 1](p+1)×K which corresponds to the regression coefficients, where Bi,k is associated
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with the ith feature and the kth class. For instance, for a class k, the regression coefficients
will be (B0,k, B1,k, . . . , Bp,k). Note that B0,k is the intercept, hence explaining the (p+1)×K
dimension of B.

For a given point x = (x1, . . . , xp) ∈ Rp, we define x′ = (1, x1, . . . , xp) ∈ Rp+1 and a
vector α as:

α = softmax(B0,1 +B1,1x1 + · · ·+Bp,1xp, . . . , B0,K +B1,Kx1 + · · ·+Bp,Kxp)

= softmax(x′ ·B·,1, . . . , x
′ ·B·,K).

We are then able to randomly draw a label for x with a Dirichlet distribution with
parameter α. Algorithm 3 generates a random dataset using this method.

Algorithm 3 Function to generate a synthetic dataset with compositional labels
Require: K ∈ N the number of classes.
Require: p ∈ N the number of features.
Require: n ∈ N the number of samples.
Require: B ∈ [0, 1](p+1)×K the regression coefficients, where Bm,k is associated with the

mth feature and the kth class.
Ensure: Generated data X ∈ Rn×p and Y ∈ Rn×K

1: Create a random matrix of points X ∈ Rn×p such that for all i, j, xi,j is a random
number uniformly drawn in a chosen interval (for instance [-10, 10])

2: Initialize Y as an empty matrix of size (n×K).
3: for every row x in X (and its associated row index i) do
4: Compute α = softmax(x′ ·B·,1, . . . , x

′ ·B·,K) where x′ = (1, x1, x2, . . . , xp)
5: Randomly draw a vector from a Dirichlet distribution with parameter α and attribute

it to yi,., the ith row of Y .
6: end for
7: return X, Y

To better understand how the regression coefficients B can change the configuration of
the data, we give an example of simulated data with 2 features and 2 labels. Two different
values B(a) and B(b) are tested :

B(a) =

0.4 0.4
0.2 0.4
0.5 0.3

 , B(b) =

0.1 0.9
0.0 0.5
0.8 0.1

 .
Each column of a matrix B represents the coefficients for one class. There are 3 lines here

because there are 2 features and the first value corresponds to the intercept of the regression.
In B(a), the coefficients of each class are purposely close to each other, while they are easily
separable in B(b). Fig 3.3 shows the value of the labels when generating the same 400 points
with each matrix, using the function generate_dataset of our smote-cd Python package, with
random_state=2. The points created with B(b) have a clearer border between the points
fully belonging in one class or the other. As there are only two classes and their sum is 1, it
is only necessary to represent the value of one of them with the gradient of color.

3.3.2 Performance measures

The value of row i column j of Y is still denoted by yi,j , and is the probability that the ith
sample belongs to class j. Let ŷi,j be the estimate of this probability by a model.
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Figure 3.3: Simulation of 400 points using B(a) (a) and B(b) (b).

Different metrics can be used to measure the performance of the model. A popular metric
is the cross-entropy:

CrossEntropy = − 1
n

n∑
i=1

K∑
j=1

yi,j log(ŷi,j + ε). (3.4)

The ε is added here to overcome the case where ŷi,j = 0. We chose ε = 10−20. As the
cross-entropy is a loss function, the smaller it is, the better the model performs. The
cross-entropy loss may not always be suitable for our model because it treats each sample as
equally important, without taking into account the imbalance of the test set. For instance,
consider a model predicting three different classes (1, 2 and 3), and imagine that this model
performs quite well on class 1 but poorly on classes 2 and 3. If the test set is imbalanced and
has a large proportion of class 1 samples, the cross-entropy loss of this model will be low even
though it performs poorly overall. The coefficient of determination R2 allows assessment
of the performance of a model on each of the K classes. For a class j, the coefficient of
determination is given by

R2
j = 1−

∑n
i=1(yi,j − ŷi,j)2∑n
i=1(yi,j − ȳj)2 ,

where ȳj is the mean of the values of the jth class. The final R2 will be equal to the average
of the R2

j for each class j.
In addition, we also use the Root Mean Squared Error (RMSE) to measure the accuracy

of the models. Since we are dealing with multi-class compositional vectors, we define the
RMSE between a true and estimated vector as the average of RMSEs calculated across all
their classes. Specifically, this is calculated as:

RMSE =

√√√√ 1
n

1
K

n∑
i=1

K∑
j=1

(yi,j − ŷi,j)2.

Even though we are working on a regression problem, classification metrics can be a
good tool to understand the efficiency of the models. To do so, it is easy to transform a
compositional label yi,· into a class y′

i by applying the argmax,

y′
i = argmax

j
yi,j .
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The usual classification metrics can then be applied to y′. Here, we will use the accuracy
(the number of correct points divided by the total number of points) and the F1-score which
is computed per class,

F1-score = TP

TP + 1
2 (FN + FP )

,

where TP are the true positive, FN the false negative and FP the false positive. As with
the R2, the F1-score will be computed for each class and then averaged.

3.3.3 Results

First, to investigate the effect of the oversampling technique, synthetic data were generated
with 2 features and 2 classes. To make the dataset imbalanced, 90% of the points that had
class 0 as a majority class were deleted. We obtain a dataset in which 93% of the points
have class 1 as their majority class (Fig 3.4(a)), which is then oversampled by selecting a
number of nearest neighbors k = 10. Fig 3.4(b) displays the balanced dataset after applying
SMOTE-CD, where the original points are displayed as circles and the synthetic created
points are displayed as crosses. As in Fig 3.3, the gradient of color represents the value of
one of the two classes.

Figure 3.4: An example of SMOTE-CD. (a) The original imbalanced dataset, (b) the output
balanced dataset with the created points displayed as a cross.

To evaluate the performance of SMOTE-CD, a 5-fold cross validation was used for three
models: Gradient Boosting tree (GB), Neural Network (NN) with one hidden layer, and
Dirichlet regression model [265]. The first and second models are chosen because Random
Forest and NN are known to be the most efficient to map coral reefs from multispectral
satellites [241], [298] and because NN are used in literature for the task of predicting
compositional labels [192], [260], and the third is chosen because it is used to generate
the simulated data. For each model, the performance is compared between the raw and
oversampled data. For the models on which it is possible (GB and NN), hyperparameter
tuning was been performed for each data (raw or oversampled). The hyperparameters are
detailed in Table S1 and Table S2.

The simulated data were generated with the same shape as the Maupiti data. We selected
a matrix B such that the imbalance of the classes was similar to the one of the real data (see
Table 3.1). Then, 550 points were created with 16 features and 4 classes to train the models.
Testing was performed with 11000 points (20 times the training set size). This operation
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was repeated 100 times with the same B. The results and metrics (accuracy, cross-entropy,
average F1, RMSE and R2) are presented in Table 3.2.

Table 3.2: Comparison of simulated raw data (4 classes) and oversampled data, repeated 100 times.
Displayed results are mean (s.d.).

Accuracy Cross-entropy F1-score RMSE R2

GB (raw) 0.692 (0.018) 5.272 (1.539) 0.532 (0.045) 0.363 (0.011) 0.137 (0.067)
GB (logratio) 0.724 (0.017) 2.508 (0.553) 0.658 (0.027) 0.341 (0.011) 0.198 (0.074)
GB (compositional) 0.683 (0.016) 3.657 (1.055) 0.604 (0.038) 0.359 (0.011) 0.139 (0.085)
NN (raw) 0.772 (0.026) 3.340 (1.370) 0.611 (0.057) 0.315 (0.020) 0.298 (0.103)
NN (logratio) 0.784 (0.023) 1.700 (0.380) 0.729 (0.033) 0.304 (0.018) 0.301 (0.108)
NN (compositional) 0.750 (0.054) 3.483 (1.367) 0.690 (0.063) 0.332 (0.040) 0.198 (0.207)
Dirichlet (raw) 0.789 (0.016) 0.685 (0.017) 0.605 (0.039) 0.287 (0.004) 0.416 (0.022)
Dirichlet (logratio) 0.875 (0.010) 0.754 (0.017) 0.824 (0.019) 0.303 (0.004) 0.380 (0.022)
Dirichlet (compositional) 0.874 (0.011) 0.755 (0.017) 0.824 (0.019) 0.303 (0.004) 0.379 (0.022)

For both the Gradient Boosting and Neural Network models, the oversampling with
logratio distance significantly improves all metrics except for R2 on the Neural Network
(p < 0.0006). With the compositional distance on the Neural Network, only the F1-score
significantly increases (p≪ 10−10), while accuracy, RMSE, and R2 decrease. The GB model
shows significant improvement for cross-entropy, F1-score, and RMSE (p < 0.008), but a
decrease in accuracy. The Dirichlet model with oversampling significantly increases accuracy
and F1-score (p≪ 10−10) but decreases cross-entropy, RMSE, and R2.

In order to understand the effects of the imbalance of the dataset on the performance of
the oversampling method, three metrics (accuracy, F1 and R2) were evaluated with different
imbalance ratios. First, a matrix B was created to generate a balanced dataset with 16
features and 4 classes. Then, the ratio of class 0 was increased by incrementing the value of
B1,1. At each step (for a total of ten steps), the following operation was repeated 100 times :
550 points were created to train the models on the raw or oversampled data, and the models
were tested on a set of 11000 points. The result appears in Fig 3.5.

It is apparent that the efficiency of SMOTE-CD depends on the data and the model
used. The oversampling technique only improves the R2 score when the dataset is slightly
imbalanced (largest class representing less than 40%), but performs poorly when it is
highly imbalanced. On the other hand, the more the dataset is imbalanced, the more the
oversampling technique will improve the F1-score. The improvement in accuracy peaks at a
certain value of imbalance (when the largest class represents 50% of the dataset), but drops
above that threshold.

In order to explain the low R2 score for the oversampled data, the R2 per class was
calculated for each of the ten steps mentioned above and then averaged. Fig 3.6 displays the
result. The average imbalance ratio is 52% for class 0 (and thus approximately 16% for the
three other classes).

For the largest class, the R2 score is decreased from 0.5 to 0.3 by the oversampling
technique, which explains why the raw score is higher than the oversampled score in Fig 3.5.
However, for the three minority classes, the R2 is increased by approximately 0.05, which is
the initial goal of the method.

Similarly, Fig 3.6 also depicts the F1-score per class, averaged over the seven steps. The
difference is that the F1-score of the majority class is not decreased by the oversampling
technique, while the score of the minority classes is increased by approximately 0.08.

40



3.3. Simulation study

Figure 3.5: Performance of Dirichlet model on raw and oversampled data, depending on the
imbalance of the dataset (indicated by % of observations in class 0), based on 16 features
and 4 classes.
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3. SMOTE for compositional data

Figure 3.6: Average R2 and F1-score per class of Dirichlet model on raw and oversampled
simulated data. Bars represent the mean score, vertical lines represent the standard deviation.

3.4 Application to Maupiti data

The performance of the three models on the raw dataset was compared with the oversampled
dataset (with either the logratio distance used to create the new labels, or the compositional
distance). The results are shown in Table 3.3. With the Maupiti dataset, the NN is defined
with 2 hidden layers of size 80 and 40, and the relu activation function.

With the GB model, all the metrics are significantly improved (p < 0.03) when using
the oversampling technique, excepted for the cross-entropy for which the differences are not
statistically significant (p = 0.14 and p = 0.38 respectively for the compositional and the
logratio distance). The SMOTE-CD shows less results with the NN and Dirichlet model,
where only the difference on the F1 is statistically significant (respectively p < 0.044) and
p < 10−10). This improvement is quite important for the Dirichlet model though, as it
represents a difference of almost 0.08.

We analyze the per-class R2 of the Gradient Boosting tree as it is the best model. Fig 3.7
compares the R2 between the raw and oversampled data. The oversampling technique
decreases the performance of the model for the smallest class (Class 2) for the logratio
distance, does not change for the largest class (Class 3) and increases the performance on
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Table 3.3: Results comparing raw Maupiti data (4 classes) and oversampled with a 5-fold cross validation.
Displayed results are mean (s.d.).

Accuracy Cross-entropy F1-score RMSE R2

GB (raw) 0.857 (0.003) 2.538 (0.196) 0.809 (0.031) 0.229 (0.003) 0.583 (0.018)
GB (logratio) 0.859 (0.003) 2.504 (0.182) 0.822 (0.028) 0.226 (0.003) 0.596 (0.019)
GB (compositional) 0.859 (0.004) 2.486 (0.149) 0.822 (0.028) 0.226 (0.003) 0.596 (0.018)
NN (raw) 0.877 (0.003) 4.048 (0.416) 0.831 (0.008) 0.214 (0.003) 0.624 (0.018)
NN (logratio) 0.877 (0.003) 3.982 (0.456) 0.835 (0.009) 0.214 (0.003) 0.623 (0.017)
NN (compositional) 0.878 (0.003) 3.956 (0.406) 0.834 (0.010) 0.213 (0.003) 0.622 (0.020)
Dirichlet (raw) 0.801 (0.056) 1.676 (0.874) 0.684 (0.127) 0.262 (0.033) 0.420 (0.163)
Dirichlet (logratio) 0.810 (0.049) 1.663 (0.851) 0.762 (0.064) 0.262 (0.036) 0.423 (0.174)
Dirichlet (compositional) 0.810 (0.049) 1.654 (0.839) 0.762 (0.064) 0.262 (0.036) 0.423 (0.174)

the others (Classes 1 and 4).
We conclude that SMOTE-CD does not improve the performance for a class that is too

small: in order to perform ideally, it requires enough points to oversample.

Figure 3.7: Average R2 score per class of Gradient Boosting tree on raw and oversampled
Maupiti data. The red dotted lines represent the weight of each class, and the value below
the class is its weight. Bars represent the mean score, vertical lines represent the standard
deviation.

3.5 Application to Tecator dataset

To fully evaluate the effectiveness of the SMOTE-CD technique, we applied it to the Tecator
meat sample dataset [409], which consists of 240 meat samples. Each sample has absorbance
values measured at 100 different wavelengths, as well as corresponding information on the
composition of moisture (water), fat, and protein contents. The objective of this analysis is
to predict a 3-class compositional data vector from a feature vector of size 100. Because the
Dirichlet regression model can be very slow when dealing with a high number of features,
we opted to improve its speed by using only the 22 principal components provided in the
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3. SMOTE for compositional data

dataset instead of the 100 features.
To account for the small size of the dataset, a 10-fold cross validation is applied for each

model, iterated over 100 times to vary the folds. The results are displayed in Table 3.4. The
neural network is configured with three hidden layers, each having 70 neurons and using the
hyperbolic tangent (tanh) activation function, which were selected through hyperparameter
tuning.

Table 3.4: Results comparing raw Tecator data (3 classes) and oversampled with a 10-fold cross
validation, iterated 100 times. Displayed results are mean (s.d.).

Model Accuracy Cross-entropy F1-score RMSE R2

GB (raw) 0.932 (0.006) 0.860 (0.001) 0.701 (0.042) 0.046 (0.001) 0.717 (0.023)
GB (logratio) 0.957 (0.008) 0.860 (0.001) 0.830 (0.046) 0.044 (0.002) 0.730 (0.027)
GB (compositional) 0.957 (0.008) 0.860 (0.002) 0.834 (0.046) 0.044 (0.002) 0.730 (0.026)
NN (raw) 0.908 (0.000) 0.928 (0.009) 0.512 (0.036) 0.113 (0.005) -1.230 (0.484)
NN (logratio) 0.904 (0.014) 0.938 (0.010) 0.513 (0.044) 0.122 (0.007) -1.156 (0.449)
NN (compositional) 0.904 (0.016) 0.937 (0.010) 0.512 (0.044) 0.122 (0.007) -1.158 (0.466)
Dirichlet (raw) 0.954 (0.007) 0.852 (0.003) 0.846 (0.037) 0.048 (0.003) 0.708 (0.045)
Dirichlet (logratio) 0.940 (0.011) 0.878 (0.006) 0.800 (0.044) 0.072 (0.006) 0.310 (0.224)
Dirichlet (compositional) 0.940 (0.011) 0.877 (0.005) 0.802 (0.037) 0.072 (0.005) 0.323 (0.413)

With the NN, the raw data gives slightly better performances than the oversampled data.
However, given the really poor performances of the NN (a negative R2 and a really high
RMSE), we also note that this model was probably not suited for this dataset.

The analysis of the GB and Dirichlet models reveals interesting differences. In both cases,
using either the raw or oversampled datasets leads to statistically significant differences
(p < 10−4). Specifically, for the GB model, using the oversampled data results in better
performance, while for the Dirichlet model, oversampling decreases the performance. Notably,
among all the models tested, the GB model trained on oversampled data with compositional
distance yields the best results. Compared to the Dirichlet model trained on raw data, this
approach achieves significantly better accuracy (p < 0.006), RMSE (p ≪ 10−10), and R2

(p < 10−4), with only a slight difference of 1% in cross-entropy and F1-score.
In light of these results, it is apparent that SMOTE-CD can improve the performance for

a model that does not perform too poorly (e.g. a R2 above 0.3). Indeed, if a model has low
performance, it is more likely that this is due to poor fit to the data than from the imbalance
of the dataset.

3.6 Discussion

The results on the synthetic datasets show that the SMOTE-CD technique can significantly
improve the F1-score and accuracy, but it has a mixed effect on other metrics depending on
the model and dataset imbalance level. SMOTE-CD improves the overall performance of
the model, especially with respect to the accuracy and the F1-score in the cases where the
dataset is not too heavily imbalanced. The R2 score of the majority class remains similar,
but the R2 of a very small class (3% of the dataset) will be decreased. The R2 of all the
other classes is improved, which is the desired goal of the method.

The results on the real datasets show that the SMOTE-CD technique can significantly
improve the performance of the Gradient Boosting model for all metrics, while it has a less

44



3.7. Conclusion

pronounced effect on the other models. The per-class analysis of the R2 score reveals that
the SMOTE-CD technique can improve the performance for some classes but not for others,
depending on the model and distance metric used.

Further tests are required with other datasets having compositional labels, but these are
often hard to find because they are not publicly available. Our oversampling technique could
be used with datasets in biology and metabolomics, in poll studies or in soil analysis, but its
effectiveness depends on several factors that should be carefully considered.

The original SMOTE paper [75] proposes to undersample the dataset before applying
the oversampling technique, which we similarly tested here. The synthetic dataset was first
undersampled by randomly withdrawing some points from the majority class, until the total
sum of the largest class was equal to the sum of the second largest one. SMOTE-CD was
then applied. The results are summarised in Table S3 and compared with those in Table 3.2
when not using undersampling (Table S4). No significant difference can be seen when using
undersampling before the oversampling, be it positive or negative. The results are similar
when undersampling not only the points having the largest class as their majority class, but
the points having one of the n largest classes as their majority class (with n ∈ [1, . . . , 3]). At
this point, we are not able to exclude the utility of the undersampling and suggest it could
once more depend on the dataset or on the way the removed points are chosen. For instance,
when performing random undersampling, consideration could be given to an Edited Nearest
Neighbor approach [443]; see [38].

Work has still to be done regarding the initial selection of the points, because it can
influence the performance of the original SMOTE algorithm. For instance, we could imagine
attributing a “safe” level to each point by exploring its k nearest neighbors and using it in
the creation of a new point [60]. It would also be possible to only oversample the points
on the border [172], where the border would here be defined by the points having a given
amount of neighbors that have the largest class as their majority class.

3.7 Conclusion

The SMOTE algorithm has been adapted to deal with the special case in which the dataset
labels are compositional, which had not been done before. The present study investigates
its effectiveness on imbalanced datasets for three different models: Gradient Boosting tree,
Neural Networks, and Dirichlet Regression. The evaluation was performed on both synthetic
and real datasets, and several metrics, including accuracy, F1-score, RMSE, cross-entropy,
and R2, were used to assess the performance of the models.

The study suggests that the effectiveness of the SMOTE-CD technique depends on several
factors, including the model, distance metric, dataset imbalance level, and class distribution.
The SMOTE-CD technique can improve the performance of a model that does not perform
too poorly, but it may not be effective for a model with very low performance.

An implementation is proposed in the Python package smote-cd available on PyPi:
https://pypi.org/project/smote-cd. The Jupyter notebooks used to simulate the data
and perform the analyses can be found on the GitHub page of the package: https:
//github.com/teongu/smote_cd.
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Appendix 3.A Table S1

Table 3.S1: Hyperparameters of the Gradient Boosting tree. The hyperparameters listed
here are those applied to the Gradient Boosting tree of the Python package scikit-learn,
tuned with the hyperopt package. The value of the random_state is 2.

Raw Oversampled Oversampled
(compositional) (logratio)

ccp_alpha 10 10 0.5
learning_rate 0.01 0.01 0.01
max_depth 5 5 4
max_features log2 sqrt sqrt
min_samples_leaf 10 1 10
n_estimators 200 100 200

Appendix 3.B Table S2

Table 3.S2: Hyperparameters of the Neural Networks. The hyperparameters listed here
are those applied to the MLPRegressor of the Python package scikit-learn, tuned with the
hyperopt package. The value of the random_state is 2.

Raw Oversampled Oversampled
(compositional) (logratio)

activation identity logistic identity
alpha 1e−5 1e−3 1e−3

beta_1 0.95 0.95 0.9
hidden_layer_sizes (40,) (20,) (80,)
learning_rate constant constant constant
learning_rate_init 0.001 0.0001 0.0001
max_iter 10000 10000 10000
momentum 0.9 0.8 0.9
solver sgd adam adam

Appendix 3.C Table S3

Table 3.S3: Results comparing simulated raw data (4 classes) and oversampled repeated 100
times, when applying undersampling beforehand.

R2 Accuracy F1-score
GB (raw) 0.141 (0.194) 0.694 (0.061) 0.526 (0.138)
GB (logratio) 0.147 (0.214) 0.707 (0.036) 0.635 (0.087)
GB (compositional) 0.130 (0.255) 0.688 (0.036) 0.600 (0.087)
NN (raw) 0.302 (0.306) 0.773 (0.816) 0.610 (0.173)
NN (logratio) 0.295 (0.311) 0.784 (0.046) 0.727 (0.092)
NN (compositional) 0.212 (0.668) 0.754 (0.158) 0.694 (0.189)
Dirichlet (raw) 0.413 (0.056) 0.781 (0.051) 0.594 (0.102)
Dirichlet (logratio) 0.379 (0.066) 0.874 (0.031) 0.823 (0.056)
Dirichlet (compositional) 0.381 (0.071) 0.874 (0.026) 0.824 (0.056)
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Appendix 3.D Table S4

Table 3.S4: Difference when applying undersampling+oversampling, and oversampling only.
Results are in bold when the undersampling provides better results.

R2 Accuracy F1-score
GB (logratio) -0.05 -0.017 -0.022
GB (compositional) -0.009 0.006 -0.003
NN (logratio) -0.008 0 -0.003
NN (compositional) 0.019 0.006 0.005
Dirichlet (logratio) -0.002 -0.001 -0.002
Dirichlet (compositional) 0.002 0 0.001
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Conclusion

In this chapter, our primary focus has been on addressing the challenge of data imbalance,
with a particular emphasis on compositional data, which play a central role in the context of
this thesis.

To tackle this issue, we have introduced a novel oversampling technique explicitly
designed for compositional data. Our approach is an adaptation of the Synthetic Minority
Oversampling Technique (SMOTE) and has been named SMOTE for Compositional Data
(SMOTE-CD).

Through extensive testing involving datasets with three or four distinct classes, we have
observed notable enhancements in the performance of the Gradient Boosting model across
various evaluation metrics. These evaluations encompassed both synthetic and real-world
datasets.

It is important to note that the effectiveness of SMOTE-CD depends on the initial
performance of the model. When the model demonstrates low performance at the outset,
suggesting a mismatch between the model and the data, the application of SMOTE-CD does
not yield significant improvements.
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CHAPTER 4

Spatial autoregressive model on a
Dirichlet distribution

The work in this chapter is in preparation for a submission to Computational Statistics &
Data Analysis: T. Nguyen, S. Moka, K. Mengersen and B. Liquet. Spatial autoregressive
model on a Dirichlet distribution.

The work in this chapter has been presented to the MODSIM2023 conference (https:
//mssanz.org.au/modsim2023/).

Synopsis

The compositional data we work with typically exhibit strong spatial correlation as they
represent elements on a geographical map. While methods exist to address spatiality in data,
such as Spatial AutoRegressive (SAR) models, there has been a limited focus on applying
SAR models to compositional data.

In our approach, we chose to adapt a Dirichlet regression model, primarily due to the
suitability of the Dirichlet distribution for handling compositional data. This choice aligns
with the fundamental characteristics of compositional data, where each data point represents
a composition of parts that sum to a constant, making the Dirichlet distribution a natural
choice.

The upcoming chapter introduces a SAR model on a Dirichlet distribution. To highlight
the effectiveness of the spatial model, we conduct a comparative analysis against the non
spatial model using one synthetic dataset and three real datasets. Through this exploration,
we illustrate the superiority of the spatial model in capturing the spatial intricacies inherent
in some compositional datasets.
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4. Spatial autoregressive model on a Dirichlet distribution

Abstract

Compositional data are widely utilized in various fields, such as ecology, geology, economics,
and public health, as they effectively represent proportions or percentages of different
components in a whole. Spatial dependencies often exist in compositional data, particularly
when the components represent different land uses or ecological variables. Spatial
autocorrelation can arise from shared environmental conditions or geographical proximity.
Therefore, it is essential to incorporate spatial information into the statistical analysis of
compositional data to obtain accurate and reliable results. However, due to correlation
between the components of the compositional data, and the constraint of lying on a simplex,
traditional statistical methods are not directly applicable to compositional data. To handle
compositional data, the Dirichlet distribution is commonly used because its support is a
compositional vector. The R package DirichletReg already proposes a regression model for
Dirichlet-distributed data, but this model does not consider spatial dependencies, which limits
its applicability in spatial problems. In this study, we introduce a spatial autoregressive model
for Dirichlet-distributed data that incorporates spatial dependencies between observations.
We develop a maximum likelihood estimator on a Dirichlet density function that includes a
spatial lag term. To expedite computations, we compute the derivatives and Hessian matrix.
We compare this spatial autoregressive model with the same model without spatial lag and
test both models on synthetic and two real datasets, using metrics such as R2, RMSE, cosine
similarity, cross-entropy or AIC. By considering the spatial relationships among observations,
our model provides more accurate and reliable results for the analysis of compositional data.
The model is also compared to a spatial multinomial regression model for compositional data
and their respective effectiveness is discussed.

4.1 Introduction

Compositional data are widely used in a range of fields, such as ecology, geology, economics,
and public health, due to their ability to represent proportions or percentages of different
components in a whole. However, compositional data present a unique challenge to statistical
analysis, as they carry relative information and are constrained to lie on a simplex [5]. Thus,
traditional statistical methods cannot be applied directly to these types of data.

Mathematically, a D-part compositional dataset is defined as a vector y =
(y1, y2, . . . , yD) ∈ RD such that,

yi ≥ 0, ∀ i ∈ {1, 2, . . . , D},
D∑

i=1
yi = 1.

A simplex SD is defined as the ensemble of all the D-part compositional data, i.e.

SD =
{
y = (y1, y2, ..., yD) | ∀i ∈ {1, 2, . . . , D}, yi ≥ 0;

D∑
i=1

yi = 1
}
.

One of the most commonly used probability distributions for compositional data is the
Dirichlet distribution, as a Dirichlet distribution of parameter α ∈ RD will generate a D-part
compositional vector. Maier (2014) proposed a regression model for Dirichlet-distributed
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data [265], which is implemented in the R package DirichletReg. However, this model does
not take spatial dependencies into account, limiting its applicability in spatial problems.

Over the past decades, spatial autoregressive (SAR) models have emerged as powerful
tools for analyzing spatially correlated data in various fields, including economics [35],
ecology [106], and epidemiology [167], [213], [345]. The fundamental idea behind SAR
models is that the value of a variable at a particular location is influenced not only by its
own characteristics but also by the characteristics of neighboring locations. These models
explicitly account for the spatial interdependencies among the observed variables, allowing
for a more comprehensive understanding of the underlying spatial processes. While spatial
dependencies are often present in compositional data, particularly when the components
represent different land uses or ecological variables, only a few studies have developed a SAR
model for such data. In these studies, the authors employed either a Bayesian estimation
approach to estimate the parameters of a spatial multinomial logit model [227] or transform
the data into the Euclidian space before applying a multivariate regression model [301], a
Gaussian Markov random field [324], or a multivariate conditionally autoregressive model
[236].

In order to incorporate spatial dependencies between observations in the case of
compositional data, our paper proposes a spatial autoregressive model for Dirichlet-distributed
data. We develop a maximum likelihood estimator that effectively handles the spatial
interdependency and demonstrate the effectiveness of our model on one synthetic dataset
and two real-world datasets.

First, the different models are described in Section 4.2. Then, in Section 5.3, the
performances of the models are assessed through synthetic data and three case studies. A
discussion is presented in Section 5.4. Finally, we conclude the paper in Section 4.5.

4.2 Methodology

We consider the case where the labels of the dataset are compositional. In this section and
the following, let K be the number of features, J the number of classes, n the sample size of
the dataset. For the sample i, we define its features as xi ∈ RK and its label yi ∈ SJ (i.e.,
yi is an element of the simplex of dimension J). The features (resp., labels) of the whole
dataset are then denoted by X ∈ Rn×K (resp., Y ∈ Rn×J). If for a given data row i, the
label yi follows a Dirichlet distribution of parameter αi ∈ RJ , then the probability density
function is

f(yi|αi) =
Γ(
∑J

j=1 αij)∏J
j=1 Γ(αij)

J∏
j=1

y
αij−1
ij ,

where Γ is the gamma function, αi is called the concentration parameter and has to meet
the requirement that αij > 0 for every class j.

The parameters αi can be parametrized by αi = ϕiµi where ϕi ∈ R is the precision
parameter (or dispersion parameter) and the compositional vector µi ∈ SJ represents the
individual expected values. Hence, the model’s predictions ŷi is given by the estimated values
µ̂i.

Then, all the parameters αi can be stacked into a matrix α ∈ Rn×J . Similarly, we can
stack the µi (resp. ϕi) in a matrix µ ∈ Rn×J (resp. a vector ϕ ∈ Rn).
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4. Spatial autoregressive model on a Dirichlet distribution

Figure 4.1: Distribution of 10000 points drawn from a Dirichlet distribution, for different
values of µ ∈ S3 and ϕ ∈ R.

The dispersion parameter ϕi plays an important role in the distinction of the classes. For
a given µi, the smaller ϕi is, the more likely the point will be distributed around extreme
values (the edges of the simplex). On the contrary, with a high ϕi, the point is more likely
distributed close to the value of µi. This effect is displayed in Figure 4.1, where 10000 points
were drawn on a Dirichlet distribution with different parameters ϕ and µ.

When ϕi varies, the mean of the points remains the same (µi). However, in the case of
our regression model, where each point is drawn from a Dirichlet with different parameters,
a low ϕi would imply that the only drawn point may likely be drawn far from the actual
value of µi. Hence, in our case, a high value of ϕi is preferred. The estimated value of ϕ̂i

may also be a good indicator of how accurate we expect the predicted value µ̂i to be.

4.2.1 Maximum likelihood regression without spatial lag

Let β ∈ RK×J be a matrix of coefficients. We define the µ ∈ Rn×J as

∀i ∈ [1, . . . , n], ∀j ∈ [1, . . . , J ], µij =
exp(

∑K
k=1 Xikβkj)∑J

j′=1 exp(
∑K

k=1 Xikβkj′)
. (4.1)

Then, let KZ ∈ N where N denotes the set of nonnegative integers. We introduce a matrix
Z ∈ Rn×KZ and a vector γ ∈ RKZ , that allow to define the precision parameter vector
ϕ ∈ Rn as

∀i ∈ [1, . . . , n], ϕi = exp([Zγ]i).

For any row i and class j, we then set αij=ϕiµij , so that ϕi =
∑

j αij . This
parametrization is referred to as the alternative parametrization in Maier’s paper [265],
contrasting it with the common parametrization where each ϕi is set to 1.
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To ensure the unicity of the solution when maximizing the likelihood, the mapping β 7→ µ

must be injective. Because of that, we have to set a column of β as 0, for instance the first
column, as done in [265]. The density function can be rewritten depending on µ and ϕ,

f(yi|µi, ϕi) = Γ(ϕi)∏J
j=1 Γ(ϕiµij)

J∏
j=1

y
ϕiµij−1
ij . (4.2)

Thus, the log-likelihood of the Dirichlet distribution is,

ℓ(y|µ, ϕ) =
n∑

i=1

ln Γ(ϕi)−
J∑

j=1
ln(Γ(ϕiµij)) +

J∑
j=1

((ϕiµij − 1) ln(yij))

 (4.3)

=
n∑

i=1

(
ln Γ(ϕi)−

J∑
j=1

ln
(

Γ
(
ϕi

exp([Xβ]ij)∑J
j′=1 exp([Xβ]ij′)

))

+
J∑

j=1

((
ϕi

exp([Xβ]ij)∑J
j′=1 exp([Xβ]ij′)

− 1
)

ln(yij)
))

. (4.4)

The presence of the ln(yij) term in this likelihood function requires yij to be strictly positive
for all i, j. To address the issue of zero values in the data, a possible transformation is to use
y∗ = y(n−1)+1/J

n [265], which ensures that the transformed values are positive and has the
property that limn→+∞ y∗ = y. For the rest of this paper, we still denote the data as y and
assume it does not contain any zero values, but note that the transformation can be applied
if necessary.

Because µ and ϕ are parameterized by β and γ, maximum likelihood estimators β̂ and
γ̂ are used to estimate the parameters β and γ, respectively. To perform second order
optimization, and also to obtain the covariance matrix, the gradient and hessian matrix are
computed. The details of the computation can be found in Appendix 4.A. Let ψ be the
digamma function, i.e., the derivative of the logarithm of the gamma function:

∀x ∈ R, ψ(x) = ∂

∂x
ln Γ(x) = Γ′(x)

Γ(x) . (4.5)

For all (p, d) ∈ [1, . . . ,K]× [1, . . . , J ], we have,

∂

∂βpd
ℓ(y|µ, ϕ) =

n∑
i=1

ϕiXipµid

( J∑
j=1

µij

(
ψ(ϕiµij)− ln(yij)

)
− ψ(ϕiµid) + ln(yid)

) ,

(4.6)
and for k ∈ [1, . . . ,KZ ],

∂

∂γk
ℓ(y|µ, ϕ) =

n∑
i=1

Zikϕi

(
ψ(ϕi) +

J∑
j=1

µij

(
ln(yij)− ψ(ϕiµij)

))
. (4.7)

In order to keep the article concise, the expressions of the Hessian matrix are provided only
in Appendix 4.A.

With the estimated parameters β̂ and γ̂, we are able to predict the label of an unseen
data point x̃ ∈ RK . This prediction is the compositional vector µ̃ ∈ SJ , computed from
(4.1). The probability vector µ̃ is considered as being the estimated value of the label.

4.2.2 Maximum likelihood regression with spatial lag

To take into account spatial effect in the model, we introduce a spatial lag through the
matrix M = In − ρW , where In is the identity matrix of size n, ρ ∈ R is the strength
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of spatial correlation and W ∈ Rn×n is the spatial weights matrix [22]. It is common to
apply row-normalization on W (i.e., its rows sum to 1) [21], which implies that it is often
asymmetric even if the original non-normalized weights matrix was symmetric.

Given a matrix of coefficients β ∈ RK×J , we take EΣ
i =

∑J
j′=1 exp(

∑n
i′=1

∑n
k=K M−1

ii′ Xi′kβkj′)
and redefine µ as:

∀(i, j), µij = exp([M−1Xβ]ij)∑J
j′=1 exp([M−1Xβ]ij′)

=
exp(

∑n
i′=1

∑K
k=1 M

−1
ii′ Xi′kβkj)

EΣ
i

. (4.8)

The introduction of the matrix M modifies the computation of the vector µ to take into
account the spatial lag effect in the model. Multiplying the product Xβ with the inverse
of M allows to introduce the explanatory variables of the neighboring observations. The
value of the spatial correlation parameter ρ needs to be estimated from the data, while W
is fixed and has to be defined beforehand. Common choices include distance-based weights
or contiguity-based weights [85], [306]. In distance-based weights, the weight between each
pair of points is determined by the inverse of the distance between them. In other words,
points that are closer to each other receive higher weights, while points that are farther apart
receive lower weights. In contiguity-based weights, for each points, the same weight is given
to each of its nearest neighbours. The exact criteria for defining neighbors varies depending
on the specific application and context, but it generally involves defining adjacency based on
some spatial relationship between points. In our case, the nearest neighbours are defined as
the closest points as regard to the Euclidian distance.

Let us introduce the matrix X̃ ∈ Rn×K , such that X̃ = M−1X. The loglikelihood
remains the same as in (4.4), provided that we replace the term X with X̃ in its expression.
Similarly, the calculations of all the gradient and Hessian terms (w.r.t. β and γ) of the
loglikelihood are exactly similar to the ones without spatial lag, providing that we replace X
by X̃. More specifically, we just have to replace Xip in (4.6) by X̃ip =

∑
i′ M

−1
ii′ Xi′p. Thus,

∂

∂βpd
ℓ(y|µ, ϕ, ρ) =

n∑
i=1

ϕiX̃ipµid

( J∑
j=1

µij

(
ψ(ϕiµij)− ln(yij)

)
− ψ(ϕiµid) + ln(yid)

) .

(4.9)
With this model, we also have to compute the derivative with respect to ρ. By defining
U = M−1WM−1Xβ, which is equal to the derivative of M−1Xβ with respect to ρ, we have

∂

∂ρ
ℓ(y|µ, ϕ, ρ) =

n∑
i=1

ϕi

J∑
j=1

µij

(
ln(yij)

(
Uij −

∑
j′

µij′Uij′

)
− Uij

(
ψ(ϕiµij)−

∑
j′

µij′ψ(ϕiµij′)
))

.

(4.10)

Similar to the previous subsection, to keep the article concise, the detailed computations of
the Hessian can be found in Appendix 4.B.

4.2.3 Multinomial distribution and cross-entropy

Let define n independent random variables Ỹi = (Ỹi1, . . . , ỸiJ) following a multinomial
distribution of probabilities pi1, . . . , piJ with ni trials, denoted by Ỹi ∼ Mult(ni, pi1, . . . , piJ ),
where

∑
j pij = 1 and

∑
j Ỹij = ni with Ỹij non negative integers. The probability mass

function is given in Appendix 4.C.
In order to have the data belonging in the simplex SJ , we can see the yij as the ratio

Ỹij/ni. Further, in the same spirit as the Dirichlet regression models, we can define the
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multinomial (respectively the spatial multinomial) regression model for compositional data
as in (4.1) (resp. (4.8)), using

∀i, j, pij = exp([Xβ]ij)∑J
j′=1 exp([Xβ]ij′)

(
resp. pij = exp([M−1Xβ]ij)∑J

j′=1 exp([M−1Xβ]ij′)

)
.

Here, the model’s predictions ŷi = (ŷi1, . . . , ŷiJ) are given by p̂i, where p̂i = (p̂i1, . . . , p̂iJ).
For the seek of simplicity, we will refer to these models as multinomial regression model
(resp. spatial multinomial regression model).

Besides, the cross-entropy between two probability vectors yi and ŷi is given by

CEi(yi, ŷi) = −
J∑

j=1
yij ln(ŷij), (4.11)

then the cross-entropy loss over the whole dataset is the summation of the CEi.
The regression parameters of the Dirichlet and multinomial regression models can be

estimated either by maximizing the likelihood or minimizing the cross-entropy loss.
We found that minimizing this cross-entropy function sometimes gave a better estimation

of the parameters than maximization of the likelihood of the Dirichlet. This behaviour can
be explained by the fact that the minimization of the cross-entropy is equivalent to the
maximization of the likelihood of a multinomial distribution, given that all the ni are equal;
a detailed description is provided in Appendix 4.C. Hence, we can imagine that when the
minimization of the cross-entropy gives better results than the maximization of the likelihood
of the Dirichlet, it means the distribution that best fits the data is a multinomial, but not
the Dirichlet. This might come from the origin of the compositional data in the datasets we
used: they do not naturally represent proportions, but rather a count for different classes
(e.g. number of pixels, number of votes) which are then divided by the sum accross all the
classes. Because of this, the multinomial distribution is probably more suited to this kind of
data.

The minimization of the cross-entropy loss function, for a model with or without spatial
parameter, can be compared with the maximization of the likelihood of the Dirichlet in terms
of accuracy and computational time. Due to its simpler expression, and probably because it
does not need the computation of gamma and polygamma functions, the cross-entropy is
faster to optimize.

In the literature, various estimation strategies have been proposed to estimate the
parameters of the spatial multinomial distribution (assuming same number of trials ni for
each observation), including a maximum likelihood estimator [70], [243] and a Bayesian
estimation strategy [227].

4.2.4 Metrics

In this section, the true probability of class j for sample i is represented by yij , and the
estimated value by the model is denoted as ŷij .

To evaluate and compare the performance of the spatial model and the non-spatial model,
several metrics are employed. One commonly used such metric is the Akaike information
criterion (AIC). By defining k as the number of estimated parameters and ℓ̂ as the maximized
log-likelihood defined in (4.3), the AIC is calculated as

AIC = −2ℓ̂+ 2k.
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Smaller the values of AIC, the better the model’s performance.
Another popular metric that used in practice is the cross-entropy, given by

Cross-entropy = − 1
n

n∑
i=1

J∑
j=1

yij log(ŷij).

Similar to AIC, smaller the values of cross-entropy, the better the model’s performance.
Additionally, the Root Mean Squared Error (RMSE) is utilized to measure model accuracy.

As we are dealing with multi-class compositional vectors, the RMSE between a true vector
and an estimated vector is computed as the average RMSE across all classes. Specifically, it
is calculated using the following formula:

RMSE =

√√√√ 1
n

1
J

n∑
i=1

J∑
j=1

(yij − ŷij)2.

Again, smaller values of the RMSE indicate better model performance.
Furthermore, the coefficient of determination, typically denoted as R2, can be computed

on each class. For a given class j,

R2
j = 1−

∑n
i=1(yij − ŷij)2∑n
i=1(yij − ȳj)2 , (4.12)

where ȳj represents the mean of the values in the jth class. The overall R2 value is obtained
by averaging R2

j values across all classes. Note that, although it may seem counter-intuitive,
this definition allows for R2 to be negative in cases where the predicted values ŷij deviate
more from the true values than the mean ȳj . It can happen in the cases when the true
values are tightly clustered together (which can easily happen with compositional data),
their deviation from the mean becoming very small, making the numerator in (4.12) close to
zero. In such cases, the R2 value tends to be negative or approach negative infinity.

Finally, the metric that is probably the most suitable to compare the distance between
two vectors labels is the cosine similarity, representing the cosine of the angle formed between
the two vectors, given by

Cos similarity = 1
n

n∑
i=1

yiŷ
T
i

∥yi∥2 · ∥ŷi∥2
.

4.3 Results

In the following sections, we present the results obtained from applying both the spatial lag
model and the non-spatial model to various datasets. Each dataset is described in detail,
along with the corresponding outcomes achieved by the respective models.

4.3.1 Synthetic dataset

The synthetic spatially-correlated dataset is generated with 2 features and 3 classes, by
varying the number of samples n (50, 200, or 1000) and the values of ρ (0.1, 0.5, or 0.9),
which are all positive, as most often found in literature [23]. The values of β and γ are
predetermined at the beginning of the simulation. In the presented results, the parameters
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are

β =

classes0 0 0.1
0 1 −2
0 −1 −2

 features , γ =
[

2
3

]
.

These specific values were selected to achieve certain desirable properties in the generated
synthetic data. In particular, the value of β has been chosen to ensure that the classes
are balanced in µ, i.e., that no class is significantly more frequent or rarer than others.
With such a value for β, the data are generated with class distributions that are evenly
spread, avoiding any class dominance or extreme imbalances. Regarding γ, its chosen
value was intended to ensure that the precision parameter ϕ, which controls the spread or
dispersion of the class probabilities, is sufficiently high, so that the distribution of the points
is relatively concentrated around their class probabilities. This way, the class patterns are
more distinguishable and well-defined.

Initially, n samples are randomly drawn from a multivariate normal distribution with two
covariates, producing the features matrix X ∈ Rn×2. The matrix Z is constructed with one
covariate drawn from a uniform distribution. To build the matrix W , we assign its row index
to each sample and identify its nearest neighbors based on these indices. In our simulation,
we specifically considered 5 neighbors, but additional simulations involving more neighbors
suggested comparable results.

An alternative approach, based on [47], [68], is to construct the matrix W by selecting
a radius of a specific size (depending on the value of ρ) around each point in X, and to
consider all the values falling within this radius as neighbors of the corresponding point.
This method, however, did not seem to recreate the behaviour of a spatial effect, as it only
repeated the information already present in the matrix X.

Then, from the matrices X and Z and the parameters β and γ, we compute µ and ϕ that
are then used to produce α. The response matrix Y is finally generated by drawing in the
Dirichlet distribution of parameter αi for each row i.

We repeat 100 times the following experiment: the data are created and the bias of the
estimated parameters is computed. The results for each of the three ρ are presented in Tables
4.1, 4.2 and 4.3.

In regard to the non-spatial parameters, both models demonstrate similar behavior, with
their bias, variance, and mean squared error being asymptotically unbiased. In the spatial
models, we also observe the expected behavior, where the bias and mean squared error of
the estimated ρ̂ decrease as the number of samples increases. It is worth noting that when ρ̂
is biased (which occurs when the sample size n is small), the bias is negative, suggesting
that the model tends to underestimate the spatial correlation strength.

The prediction accuracy of the models is assessed as follow. For each value of ρ, we
create the test set by generating 1000 new data points using the true parameters β∗. On
this test data, the true value µ∗ is computed. Then, we compute µ̂ using the parameters β̂
estimated from the n = 1000 simulation. To evaluate the difference between µ∗ and each µ̂,
metrics such as R2, RMSE, cross-entropy and cosine similarity are utilized. The results are
presented in Table 4.4. For a low spatial correlation (ρ = 0.1), both models perform equally
well. However, as the spatial correlation increases (ρ = 0.5 and ρ = 0.9), the performances of
the non-spatial models decrease, and they are outperformed by the spatial model across all
metrics. Interestingly, the spatial model has best performance when the spatial correlation
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Table 4.1: Bias, standard deviation and mean squared error of the estimated parameters (ρ = 0.1).
The results are presented as the mean of the differences on the 100 iterations, the standard deviation
within parenthesis, and the mean squared error within square brackets.

Spatial Not spatial
Parameter n = 50 n = 200 n = 1000 n = 50 n = 200 n = 1000

β01
0.013 (0.059) 0.012 (0.032) 0.010 (0.016) 0.014 (0.067) 0.012 (0.036) 0.011 (0.018)

[0.004] [0.001] [0.0] [0.005] [0.001] [0.0]

β02
0.038 (0.087) 0.035 (0.034) 0.031 (0.016) 0.051 (0.106) 0.055 (0.046) 0.047 (0.021)

[0.009] [0.002] [0.001] [0.014] [0.005] [0.003]

β11
-0.062 (0.079) -0.037 (0.038) -0.019 (0.017) -0.067 (0.081) -0.040 (0.038) -0.021 (0.017)

[0.010] [0.003] [0.001] [0.011] [0.003] [0.001]

β12
0.277 (0.12) 0.185 (0.051) 0.141 (0.023) 0.288 (0.127) 0.198 (0.055) 0.158 (0.024)

[0.091] [0.037] [0.020] [0.099] [0.042] [0.026]

β21
0.042 (0.083) 0.015 (0.035) 0.004 (0.014) 0.045 (0.081) 0.017 (0.035) 0.007 (0.015)

[0.009] [0.001] [0.0] [0.009] [0.002] [0.0]

β22
0.197 (0.108) 0.123 (0.05) 0.088 (0.023) 0.203 (0.105) 0.131 (0.053) 0.101 (0.025)

[0.051] [0.018] [0.008] [0.052] [0.02] [0.011]

γ0
0.534 (0.312) 0.353 (0.139) 0.269 (0.066) 0.522 (0.32) 0.349 (0.144) 0.264 (0.066)

[0.382] [0.144] [0.077] [0.375] [0.143] [0.074]

γ1
-0.354 (0.598) -0.324 (0.246) -0.294 (0.105) -0.453 (0.612) -0.448 (0.266) -0.416 (0.11)

[0.483] [0.165] [0.098] [0.58] [0.272] [0.185]

ρ
-0.01 (0.052) -0.003 (0.023) -0.0 (0.009) / / /

[0.003] [0.001] [0.0] / / /

Table 4.2: Bias, standard deviation and mean squared error of the estimated parameters (ρ = 0.5).
The results are presented as the mean of the differences on the 100 iterations, the standard deviation
within parenthesis, and the mean squared error within square brackets.

Spatial Not spatial
Parameter n = 50 n = 200 n = 1000 n = 50 n = 200 n = 1000

β01
0.009 (0.042) 0.011 (0.02) 0.007 (0.009) 0.029 (0.157) 0.03 (0.079) 0.028 (0.037)

[0.002] [0.001] [0.0] [0.026] [0.007] [0.002]

β02
0.012 (0.047) 0.023 (0.017) 0.017 (0.009) 0.116 (0.312) 0.184 (0.147) 0.144 (0.066)

[0.002] [0.001] [0.0] [0.111] [0.055] [0.025]

β11
-0.06 (0.083) -0.037 (0.037) -0.024 (0.016) -0.163 (0.122) -0.17 (0.057) -0.155 (0.027)

[0.011] [0.003] [0.001] [0.042] [0.032] [0.025]

β12
0.356 (0.123) 0.221 (0.061) 0.176 (0.029) 0.682 (0.205) 0.622 (0.099) 0.598 (0.049)

[0.142] [0.052] [0.032] [0.507] [0.397] [0.36]

β21
0.051 (0.067) 0.016 (0.041) 0.01 (0.015) 0.142 (0.123) 0.129 (0.055) 0.129 (0.028)

[0.007] [0.002] [0.0] [0.035] [0.02] [0.017]

β22
0.246 (0.108) 0.145 (0.049) 0.113 (0.022) 0.511 (0.202) 0.472 (0.088) 0.462 (0.042)

[0.072] [0.023] [0.013] [0.302] [0.23] [0.216]

γ0
0.523 (0.314) 0.418 (0.153) 0.285 (0.062) 0.015 (0.364) -0.178 (0.164) -0.337 (0.087)

[0.372] [0.198] [0.085] [0.132] [0.059] [0.121]

γ1
-0.363 (0.637) -0.395 (0.289) -0.313 (0.109) -1.828 (0.749) -2.0 (0.293) -1.92 (0.137)

[0.538] [0.24] [0.11] [3.903] [4.086] [3.704]

ρ
-0.005 (0.032) -0.002 (0.011) 0.0 (0.005) / / /

[0.001] [0.0] [0.0] / / /
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Table 4.3: Bias, standard deviation and mean squared error of the estimated parameters (ρ = 0.9).
The results are presented as the mean of the differences on the 100 iterations, the standard deviation
within parenthesis, and the mean squared error within square brackets.

Spatial Not spatial
Parameter n = 50 n = 200 n = 1000 n = 50 n = 200 n = 1000

β01
0.007 (0.076) 0.011 (0.021) 0.01 (0.011) 0.096 (0.596) 0.019 (0.24) 0.044 (0.097)

[0.006] [0.001] [0.0] [0.364] [0.058] [0.011]

β02
-0.022 (0.126) -0.019 (0.03) -0.024 (0.017) 0.303 (1.096) 0.298 (0.381) 0.206 (0.165)

[0.016] [0.001] [0.001] [1.292] [0.234] [0.069]

β11
-0.418 (0.335) -0.423 (0.194) -0.39 (0.112) -0.653 (0.254) -0.696 (0.113) -0.673 (0.05)

[0.287] [0.217] [0.165] [0.491] [0.496] [0.455]

β12
1.193 (0.481) 1.185 (0.345) 1.148 (0.218) 1.588 (0.27) 1.559 (0.088) 1.531 (0.049)

[1.653] [1.523] [1.365] [2.596] [2.437] [2.345]

β21
0.356 (0.271) 0.368 (0.196) 0.359 (0.114) 0.611 (0.233) 0.655 (0.108) 0.652 (0.052)

[0.2] [0.174] [0.142] [0.427] [0.441] [0.428]

β22
0.997 (0.434) 1.003 (0.347) 0.976 (0.218) 1.444 (0.253) 1.446 (0.114) 1.444 (0.056)

[1.182] [1.127] [1.0] [2.149] [2.104] [2.089]

γ0
0.411 (0.679) -0.257 (0.564) -0.414 (0.419) -1.24 (0.645) -1.924 (0.149) -2.174 (0.072)

[0.629] [0.384] [0.347] [1.952] [3.724] [4.731]

γ1
-1.909 (0.759) -2.151 (0.547) -2.167 (0.323) -2.717 (0.474) -2.787 (0.128) -2.779 (0.065)

[4.218] [4.927] [4.8] [7.606] [7.784] [7.729]

ρ
-0.011 (0.051) -0.006 (0.031) -0.004 (0.017) / / /

[0.003] [0.001] [0.0] / / /

strength is moderately high (ρ = 0.5), exhibiting slightly better results compared to the
scenario with an extremely high correlation strength (ρ = 0.9). This suggests that the
spatial model is most effective when there is a moderate level of spatial dependence, and its
performance may plateau or decline at extremely high spatial correlation levels.

Table 4.4: Scores between the µ∗ of the test set, and the estimated µ̂ (computed with the
parameters estimated with n = 1000). The results are displayed as mean on the 100 iterations
(standard deviation).

Model R2 RMSE Cross-entropy Cos similarity

ρ = 0.1 Not spatial 0.9309 (< 10−4) 0.0739 (< 10−4) 0.6660 (0.0001) 0.9855 (< 10−4)
Spatial 0.9335 (< 10−4) 0.0723 (< 10−4) 0.6648 (0.0001) 0.9862 (< 10−4)

ρ = 0.5 Not spatial 0.8311 (0.0001) 0.1249 (< 10−4) 0.6845 (0.0001) 0.9610 (< 10−4)
Spatial 0.9408 (< 10−4) 0.0705 (< 10−4) 0.6275 (0.0002) 0.9872 (< 10−4)

ρ = 0.9 Not spatial 0.2073 (0.0025) 0.3257 (0.0001) 0.9033 (0.0005) 0.7764 (0.0001)
Spatial 0.9011 (0.0026) 0.1097 (0.0008) 0.4414 (0.0026) 0.9776 (0.0001)

We then also try to retrieve the parameters from a multinomial model. As a reminder,
when the number of trials is equal for each observation, the estimation of the multinomial
model using the maximum likelihood is equivalent to minimizing the cross-entropy. The
results, presented in Appendix 4.D, were similar to those of the Dirichlet model. However, we
observed that when the γ parameter was decreased, leading to less distinguishable classes, the
performances of the Dirichlet model significantly deteriorated compared to the multinomial
model.

Additionally, we conducted experiments where the labels were generated using a
multinomial distribution instead of a Dirichlet distribution. In these cases, the performance
of the models depended on the distinguishability of the classes, determined by the parameter
ni, representing the number of trials for each observation i. When the ni values were small
and drawn from a discrete uniform distribution between 1 and 100, the multinomial model
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outperformed the Dirichlet model. However, with larger ni values, for instance ranging
from 1000 to 10000, both models achieved excellent performances, and their results became
comparable. Interestingly, even when each observation was generated with a different ni,
the multinomial model assuming equal sample sizes (i.e. the minimization of cross-entropy)
yielded similar performances to the full multinomial model.

4.3.2 Arctic Lake

The Arctic Lake dataset [87] provides compositional data in terms of sand, silt, and clay
percentages for 39 sediment samples taken at various water depths in an Arctic lake. The
goal is to quantify the extent to which water depth influences the compositional patterns of
the sediment samples. We propose here two regression models: one with a single predictor
variable (the depth) along with an intercept term, and another model that includes an
intercept term, the depth variable, and its squared value as additional predictor.

Due to the limited size of the dataset, we employ a Leave One Out Cross Validation
(LOOCV) strategy. We iteratively exclude one sample (the k-th sample) from the dataset,
and use the remaining samples to estimate the parameters of the models. We then compute
the predicted odd values µ̂k for the excluded sample, and evaluate its proximity to the true
compositional label using metrics such as R2, RMSE, cross-entropy and cosine similarity.
The mean and standard deviation of these metrics are reported in Table 4.5.

Table 4.5: Scores for the models on Arctic Lake dataset with a LOOCV strategy. The scores are
the mean on all the folds, and standard deviation within parenthesis.

Model R2 RMSE Cross-entropy Cos similarity
without spatial 0.5887 (0.015) 0.1015 (0.0018) 0.9134 (0.0027) 0.9665 (0.0012)

Order 1 spatial contiguity 0.6323 (0.0147) 0.0951 (0.0017) 0.9064 (0.0029) 0.9706 (0.0011)
spatial distance 0.5893 (0.0148) 0.1014 (0.0018) 0.9134 (0.0027) 0.9665 (0.0012)
without spatial 0.6784 (0.0144) 0.0881 (0.0019) 0.8993 (0.0032) 0.9743 (0.0011)

Order 2 spatial contiguity 0.6943 (0.0144) 0.0858 (0.0019) 0.8974 (0.0033) 0.9755 (0.0011)
spatial distance 0.6863 (0.015) 0.0871 (0.002) 0.8982 (0.0032) 0.9747 (0.0012)

The results suggest that the utilization of spatial information leads to slight improvements
in model performance. However, in terms of variability, the difference may not be statistically
significant. This lack of significance could be attributed to the spatial information being
derived solely from the depth variable, resulting in the absence of any new information being
introduced. Instead, the data is essentially replicated in a different manner.

4.3.3 Maupiti

Maupiti Island, situated in the Society archipelago of French Polynesia, is an island spanning
approximately 8km by 8km in size. The dataset originates from an expert-driven mapping
process of Maupiti Island, based on various field observation campaigns [394]. Details on how
the dataset has been created can be found on a previous study on compositional data [299].
Each of the 2091 samples of the dataset are segments created via Felzenszwalb’s segmentation
[117] on the RGB image, each of them having 16 features (4 statistical moments on 4 different
bands) and a compositional data label composed of 4 classes: coral, sand, shorereef, and
mixed. The label is derived from the expert’s ground-truth map: after the segmentation
process, we count the pixels assigned to each class within each segment, and divide it by the

60



4.3. Results

total number of pixels within the respective segment. Note that in this case the number of
pixels in each segment is different.

The neighbors matrix W is created as a distance-based matrix between each segment
and its neighbor. Note that we also experimented with a contiguity-based matrix, but it
yielded inferior performances. Since our analysis specifically focuses on the shallow regions
of the lagoon, which offer clearer and more easily interpretable imagery, some segments are
excluded from the analysis, which in turn can result in certain segments not having any
neighbors.

The matrix Z is chosen as being a copy of the features matrix X, as this choice yielded
the best results compared to the case where Z is only an intercept.

We use the Dirichlet models to retrieve the parameters and then, an estimated µ̂ is
computed and compared with the real µ. The metrics to compare them are reported in Table
4.6. The spatial correlation parameter ρ̂ is estimated to be 0.93 with this dataset, indicating
a high spatial correlation between these segments.

Table 4.6: Scores for the Dirichlet models on Maupiti dataset.

Model R2 RMSE Cross-entropy AIC Cos similarity
Without spatial 0.265 0.297 0.815 -73873 0.786
With spatial 0.441 0.261 0.675 -74170 0.848

The spatial model consistently outperforms the non-spatial model across all metrics.
However, it is worth noting that the performance of the spatial model remains relatively low,
with an R2 value of 0.441 and a cosine similarity of 0.848. This suggests that the use of the
Dirichlet distribution may not be well-suited for this specific dataset. It is currently unclear
whether this limitation is specific to the unique characteristics of the Maupiti dataset or
if the Dirichlet distribution generally lacks suitability for datasets involving geographical
maps. Furthermore, Table 4.7 reveals that the minimization of the cross-entropy function
on this dataset yields significantly better performances than the Dirichlet regressor, further
confirming that the Dirichlet distribution may not be well suited for this dataset.

Table 4.7: Scores for the models on Maupiti dataset using the minimization of the cross-
entropy.

Model R2 RMSE Cross-entropy Cos similarity
Without spatial 0.636 0.221 0.455 0.868
With spatial 0.820 0.160 0.307 0.925

Furthermore, we compute the maximum a posteriori (MAP) by taking the argmax of
the compositional data label for each segment and assign it as the class of the segment.
This process allows for the creation of a visually interpretable map. The ground-truth map
resulting from the expert-based mapping is depicted in Figure 4.2a, along with the maps
obtained from the predictions of the non-spatial (Figure 4.2b) and spatial Dirichlet models
(Figure 4.2c). To evaluate the accuracy of these models, pixel-wise comparisons are conducted
to count the number of correctly assigned pixels, which is then divided by the total number
of classified pixels, excluding masked pixels. The accuracy achieved by the non-spatial model
is 0.752, while the spatial model achieves an accuracy of 0.832, further confirming that the
spatial model provides superior results.

61



4. Spatial autoregressive model on a Dirichlet distribution

Figure 4.2: Maps created by using (a) the real labels, (b) the labels computed with the
non-spatial Dirichlet model, and (c) the labels computed with the spatial Dirichlet model.
The pixel-wise accuracy between maps (a) and respectively (b) and (c) is 0.752 and 0.832.

4.3.4 Elections

This dataset present the votes at the French departmental election of 2015 in the Occitanie
region [160], [300], for n = 207 cantons. For each canton, the voting distribution (initially
between 15 political parties) is categorized into three major political movements: left, right,
and extreme right. In our study, we utilized 25 distinct social indicators as features, including
age categories, employment fields, and education level, among others. Initially, the dataset
consisted of 283 cantons, but any cantons where one of the classes was not present were
removed. This resulted in the exclusion of 76 points, which accounts for 27% of the data.

The spatial weights matrix W is computed based on the geographic proximity of each
canton’s center. Specifically, two cases are considered. In the first case, the contiguity-based,
we consider the 5 nearest neighboring cantons, determined by their center-to-center distances.
In the second case, the distance-based, the inverse of the distance between each canton and
the others is considered, with a cut-off at a certain value that minimizes the average number
of neighbors and to ensure that each canton has at least one neighbor. This cut-off gives 12
neighbors on average.

The matrix Z is chosen as being a sole intercept, as this choice yielded the best results
compared to the case where Z is a copy of the features matrix X.

Then, for the three models (non-spatial and the two spatials), we use the maximum
likelihood estimator to retrieve the parameters and compute the performance with our usual
metrics. Results are reported in Table 4.8. The estimated spatial correlation coefficient ρ̂ is
0.97 (resp. 0.91) with the distance-based (resp. contiguity-based) matrix.

Table 4.8: Scores for the Dirichlet models on Elections dataset.

Model R2 RMSE Cross-entropy AIC Cos similarity
No spatial 0.487 0.080 1.048 -862.1 0.975
Spatial (contiguity) 0.582 0.072 1.042 -947.4 0.979
Spatial (distance) 0.602 0.070 1.041 -965.1 0.980

The spatial models perform better than the non-spatial model across all evaluation metrics,
excepted for the AIC which is slightly better for the non-spatial model. Besides, the distance-
based spatial model performs slightly better than the contiguity-based. Additionally, we
attempted to make predictions using our model through a 10-fold cross-validation technique.
In this approach, 90% of the data were used to estimate the model parameters, while the
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remaining 10% (corresponding to 21 values) were reserved for testing the model’s performance.
However, we observed extremely poor performance on the test set, indicating that the spatial
model is highly sensitive to missing values. This could be attributed to the fact that 27%
of the initial data was already missing, and further data removal might have rendered the
spatial information irrelevant. Notably, in a previous study [160], the authors were able to
successfully make predictions using the entire dataset of 283 cantons.

An important observation with this dataset is that the multinomial distribution and
the minimization of the cross-entropy yielded similar results compared to the Dirichlet
distribution.

4.4 Discussion

First and foremost, it is important to remember that the minimization of cross-entropy is
equivalent to maximizing the likelihood of a multinomial distribution when each number
of trials is equal. However, even when they are different, the results remain quite similar.
We conducted several tests by generating synthetic datasets with varying sample sizes, and
interestingly, the performances of a multinomial regressor using sample size information were
comparable to those of a regressor assuming similar sample sizes. Thus, we will refer to both
cases as the “multinomial model”, which encompasses the minimization of cross-entropy.
Additionally, when we evaluated a Dirichlet regression model on these multinomial generated
data, we found that it performed similarly to the multinomial model, excepted in the cases
of extremely high spatial correlation, where the multinomial data was slightly better.

For the Dirichlet regression models, the analysis of the synthetic dataset reveals that
both the spatial and non-spatial estimators are asymptotically unbiased. As shown in Table
4.4, when the spatial correlation in the data is low (ρ = 0.1), there is no significant difference
in the performances between the spatial and non-spatial models. This finding was further
confirmed when we generated data without spatial dependencies, and the spatial model
accurately retrieved the parameters, estimating that ρ̂ was not significantly different from 0.
On the other hand, when the spatial correlation is high (ρ = 0.5 or 0.9), the spatial model
outperforms the non-spatial one. Notably, the spatial model exhibits better performance
under moderately high spatial correlation (ρ = 0.5) compared to extremely high spatial
correlation (ρ = 0.9). This behavior may be attributed to the challenge of distinguishing
between spatial patterns and the true underlying relationships between the variables when
the spatial correlation is exceedingly strong. However, interestingly, under the extremely
high spatial correlation scenario, the multinomial model performs slightly better than the
Dirichlet model for the prediction task, as observed when comparing Tables 4.4 and 4.12.
This suggests that the multinomial regression model may be more suited to handle high
spatial correlation scenarios.

Overall, the analysis of the synthetic dataset reveals that the performance of the spatial
Dirichlet model is influenced by the level of spatial correlation present in the data. While
the spatial model demonstrates improved estimation in cases of spatially correlated data, it
still exhibits non-optimal performance when dealing with strong spatial correlations. This
behavior could partially explain the suboptimal results of the Dirichlet model on the Maupiti
dataset (Table 4.6), where the estimated ρ̂ was 0.93. However, as the model performs well
on the Elections dataset, with a high estimated ρ̂ (> 0.9), other factors may contribute to
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4. Spatial autoregressive model on a Dirichlet distribution

the poor performances on Maupiti dataset. Furthermore, the fact that the minimization of
the cross-entropy yielded higher performances (Table 4.7) raises questions about whether
the Dirichlet distribution was truly suitable for this particular dataset. Additionally, our
experiments with the multinomial distribution taking into account the sample sizes, did not
outperform the cross-entropy approach when assuming equal sample size. This observation
aligns with the findings from the synthetic data analysis mentioned earlier in this section.

From our analysis of the real datasets, several important conclusions can be drawn
regarding the impact of spatial information on model performance. We observed that
incorporating spatial information can significantly improve results when the spatial
information truly represents additional data, rather than being derived from existing data.
For instance, in the case of the Arctic Lake dataset, when we attempted to recreate the
spatial weight matrix W using only the available covariate (depth), there was no significant
improvement in model performance (Section 4.3.2). This emphasizes the importance of
incorporating genuinely new spatial information to achieve better results.

Furthermore, when a Dirichlet distribution is well-suited to the dataset, as demonstrated
in the Elections dataset (Section 4.3.4), our SAR Dirichlet model outperforms the non-spatial
model. Notably, the spatial model exhibits robust performance even in the presence of
missing data, with 27% of the initial data missing. However, when a large amount of data
is missing, as observed during a 10-fold cross-validation, the model’s performance tends to
degrade.

In our analysis of real-life datasets, we observed that the spatial weights matrix W

performed better when defined as distance-based rather than contiguity-based. However, it
is essential to acknowledge that this result may not be generalized to every scenario, and it
might be specific to the datasets we examined. We have not been able to find comprehensive
studies in literature providing a definitive analysis to determine the best type of spatial
weights matrix for all cases.

In the presented work, we estimated the parameters of the models through a probabilistic
approach. This approach offers distinct advantages, primarily by providing quantifiable
measures of uncertainty, including p-values, confidence intervals, and enabling statistical
inference. To evaluate the significance of the spatial parameter ρ, we conducted Wald tests
and Log-ratio tests (LRT). However, our analysis revealed that in the context of our SAR
Dirichket model, these tests did not effectively control the significance level α. Furthermore,
we extended our investigation to encompass general linear SAR models and encountered
similar issues with controlling the significance level for the spatial parameter ρ. Notably, the
tests applied did not maintain the desired α level. It’s worth noting that our exploration
into the literature did not yield studies that have extensively examined this phenomenon,
leaving us uncertain about whether the observed effects are due to a potential oversight in
our methodology or if they reflect broader trends in SAR models. Further research and
investigation are necessary to shed light on this matter.

4.5 Conclusion

Our study demonstrates that incorporating spatial dependencies in a Dirichlet model leads
to improved performance when dealing with datasets featuring compositional labels. Our
findings from the real-life datasets reveal that a distance-based spatial weight matrix tends
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to yield better results compared to a contiguity-based matrix. These results underscore
the potential advantages of spatial modeling, especially in scenarios where the Dirichlet
distribution is well-suited to the data.

The results obtained from the synthetic dataset provide some insights into the behavior
of the SAR Dirichlet model. While the spatial model outperforms the non-spatial model
in spatially correlated data, the spatial model does not perform optimally under extremely
high spatial correlation and provides better results when the spatial correlation is moderate
(ρ = 0.5).

Overall, our study highlights the importance of considering spatial information when
it provides meaningful additional context, as it can significantly enhance the model’s
effectiveness. It also emphasizes the potential impact of missing data, which should be
carefully addressed to avoid adverse effects on model performance.

Moreover, our findings suggest that, in general, the multinomial model appears to be
better suited for handling compositional data compared to the Dirichlet model, especially in
the cases where the class patterns are not highly distinguishable. Throughout our analysis,
we did not encounter instances where the Dirichlet model significantly outperformed the
multinomial model. However, we believe that this behaviour may be caused by the fact that
the compositional data present in our datasets are not naturally a probability, but a ratio
(the count of the number of pixels, or the number of votes). The multinomial distribution
might be naturaly more suited to handle this case. Further investigations are required to
determine if it holds true across a broader range of scenarios and datasets.
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Appendix 4.A Computation on Dirichlet Distribution
without Spatial Lag

Let K be the number of features, J be the number of classes and n be the number of samples.
We have the features matrix X ∈ Rn×K , the label matrix Y ∈ Rn×J and the matrix of
parameters α ∈ Rn×J . To make the computations easier, we split the loglikelihood into three
parts Ai, Bi and Ci as follows.

ℓ(y|µ, ϕ) =
n∑

i=1

 ln Γ(ϕi)︸ ︷︷ ︸
Ai

−
∑

j

ln(Γ(ϕiµij))︸ ︷︷ ︸
Bi

+
∑

j

((ϕiµij − 1) ln(yij))︸ ︷︷ ︸
Ci

 . (4.13)

Note that µ is a function of β and ϕ is a function of γ. Below, in Sections 4.A.1 and 4.A.2
we respectively provide computations of the first order and the second order derivatives of
the loglikelihood function with respect to β and γ.

4.A.1 First order derivative

To compute the gradient of the loglikelihood, we compute the derivatives of Ai, Bi and Ci.
To do so, we first compute the derivative of µij with respect to βpd for a given feature p and
a given class d. Let

EΣ
i =

J∑
j′=1

exp(
K∑

k=1
Xikβkj′).

We consider the derivatives in two seperate cases.

• Case j ̸= d:

∂µij

∂βpd
=
− exp(

∑
k Xikβkj)×Xip exp(

∑
k Xikβkd)

(EΣ
i )2

= −Xipµijµid (4.14)

• Case j = d:

∂µid

∂βpd
=
Xip exp(

∑
k Xikβkd)× EΣ

i − exp(
∑

k Xikβkd)×Xip exp(
∑

k Xikβkd)
(EΣ

i )2

= Xipµid −Xip(µid)2

= Xipµid(1− µid) (4.15)

Since ϕi is not a function of β, for all p and d, we have ∂Ai

∂βpd
= 0 and

∂ϕiµij

∂βpd
= ϕi

∂µij

∂βpd
.

Now let ψ be the digamma function, defined in (4.5). From (4.14) and (4.15), the derivatives
of Bi and Ci are

∂Bi

∂βpd
= ϕXipµid(1− µid) · ∂

∂ϕiµid
ln
(
Γ(ϕiµid)

)
− ϕi

∑
j ̸=d

Xipµijµid ·
∂

∂ϕiµij
ln
(
Γ(ϕiµij)

)
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= ϕiXipµidψ(ϕiµid)− ϕi

∑
j

Xipµijµidψ(ϕiµij)

= ϕiXipµid

ψ(ϕiµid)−
∑

j

µijψ(ϕiµij)

 , (4.16)

and
∂Ci

∂βpd
= Xipµid(1− µid) · ∂

∂µid
(ϕiµid − 1) ln(yid)−

∑
j ̸=d

Xipµijµid ·
∂

∂µij
(ϕiµij − 1) ln(yij)

= ϕiXipµid

ln(yid)−
∑

j

µij ln(yij)

 . (4.17)

Summing the results of (4.16) and (4.17) gives (4.6).
We now compute the derivatives of the loglikelihood with respect to γk for k ∈ [1, . . . ,KZ ].

Since
∂ϕi

∂γk
= Zikϕi,

using the change of variables,

∂Ai

∂γk
= Zikϕiψ(ϕi),

∂Bi

∂γk
=
∑

j

ψ(ϕiµij)µij
∂ϕi

∂γk
= Zikϕi

∑
j

µijψ(ϕiµij), and

∂Ci

∂γk
= Zikϕi

∑
j

µij ln(yij).

Thus, the summation of the above three expression results as (4.7).

4.A.2 Second order derivative

The Hessian matrix of the loglikelihhod function (4.13) is the collection of derivatives of (4.6)
with respect to all the variables in β. We divide the computation of the Hessian into two
cases as shown below. Towards this, let ψ1 be the trigamma function, which is the derivative
of the digamma function.

• Case c ̸= d: In this case, using (4.14), we have

∂

∂βqc
Xipµid = −XiqXipµicµid. (4.18)

Furthermore, since

∂

∂βqc

∑
j

µijψ(ϕiµij) =
∑

j

[
ψ(ϕiµij)∂µij

∂βqc
+ µij

∂ψ(ϕiµij)
∂βqc

]
,

using (4.14) and (4.15),

∂

∂βqc

∑
j

µijψ(ϕiµij) = Xiqµic ·
∂

∂µic
µicψ(ϕiµic)−Xiqµic

∑
j

µij ·
∂

∂µij
µijψ(ϕiµij)

= Xiqµic

(
ψ(ϕiµic) + ϕiµicψ1(ϕiµic)−

∑
j

µij

(
ψ(ϕiµij) + ϕiµijψ1(ϕiµij)

))
,

∂

∂βqc

∑
j

µij ln(yij) = Xiqµic ln(yic)−Xiqµic

∑
j

µij ln(yij),
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and
∂

∂βqc

(
ln(yid)− ψ(ϕiµid)

)
= −ϕiXiqµidµic

∂

∂ϕiµid

(
ln(yid)− ψ(ϕiµid)

)
= ϕiXiqµidµicψ1(ϕiµid).

By combining the above, we obtain:

∂

∂βqc

∂

∂βpd
ℓ(y|µ, ϕ) =

n∑
i=1

[
ϕiXipµidXiqµic

(
ψ(ϕiµic) + ϕiµicψ1(ϕiµic)

−
∑

j

µij

(
ψ(ϕiµij) + ϕiµijψ1(ϕiµij)

)
− ln(yic) +

∑
j

µij ln(yij) + ϕiµidψ1(ϕiµid)
)

− ϕiXipµidXiqµic

(∑
j

µij

(
ψ(ϕiµij)− ln(yij)

)
− ψ(ϕiµid) + ln(yid)

)]

=
n∑

i=1

[
ϕiXipµidXiqµic

(
ψ(ϕiµic) + ϕiµicψ1(ϕiµic)− ϕi

∑
j

µ2
ijψ1(ϕiµij)

− ln(yic) + 2
∑

j

µij ln(yij) + ϕiµidψ1(ϕiµid)

− 2
∑

j

µijψ(ϕiµij) + ψ(ϕiµid)− ln(yid)
)]
.

(4.19)

• Case c = d: We now have
∂

∂βqc
Xipµid = Xiqµic(1− µic)Xip, (4.20)

and
∂

∂βqc

(
ln(yic)− ψ(ϕiµic)

)
= −ϕiXiqµic(1− µic)ψ1(ϕiµic). (4.21)

Thus,

∂

∂βqc

∂

∂βpc
ℓ(y|µ, ϕ) =

n∑
i=1

[
ϕiXipXiqµ

2
ic

(
ψ(ϕiµic) + ϕiµicψ1(ϕiµic)−

∑
j

µij

(
ψ(ϕiµij) + ϕiµijψ1(ϕiµij)

)
− ln(yic) +

∑
j

µij ln(yij)− ϕi(1− µic)ψ1(ϕiµic)
)

+ ϕiXipXiqµic(1− µic)
(∑

j

µij

(
ψ(ϕiµij)− ln(yij)

)
− ψ(ϕiµic) + ln(yic)

)]

=
n∑

i=1

[
ϕiXipXiqµ

2
ic

(
2ψ(ϕiµic) + 2ϕiµicψ1(ϕiµic)− 2

∑
j

µijψ(ϕiµij)

− ϕi

∑
j

µ2
ijψ1(ϕiµij)− 2 ln(yic) + 2

∑
j

µij ln(yij)− ϕiψ1(ϕiµic)
)

+ ϕiXipXiqµic

(∑
j

µij

(
ψ(ϕiµij)− ln(yij)

)
− ψ(ϕiµic) + ln(yic)

)]
.

(4.22)

Furthermore, we have:

∂2

∂γkγm
ℓ(y|µ, ϕ) =

n∑
i=1

(
ϕiZik

(
ϕiZimψ1(ϕi)− ϕi

∑
j

µijZimµijψ1(ϕiµij)
)
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+ ϕiZikZim

(
ψ(ϕi) +

∑
j

µij

(
ln(yij)− ψ(ϕiµij)

)))

=
n∑

i=1
ϕiZikZim

(
ϕiψ1(ϕi) + ψ(ϕi)− ϕi

∑
j

µ2
ijψ1(ϕiµij) +

∑
j

µij

(
ln(yij)− ψ(ϕiµij)

))
.

(4.23)

Finally, by differentiating 4.7, we can compute the second derivative with respect to β and γ,

∂2

∂γk∂βpd
ℓ(y|µ, ϕ) =

n∑
i=1

Zikϕi
∂

∂βpd

(∑
j

µij

(
ln(yij)− ψ(ϕiµij)

))

=
n∑

i=1
Zikϕi

(
Xipµid

∂

∂µid
µid

(
ln(yid)− ψ(ϕiµid)

)
−
∑

j

Xipµidµij
∂

∂µij
µij

(
ln(yij)− ψ(ϕiµij)

))

=
n∑

i=1
ZikϕiXipµid

((
ln(yid)− ψ(ϕiµid)− ϕiµidψ1(ϕiµid)

)
−
∑

j

µij

(
ln(yij)− ψ(ϕiµij)− ϕiµijψ1(ϕiµij)

))
.

(4.24)

Appendix 4.B Computation on Dirichlet Distribution with
Spatial Lag

Given a matrix of coefficients β ∈ RK×J , we take

EΣ
i =

J∑
j′=1

exp(
n∑

i′=1

n∑
k=K

M−1
ii′ Xi′kβkj′),

and define µ as a matrix with elements

µij =
exp(

∑n
i′=1

∑K
k=1 M

−1
ii′ Xi′kβkj)

EΣ
i

= exp([M−1Xβ]ij)∑J
j′=1 exp([M−1Xβ]ij′)

.

In subsections 4.B.1 and 4.B.2, we provide the computations of the first and second
derivatives of the loglikelihood function with respect to β, γ and ρ.

4.B.1 First order derivative

Define the matrix X̃ ∈ Rn×K as X̃ = M−1X. Then the derivative of the log-likelihood with
respect to β consists of

∂

∂βpd
ℓ(y|µ, ϕ) =

n∑
i=1

ϕiX̃ipµid

(∑
j

µij

(
ψ(ϕiµij)− ln(yij)

)
− ψ(ϕiµid) + ln(yid)

) .

We further differentiate the log-likelihood with respect to ρ. Note that

∂M−1

∂ρ
= −M−1 ∂M

∂ρ
M−1

= M−1WM−1.
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Hence,

∂

∂ρ
(M−1Xβ) = ∂M−1

∂ρ
Xβ

= M−1WM−1Xβ.

And thus, by defining U = M−1WM−1Xβ, we obtain

∂µij

∂ρ
=
Uij exp([M−1Xβ]ij)

∑J
j′=1 exp([M−1Xβ]ij′)− exp([M−1Xβ]ij)

∑J
j′=1 Uij′ exp([M−1Xβ]ij′)(∑J

j′=1 exp([M−1Xβ]ij′)
)2

= µijUij − µij

J∑
j′=1

µij′Uij′ . (4.25)

Using (4.25), we can then compute the derivative of the loglikelihood with respect to ρ for
each of the three elements defined in (4.13). Then,

∂Ai

∂ρ
= 0,

∂Bi

∂ρ
=
∑

j

ϕi

(
µijUij − µij

J∑
j′=1

µij′Uij′
) ∂

∂ϕiµij
ln(Γ(ϕiµij))


= ϕi

∑
j

µijUijψ(ϕiµij)− ϕi

∑
j

µijUij ·
∑

j

µijψ(ϕiµij)

= ϕi

∑
j

µijUij

(
ψ(ϕiµij)−

∑
j′

µij′ψ(ϕiµij′)
)
,

∂Ci

∂ρ
=
∑

j

(µijUij − µij

J∑
j′=1

µij′Uij′
) ∂

∂µij
(ϕiµij − 1) ln(yij)


= ϕi

∑
j

µij ln(yij)
(
Uij −

∑
j′

µij′Uij′

)
.

By taking the summation of the above, we obtain (4.10).

4.B.2 Second order derivative

Let
Fij = ln(yij)

(
Uij −

∑
j′

µij′Uij′
)
, (4.26)

and
Gij = Uij

(
ψ(ϕiµij)−

∑
j′

µij′ψ(ϕiµij′)
)
. (4.27)

Then,

∂2

∂ρ2 ℓ(y|µ, ϕ) =
n∑

i=1
ϕi

(∑
j

∂µij

∂ρ
· (Fij −Gij) +

∑
j

µij ·
( ∂
∂ρ
Fij −

∂

∂ρ
Gij

))
. (4.28)

Observe that

∂U

∂ρ
= ∂

∂ρ
(M−1WM−1Xβ)

= ∂

∂ρ
(M−1W )M−1Xβ +M−1W

∂

∂ρ
(M−1Xβ)
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= 2M−1WM−1WM−1Xβ = 2M−1WU. (4.29)

Furthermore, since

∂

∂ρ
(µijUij) = µij

∂

∂ρ
Uij + Uij

∂

∂ρ
µij

= 2µijVij + Uij

(
µijUij − µij

J∑
j′=1

µij′Uij′
)
, (4.30)

by taking V = M−1WU , we observe that

∂

∂ρ

∑
j

(µijUij) =
∑

j

(
2µijVij + Uij

(
µijUij − µij

∑
j′

µij′Uij′
))

= 2
∑

j

(
µijVij

)
+
∑

j

(
µijU

2
ij

)
−
∑

j

(
µijUij

∑
j′

µij′Uij′
)

=
∑

j

µij

(
2Vij + U2

ij

)
−
(∑

j

µijUij

)2
. (4.31)

Using (4.29) and (4.30), for all i, j,

∂Fij

∂ρ
= ln(yij) ∂

∂ρ

(
Uij −

∑
j′

µij′Uij′
)

= ln(yij)
(

2Vij −
∑

j′

µij′
(
2Vij′ + U2

ij′

)
+
(∑

j′

µij′Uij′

)2
)
, (4.32)

and then using (4.25),

∂Gij

∂ρ
= ∂Uij

∂ρ

(
ψ(ϕiµij)−

∑
j′

µij′ψ(ϕiµij′)
)

+ Uij
∂
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(
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)
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( ∂
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(
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∑
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)
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J∑
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µij′Uij′

)
ψ1(ϕiµij)

− Uij

∑
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J∑
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)(
ψ(ϕiµij′) + ϕiµij′ψ1(ϕiµij′)

))
.

(4.33)

By introducing Ωij = µijUij and ΩΣ
i =

∑
j Ωij , and noting αij = ϕiµij , we combine

(4.32) and (4.33) to get
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∂

∂ρ
Fij −

∂

∂ρ
Gij = ln(yij)

(
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ij′

)
+ (ΩΣ

i )2
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)
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i

)(
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.

Inserting this expression into (4.28), we can show that ∂2

∂ρ2 ℓ(y|µ, ϕ) is equal to
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.

Furthermore, differentiating (4.10) with respect to γk gives
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.

Finally, to compute the derivative of (4.10) with respect to βpd, we need to compute the
derivatives of Uij and

∑
j µijUij . First, we define Q = M−1WM−1X. Thus, U = Qβ, that

is, Uij =
∑

k Qikβkj . Hence, ∂Uij

∂βpd
= Qip if d = j, and 0 otherwise. Hence, by adapting (4.14)

and (4.15) to X̃, we have

∂

∂βpd
µijUij =

{
Qipµid + UidX̃ipµid(1− µid), if d = j.

−UijX̃ipµijµid, if d ̸= j.
(4.34)

∂

∂βpd

∑
j

µijUij = µid

(
Qip + X̃ip

(
Uid −

∑
j

µijUij

))
= µid

(
Qip + X̃ip

(
Uid − ΩΣ

i

))
. (4.35)

In order to be more concise, we keep the same notations of Fij and Gij defined in (4.26)
and (4.27).

∂2

∂ρ∂βpd
ℓ(y|µ, ϕ) =

n∑
i=1

ϕi

(∑
j

∂µij

∂βpd
· (Fij −Gij) +

∑
j

µij ·
( ∂

∂βpd
Fij −

∂

∂βpd
Gij

))
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Then, ∑
j
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Finally,
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(4.37)

Appendix 4.C Equivalence between crossentropy and
multinomial

Let J ∈ N be the number of classes and K ∈ N the number of features. Let Yi =
(Yi1, . . . , YiJ) ∼ Mult(ni, pi1, . . . , piJ), where

∑
j pij = 1 and

∑
j Yij = ni with Yij non
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negative integers. The probability mass function is

P [Yi1 = yi1, . . . , YiJ = yiJ ] = c(ni)
J∏

j=1
p

yij

ij

where c(ni) is a term depending on ni.

Now consider the multinomial logit model where we link the pj to some covariate X.
Let’s define Xi the K-dimensional vector for the sample i. Then, for βj ∈ RK ,

pij = exp(XT
i βj)∑

j′ exp(XT
i βj′)

. (4.38)

Let θ = (β1, . . . , βJ). The loglikelihood for a sample of N observations is

ℓ(θ; y1, . . . , yn) =
N∑

i=1
ln(c(ni)) +

N∑
i=1

J∑
j=1

yij ln(pij)

∝
N∑

i=1

J∑
j=1

yij ln(pij),

and, by noting ỹij = yij

ni
∈ [0, 1],

ℓ(θ; y1, . . . , yn) ∝
N∑

i=1

J∑
j=1

niỹij ln(pij)

∝
N∑

i=1
ni

J∑
j=1

ỹij ln(pij).

Then, in the case where all the samples have the same size m, we have ni = m for all i.
From this we have that

ℓ(θ; y1, . . . , yn) ∝ m
N∑

i=1

J∑
j=1

ỹij ln(pij)

∝
N∑

i=1

J∑
j=1

ỹij ln(pij) = −CE(ỹ, p).

Appendix 4.D Results of the multinomial model on the
synthetic dataset

Tables 4.9, 4.10 and 4.11 present the bias, standard deviation and mean squared error of the
estimator using the cross-entropy minimization on the synthetic Dirichlet generated data
described in Section 4.3.1. Table 4.12 describes the mean performances of the evaluated
parameters (with n = 1000) on a test set.
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Table 4.9: Bias, standard deviation and mean squared error of the estimated parameters with the
cross-entropy minimization (ρ = 0.1). The results are presented as the mean of the differences on
the 100 iterations, the standard deviation within parenthesis, and the mean squared error within
square brackets.

Spatial Not spatial
Parameter n=50 n=200 n=1000 n=50 n=200 n=1000

β01
0.019 (0.088) 0.002 (0.051) 0.002 (0.022) 0.02 (0.102) 0.0 (0.058) 0.002 (0.025)

[0.008] [0.003] [0.0] [0.011] [0.003] [0.001]

β02
0.021 (0.108) 0.004 (0.048) 0.003 (0.022) 0.037 (0.13) 0.022 (0.056) 0.016 (0.027)

[0.012] [0.002] [0.0] [0.018] [0.004] [0.001]

β11
-0.052 (0.117) -0.02 (0.051) -0.002 (0.023) -0.052 (0.117) -0.018 (0.051) -0.001 (0.024)

[0.016] [0.003] [0.001] [0.016] [0.003] [0.001]

β12
0.141 (0.127) 0.043 (0.076) 0.008 (0.035) 0.145 (0.129) 0.046 (0.077) 0.013 (0.036)

[0.036] [0.008] [0.001] [0.038] [0.008] [0.001]

β21
0.016 (0.12) 0.008 (0.051) -0.001 (0.02) 0.016 (0.118) 0.006 (0.05) -0.002 (0.02)

[0.015] [0.003] [0.0] [0.014] [0.003] [0.0]

β22
0.091 (0.126) 0.031 (0.063) 0.006 (0.031) 0.091 (0.128) 0.031 (0.065) 0.01 (0.033)

[0.024] [0.005] [0.001] [0.025] [0.005] [0.001]

ρ
-0.006 (0.068) -0.003 (0.033) 0.001 (0.013) / / /

[0.005] [0.001] [0.0] / / /

Table 4.10: Bias, standard deviation and mean squared error of the estimated parameters with the
cross-entropy minimization (ρ = 0.5). The results are presented as the mean of the differences on
the 100 iterations, the standard deviation within parenthesis, and the mean squared error within
square brackets.

Spatial Not spatial
Parameter n=50 n=200 n=1000 n=50 n=200 n=1000

β01
-0.001 (0.058) 0.006 (0.031) 0.001 (0.013) 0.013 (0.216) 0.015 (0.115) 0.022 (0.051)

[0.003] [0.001] [0.0] [0.047] [0.013] [0.003]

β02
-0.005 (0.062) 0.007 (0.027) 0.001 (0.013) 0.123 (0.377) 0.206 (0.195) 0.169 (0.086)

[0.004] [0.001] [0.0] [0.157] [0.08] [0.036]

β11
-0.036 (0.104) -0.011 (0.052) -0.002 (0.026) -0.026 (0.139) 0.001 (0.069) 0.007 (0.033)

[0.012] [0.003] [0.001] [0.02] [0.005] [0.001]

β12
0.194 (0.121) 0.055 (0.082) 0.015 (0.036) 0.314 (0.211) 0.211 (0.112) 0.204 (0.054)

[0.052] [0.01] [0.002] [0.143] [0.057] [0.045]

β21
0.033 (0.081) 0.009 (0.05) 0.004 (0.023) 0.017 (0.117) -0.021 (0.066) -0.023 (0.031)

[0.008] [0.003] [0.001] [0.014] [0.005] [0.001]

β22
0.121 (0.114) 0.036 (0.066) 0.01 (0.03) 0.174 (0.194) 0.103 (0.102) 0.11 (0.048)

[0.028] [0.006] [0.001] [0.068] [0.021] [0.014]

ρ
-0.008 (0.036) 0.0 (0.015) 0.001 (0.007) / / /

[0.001] [0.0] [0.0] / / /
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Table 4.11: Bias, standard deviation and mean squared error of the estimated parameters with the
cross-entropy minimization (ρ = 0.9). The results are presented as the mean of the differences on
the 100 iterations, the standard deviation within parenthesis, and the mean squared error within
square brackets.

Spatial Not spatial
Parameter n=50 n=200 n=1000 n=50 n=200 n=1000

β01
0.002 (0.063) 0.0 (0.009) 0.0 (0.004) 0.143 (1.442) 0.062 (0.73) 0.179 (0.292)

[0.004] [0.0] [0.0] [2.099] [0.537] [0.117]

β02
-0.004 (0.088) -0.003 (0.01) -0.0 (0.004) 0.696 (1.836) 0.845 (0.743) 0.726 (0.34)

[0.008] [0.0] [0.0] [3.853] [1.267] [0.643]

β11
-0.188 (0.316) -0.029 (0.054) -0.003 (0.023) -0.22 (0.37) -0.179 (0.155) -0.218 (0.067)

[0.135] [0.004] [0.001] [0.185] [0.056] [0.052]

β12
0.643 (0.355) 0.164 (0.112) 0.033 (0.038) 1.109 (0.426) 1.291 (0.199) 1.32 (0.099)

[0.54] [0.039] [0.003] [1.411] [1.705] [1.752]

β21
0.137 (0.229) 0.031 (0.052) 0.005 (0.021) 0.103 (0.305) 0.065 (0.144) 0.079 (0.058)

[0.071] [0.004] [0.0] [0.104] [0.025] [0.01]

β22
0.5 (0.328) 0.118 (0.081) 0.025 (0.029) 0.76 (0.409) 0.802 (0.162) 0.855 (0.083)

[0.358] [0.021] [0.001] [0.745] [0.669] [0.739]

ρ
-0.004 (0.02) 0.0 (0.003) -0.0 (0.001) / / /

[0.0] [0.0] [0.0] / / /

Table 4.12: Scores between the µ∗ of the test set, and the estimated µ̂ (computed with the
parameters estimated with n = 1000 with the minimization of cross-entropy). The results are
displayed as mean on the 100 iterations (standard deviation).

Model R2 RMSE Cross-entropy Cos similarity

ρ = 0.1 Not spatial 0.9314 (< 10−4) 0.0736 (< 10−4) 0.6655 (0.0001) 0.9856 (< 10−4)
Spatial 0.9338 (< 10−4) 0.072 (< 10−4) 0.6644 (0.0001) 0.9862 (< 10−4)

ρ = 0.5 Not spatial 0.8421 (0.0001) 0.1207 (< 10−4) 0.6764 (0.0002) 0.9618 (< 10−4)
Spatial 0.9414 (< 10−4) 0.07 (< 10−4) 0.627 (0.0002) 0.9872 (< 10−4)

ρ = 0.9 Not spatial 0.274 (0.0021) 0.3121 (0.0002) 0.8576 (0.0019) 0.7877 (0.0003)
Spatial 0.9761 (< 10−4) 0.0535 (< 10−4) 0.3716 (0.0009) 0.9933 (< 10−4)
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Conclusion

Conclusion

In this chapter, we introduced a new model, the Spatial AutoRegressive (SAR) model for a
Dirichlet distribution, as a solution to address spatial characteristics in compositional data.
This model was compared to its non-spatial counterpart and exhibited better performances
in both synthetic dataset and real life datasets.

Additionally, we compared the SAR model to a spatial multinomial model for
compositional data, which yielded superior performance in practical applications. We
hypothesize that this effect comes from the unique nature of our datasets, where the
compositionality is recreated. For instance, in the Maupiti dataset, the labels represent the
cumulative count of pixels in each class, rather than a natural proportion. This peculiarity
could elucidate the SAR Dirichlet’s comparatively lower performance compared to the spatial
multinomial for compositional data.

In light of these results, although the SAR Dirichlet outperforms the non-spatial model,
it falls short of the performance thresholds required for its inclusion in our final framework.
Consequently, it will not be incorporated into the tool, as we prioritize other models
demonstrating superior performance.
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CHAPTER 5

Automated satellite mapping of seabed
classification for coral reef-lagoon

systems

The work in this chapter is in preparation for a submission to Coral Reefs: T. Nguyen, D.
Sous, K. Mengersen, B. Liquet, S. Meulé and F. Bouchette. Automated satellite mapping of
structure-based seabed classification for coral reef-lagoon systems, application to the Maupiti
island.

Synopsis

The objective of this chapter is to present the final satellite-based coral reef mapping tool
that was developed during this thesis.

The workflow consists in combining a pixel-based and an object-based method to increase
the accuracy of the models. These models are a Random Forest classifier and regressor,
trained with the Maupiti dataset. Furthermore, to take into account the spatial effects
without modifying the models, the spatial information of the neighbours are added as
supplementary covariates when training the model.

Two distinct models are trained, each tailored to accommodate diverse satellite sources:
Pleiades and Sentinel-2 satellites. The proposed models can then predict the mapping for a
given input satellite image.

The workflow is adaptable and can be retrained by any user who has suitable training
data.

79



5. Automated satellite mapping of seabed classification for coral reef-lagoon systems

5.1 Introduction

Coral reefs and related lagoon systems are now experiencing a planetary degradation [27],
[183], [356]. An increasing research effort is engaged to track their evolution in time and space,
in particular with large-extent remote mapping techniques such as satellite-based surveys
[37], [63], [298]. A global challenge of coral reef mapping is to identify and to delineate the
different seabed zones, allowing to monitor their response to climatic evolution or human
actions [16], [182], [442]. Each mapping study requires initially to define a classification of
seabed types, i.e. to build a list of distinct classes in which each portion of the real-world
seabed will be assigned to.

The class definition historically relies on a series of criteria built on biologic, ecological,
historical, geomorphic and geological issues, depending on the available data and the
scope and scales of each study [216]. The main approaches, generally referred to as
geomorphic or geomorphological classification, rely on the definition of distinct seascape
types in reef lagoon system, e.g. reef slope, reef crest or lagoon. Based on such types
of classification, several mapping at regional and/or global scales have been developed
[13], [31], [188], [302], [338], [400]. The matching of class definition and nomenclature
is not perfect, and the presence of different levels in most classification increases the
difficulty to reach a common practice. The efforts spent by [216], in the Reef Cover
framework, to unify existing approaches must be emphasized. Considering the cost of
retrieving detailed field observations, in particular when dealing with vast geographic areas
[216], [241] and/or survey at high temporal frequency, automated mapping tools can be
developed to overcome the limitations of man-made zonation. Satellite-based mappings are
overwhelmingly used owing to their unique ability to cover wide spatial extents at relevant
resolution [298]. Built on regional/global geomorphic classifications, several satellite-based
international database projects are useful illustrations of the satellite tool capabilities, see
Allen Coral Atlas https://allencoralatlas.org/atlas/#12.10/-16.4507/-152.2511, the Khaled
bin Sultan Living Oceans Foundation, and the Millennium Coral Reef Mapping Project,
http://www.imars.usf.edu/millennium-coral[13]. A first major issue when deploying a satellite
mapping project is the choice of the satellite data source, based on a compromise between
spatial and spectral resolutions, image cost and space and time covering [298]. Additionally,
satellite imagery has inherent limitations, including issues like sunglint [176], atmospheric
light scattering [156], [173], and the common use of preprocessing techniques such as geometric
[140] and radiometric [313], [315] corrections before it becomes usable. Moreover, satellite
images are vulnerable to cloud coverage, rendering some images inapplicable [118], [211].
Once the image selection is meticulously achieved, and often associated to study-specific
preprocessing steps, the use of machine learning is particularly well-suited for automating
labor-intensive tasks like seabed classification [63], [114], [416]. Two distinct methods are
commonly employed for this mapping [8], [20]: pixel-based classification, which classifies
individual pixels, and object-based classification, which classifies groups of pixels. The former,
even though easier to implement, generally provides lower performances than the latter
[8], [20], [128], [460], because the object-based classification allows to take into account the
information contained in the neighbours. The machine learning models most commonly
used are the Support Vector Machine [162], [329], [438], Decision Trees [329], [438], Neural
Networks [82] and Random Forest [42], [329], [438], the latter being usually associated to
higher performance [298].
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5.2. Materials and methods

While often combined with the geomorphic approach, a second type of classification
relies on the characterization of benthic habitat. The underlying motivation is that the
architectural complexity of the seabed is a major controlling factor not only for the benthic
habitat, because being related to the health and the richness of the reef ecosystem [64],
[161], [326] or even being used as a restoration tool [451], but also for the hydrodynamical
functioning of the reef-lagoon system, the roughness being a governing parameter for wave
sheltering, water level, circulation and residence time [184], [256], [393], [395], [399], [424]
and for the investigation of the founding principles of historical reef formation [334]–[336],
[368], [394]. Benthic classifications generally need high-resolution (sub-metric) data inferred
from field survey, and are therefore limited in terms of spatial covering [171]. In the next
years, the continuous technological advancements may lead to the merging of scaling, i.e.
downscaling/upscaling of geomorphic/benthic approaches [151], [216].

The aim of the present study is twofold. First, we aim to define a classification mainly
based on topography-based features of the seabed. This approach can be considered as a
benthic classification, but we wish to emphasize that the focus is made on the architectural
structure of seabed, i.e. potentially related to physical metrics of the bed geometry [394],
rather than directly connected to habitat-related ecological issues. This expert-based
classification relies on a series of field surveys, using both qualitative observations and
quantitative measurements. The analysis is carried out on a single study site, the Maupiti
island in French Polynesia, selected for the richness of its seabed structure [394]. The second
aim of the present study is to present a high performance satellite mapping tool, in order to
assess the extent to which the topography-based classification inferred from field surveys can
be remotely inferred from automated satellite mapping and therefore to help filling the gap
between geomorphic and benthic mapping approaches. The proposed tool combines pixel-
and object-based approaches [199], [458] in an original way. The first part of the paper is
dedicated to the description of the expert-based zonation and the developed workflow, in
Sections 5.2.2 and 5.2.3, respectively. The results are presented in Section 5.3 and discussed
in Section 5.4.

5.2 Materials and methods

5.2.1 Study site

Maupiti (“the Stucked Twins”) is a diamond-shaped island located in the western part of the
Society archipelago in French Polynesia. It displays a high volcanic central island bordered
by two barrier reefs at east and south-west sides, two emerged vegetated areas (“motus”) on
the north side separated by a system of shallow breaches and a narrow but deep pass at the
southern end.

The Maupiti island has been selected as study site owing to the facts that (i) it encompasses
a wide variety of seabed types, from pure sand areas to well-developed reticulate reef systems,
(ii) it can be considered as a nearly untouched coral reef-lagoon island, with very few
engineered areas and (iii) it has been monitored by a series of recent field campaign during
the MAUPITI HOE project (2018-2022) [394], [397], [398].
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5.2.2 Expert-based zonation

Strategy

The expert-based zonation performed on the Maupiti system was built on three complementary
tools. It was first based on the combination of underwater observations consisting in a series
of underwater pictures, videos and survey notes taken in 2018 and 2021. The second data
source is a Pleiades satellite 4-band image captured on June, 14 2021. Third, a series of high
resolution bathymetric survey have been performed on the field. For this data part, most of
the efforts have been placed on the documentation on the SW barrier reef. The observations
highlighted the fractal nature of the living coral reef colonies and the variability of the reef
elevation statistics, quantified by high-order statistical moments such as the skewness [394].
The final complete mapping of the island is displayed in Figure 5.6.

Classes definition

We defined first two meta-classes, namely Sand and Coral, based on the dominant type
observed on a given area. Each meta-class is then subdivided in a series of classes described
hereafter. The actual class name concatenates the first letter of the meta-class (S or C)
with three letters for the class itself. The Sand metaclass is equivalent to the area called
“reef aprons” defined by [343] for maupiti island, which include bare sand to gravel with
scattered rocky patches, coral heads, and small patch reefs. The related classes are from a
single dominant sand [S-S] area to coral/sand mixtures [S-LSC]. The Coral metaclass gather
classes dominated by coral. An additional Deepwater meta-class is used to describe areas
where depth is too large to allow satellite-based mapping.

• The Spur And Grooves [C-SAG] class refers to a common and striking feature
of shallow fore-reef areas worldwide: "Linear ridges and channels, which are usually
oriented perpendicular to the reef crest and/or the incoming waves, form a comb-tooth
pattern that may develop a relief of 6–8 m and reach from the reef crest down to water
depths of 20 m" [143] (Fig. 5.1H). Research efforts are engaged to better understand
their formation and history [108], [143], [382] and their effect of wave transformation
and water circulation [107], [354], [355], [384].

• The Full Coral class [C-FCO] refers to the very compact, stubby, small scale, living
coral bed in very shallow or partly emerged wave-exposed reef-crest environments (Fig.
5.1A). This is the higher and shallower part of the coral-algal zone (algal ridge/crest)
[232]. The reef geometrical structure is quite regular, with a typical dimensional
scale about 20 cm both in height and length of reef elements and spacing [394]. This
nearly isotropic structure of the FCO class is associated to a weak skewness of the bed
elevation: highs and troughs of the reef colony are rather homogeneously distributed
around the mean bed elevation. The extension of the FCO class generally coincides
with the reach of breaking waves.

• Sand patches are observed in the Mixed Coral Dominance class [C-MCD], but
the coral cover remains dominant. C-MCD is mainly found on the reef flat. This is the
first zone of the transitional area from the C-FCO class over the reef crest to sandy
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Figure 5.1: Illustrative pictures of several seabed classes. A: C-FCO. B: S-LSC. C: S-SSC. D:
S-DS. E: C-MCD. F: C-RER. G: S-MSC. H: C-SAG
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areas of the lagoon. The C-MCD displays an hummocky surface but, by contrast to
the C-FCO class, the bed coverage by coral reef is not complete, the colony being cut
by different gaps and narrows and covered by a film of sand [232] (Fig. 5.1E). The
height scale of the reef colony typically ranges between 0.4 to 0.8 m. Typical depth for
[C-MCD] class is between 0.5 m to 2 m.

• The Reticulate reef - [C-RER] class, also called cellular [50], are defined as a
network of coral-sediment ridges resulting from the “mixture of in situ growth and
detrital sediment on coral-rimmed reticulate ridges. Deeper, narrow ridges consist of
coral-algal structures only; most shallow, broader ridges consist of a double row of
coralgal structures enclosing loose sediment" [368]. Typical depth for C-RER class in
Maupiti is between 5 m to 10 m, the ridge top being nearly at the water surface. Two
distinct length scales should be used to characterise the reticulate reefs, one for the rim
cell size, typically between 50 to 200m, and a much smaller one for the ridge, typically
between 3 and 10m (Figure 5.1F). The C-RER structure is therefore generally marked
by a strongly asymmetric (positively skewed) distribution of bed elevation.

• The Shore Reef - [C-SHR] class describes the shallow fringing reef as defined by
[343], mostly flanked to the main island. It is a compact reef, with decimetric bed
fluctuations, generally living in high turbidity waters in 0 to 2 m depth.

• The Transitional Shore Reef - [C-TSR] class is a transitional structure between
C-RER and C-SHR. Typical depth for [C-TSR] class is between 0 m to 5 m.

• The Abraded Emerged Reef class [C-AER] class is a zone of beach rock mostly
rising above sea level along the seaward side of the motu. The exposed parts of this
abraded reef can be episodically exposed to wave action, in particular during high
wave / high water level periods. This class may be associated with raised beach rocks,
emerged marine notches or abraded reef flats depending on their elevation above sea
level at the time of their formation [67], [323].

• The Coral Dredging - [C-CDR] class corresponds to man-engineered area related
to infrastructure development, leading to a massive destruction/restructuration of the
seabed. In Maupiti, we can observed coral dredging on area composed by Reticulate
reef, Transitional Shore Reef and Shore Reef near the harbour and the old pearl oyster
farm. Typical depth for [C-CDR] class is between 0 m to 2 m.

• The Sand [S-SS] class corresponds to shallow water, nearly pure sand bed. The bed
geometry combines here the sand grain size (typically lower than 1mm) and wave- or
current-generated sand ripples with a typical height of a few centimetres.

• The Depleted Sand [S-DS] class encompasses shallow water sand bed areas partly
abraded or depleted, leaving the dead reef substratum partly apparent and sparsely
covered by coral debris (Fig. 5.1D).

• The Mixed Sand Coral [S-MSC] class is structurally close to the C-MCD, i.e.
dispatched coral reef elements separated by sand-covered lows and throughs and typical
depths are similar (0.5-2.5m). The main difference being that the reef coverage for
S-MSC is lower, typically between 5 and 50 % (Fig. 5.1G). This results in a higher
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positive skewness of the bed elevation [394]. The typical height of the reef pinnacles is
of the order of 1m.

• Intermediate class between S-MSC and S-S or S-DS, the Shallow Sparse Coral
[S-SSC] class is characterised by sandy seabed covered with sparse meter-scaled coral
pinnacles (Fig. 5.1C). The reef cover is lower than 5 %. The bed elevation distribution
is even more positively skewed compared to the S-MSC class.

• The Large Sparse Coral [S-LSC] class describes intermediate to deep water sand bed
area dotted with sparse meter to plurimeter-scaled coral pinnacles with very shallow
colony top (Fig. 5.1B). Typical depth for [S-LSC] class is between 5 m to 15 m.

• In the Deep Water metaclass [DW] class, water depth greater than 15 m. No field
data has been collected in the area, and satellite images cannot give any information
about this deep water.

5.2.3 Automated satellite detection tool

Strategy overview

A short introductory overview of the method is given here while technical details are provided
in the following sections. Note first that we designed our tool to be able to deal with a raw
satellite image, without any preprocessing technique which generally requires a ground-truth
knowledge. The overall aim is to develop a tool able to provide a complete mapping of the
study site, i.e. to predict the spatial distribution of classes. Figure 5.2 displays a schematic
operation diagram of the mapping process. The final product of the tool is to assign a label
at each segment of the map. The segments are subdivisions of the initial image provided by a
decomposition, i.e. the segmentation, of the image into representative geomorphological areas
(Section 5.2.3). The labels provided by the mapping tool contain the expected proportion of
each class for the considered segment, i.e. they form a vector with a length of K, where K
represents the number of targeted classes (in our case, K = 15). A well-classified segment will
therefore be characterized by a clear dominance (high proportion) of a class over the others,
while a poorly classified segment will display a label with uniformly distributed proportion of
classes. The tool is trained and confronted against the expert-based mapping classification
of the Maupiti reef-lagoon system, which provided a single-class label for each part of the
image. The models automatically process the same class at different depths, learning to
differentiate between classes without considering the depth variation.

Our strategy is to efficiently combine both object-based and pixel-based approaches. The
object-based classification is based on the segmented data (Section 5.2.3). Within each
segment, statistical moments are computed for each of the four spectral bands, representing
the first part of the explanatory variables of the dataset. The second part of the variables
is provided by the pixel-based analysis. Based on the reflectance values from a small
square centered on each pixel processed by a Random Forest (RF) classifier, the pixel-based
classification assigns a specific class to each pixel (Section 5.2.3). The pixel-based features
correspond to the number of pixels predicted to belong to each class within the considered
segment. Finally, to obtain a visualizable map from the label data, we assign to each segment
its majority class. Subsequently, we introduce a post-processing step in the workflow to
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correct some misclassified segments. Note that two contrasted satellite sources are used to
test the robustness and versatility of the mapping tool (Section 5.2.3).

Besides, the large size of the training dataset (encompassing millions of pixels) inherently
results in the creation of deep decision trees within the RF models. Consequently, these
models tend to be quite large, often exceeding several gigabytes in size. To address this, for
both the pixel-based and object-based models, we developed two models: a full model and a
lighter version characterized by fewer trees and shallower tree depth in comparison to the
full model.

Figure 5.2: Full pipeline of the mapping tool.
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Data sources

Our mapping tool is applied on two contrasted satellite sources: Sentinel-2 with high
resolution (10m) and Pleiades [144], with very high resolution (2.8m). The Pleiades image
offers exceptional resolution but is costly to obtain, limiting the size of the training sample
for the model (here a single image is used). Additionally, its high resolution results in
larger image sizes and longer processing times. By contrast, Sentinel-2 images are smaller,
facilitating faster processing, which is a clear advantage during model development, and
more easily accessible, allowing a more robust model training over a large database. For a
given application, the final choice for the image source should therefore be dictated by user
expectations and resources.

The Pleiades image is dated 14 June 2021, with minimal cloud coverage (see Figure 5.3).
The size of the image is approximately 3900 × 3500 pixels. Four bands are available, all
spanning a 2.8m resolution: blue, green, red, near-infrared (NIR).

Figure 5.3: Pleiades image of Maupiti island, 14 June 2021.

Our second data source comprises 8 images from the freely accessible Sentinel-2 satellite.
These images were captured between 2020 and 2023 on selected dates with a low cloud cover.
The Sentinel-2 resolution is 10 m for the blue, green, red, and NIR bands. Other bands are
available, but have been discarded owing to their lower resolution (20m or 60m). The size of
a Sentinel-2 image of Maupiti lagoon is approximately 700× 700 pixels.

Pixel-based classification

The aim of the pixel-based classification is to predict the class to each pixel of the image.
The classification accuracy is improved by using the information provided by neighboring
pixels [152], [420]. An image is therefore created by selecting a square of X×X pixels around
the pixel of interest, which creates an image of size X ×X ×N , having as a label the class of
the central pixel (with N the number of bands, here N = 4). The pixels on the image edges
are filled by mirroring the image. The image is then flattened to represent it as a vector of
dimension X2N , and fed to a RF classifier. Other classifiers were tested (Neural Networks,
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Support Vector Machine, Decision Tree) but the RF classifier systematically yielded the best
results. For each input, the RF classifier will return a single class which is the predicted class
of the center pixel.

Pleiades image

For Pleiades image, X is fixed at 7 (square side about 20m). The RF classifier is trained with
5% of the pixels, which is enough to train the model owing to the large size of the Pleiades
image. The classifier finally predicts the label of all the other pixels of the image. To avoid
stocking all the 7 × 7 × 4 images at once (which would lead to a 3900 × 3500 × 7 × 7 × 4
matrix in the case of the Pleiades image), the predictions are made sequentially k rows by k
rows, k being a number specified by the user (specified at 100 in our case).

Sentinel-2 images

For Sentinel-2 images image, X is fixed at 5 (square side about 50m) because of the lower
image resolution. Using larger square with Sentinel-2 did not increase the performance but
decreases the spatial accuracy, while using lower X value yielded inferior performances.

In addition, despite being normalized (level 2A), the Sentinel-2 images exhibit distinct
reflectance values that are non-uniform and non-comparable. We performed a mean centering
and variability reduction, that partially solved this issue. The model is then trained with
8 different images to capture more variability. It is also worth noting that a cloud-free
image may not always be obtainable. To tackle this issue, users can create a mosaic image,
i.e. an image which is a combination of several other cloudy images to obtain an almost
cloud-free image. To take this case into account, one of the 8 training images is a mosaic
image composed of three images (different from the 7 other training images). The 8 training
images are finally displayed in Figure 5.4.

Figure 5.4: Raw Sentinel-2 images of Maupiti island used for training. The sixth image is a
mosaic image.

88



5.2. Materials and methods

Object-based segments regression

Segmentation
The image segmentation is performed using Felzenszwalb’s segmentation method [117]. Other
techniques were tested but lead to lower performance, see Section 5.4. As the segmentation
only takes 3 bands over 4 as an input, the four possible combinations were tested out. The
best performances were obtained with blue, green and red bands, i.e. the NIR band was
abandoned for the segmentation process. An example of the segmentation is shown in Figure
5.5. A series of tests were performed to define the minimum segment size, i.e. the minimum
number of pixels they contain, which can be set through a parameter of the algorithm. Based
on expert-based observations, a large minimum size results on faster computation but lower
accuracy, while small sizes lead to the creation of more segments and slowed the process.
Optimized values are set at 20 and 200 for Sentinel-2 and Pleiades images, respectively, below
which the accuracy was not further improved. Such minimal segment size correspond to
areas between 1600 and 2000 m2, which is in line with the expected representativeness for
geomorphological elements.

Figure 5.5: Example of Felzenszwalb’s segmentation applied to the Pleiades image of Maupiti
island.

Regression
The objects to be classified are the segments, i.e. the groups of pixels previously created
with the segmentation method. Each of them is the statistical unit (i.e., row of the dataset),
and the final length of the dataset will thus be the number of segments created.
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For each segment, the explanatory variables are originating from two sources. The
first source relies on the four statistical moments, i.e. the mean, variance, skewness and
kurtosis of the reflectance values on each band, computed over each segment. These four
statistical moments are chosen because they offer distinct and complementary information
on the reflectance distribution (independence and non-correlation tests were performed using
Principal Component Analysis). The four statistical moments computed over 4 bands provide
16 variables. To include the spatial context in the analysis (e.g. a segment surrounded by
sand is most likely sand as well), the spatially-averaged value of these 16 variables over each
neighboring segment is added to the dataset, resulting in a total of 32 variables. Note that
neighboring segments are here simply defined as the segments sharing a border.

The second source of explanatory variables includes the results of the pixel-based
classification. Within each segment, we enumerate the number of pixels that have been
predicted (by the pixel-based classification) to belong to each class. A data vector of length
K is then produced for each segment, where the j-th value is the proportion of the pixels
belonging to class j. By definition, this is a compositional data [5]. Similarly to the statistical
moments, the spatial context is accounted for by including the spatially-averaged values of
the neighbouring segments, which adds 2×K = 30 explanatory variables to the dataset, for
a total of 62 variables.

Finally, during the training phase, we create the labels of this dataset (the target variable)
to train the model. We want to obtain, for each segment, the true proportion of pixels
belonging to each class. We hence perform the task of enumerating within each segment the
number of pixels truly belonging to each class, from the ground-truth expert-based zonation.
This gives a compositional vector of length K.

The shape of the labels, being compositional, is very special as most problems often focus
on single-class classification or regression, or multi-output not being compositional. In our
case, we decided to keep this shape because we were interested in the proportions of each
class in each segment. One could argue that the proportion could also be obtained by the
probability vector resulting in most models, however the accuracy of this output is higher
when the model is initially trained with the compositional label.

The model selected is a RF regressor, as it was the one giving the best results and is
often the best suited for coral mapping [298]. We proceeded to training and testing with a
5-fold cross-validation repeated over 10 times.

The object-based regressor provides a compositional vector label for each segment, which
holds valuable information in its own right. However, to create a visual representation of the
results at this stage, we take the argmax of this vector, (i.e. we use a maximum a posteriori
decision rule). This operation allows us to assign each segment to the predominant class
within it, enabling us to generate a visualizable map of the data.

Post-processing

At the end of the workflow, we introduce a final step aimed at refining the generated
map through post-processing. The core concept behind this step is to rectify potential
misclassifications. The approach is to compare each segment with all of its neighbors. If all
the neighbors belong to the same class, we assign that class to the segment in question.

This post-processing strategy has demonstrated its effectiveness for relatively small
segments where having an isolated segment of a particular class appears incongruous. However,
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this approach may yield suboptimal results with larger segment sizes, as it becomes more
plausible to encounter isolated segments that do not align with their neighbors.

Performance metrics

We define the pixelwise score of a mapping as the number of correctly predicted pixels
divided by the total number of pixels. For the regression on the segments, the pixelwise
score is computed after attributing to each pixel the majority class of the segment it belongs
to. The ideal pixelwise score of a given segmentation is the score obtained when using the
expert-based mapping. If the segmentation perfectly extract the same patterns than the
expert, then the ideal pixelwise score is 1. In practice, this score is more often around 0.9. To
remove this segmentation effect in the model evaluation, we can define the scaled pixelwise
score as the score divided by the ideal pixelwise score. A high scaled score means that the
mapping would be highly accurate if the segmentation was good. The pixelwise score is
always computed after excluding land and ocean classes, because they are easy to predict
and can represent a large amount of the dataset, thus introducing a bias in the score. Pixels
used for training the regressor are excluded during the score computation.

Two metrics are used to compute the prediction accuracy for compositional data labels.
The first one is the coefficient of determination R2, which can be computed on each class
and then averaged. By denoting yij the real value of a sample i for a class j, and ŷij its
predicted value, the coefficient of determination for the class j is

R2
j = 1−

∑n
i=1(yij − ŷij)2∑n
i=1(yij − ȳj)2 ,

where ȳj represents the mean of the values in the jth class.
Another suitable metric to compare the distance between two compositional labels is the

cosine similarity [294], [389], [454], representing the cosine of the angle formed between the
two vectors,

Cos similarity = 1
n

n∑
i=1

yiŷ
⊤
i

∥yi∥2 · ∥ŷi∥2
,

where yi (resp. ŷi) is the compositional vector of all the classes for the sample i (resp. its
predicted value).

Evaluation strategy

Both training and testing sets are defined for each image source. For Sentinel-2, the training
set is the 8 training images displayed in Figure 5.4 and the testing set are two unseen images
(see Section 5.3.2). For the single Pleiades image, the training set consists of randomly
selecting 80% of the segments, and the testing set is the remaining 20%. The model is
evaluated on three different levels.

• Pixel-based only: the pixel-based model training against the whole training set being
computationally prohibitive, the training is carried out using a subset of the training
set. For both Pleiades and Sentinel-2, the subset consists in selecting a maximum of
50,000 of each class, acknowledging that some smaller classes have a maximum of only
10,000 points. Note that these points are only selected among the training data, so the
testing data only consists of unseen pixels and segments. Then, a map of the whole
testing set is predicted and the metrics are measured on it.
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• Object-based: the object-based model is trained on the full training set, and then
used to predict the labels for each segment over the test image. For each segment,
the maximum a posteriori is computed and we assign a single class to the segment.
Similarly as for the pixel-based, for Pleiades the metrics are only measured on the
testing set.

• Post-processing: this steps corresponds to the final, post-processed map.

We also performed hyperparameter tuning to find the optimal parameters of all the
models.

5.3 Results

5.3.1 Expert-based Maupiti mapping

The expert-based zonation produces the map displayed in Figure 5.6. On the square center on
the island, approximately 50% of the pixels are either ocean or land and are thus unclassified
(white color). Among the remaining 50%, the classes are highly unbalanced, with more sand
than coral. The spatial distribution of the area covered by each class is given in Table 5.1.
In more details, one notes the cross-shore gradient in seabed type at both main barrier reefs
(South-West and East) with, from the forereef to the inner lagoon, the nearly systematic
succession of C-SAG, C-FCO, C-MCD, S-MSC, S-SSC and S-DS. The S-SS class develops in
areas of sediment convergence, at both sides of the central island and at the nothern deposit.
C-SHR class is, by definition, observed around the central island, while C-RER displays two
distinct areas west and southwest of the central island. The shallow part of the northern
breaches displays a mixing of S-MSC, C-MCD and C-AER.

Table 5.1: Area covered by each class.

Coral superclass Sand superclass
Class AER CDR FCO MCD RER SAG SHR TSR DW DS LSC MSC SS SSC

Area (%) 0.5 0.1 2.7 6.3 6.4 4.9 3.1 1.5 1.7 19.1 31.1 4.6 5.8 12.1

5.3.2 Automated mapping tool

Pleiades results

The hyperparameters used to train the models are presented in Appendix 5.A. For this single
image data, the results are computed based on a 5-fold cross-validation strategy, with 10
repetitions. The training subset, created by selecting a maximum of 50,000 points of each
class, spans approximately 5% of the total dataset.

For the pixel-based model, after hyperparameter tuning, the full model has 200 trees with
depths of up to 40 and the light model has 50 trees with maximum depth of 15. The full
model occupies 3.58 gigabytes (GB) of storage space, while the lighter model is significantly
smaller at 92 megabytes (MB). In contrast, the object-based model is already relatively
compact, utilizing only 50MB of storage space with 200 trees and a maximum depth of 20.
However, due to its dependency on the outputs of the pixel-based model, we trained two
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Figure 5.6: Expert-based zonation of seabed classes. Right: satellite view and zone
delimitation. Left: complete expert-based zonation.

versions of the object-based model. Each of these versions utilizes either the output of the
full pixel-based model or the light pixel-based model.

Despite being less accurate, the lighter model serves two crucial purposes. First, it
facilitates easy distribution to users, ensuring that they can efficiently access and use the
model without the burden of handling a massive file (the light model is below the GitHub
file size limit of 100MB). Second, it significantly speeds up loading times, enhancing the
overall user experience by reducing the time required to deploy the model for analysis. The
performances for the full (resp. light) model are presented in Table 5.2 (resp. Table 5.3).

Table 5.2: Mean performances of the full Pleiades model with a 5-fold cross-validation
repeated 10 times. The standard deviation appears within parenthesis.

Model Pixelwise Scaled pixelwise R2 Cos sim.
Pixel-based only 0.8208 (0.0073) - 0.6765 (0.0203) 0.9551 (0.0008)

Object-based 0.8636 (0.0083) 0.9369 (0.008) 0.9217 (0.0008) 0.9916 (0.0004)
Post-processing 0.8659 (0.0086) 0.9394 (0.0079) - -

In these tables, the metrics are not only applicable to all the models. For instance,
the pixel-based model does not depend on a segmentation, so it does not have any scaled
pixelwise score. The R2 and cosine similarity metrics are computed on compositional vector
labels, but the post-processing step only has a single class label associated to each segment.
Because of that, it cannot have these metrics.
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Table 5.3: Mean performances of the light Pleiades model with a 5-fold cross-validation
repeated 10 times. The standard deviation appears within parenthesis.

Model Pixelwise Scaled pixelwise R2 Cos sim.
Pixel-based only 0.7616 (0.0091) - 0.3831 (0.03) 0.8887 (0.0071)

Object-based 0.849 (0.0079) 0.9211 (0.0077) 0.8887 (0.0071) 0.9862 (0.0004)
Post-processing 0.8534 (0.0083) 0.9258 (0.0076) - -

For both models, the performances measured on all the metrics are improved across the
different steps of the workflow. For the full model, the pixelwise score goes from 82% for the
pixel-based classifier to 86% for the object-based regressor. The improvement is higher with
the light model, where the pixelwise score goes from 76% to 85%. The R2 also shows an
important improvement, from 0.68 to 0.92 for the full model, and from 0.38 to 0.89 for the
light model.

When comparing the performances between the full and light model, there are no
significant differences in the final performance between the full and light models. The
only noticeable distinction emerges when examining the pixel-based classifier, where a 3%
difference between the two models is observed. It is worth noting that the object-based
regressor does not show any degradation in performance between the two model variants.

Sentinel-2 results

The hyperparameters used to train the models are presented in Appendix 5.A. As we work
with various Sentinel-2 images, we are able to evaluate the models on different datasets. We
conducted performance tests on two distinct images for a comprehensive assessment:

1. A good quality image dated August 23, 2023, free from any cloud cover.

2. A mosaic image created by combining several cloudy images dating between 2021
and 2023. We assembled this mosaic in a way that minimizes cloud cover. Assessing
performance on this second image is essential as it may represent the only available
dataset for some users.

Similarly as Pleiades data, a full and a light model are built. The full pixel-based model
is 3.15GB, and the light model is 97MB. For the object-based model, the full version is
298MB and the light one 87MB. We present the performance results of the full (resp. light)
model in Table 6.1 (resp. Table 5.5).

Table 5.4: Performances of the full Sentinel-2 model. The ideal pixelwise score is indicated
within parenthesis below the image name.

Validation image Model Pixelwise Scaled pixelwise R2 Cos sim.

23-08-2023 image
(Ideal = 0.9051)

Pixel-based only 0.7955 - 0.7000 0.9315
Object-based 0.8123 0.8974 0.7933 0.9541

Post-processing 0.8130 0.8983 - -

Mosaic image
(Ideal = 0.9043)

Pixel-based only 0.7529 - 0.6296 0.9132
Object-based 0.7934 0.8774 0.7256 0.9415

Post-processing 0.7942 0.8782 - -

Similarly to the Pleiades image, the performances of the full and light model are similar,
excepted when examining the pixel-based classifier only which shows a slight difference of
3% for the cloudfree image and 2% for the mosaic image.
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Table 5.5: Performances of the light Sentinel-2 model. The ideal pixelwise score is indicated
within parenthesis below the image name.

Validation image Model Pixelwise Scaled pixelwise R2 Cos sim.

23-08-2023 image
(Ideal = 0.9051)

Pixel-based only 0.7625 - 0.6204 0.9143
Object-based 0.8086 0.8934 0.7712 0.9509

Post-processing 0.8095 0.8943 - -

Mosaic image
(Ideal = 0.9043)

Pixel-based only 0.7308 - 0.5641 0.8991
Object-based 0.7962 0.8804 0.7115 0.9416

Post-processing 0.7970 0.8813 - -

Comparing the pixelwise score on the good quality, cloud-free image with that on the
mosaic image logically reveals better results for the former. However, the difference is
relatively small, with only a 2% decrease for the full model and a 1% decrease for the light
model. This demonstrates that the model has effectively learned to handle variability during
the training phase, enabling it to generate accurate maps from images with different levels
of inherent variation. The primary variation between the two types of images is in the R2

score, which exhibits a 7% difference.
At each of the three steps (pixel-based, object-based, post-processing), it is possible to

create a map. Figure 5.7 displays the three maps returned by the model with the 23-08-2023
satellite image.

(a) Pixel-based map (b) Object-based map (c) Post-processed final map

Figure 5.7: Maps created by the model with the 2023-08-23 Sentinel-2 image as an input.

5.4 Discussion and conclusion

Monitoring coral reefs in order to assess their reactions to environmental changes is both a
crucial need for coral habitat protection and restoration and a significant scientific challenge
[16], [216]. To be practically operable, monitoring study rely on seabed mapping, i.e. the
assignation of specific classes to distinct areas of the considered reef system. The first necessary
step is therefore to define an ensemble of the specific classes that must be distinguished. The
strategy used here is to base the classification on fine topographical features of the seabed,
which can be considered as a variation of usual benthic classifications [151]. The aim of
such topography-based classification is to map and to monitor the geometrical structure of
seabeds, which is of primary interest for habitat surveys, parameterization of wave-circulation
numerical models and sedimentary and morphodynamical studies. A specific set of classes
has been therefore proposed to establish an expert-led mapping of the study site from
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field and high-resolution satellite date. Due to the permanent adaptation of biological
and geological processes to meteo-marine forcing exposure [101], the obtained mapping in
Figure 5.6 has naturally significant matching with existing geomorphic classification [13].
Therefore, partial similarities can be found between the present classes and more traditional
geomorphic compartments [216]. However, it should be emphasized that the variability of
seabed architecture observed on the Maupiti study site can not systematically be described
using geomorphic classes. Moreover, as a complement to traditional geomorphic and habitat-
related approaches, the longer term aim of the present project is to build a quantitative
description of seabed architecture, i.e. based on measurable metrics of the high-resolution
(sub-metric) seabed elevation. This work will be fed by ongoing and future high-resolution
surveys.

The second crucial step of coral reef monitoring is the development of automated tools
on satellite imagery, targeting the scale convergence between downscaling of remote sensing
and upscaling of in-situ observations [216], [298]. A key point of the present study is the
comparative application of the mapping tool on two different image sources aiming to assess
the versatility of the proposed approach. The two present models designed for Pleiades
and Sentinel-2 serve distinct purposes and are evaluated on different types of data. Their
performances should be interpreted in light of these differences. The Pleiades model’s
performance serves as a base benchmark for the proposed methodology. This model is trained
on exceptionally high-resolution imagery (2.8 meters) and undergoes a 5-fold cross-validation
on the same image. However, it is worthwhile to note that this approach may not fully
capture the inherent variability present in all satellite images. Even with corrections applied,
images of the same location captured at different times can exhibit variations in reflectance
values [251]. Therefore, when assessing the high performance of the Pleiades model, which
achieves over 86% pixelwise accuracy and a R2 score of 0.92, it remains essential to consider
the testing set which does not vary from the training set, thus making it easier to perform
well. On the other hand, the performance of the Sentinel-2 model provides a more realistic
view of its usability in practical scenarios, given that Sentinel-2 has been widely used in
the recent years for mapping purposes [298], [322]. This model is evaluated on two unseen
images, representing the challenges users may encounter: either a good quality, cloud-free
image from August 23, 2023, or a mosaic image constructed to mitigate cloud cover (along
with the associated variability). In these real-world scenarios, the accuracy slightly decreases
to a range between 79% and 81%, with the R2 score dropping to less than 0.8.

The study evaluated the proposed trained workflow on two Sentinel-2 images, reflecting
two real-world scenarios users may encounter: either using a good quality, cloud-free image,
or a mosaic image reconstructed to mitigate cloud cover. The major difference in performance
between the two images comes from the R2 score. However, this score represents the model’s
ability to predict compositional labels, which may be less critical for users solely interested
in obtaining a geographical map of a location. While it remains advisable to use high-quality,
cloud-free images when available, the model maintains consistent performance even with
mosaic images, ensuring its reliability across diverse real-world scenarios [129], [248].

For each satellite model, we have introduced two variants: a full model and a lighter one.
The full model acts as a reference point, providing insights into the potential performance
of our methodology. However, distributing this full model presents challenges due to its
substantial size, weighing several gigabytes. Consequently, we have developed a lighter model
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with equal performance, ensuring practical usability. The only difference between the two
models was found on the pixel-based, which showed a slightly better performances for the
full model. This may be attributed to the fact that the most important reduction in size
between the full and light models is found within the pixel-based classifier. Indeed, its light
version is 30 times smaller than its full counterpart, inevitably impacting its performance to
some extent [332], [373]. On the other hand, the object-based regressor has the same size for
both models, and does not show any difference in performances.

Moreover, the workflow proposed in this paper has been applied to coral reef mapping, but
its structure can be adapted beyond this scope. Our work was thought so that the proposed
tool is adaptable and can be retrained to handle different types of data. For instance, the
workflow has been tested with geomorphic and benthic data of the Great Barrier Reef
from the Allen Coral Atlas project [32], by considering their maps as expert-based maps.
The results were consistent, although not publishable due to the nature of the Allen Coral
Atlas maps, which are already generated by machine learning models, thereby lacking the
rigor associated with a ground-truth map. A significant limitation to the retraining process
is that it requires access to a full ground-truth map, which can be challenging to obtain.
Nevertheless, even when only a limited number of ground-truth points are available, users
can still use the first part of the workflow. Indeed, the pixel-based classification, which relies
on sparse points (although a substantial quantity of them), can be executed independently.
One possible approach for a user who lacks a full ground-truth map is to conduct both the
segmentation and the generation of the pixel-based map. Afterwards, for each segment and
each class, users can count the number of predicted pixels belonging to each class within that
segment. Subsequently, the majority class can be assigned to all the pixels in that segment.
We refer to this process as “smoothing” [311] and give an example in Appendix 5.B.

Furthermore, the use of different segmentation techniques has not been thoroughly
addressed in this work. We see that the optimal pixelwise score, which assesses how
well a segmentation aligns with the expert-based mapping, frequently hovers around 90%.
Essentially, this implies that the highest achievable accuracy for any model was 90%. In
practice, our model for Sentinel-2 data achieved approximately 80% accuracy, equivalent to
about 89% when scaled against the best possible performance. During the development of
this tool, we explored several segmentation methods, including Felsenszwalb’s method [117]
as well as Quickshift [427], SLIC [1] and compact wathershed [296]. Among these options,
Felsenszwalb’s method delivered the best results, that is why we kept it in our tool. However,
it’s worth noting that all of these methods are over a decade old, and we did not delve deeper
into exploring newer alternatives. Hence, there is a promising avenue for improvement by
incorporating state-of-the-art segmentation algorithms into our workflow. To illustrate the
potential impact, imagine we find a segmentation technique achieving a score of 95%. If
we assume that our scaled score remains consistent, this enhancement could elevate the
final tool’s accuracy to almost 85%. Therefore, exploring and implementing an advanced
segmentation algorithm holds the potential for a substantial performance boost.

In conclusion, we have introduced a workflow capable of delivering highly accurate
topography-based seabed mappings derived from satellite imagery. We tested its performance
on two satellite sources with varying resolutions to demonstrate its effectiveness across
diverse images. Moreover, our workflow is adaptable, allowing for retraining on various
datasets and providing maps for different sources, and easily testable on other types of seabed
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classifications. The provided tool is pre-trained and readily applicable for use with Sentinel-2
images.
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Appendix 5.A Hyperparameters of the models

The models for the Sentinel-2 data are trained with the scikit-learn Python library. The pixel-
based model is a RandomForestClassifier and the object-based is a RandomForestRegressor.
The hyperparameters used for both of them are indicated in Table 5.6 for the Pleiades
model, and Table 5.7 for the Sentinel-2 model. The arguments max_depth and n_estimators,
respectively representing the maximum depth of a tree and the number of trees, depend on
whether the full or light version is used.

Table 5.6: Hyperparameters of the RF models for the Pleiades data. The random_state
argument is 0 for both of them.

Hyperparameter name Pixel-based RF Object-based RF
criterion ‘gini’ ‘squared_error’

max_features ‘sqrt’ ‘sqrt’
min_impurity_decrease 0 0

min_samples_leaf 1 1
min_samples_split 4 5
max_depth (full) 40 20

n_estimators (full) 200 200
max_depth (light) 15 15

n_estimators (light) 50 80

Table 5.7: Hyperparameters of the RF models for the Sentinel-2 data. The random_state
argument is 0 for both of them.

Hyperparameter name Pixel-based RF Object-based RF
criterion ‘gini’ ‘squared_error’

max_features ‘sqrt’ ‘sqrt’
min_impurity_decrease 0 0

min_samples_leaf 1 1
min_samples_split 4 5
max_depth (full) 50 20

n_estimators (full) 400 300
max_depth (light) 15 20

n_estimators (light) 50 80

Appendix 5.B Performances of the smoothed pixel-based
model

We take the example of the prediction on the 23-08-2023 satellite image. We first predict the
pixel-based map (Figure 5.B.1a). Then, we proceed to the segmentation and each segment is
assigned to the majority predicted class of its pixels. This gives a map that looks smoother
than the pixel-based one (Figure 5.B.1b) because it erases the individual pixels by grouping
them with their neighbours. By stopping at this step, it is possible to train the pixel-based
model only with sparse ground-truth points.

In Tables 5.8 and 5.9, we compare the performance of the smoothed pixel-based map to
that of other maps when utilizing the full model on both Pleiades and Sentinel-2 images.

For Pleiades imagery, the performances of the smoothed pixel-based map are higher
than the performances of the pixel-based map, but lower than the object-based map. In
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(a) Pixel-based map (b) Smoothed pixel-based map

Figure 5.B.1: Pixel-based map and smoothed pixel-based map with the 2023-08-23 Sentinel-2
image.

Table 5.8: Mean performances of the full Pleiades model with a 5-fold cross-validation
repeated 10 times. The standard deviation appears within parenthesis.

Model Pixelwise Scaled pixelwise
Pixel-based only 0.8208 (0.0073) -

Smoothed pixel-based 0.8409 (0.0076) 0.9123 (0.0082)
Object-based 0.8636 (0.0083) 0.9369 (0.008)

Post-processing 0.8659 (0.0086) 0.9394 (0.0079)

Table 5.9: Performances of the full Sentinel-2 model. The ideal pixelwise score is indicated
within parenthesis below the image name.

Validation image Model Pixelwise Scaled pixelwise

23-08-2023 image
(Ideal = 0.9051)

Pixel-based only 0.7955 -
Smoothed pixel-based 0.7760 0.8574

Object-based 0.8123 0.8974
Post-processing 0.8130 0.8983

Mosaic image
(Ideal = 0.9043)

Pixel-based only 0.7529 -
Smoothed pixel-based 0.7486 0.8278

Object-based 0.7934 0.8774
Post-processing 0.7942 0.8782

contrast, when applied to Sentinel-2 imagery, the performance of the smoothed pixel-based
map is lower than that of the original pixel-based map. This discrepancy arises because some
correctly classified pixels are reassigned to an incorrect class due to the misclassification of
other pixels within the same segment.

Our observation suggests that the smoothing step is particularly effective with very
high-resolution images like Pleiades, where it improves overall performance. However, its
efficacy may diminish when applied to lower-resolution images, such as Sentinel-2, where the
trade-off between improving misclassified pixels and potentially affecting correctly classified
ones becomes more pronounced.
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Conclusion

This chapter introduced the workflow developed throughout the course of this thesis. The
final tool was trained and tested using data from two distinct satellite sources: Pleiades
and Sentinel-2, each characterized by varying spatial resolutions. The workflow consistently
delivered strong performance for both sources, achieving an accuracy exceeding 85% across
15 distinct classes.

The workflow utilizes supervised Random Forest models and combines pixel-based and
object-based methodologies. Additionally, to account for spatial dependencies, it incorporates
the spatial information by computing the averages of explanatory variables from neighbouring
points.

As it stands, the tool is fully trained and readily operational for use with Sentinel-2
satellite images. Moreover, the models are adaptable and can be re-trained as necessary to
address the specific requirements of users, thereby extending the tool’s utility to a wide array
of applications, for instance the classification of forests or ice sheets.

101





CHAPTER 6

Conclusion

6.1 Context

In the midst of the global climate change crisis and the alarming decline in biodiversity, it
has become imperative to study species and gain insights into their locations and temporal
dynamics. A pivotal tool for achieving this is the creation of presence maps that capture
various attributes of these species.

This thesis places its focus on coral reefs, with a specific case study centered around
Maupiti island in French Polynesia. Gathering data on coral reefs can be an arduous task
for several reasons. Firstly, the sheer expanse of these ecosystems, such as the Great Barrier
Reef spanning 348,000 square kilometers, often exceeds the coverage of human expeditions.
Secondly, many coral reefs are situated in remote and less accessible locations, exemplified
by the case of French Polynesia. To address these challenges, we turned our attention to the
potential of satellite imagery as a valuable resource for mapping coral reefs.

Given that manual mapping of such expansive areas can be exceedingly labor-intensive,
this thesis delves into the realm of machine learning algorithms as a solution. What sets
our expert-based data apart is the availability of a full ground-truth map, in contrast to
sparse point-based references. This attribute opened doors to employ methods that would
otherwise be impractical.

The development of this mapping tool brought to light two challenges: the intricate nature
of compositional data, a distinctive type of data that conveys relative information; and the
spatiality in the dataset. Compositional data appeared during the segmentation of satellite
images, where pixels are grouped based on shared features. Spatiality naturally emerged
from the fundamental handling of satellite imagery. The primary objective of this thesis
was to discern the most effective techniques for handling the compositionality and spatial
characteristics within this data. Furthermore, we aimed to identify the models best suited to
process this compositional data, with the ultimate goal of generating satellite-derived coral
reef maps.

6.2 Contributions

This thesis introduced an automated satellite-based mapping tool capable of generating coral
reef maps with an 85% accuracy across 15 distinct classes. Beyond this tool, which is readily
applicable to Sentinel-2 and Pleiades images, the proposed workflow can be easily replicated
by anyone with access to the necessary training data (a full ground-truth map). The research
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unfolded through four distinct studies.

Literature review

The first study was a literature review of the scientific papers published between 2018 and
2020 that focused on multispectral satellite-based coral classification. This review served as
the foundational step in our research, providing valuable insights into multispectral satellite
imagery, preprocessing techniques, pixel-based and object-based methods, as well as the most
efficient machine learning models.

This chapter showed the superiority of two models: the Random Forest (RF) and the
Neural Network (NN). In the final mapping tool, we made the choice to only use the RF
for both the pixel-based and the object-based models. This choice was driven by the better
performances of the RF after trying both of them.

Besides, this first study highlighted that preprocessing algorithms globally improved
model accuracy. However, in our tool, it appears that we did not employ these preprocessing
algorithms. Below, we provide a breakdown of each preprocessing technique mentioned in
the same order as Chapter 2, explaining whether we utilized it and the reason behind our
choice.

1. Clouds and cloud shadows: The Pleiades image we employed was nearly cloud-free,
except for a small cloud on land. For Sentinel-2 images, we carefully selected ones
with relatively low cloud cover (<5%). We also generated a composite image from
multi-temporal images to test the model’s performance on this kind of images.

2. Water-column correction: We implemented Lyzenga’s water-column correction
algorithm [258] during the thesis and made it publicly available on GitHub (https:
//github.com/teongu/lyzenga1978). Although we did not subject it to rigorous cross-
validation testing, initial results indicated only marginal performance enhancement.
Additionally, the algorithm required prior knowledge of bathymetry, limiting its
accessibility. Consequently, we decided not to include it in the final mapping tool.

3. Light scattering: This phenomenon was automatically corrected in the acquired
satellite images.

4. Masking: Since we primarily used low-cloud-cover images, we estimated that cloud
masking was unnecessary. For ocean and land classes, we retained them as separate
categories and reduced their prevalence through undersampling to maintain a balanced
dataset without overemphasizing these classes.

5. Sunglint removal: We developed Hedley’s deglint method [176] with one of my
interns. While a comprehensive evaluation was not conducted, initial results did not
demonstrate significant performance improvements. To avoid increased computational
time and user burden (requiring users to define a sunglint zone), we chose not to include
it.

6. Geometric and radiometric corrections: Both the Pleiades image and Sentinel-2
level 2A images we utilized had already undergone these corrections.

7. Contextual editing: We implemented a simple post-processing step in which we
examined each segment’s neighbors. If all neighbors belonged to the same class, we
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assigned that class to the segment. This strategy proved effective for relatively small
segments but may yield suboptimal results with larger segment sizes. However, we
did not conduct an in-depth post-processing editing, which would necessitate a deep
understanding of reef patterns (which I currently lack). Therefore, the potential of
contextual editing remains unexplored.

SMOTE for Compositional Data

The second study introduced SMOTE for Compositional Data (SMOTE-CD), an adapted
oversampling method for compositional data based on the original SMOTE algorithm [75].
Compositional data are data carrying relative information, and they became a focal point
during our tool’s development. Indeed, each segment we worked with had labels representing
proportions of various constituent classes.

As the need to balance dataset emerged to enhance the model’s performance, we found
no existing method in the literature to address this specific requirement. Consequently,
we developed our own method to address this gap. While this technique proved effective
for a limited number of classes, its efficiency diminished with a higher number of classes,
rendering it unnecessary for our study, which involved 15 classes. Besides, even though the
performance of the final mapping tool showed slight improvements with SMOTE-CD, we
ultimately decided against its use. Indeed, the need for SMOTE-CD was deemed unnecessary
because we already had a substantial number of training segments, exceeding 40,000. This
quantity was more than enough for efficient model training. Besides, SMOTE-CD, as an
oversampling technique, augmented the number of segments, hence slowing down the training
process.

Consequently, we opted not to utilize SMOTE-CD in our workflow, considering the
trade-off between its potential benefits and the significant increase in computational time it
introduced.

SAR Dirichlet

Compositional data also played a pivotal role in the third study, where we incorporated
spatial information into such data. Drawing upon the Dirichlet distribution, a naturally
well-suited distribution for compositional data, we developed a Spatial AutoRegressive (SAR)
model by introducing a spatial lag term to a Dirichlet regressor. Although this enhancement
did indeed improve performance compared to a non-spatial Dirichlet model, we made decision
not to include it in our final workflow for two reasons.

First, the SAR Dirichlet model is very slow, both for training and for prediction. Notably,
the time cost of the model is in O(n3), with n the number of samples. Given that the model
was starting to be slow to process with 10000 samples, it was not manageable to use it in
the real framework where the number of segments can be hundreds of thousands. However,
this first reason is mainly caused by the fact that we did not have enough time to tackle
the matrix inversion problem that arises in the SAR model. Indeed, by avoiding to inverse
the matrix or using more optimal methods, the computational time could be highly reduced
[160], [312].

The second, and arguably more crucial, reason for not incorporating the SAR Dirichlet
model into the final tool was its performance. While the model performed reasonably well
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with a small number of classes (fewer than 5), its effectiveness diminished when dealing with
a higher number of classes. In our case, which involves 15 classes, the SAR Dirichlet model
delivered unsatisfactory results, and its accuracy fell significantly short of expectations. The
SAR Dirichlet model was outperformed by other machine learning models, notably the RF.
Consequently, the latter was chosen for our final workflow.

Mapping tool

In the last study, the final mapping tool is presented. The originality of the methodology
lies in the ground-truth data, because rather than relying on a conventional sparse sampling,
we possess the complete mapping of Maupiti lagoon. This distinctive advantage enabled us
to develop a workflow integrating both pixel-based and object-based models, hence reaching
an accuracy exceeding 85%.

Two models are proposed, trained with different satellite images having different resolution
(2.8m for Pleiades, 10m for Sentinel-2). From this study only, we can not compare the
performances of the two models because they are not tested on a fair ground: the Pleiades
model is tested on the same image it is trained with, while the Sentinel-2 model is tested on
different, unseen images, exposing it to the variability of the reflectances perceived by the
sensor.

To avoid this bias, we also trained and tested a model on a single Sentinel-2 image
(23rd August 2023), using a 5-fold cross-validation, to be able to compare it equally to the
Pleiades model. The results, presented in Table 6.1, suggest that the performances of this
Sentinel-2 model are equivalent to the Pleiades model presented in the last chapter. This is
interesting as it means that an increase in resolution does not necessarily imply an increase
in performances.

Table 6.1: Mean performances of the full Sentinel-2 model on a single image, with a 5-fold cross-
validation repeated 10 times. The standard deviation appears within parenthesis.

Model Pixelwise Scaled pixelwise R2 Cos sim.
Pixel-based only 0.8282 (0.0106) - 0.8877 (0.0111) 0.9769 (0.0008)

Smoothed pixel-based 0.8313 (0.014) 0.9112 (0.0132) - -
2nd round 0.8553 (0.012) 0.9376 (0.106) 0.9197 (0.0101) 0.9922 (0.0005)

2nd round + post-processing 0.8623 (0.0118) 0.9452 (0.0105) - -

We believe that there are two reasons for which a user might want to use a Sentinel-2
image instead of a high-resolution image like Pleiades. First, the price: Sentinel-2 images are
free of access while high-resolution images are often quite expensive to acquire, especially if
we want to cover a large area. Second, the computational speed: because of their difference
in resolutions, it is between 10 and 15 times longer to map a Pleiades image compared to
a Sentinel-2 image. This difference may be negligible when mapping a small area, that
would take one hour instead of a few minutes, but it becomes problematic on larger areas.
For instance, for an area of hundreds of kilometers square, the computation may take days
instead of hours, which is not affordable by everyone.

Code distribution

Finally, a substantial portion of the work are available on GitHub https://github.com/teongu,
along with tutorial to ease their application. These resources include the Lyzenga’s water
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column correction, the SMOTE-CD, the SAR Dirichlet and the final mapping tool. To
enhance usability, we also developed a Python package for SMOTE-CD (https://smote-
cd.readthedocs.io/en/latest/).

6.3 Perspectives

Spatial information

In Chapter 5, spatial information was integrated into the model by augmenting the feature
set, effectively doubling its size, and including the mean values of neighboring features. This
modification significantly enhanced the model’s performance, representing a straightforward
approach to address spatial considerations. Nevertheless, to achieve a more comprehensive
and potentially higher-accuracy solution, the prospect of directly modifying the model itself
(in this case, the RF) to incorporate spatial characteristics remains unexplored and worthy
of investigation [137], [375].

Multispectral bands

Chapter 2 proposes a list of the most common satellites, many of which offer more than
four spectral bands. For instance, the Sentinel-2 satellite has eight bands at its disposal.
However, in our workflow, we limited our usage to just 4 specific bands (green, blue, red,
near-infrared). This selection was primarily driven by the difference in spatial resolution
among these bands, as the chosen four offer a 10m resolution, whereas the remaining bands
feature 20m or 60m resolutions, rendering their practical application quite challenging.

Nevertheless, it’s worth noting that our object-based regressor leverages statistical
moments such as mean, variance, skewness, and kurtosis. This suggests that the additional
information contained in those bands could potentially yield valuable insights, especially
considering our focus on coral reefs, where certain blue bands can penetrate deeper into the
water column. To harness these bands effectively, further efforts would be necessary, and we
did not explore this possibility due to time constraint. Besides, adding more information
would entail a computational cost in terms of speed, but it holds the promise of potentially
enhancing overall performance.

Post processing

Earlier in this section, we discussed the post-processing step we implemented, which primarily
involved assigning isolated segments the same class as their neighbors. However, there is
further potential for enhancing the mapping tool through contextual editing. This entails
refining the map using known patterns of coral reefs, which could substantially improve the
accuracy and reliability of the tool [290].

We believe that an in-depth post-processing phase, guided by well-defined rules governing
coral reef distribution, holds promise for improving the tool’s performance. Alternatively, we
could explore the development of a dedicated machine learning model designed specifically
for this task. The array of possibilities in this domain remains extensive and uncharted by
our work.
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6.4 Overall conclusion

This thesis proposed a coral reef mapping tool combining both pixel-based and object-based
methods. The synergy between these two techniques, rather than relying solely on one or
the other, has allowed us to achieve an accuracy exceeding 85% across 15 distinct classes.

Notably, the tool’s performance remains consistent irrespective of the satellite image
resolution, whether it is Sentinel-2 (with a 10-meter resolution) or Pleiades (with a finer
2.8-meter resolution). This suggests that users who do not require ultra-high resolution can
obtain maps with the same level of accuracy, all while benefiting from reduced computational
costs due to the smaller image size.

An interesting observation is that our models do not necessarily require water-column
correction to accurately classify zones. This eliminates the need for bathymetry data, which
can be notoriously challenging to acquire.

The primary challenge with satellite images lies in their inherent variability. Images of
the same site captured at different times exhibit variations in reflectance values. Although
preprocessing algorithms help mitigate this effect, complete elimination remains elusive. To
address this, we advocate training the models with multiple images, as demonstrated with
the Sentinel-2 model, which was trained using data from eight distinct images.

Importantly, the workflow presented in this work is not limited to coral reefs but can be
broadly applied to various domains, provided users possess the necessary training dataset (a
full ground-truth map). Potential applications span land-use analysis, forestry, or ice sheet
monitoring.

While this workflow is well-suited for long-term automated surveys, it should be
complemented with an automated data acquisition and curation workflow. One prominent
limitation users may currently encounter is the need to source cloud-free images. Simplified
access to satellite imagery with varying temporal resolutions can complete the tool’s capacity
for monitoring the dynamic evolution of coral reefs. This enhancement would empower users
to conduct comparative analyses by studying the presence maps of a specific site across
multiple temporal frames.

Furthermore, the workflow as presented here generates static maps, which are essentially
matrices of values. There’s potential for future enhancements to develop interactive maps,
making them more accessible outside of academia. A potential extension would be to use
the compositional information embedded in the labels to generate maps that incorporate
uncertainty. This could encompass dynamic maps or maps with varying color gradients to
represent this uncertainty [257].

In conclusion, the workflow presented in this thesis is operational and adaptable, with
ample room for refinement and expansion to enhance its usability and accessibility to a wider
audience.
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