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Titre: Mesure de la section efficace différentielle du processus tt̄H et de ses propriétés CP dans l’état
final multileptons en utilisant l’apprentissage profond avec l’expérience ATLAS.
Mots clés: couplage de Yukawa, l’apprentissage profond, boson de Higgs, ITk.

Résumé: Cette thèse mesure la section efficace
de production du processus tt̄H et les propriétés
CP du couplage de Yukawa du quark top dans le
cadre des Sections Efficaces Simplifiées (STXS).
Cette étude est réalisée dans l’état final multi-
lepton (utilisant deux leptons de même signe et
trois leptons) avec l’ensemble des données enreg-
istrées par le détecteur ATLAS au LHC, correspon-
dant à 140fb−1. La mise en œuvre des mesures
STXS nécessite la reconstruction de l’impulsion
transverse du boson de Higgs, ce qui est diffi-
cile en raison de la présence de plusieurs neutri-
nos dans les états finaux. Une approche basée
sur un réseau de neurones graphiques (GNN) a
été explorée pour cette reconstruction. Comme
l’impulsion transverse du boson de Higgs est égale-
ment sensible aux propriétés CP du couplage de

Yukawa du quark top, une telle reconstruction aide
également à étudier la violation CP dans le pro-
cessus tt̄H. La section efficace STXS du proces-
sus tt̄H est mesurée avec une incertitude atten-
due de −0.85 à +1.15. La limite attendue sur
l’angle de mélange CP, qui détermine l’ampleur
de la violation CP dans le couplage de Yukawa du
quark top, est : |α/π| < 0.31 à 95% CL. Pour la
phase haute luminosité du LHC, le trajectographe
d’ATLAS sera remplacé par un détecteur amélioré
(ITk). La thèse présente également le développe-
ment d’un outil pour l’inspection visuelle automa-
tique des modules de pixels ITk. Cet outil, basé
sur un algorithme de détection d’anomalies par ap-
prentissage automatique, est conçu pour aider les
opérations pendant la production.



Title: Measurement of the differential cross-section of the tt̄H process and its CP properties in the
multilepton final state using deep learning with the ATLAS experiment.
Keywords: Yukawa coupling, deep learning, Higgs boson, ITk.

Abstract: This thesis measures the tt̄H produc-
tion cross-section and the CP properties of the top
Yukawa coupling within the Simplified Template
Cross-Sections (STXS) framework. This study is
performed in the multilepton final state (using two
leptons with same sign and three leptons) with the
full 140fb−1 dataset recorded by the ATLAS de-
tector at the LHC. Implementing the STXS frame-
work requires reconstructing the Higgs transverse
momentum, which is challenging due to the pres-
ence of several neutrinos in the final states. A
Graph Neural Network approach was explored for
this reconstruction. As the Higgs transverse mo-
mentum is also sensitive to the CP properties

of the top Yukawa coupling, such reconstruction
helps to study CP violation in the tt̄H process.
The tt̄H STXS cross-section is measured with an
expected uncertainty ranging from: −0.85 to 1.15.
The expected limit on the CP-mixing angle that
drives the amount CP violation in the top Yukawa
coupling is: |α/π| < 0.31 à 95% CL. For the high-
luminosity phase of the LHC, the ATLAS tracker
will be replaced with an upgraded detector (ITk).
The thesis also presents the development of a tool
for automatic visual inspection of the ITk pixel
modules. This tool is based on a machine learn-
ing anomaly detection algorithm, and is designed
to help the operations during production.
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French summary

Le modèle standard de la physique des particules est une théorie bien établie qui décrit les par-
ticules fondamentales et leurs interactions. Ces particules sont divisées en quarks et leptons,
qui interagissent par le biais de trois forces fondamentales : la force forte, la force faible et la
force électromagnétique. Le modèle standard repose sur le concept de symétrie de jauge et est
représenté par un Lagrangien reflétant ces symétries et les interactions entre particules. La théorie
prédit également l’existence de bosons de jauge — des porteurs de force comme le photon pour les
interactions électromagnétiques, les bosons W et Z pour les interactions faibles, et le gluon pour
les interactions fortes. De plus, le boson de Higgs confère une masse aux autres particules par
le biais du mécanisme de Higgs. Cependant, le modèle standard présente plusieurs limitations.
Il ne prend pas en compte la gravité, ni n’explique la matière noire et l’énergie noire. Il existe
aussi des lacunes dans la compréhension de l’asymétrie matière-antimatière de l’univers. Le Big
Bang aurait dû créer des quantités égales de matière et d’antimatière, pourtant nous observons
un univers dominé par la matière. Une explication possible réside dans la violation de la symétrie
CP , où certains processus traitent différemment les particules et les antiparticules. Bien que le
modèle standard prévoie une certaine violation de CP dans les interactions faibles et que cette
violation ait été observée, elle est insuffisante pour expliquer la différence que nous observons
aujourd’hui, suggérant une physique au-delà du modèle standard. Il existe différentes approches
pour rechercher cette nouvelle physique. Les recherches directes consistent à chercher de nouvelles
particules. Une autre approche est de faire des mesures précises des processus connus du mod-
èle standard. Toute déviation par rapport aux résultats prévus peut donner des indices sur une
physique au-delà du modèle standard.

Le grand collisionneur de hadrons (LHC) est un collisionneur proton-proton circulaire de 27 km
fonctionnant avec des énergies dans le centre de masse à l’échelle du TeV. L’une des réalisations
les plus significatives du LHC a été la découverte du boson de Higgs en 2012. Aujourd’hui, le LHC
a plusieurs objectifs importants: étudier en détail les propriétés du Higgs, y compris comment il
interagit avec les autres particules; mesurer avec une grande précision les paramètres du modèle
standard, tels que les masses et les couplages des particules connues, pour valider le modèle
standard; rechercher de signes de nouvelle physique. Pour atteindre ces objectifs, le LHC s’appuie
sur plusieurs expériences dont les expériences ATLAS et CMS, qui sont tous deux des détecteurs
à usage général, conçus pour mesurer la plus large gamme possible de signaux. Les périodes de
prise de données au LHC sont suivies de longues interruptions, durant lesquelles le matériel est
mis à niveau. Jusqu’à présent, deux périodes complètes de prise de données, Run-1 et Run-2, ont
été effectuées, alors que le Run-3 est actuellement en cours. Les mesures présentées dans cette
thèse sont basées sur l’ensemble de données du Run-2 collectées de 2015 à 2018 à une énergie de
centre de masse de 13 TeV par l’expérience ATLAS.
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Outil d’inspection visuelle automatique des modules pixel d’ITk pour
la mise à niveau du LHC à haute luminosité

Après le Run-3, un long arrêt débutera, durant laquelle le LHC subira sa mise à niveau pour
fonctionner à haute luminosité, augmentant considérablement la luminosité. Le détecteur ATLAS
sera également mis à niveau pour répondre à ces nouvelles exigences. Une partie clé de cette mise
à niveau est le remplacement de l’actuel détecteur interne par un nouveau trajectographe tout
en silicium (ITk), conçu pour supporter l’augmentation de la luminosité et du flux de données.
ITk se compose de deux composants principaux : le détecteur à bandes, couvrant les couches
externes, et le détecteur à pixels, plus proche du point d’interaction. Le détecteur à pixels est
composé de modules de pixels, qui sont des unités individuelles détectant les impacts de particules
avec une grande précision. ITk offrira une couverture beaucoup plus large en pseudorapidité que
le détecteur interne actuel, allant jusqu’à η = 4. Pour répondre aux exigences du LHC à haute
luminosité, environ 10000 modules de pixels devront être assemblés pour former le détecteur à
pixels. Le bloc de construction de base du détecteur à pixels ITk est un module. Un module
se compose d’un capteur en silicium connecté à une puce frontale de lecture. La partie nue du
module est collée à un circuit imprimé flexible (PCB). La connexion entre le PCB et le module se
fait à l’aide de fils fins soudés.

L’assemblage du module de pixels ITk implique plusieurs étapes, chacune suivie de procédures
de contrôle qualité rigoureuses, telles que des tests électriques et des inspections visuelles. Le
travail de cette thèse se concentre sur l’étape de soudure des fils. Environ 700 fils pour connecter
les pads du PCB avec la puce frontale de lecture sont placés de chaque côté d’un module, qui mesure
seulement 4 par 4 cm. Cependant, des défauts sur la surface du pad, comme une contamination
chimique, des rayures ou de la poussière, peuvent empêcher de réussir ces soudures. Dans ce cas,
l’équipe de soudure a besoin d’informations détaillées sur l’emplacement des défauts pour ajuster
la procédure en conséquence. Actuellement, la surface des pads est inspectée manuellement sous
microscope. L’objectif du projet présenté dans la thèse est d’automatiser le processus d’inspection
visuelle.

Pour résoudre ce problème, on a choisi d’utiliser des algorithmes d’intelligence artificielle par
apprentissage automatique. Les techniques d’apprentissage automatique sont largement utilisées
pour le contrôle qualité dans l’industrie. En considérant les défauts présents sur les pads comme
des anomalies, on peut utiliser des algorithmes de segmentation d’anomalies visant à localiser
les défauts. Les algorithmes de segmentation d’anomalies non supervisés sont entraînés sur des
images de pads ne contenant aucun défaut. Cela permet au modèle d’apprendre une distribution
des caractéristiques normales. Lors de la phase d’inférence, les caractéristiques en dehors de la
distribution apprise sont considérées comme celles des zones anormales contenant des défauts.
Pour évaluer un modèle, le masque de défaut de chaque image test est comparé au masque prédit,
où les pixels blancs indiquent des défauts.

Plusieurs étapes ont été nécessaires pour constituer un ensemble de données. Tout d’abord,
les photos des pads des modules ont été prises avec un microscope, en choisissant les meilleurs
paramètres d’éclairage pour rendre les défauts les plus visibles. Ensuite, les images collectées
des pads ont subi une procédure de prétraitement pour la correction des couleurs et le retrait
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de l’arrière-plan. À des fins d’évaluation, pour chaque image de pad, le masque correspondant a
été créé manuellement, mettant en évidence les zones présentant des défauts. Les images et leurs
masques ont ensuite été découpés en tuiles plus petites. Les tuiles séparées en sous-ensembles
d’entraînement, de validation et de test forment un ensemble de données. Plusieurs ensembles de
données correspondant à différentes versions de modules de pixels, à différentes tailles de tuiles,
ont été construits. Cinq modèles de segmentation d’anomalies non supervisés pré-sélectionnés ont
été entraînés sur ces ensembles de données, ce qui a abouti à la sélection de deux modèles les
plus performants pour des études détaillées. J’ai essayé d’améliorer la performance des deux mod-
èles sélectionnés sur nos ensembles de données en augmentant le nombre d’images d’entraînement
par retournement, découpage, amélioration du contraste, génération d’images de pads synthé-
tiques, etc. En combinant les meilleures approches, la configuration finale a été fixée, fournissant
l’ensemble des augmentations et des étapes de traitement pour garantir la meilleure performance
des modèles.

Pour rendre l’outil d’inspection visuelle utilisable et accessible sur différents sites de production,
deux fonctionnalités supplémentaires ont été fournies. Tout d’abord, supposant que différents
sites de production ont un matériel photo différent, nous ne pouvons pas nous attendre à ce
que notre modèle fonctionne avec la performance attendue sur des données de différents sites.
La solution proposée est la suivante : avec un ensemble spécifique d’augmentations, il suffit de
disposer de seulement 10 tuiles contenant des photos de pads pour réentraîner un modèle et
atteindre une performance comparable à la solution finale. Cela facilite l’adaptation de l’outil
d’inspection visuelle automatique. Deuxièmement, pour rendre les algorithmes accessibles aux
équipes de soudure sur les différents sites de production, nous avons développé une interface
utilisateur graphique (GUI) avec une interface intuitive pour interagir avec l’algorithme. Ce GUI
élimine le besoin pour les utilisateurs d’interagir avec le code source de l’algorithme, fournissant
un wrapper pour l’algorithme et toutes les connexions pertinentes aux bases de données pour le
stockage des données.

Mesure de la section efficace différentielle du processus tt̄H et de ses
propriétés CP dans l’état final multilepton

Cette thèse recherche aussi des effets non-standard dans le couplage de Yukawa Higgs-top. La
production de bosons de Higgs en association avec des quarks top-antitop offre une méthode directe
pour mesurer ce couplage. Le processus tt̄H représente environ 1% du taux total de production
de Higgs boson. En raison des nombreux modes de désintégration du boson de Higgs, et dans une
certaine mesure, des bosons W dans les désintégrations des paires de quarks top-antitop, il existe
de nombreux états finaux tt̄H qui peuvent être ciblés. Les analyses sont largement regroupées en
fonction des différents modes de désintégration du boson de Higgs ciblés. Les études présentées
dans cette thèse se concentre sur les états finaux où le boson de Higgs se désintégre en plusieurs
leptons chargés, H → WW/ZZ/ττ → multileptons, offrant un état final propre avec des leptons
et un fond irréductible modéré. Avec une section efficace de production faible, le processus tt̄H a
été observé pour la première fois lors de Run-2 par les collaborations ATLAS et CMS.

Les mesures sont effectuées en analysant plusieurs états finaux qui sont catégorisés en un total
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de six canaux selon leur nombre de leptons tau se désintégrant hadroniquement, et de leptons
légers (électrons et muons). Les régions de signal (SR) sont définies comme des régions enrichies
en processus d’intérêt. Les événements dans les SR issus de processus différents de celui ciblé sont
appelés événements de fond. Les principales sources de fond (tt̄W , tt̄Zet V V ) ainsi que les fonds
difficiles à modéliser (contenant des leptons non-prompt et fakes) reçoivent des corrections basées
sur les données. La normalisation de ces bruits de fond est ajustée simultanément avec l’intensité
du signal en effectuant un ajustement de vraisemblance sur les données. L’ajustement couvre à la
fois les régions de signal et de contrôle, où les régions de contrôle sont des régions dédiées enrichies
en bruit de fond spécifique. Les bruits de fond ayant une cinématique similaire au signal ont des
régions de contrôle dédiées, définies à l’aide d’un classificateur d’arbres de décision boostés (BDT).
D’autres régions de contrôle sont basées sur des coupures.

Mes contributions personnelles au sein de ces analyses se sont concentrées sur le développement
de l’algorithme de reconstruction de l’impulsion transverse (pT ) du boson de Higgs et sur l’étude
des propriétés CP du couplage de Yukawa du quark top dans le cadre du modèle de Simplified
Template Cross Section (STXS).

Le modèle STXS a été introduit pour améliorer les mesures de précision de la force du signal
de production du boson de Higgs. Les intervals STXS sont définis comme des sections efficaces
physiques dans des régions de phase d’espace mutuellement exclusives, appelées bins STXS. Dans
le contexte des mesures de production tt̄H, le cadre STXS est utilisé pour déterminer la section
efficace en fonction de l’impulsion transverse du boson de Higgs. Les bins sont définis comme:
p0 ∈ [0, 60] GeV, p1 ∈ [60, 120] GeV, p2 ∈ [120, 200] GeV, p3 ∈ [200, 300] GeV p4 ∈ [300, 450] GeV,
and p5 ∈ [450,+∞] GeV.

La mise en œuvre du modèle STXS implique la reconstruction du pT du boson de Higgs. La
présence de plusieurs leptons dans l’état final implique également celle de neutrinos, produisant
une énergie transverse significativement manquante. Cela rend la reconstruction du pT du boson
de Higgs complexe. Une approche utilisant des réseaux de neurones graphiques a été explorée
pour cette reconstruction. La mesure de la section efficace différentielle a été réalisée pour la
force du signal dans les différents bins STXS. La force du signal mesurée est : µpHT ∈[0,120] GeV =

1.05+0.95
−0.85, µpHT ∈[120,200] GeV = 0.85+1.15

−0.85 and µpHT ∈[200,+∞] GeV = 1.31+0.69
−0.78. Certains des intervals ont

été considérés ensemble pour obtenir une mesure plus précise.
Étant donné que le pT du boson de Higgs est sensible à la violation de CP , les bins STXS

correspondants sont également intéressants pour explorer la structure CP du couplage de Yukawa
du quark top. La modification potentielle du couplage du boson de Higgs avec le quark top
peut être paramétrée en introduisant dans le lagrangien les paramètres κ′t et α dans le terme de
couplage. La valeur du paramètre κ′t correspond à l’amplitude du couplage de Yukawa du quark
top et est égale à 1 dans le modèle standard. La modification CP pourrait être paramétrée par
une phase complexe α, avec α = 0◦ correspondant au modèle standard, α = 90◦ à un couplage pur
CP-impair et α = 45◦ au scénario de mélange maximal. La section efficace du processus tt̄H varie
avec α. La section efficace du processus tH varie également avec α, mais avec une dépendance
différente. La section efficace du processus tWH est également affectée par la variation de α.
Ainsi, lors de l’étude de la modification CP du couplage de Yukawa du quark top, il est important
de considérer les variations des processus tt̄H, tH et tWH ensemble. Les intervalles de confiance
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à 95% résultants sont pour α/π : [0.31, +0.31] et pour κ′t : [0.94, 1.47] (avec une valeur centrale de
1.14). Nous avons observé que l’utilisation du cadre STXS améliore la sensibilité de la recherche
de violation de CP .
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Introduction

The Standard Model (SM) of particle physics is the theoretical framework that encapsulates
our current understanding of elementary particles and the fundamental forces that govern their
interactions. Over the past decades, the predictions of the SM have been rigorously tested and
validated with increasing precision. Knowing the the SM has its limitations, we also investigate
potential Beyond Standard Model (BSM) effects. This thesis explores the potential non-SM effect
of a non-zero CP-mixing angle in the Higgs-top Yukawa coupling. The production of Higgs bosons
in association with top-antitop quarks offers a direct method to measure this coupling. Chapter 1
introduces the SM, with a particular focus on the Higgs mechanism and Higgs couplings, the
search for the Higgs boson at the Large Hadron Collider (LHC), and the tt̄H process.

The LHC and the ATLAS detector, the largest general-purpose particle detector at the LHC,
are designed to test the SM and explore physics beyond it. The experimental setup is described
in detail in Chapter 2.

The tt̄H process can be studied in various final states. The analysis presented in this thesis
focuses on the multilepton final state, characterized by the presence of electrons and muons. In
particular, we require the final state to contain either two same-charge or three light leptons (elec-
trons or muons) and no hadronically decaying τ -leptons. This thesis measures the tt̄H production
differential cross-section and the CP properties of the top Yukawa coupling using the Simplified
Template Cross-Sections (STXS) framework with the complete 140 fb−1 dataset recorded by AT-
LAS during Run-2 at a center of mass energy of

√
s = 13 TeV. Implementing the STXS framework

involves reconstructing the Higgs transverse momentum, which is challenging due to the presence
of several neutrinos in the final states. A Graph Neural Network approach was explored for this
reconstruction. Since the Higgs transverse momentum is also sensitive to the CP properties of the
top Yukawa coupling, the Higgs pT reconstruction aids in studying CP violation in the tt̄H pro-
cess. The analysis setup and expected results of the differential cross-section and the mixing angle
measurements are presented in Chapter 4.

For the High-Luminosity phase of the LHC, the ATLAS inner tracker will be upgraded with
a new ITk detector. Thousands of ITk pixel modules need to be assembled at various production
sites. The assembly process consists of multiple steps, each requiring quality control checks.
This thesis also discusses the development of a tool for automatic visual inspection of the ITk
pixel modules before the wire-bonding assembly step. Designed to help quality control during
production, this tool uses a machine learning anomaly detection algorithm to localize defects on
the ITk pixel module pads. The automatic visual inspection tool and its performance are described
in Chapter 3.
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1 Theoretical introduction and Higgs bo-
son searches at the LHC

In particle physics, the Standard Model (SM) serves as a foundational framework, offering an
instrument to understand the behaviour of elementary particles and their interactions. This
chapter gives an overview of the Standard Model in order to provide an understanding of the
Higgs-top Yukawa coupling. From the experimental point of view, the current status of Higgs-
related measurements, particularly related to the tt̄H process, is discussed here. Apart from the
cross-section measurement, there is a specific interest in measuring the CP properties of the Higgs-
top Yukawa coupling. The theoretical and experimental aspects of this subject are also discussed
in this chapter.

1.1 Standard Model general overview

1.1.1 Elementary particles

The SM summarizes our present knowledge of fundamental particles and their interactions, de-
scribing them via the notion of fields using quantum field theory (QFT). Within the QFT frame-
work, particles are represented as excited states (quanta) of quantum fields. The SM includes
fields with spins 0, 1

2
and 1.

Matter consists of fermions (spin-1
2

particles) that follow the Fermi-Dirac statistics. Fermions
(quarks and leptons) are divided into three generations. Each generation includes two quarks and
two leptons: one charged lepton and one neutrino (see Tab. 1.1.1).

Quarks Leptons
Generation Flavour Mass Charge (e) Flavour Mass Charge (e)

1
u 2.16+0.49

−0.26 MeV +2
3

e 0.511± 1.5 MeV −1

d 4.67+0.48
−0.17 MeV −1

3
νe < 2 eV 0

2
c 1.27+0.02

−0.02 GeV +2
3

µ 105.7± 2.3 MeV −1

s 93.4+8.6
−3.4 MeV −1

3
νµ < 0.19 MeV 0

3
t 172.89+0.30

−0.30 GeV +2
3

τ 1776.8± 0.12 MeV −1

b 4.18+0.03
−0.02 GeV −1

3
ντ < 18.2 MeV 0

Table 1.1.1: Summary of the properties of the quarks and leptons in the SM [1].

The particle interactions happen via three SM-described forces: the electromagnetic, the weak
and the strong interactions. The SM interactions are mediated by gauge bosons (spin-1 particles)
listed in Tab. 1.1.2. Gravity, the fourth known force, is not included in the SM. One of the reasons
is that the mediating particle, the graviton, needs to be of spin-2 and thus does not belong to
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the quantum fields easily encoded in the SM. Moreover, there is no experimental evidence for the
existence of the graviton.

Bosons Interaction Mass Charge (e) Spin
g strong 0 0 0
γ electromagnetic 0 0 0
W± weak 80.38± 0.0012 GeV ±1 0
Z weak 91.19± 0.0021 GeV 0 0
H 125.25± 0.17 GeV 0 1

Table 1.1.2: Summary of the properties of the bosons, gauge bosons and Higgs boson, in the SM
[1].

Each matter elementary particle has a corresponding antiparticle with the same mass but op-
posite charge. Quarks carry electric and colour charges (and appear in 3 different colours) and
thus participate in all three SM-described interactions. Leptons participate in the weak interac-
tions, but not in the strong one since they do not carry colour charge. Unlike neutrinos, electrons,
muons and τ -leptons carry electric charges, and, thus, can interact also electromagnetically.

1.1.2 Lagrangian and symmetries

In quantum field theory, particles are considered fluctuations within fields typically denoted as
ψ(x), where x corresponds to the position four-vector. Under such representation, particles can be
studied using the formalism of Lagrangians. The Lagrangian density L, a function of the fields ψ
and their derivatives, encodes essential information about fields’ properties and interactions. The
kinetic terms correspond to the fields’ motion, coupling terms to fermions-bosons interactions, etc.

L(x) = L(ψ, ∂µψ). (1.1.1)

The concept of symmetry is important in the SM formulation: symmetry represents a group
of transformations applied to the fields that maintains the Lagrangian invariant. According to
Noether’s theorem [2], the Lagrangian density’s invariance under continuous transformation im-
plies the existence of a conserved quantity. Conversely, this implies that each conserved quantity
corresponds to an underlying symmetry. The SM quantum fields preserve local gauge symmetry,
Poincaré symmetries, and some accidental symmetries. The local gauge symmetry makes the SM
an invariant theory under transformations of the direct product of (special) unitary symmetry
groups:

SUC(3)⊗ SUL(2)⊗ UY (1). (1.1.2)

This group structure describes strong, weak and electromagnetic interactions, respectively, via
the exchange of the corresponding gauge fields: eight massless gluons and one massless photon,
respectively, for the strong and electromagnetic interactions, and three massive bosons, W± and
Z, for the weak interaction. The number of gauge bosons corresponding to each interaction
field is given by that the number of symmetry group generators. On top of this structure, the
gauge symmetry SUL(2) ⊗ UY (1) is broken by Spontaneous Symmetry Breaking (SSB) from the
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electroweak group to the electromagnetic and weak subgroups. The SSB mechanism generates the
masses of the weak gauge bosons, as well as fermion masses and mixing.

1.1.3 Chirality

The notion of chirality is crucial to formulate the electroweak part of the SM. Particle chirality
is determined by whether the particle transforms in a right- or left-handed representation of the
Poincaré group. The helicity of a particle is defined as the projection of the direction of its spin
on the direction of motion. For massless particles, chirality coincides with helicity. For massive
particles, a chirality +1 state only coincides with a +1 helicity state up to terms suppressed by
powers of m/E.

Within Weyl representation, fermionic fields ψ can be described through their left-handed ψL

and right-handed ψR spinors:

ψ =

 ψL

ψR

 (1.1.3)

with chiralities −1 and +1 correspondingly. To get the left- and right-handed components of the
field, one can use the helicity projectors PL,R :

PL,R =
(1± γ5)

2
, (1.1.4)

ψL,R = PL,Rψ = [(1∓ γ5)/2]ψ, ψ̄L,R = PL,Rψ̄ = ψ̄[(1± γ5)/2] , (1.1.5)

defined in terms of the fifth Dirac’s matrix:

γ5 = iγ0γ1γ2γ3, (1.1.6)

and the other γ matrices as:

γµ =

 0 σµ

σ̃µ 0

 , (1.1.7)

where

σµ = (1, σ⃗) =

1 0

0 1

 ,

0 1

1 0

 ,

0 −i

i 0

 ,

1 0

0 −1

 , σ̃µ = (1,−σ⃗). (1.1.8)

The σµ here are the Pauli matrices forming a basis for the SU(2) group.

Experiments show that weak interactions violate charge-parity symmetry and thus differentiate
between left- and right-handed chiral particles (see Section 1.6). The left-handed fields transform
as SU(2)L doublets, while their right-handed partners transform as SU(2)L singlets. Fermionic
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matter content in the SM can be represented then as a three-fold family structure: νe u

e− d

 ,
 νµ c

µ− s

 ,
 ντ t

τ− b

 , (1.1.9)

with the notation:  νl u

l− d

 ≡

 νl

l−


L

,

 u

d


L

, l−R , uR , dR , (1.1.10)

and their corresponding antiparticles. Lepton and quark fields have left- and right-handed com-
ponents, while there is no right-handed component for the neutrino since neutrinos are purely
left-handed particles within the SM.

1.2 Gauge principle in SM interactions

1.2.1 Concept of the Gauge principle

Consider a Lagrangian density L(ψ, ∂µψ), depending on a field ψ and its first derivatives, which
are invariant under a D-dimensional continuous group Γ of transformations:

ψ′(x) = U(θA)ψ(x) (A = 1, 2, ..., D) , (1.2.1)

with:

U(θA) = exp

{
[i
∑
A

θAtA]

}
∼ 1 + i

∑
A

θAtA + . . . . (1.2.2)

Here the quantities θA are numerical parameters, and the approximate expression on the right is
valid for θA infinitesimal. The matrices tA are the generators of the group Γ of transformations
(see Eq. 1.2.1) in the appropriate representation of the fields ψ. For D = 2, the above expression
corresponds to the group SU(2) whose 3 generators are the Pauli matrices. For D = 3, the 8

generators of SU(3) correspond to the Gell-Mann λα matrices [3].
In Eq. 1.2.1 we considered only the case of local symmetries so that tA are matrices that are

independent of the space-time coordinates as well as of the fields ψ and ψ′. The gauge principle
arises when one makes the parameters θA depend on the space-time coordinates θA = θA(xµ) going
from global to local transformation. In this case L(ψ, ∂µψ) is in general no longer invariant under
the gauge transformations U [θA(xµ)] because of the derivative terms: ∂µψ′ = ∂µ(Uψ) ̸= U∂µψ.
The gauge invariance is then recovered only if the ordinary derivative is replaced by the covariant
derivative:

Dµ = ∂µ + igV A
µ tA , (1.2.3)

where g is a coupling constant and V A
µ are a set of gauge fields (in one-to-one correspondence with

the group generators). For the SM gauge groups SUC(3) ⊗ SUL(2) ⊗ UY (1) the corresponding
coupling constants are noted as gS, g2 and g1, and their gauge fields as Ga

µ, W a
µ and Bµ. An
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abstract set of gauge fields V A
µ follows the transformation law:

V
′A
µ = UV A

µ tAU
−1 − 1

ig
(∂µU)U

−1 . (1.2.4)

This ensures that:
(Dµψ)

′ = U(Dµψ) . (1.2.5)

Thus L(ψ,Dµψ) is invariant under gauge transformations. At this stage, the gauge fields V A
µ

appear as external fields that do not propagate. In order to construct a gauge-invariant kinetic
Lagrangian density for the gauge fields V A

µ , we consider:

[Dµ, Dν ]ψ = ig{∂µV A
ν tA − ∂νV

A
µ tA + ig[V B

µ tB, V
C
ν tC ]}ψ ≡ igFA

µνtAψ , (1.2.6)

with:
FA
µν = ∂µV

A
ν − ∂νV

A
µ − gfABCV

B
µ V

C
ν . (1.2.7)

From Eq. (1.2.1), (1.2.5) and (1.2.6) it follows that the Lagrangian density:

LYM = −1

4

∑
A

FA
µνF

Aµν + L[ψ,Dµψ] (1.2.8)

is invariant under the local gauge transformations [4]. This is how the gauge principle acts to
generate the interaction terms FµνF

µν in the Lagrangian via gauge fields, which can also have
self-interaction through the kinetic part of the Lagrangian density.

1.2.2 Gauge principle in QED and QCD

Applying the gauge invariance principle and using particle classification, we can determine the
Lagrangian densities for QED (quantum electrodynamics) and QCD (quantum chromodynamics).
For simplicity, let us consider a single family of quarks and the notations following Eq. 1.1.10:

ψ1(x) =

 u

d


L

, ψ2(x) = uR , ψ3(x) = dR . (1.2.9)

The same is valid for the lepton sector, with the notation

ψ1(x) =

 νe

e−


L

, ψ2(x) = νeR , ψ3(x) = e−R . (1.2.10)

The propagation of free fermions is given by the Dirac Lagrangian, which is obtained by writing
the Lorentz invariant operators acting on Ψ:

Lfree = Ψ(i ̸ ∂ −m)Ψ, (1.2.11)
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where Ψ = Ψ†γ0 and ̸ ∂ = ∂µγ
µ. For the massless particles it gives:

Lfree =
3∑

j=1

i ψj(x) γ
µ ∂µψj(x) . (1.2.12)

Lfree is invariant under the following global transformations:

ψ1(x)
U(1)−−→ ψ′

1(x) ≡ exp{{iy1β}} UL ψ1(x) , (1.2.13)

ψ2(x)
U(1)−−→ ψ′

2(x) ≡ exp{{iy2β}} ψ2(x) , (1.2.14)

ψ3(x)
U(1)−−→ ψ′

3(x) ≡ exp{{iy3β}} ψ3(x) , (1.2.15)

where the SU(2)L transformation:

UL ≡ ei tA αA

(i = 1, 2, 3) (1.2.16)

only acts on the doublet field ψ1 and yi are the hypercharges.

To make the Lagrangian density from Eq. 1.2.12 gauge invariant, the invariance under local
SU(2)L⊗U(1)Y gauge transformations, i.e., with αA = αA(x) and β = β(x) is required. To satisfy
this symmetry requirement, we introduce covariant derivatives and thus 4 gauge bosons with 2

coupling constants, g1 and g2:

Dµψ1(x) ≡
[
∂µ + i g2 tAW

A
µ (x) + i g1 y1Bµ(x)

]
ψ1(x) , (1.2.17)

Dµψ2(x) ≡ [∂µ + i g1 y2Bµ(x)] ψ2(x) , (1.2.18)

Dµψ3(x) ≡ [∂µ + i g1 y3Bµ(x)] ψ3(x) . (1.2.19)

Using these definitions, the Lagrangian density for QED (fermions and kinetic terms for the
gauge fields) can be rewritten as follows:

LQED =
3∑

j=1

i ψj(x) γ
µDµψj(x)−

1

4
Bµν B

µν − 1

4
WA

µν W
µν
A . (1.2.20)

For the strong interaction, the procedure is similar, except that the right and left-handed fermions
interact in the same way. The final quantum chromodynamics Lagrangian density reads:

LQCD = ψ(x) (iγµDµ −m)ψ(x)− 1

4
Gα

µν G
α,µν (1.2.21)

= ψ(x) (iγµ ∂µ −m)ψ(x)− gsψγ
mu

λα
2
ψGα

µ − 1

4
Gα

µν G
α,µν ,

where Gα
µν is the color fields tensor.

The kinetic term of the free Lagrangian in Eq. 1.2.11 has the form iψ̄γµ∂
µψ = iψ̄ ̸ ∂ψ. The

covariant derivative necessary to make the Lagrangian gauge invariant is given by
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Dµψ =

(
∂µ + igS

λα

2
Gα

µ + ig2
σj

2
W j

µ + ig1
Yq
2
Bµ

)
ψ, (1.2.22)

where Yq is the hypercharge, defined via the electric charge Q and the third component of the
weak isospin T3 by the Gell-Mann-Nishijima formula [5, 6]:

Q = T3 +
Yq
2
. (1.2.23)

The free kinetic term for a fermion is then

Lfermion = iψ̄ ̸ Dψ. (1.2.24)

1.2.3 Gauge principle in electroweak interaction

In the SM, the fermion kinetic terms and the interactions of gauge bosons with vector and axial
vector fermion currents all conserve chirality while the fermion mass terms flip chirality. For
example, if an electron emits a photon, the electron chirality is unchanged. In the ultrarelativistic
limit, when the electron mass can be neglected, chirality and helicity are approximately the same,
and we can state that the helicity of the electron is unchanged by the photon emission. In
a massless gauge theory, the ψL,R fermion components are uncoupled and can be transformed
separately. If, in a gauge theory, the ψL,R components transform as different representations
of the gauge group, one speaks of a chiral gauge theory, while if they have the same gauge
transformations, one has a vector gauge theory. QED and QCD are vector gauge theories: for
each given fermion, ψL and ψR have the same electric charge and the same colour. Instead, the
Electroweak (EW) interaction is a chiral theory, in the sense that ψL and ψR behave differently
under the gauge group.

The free Dirac Lagrangian expanded in terms of Weyl spinors (making use of the identity
ψ = ψL + ψR) takes the form:

Lfree = ψ̄(x)(iγµ∂µ −m)ψ(x)

= ψ̄Liγ
µ∂µψL + ψ̄Riγ

µ∂µψR −mψ̄LψR −mψ̄RψL.
(1.2.25)

The fermion mass terms are not invariant under SU(2)L transformation, as left fermions are
grouped into SU(2)L doublets while right fermions are SU(2)L singlets. The term of the form
1
2
M2

VWµW
µ in the gauge field Lagrangian part would not preserve local gauge invariance. Thus,

mass terms for fermions (of the form ψ̄LψR + h.c.) are forbidden in the EW gauge-symmetric
limit. Moreover, while the strong interaction mediators, gluons, are massless, the masses of weak
interaction mediators, W and Z bosons, are non-zero. The SM was extended to explain whyW and
Z bosons (and fermions) have masses by introducing the Brout-Englert-Higgs (BEH) mechanism
(see Section 1.3).
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Figure 1.3.1: An illustration of the Higgs potential in the case µ2 < 0 with the minimum at
|ϕ|2 = −µ2/(2λ) [7].

1.3 Spontaneous symmetry breaking and the Brout-Englert-
Higgs mechanism

1.3.1 The Brout-Englert-Higgs mechanism

The Brout-Englert-Higgs (BEH) mechanism allows massive gauge bosons without EW gauge in-
variance breaking. The idea of the BEH mechanism is to introduce a scalar field with a potential
that contains mass-term and self-coupling terms, combining local gauge invariance with sponta-
neous symmetry breaking (SSB). SSB happens in a system when its stable state is not symmetric
under a symmetry of its Lagrangian. For the rotation-invariant Higgs field, the ground state
acquires a non-zero value (vacuum expectation value) that breaks the symmetry.

Let us see how this works for a simplified electromagnetic Lagrangian density including a scalar
field ϕ:

L = −1

4
F 2
µν + |(∂µ − ieAµ)ϕ|2 + µ2ϕ∗ϕ− λ

2
(ϕ∗ϕ)2 . (1.3.1)

The sign in front of the mass term for the scalar field ϕ is necessary for the spontaneous sym-
metry breaking to take place. Since we consider the electromagnetic interaction, the Lagrangian
(Eq. 1.3.1) is invariant under U(1):

Aµ → A′
µ = Aµ − ∂µθ(x), ϕ→ ϕ′ = exp[−ieθ(x)] ϕ. (1.3.2)

Let ϕ0 = v ̸= 0, with v real, be the ground state that minimizes the potential and induces
spontaneous symmetry breaking. In our case, v is given by v2 = µ2/λ. Using the gauge invariance,
we can do the change of variables

ϕ(x) → [v +
h(x)√

2
] exp[−iζ(x)

v
√
2
] ,

Aµ(x) → Aµ − ∂µ
ζ(x)

ev
√
2
. (1.3.3)

The field ζ(x) is called the Goldstone boson [8]. The position of the minimum at ϕ0 = v corre-
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sponds to h = 0, and the Lagrangian density becomes:

L = −1

4
F 2
µν + e2v2A2

µ +
1

2
e2h2A2

µ +
√
2e2hvA2

µ + L(h) . (1.3.4)

Here, the term e2v2A2
µ is a mass term for the field Aµ, which means that the gauge boson acquires

a mass M =
√
2ev. Leaving a constant term aside, the last term in Eq. 1.3.4 is given by:

L(h) = 1

2
∂µh∂

µh− h2µ2 + ..., (1.3.5)

where the dots stand for cubic and quartic terms in h. We see that the h mass term has the
"right" sign due to the combination of the quadratic terms in h that, after the shift, arise from
the quadratic and quartic terms in ϕ. The h mass is then given by m2

h = 2µ2.

This mechanism can be applied to the full Lagrangian density of the SM after breaking the
gauge symmetry SUL(2)⊗UY (1) into massive W and Z bosons and a massless photon, thus with
a preserved UQED(1) gauge symmetry. Then, according to the Goldstone’s theorem, we are left
with a scalar BEH boson that is also charge neutral and CP-even (see Section 1.6). SSB also
allows the BEH field to give mass to fermions through the Yukawa couplings (see Section 1.3.2).

Let us introduce an SU(2)L doublet of complex scalar fields:

ϕ(x) ≡

 ϕ1(x)

ϕ2(x)

 . (1.3.6)

The Lagrangian density for this field can be written as:

LS = (Dµϕ)
†Dµϕ− µ2ϕ†ϕ− λ

(
ϕ†ϕ

)2
(λ > 0 , µ2 < 0) , (1.3.7)

which is invariant under local SU(2)L ⊗U(1)Y transformations. There is an infinite set of degen-
erate states with minimum energy, satisfying:

∣∣⟨0|ϕ2|0⟩
∣∣ =

√
−µ2

2λ
≡ v√

2
. (1.3.8)

Once a particular ground state is chosen, the SU(2)L⊗U(1)Y symmetry gets spontaneously broken
to the electromagnetic subgroup U(1)QED, which by construction still remains a true symmetry
of the vacuum. According to the Goldstone theorem, 3 massless states should appear. However,
we have the freedom to parameterize the scalar doublet in the general form:

ϕ(x) = exp
{{
i tA θ

A(x)
}} 1√

2

 0

v + h(x)

 , (1.3.9)

with four real fields: θi(x) and h(x). The crucial point is that the local SU(2)L symmetry allows
us to rotate away any dependence on θA(x): instead of ϕ(x) from Eq. 1.3.9, we can consider



24 Chapter 1. Theoretical introduction and Higgs boson searches at the LHC

equivalently:

ϕ(x) =
1√
2

 0

v + h(x)

 , (1.3.10)

where the 3 other fields (θA(x)) are the massless Goldstone bosons associated with the SSB
mechanism. Developing Eq. 1.3.7 will generate masses to the gauge bosons W± and Z. Using the
covariant derivatives defined in Eq. 1.2.19, we find (with a unit hypercharge for the BEH scalar
field):

(Dµϕ)
†Dµϕ =

∣∣∣∣∣∣(∂µ + ig2tAW
A
µ + ig1Bµ

) (v + h)√
2

 0

1

∣∣∣∣∣∣
2

=

∣∣∣∣∣∣
 0

∂µh/
√
2

+ i
g2
2
(v + h)

 W+
µ

(−1/
√
2 cos θW )Zµ

∣∣∣∣∣∣
2

=
1

2
∂µh∂

µh+
g22
4
(v + h)2

(
W+

µ W
− µ +

1

2 cos2 θW
ZµZ

µ

)
. (1.3.11)

Eq. 1.3.11 leads to terms proportional to (∂h)2, h and h2 and to a term (independent of h) of the
form: M2

WW
+µW−

µ +
M2

Z

2
ZµZµ. That’s why SSB generates mass terms for the W and Z gauge

bosons:

W±
µ =

1√
2
(W 1

µ ∓ iW 2
µ)

Zµ = − sin θWBµ + cos θWW
3
µ , (1.3.12)

and the field associated to the photon:

Aµ = cos θWBµ + sin θWW
3
µ (1.3.13)

remains massless. From Eq. 1.3.11 and 1.3.12 the masses are found to beMW = gv
2

andMZ = MW

cos θW

where the weak angle is defined by tan θW ≡ g1/g2. The generation of masses can be thought
of as due to the fact that the W and Z bosons interact constantly with the condensate of scalar
fields and, therefore, acquire masses. The Goldstone boson has disappeared from the theory but
has reemerged as the longitudinal degree of freedom of a massive vector particle.

To summarize, with SSB, there are 3 broken generators giving rise to 3 massless Goldstone
bosons, which, owing to the underlying local gauge symmetry, can be eliminated from the La-
grangian density. It is instructive to count the number of degrees of freedom (d.o.f.). Before the
SSB mechanism, the Lagrangian density contains massless W± and Z bosons, 6 d.o.f., due to
the two possible polarizations of a massless spin-1 field, and 4 real scalar fields: a total of 10.
After SSB, the 3 Goldstone modes can be gauged by the weak bosons, which become massive and,
therefore, acquire one additional longitudinal polarization. Then, we have 9 d.o.f. in the gauge
sector, plus the remaining scalar particle h, a total of 10, that corresponds to the number before
SSB.
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1.3.2 Fermion masses via the BEH mechanism

In the SM, a fermionic mass term Lm = −mψψ = −m
(
ψLψR + ψRψL

)
is not allowed because

it breaks the gauge symmetry. However, with the notion introduced in Section 1.3.1, namely
the additional scalar doublet, we can write the following gauge-invariant fermion-scalar coupling
Lagrangian density:

LY = −c1
(
ū, d̄

)
L

 ϕ1

ϕ2

 dR − c2
(
ū, d̄

)
L

 ϕ∗
2

−ϕ∗
1

 uR − c3 (ν̄e, ē)L

 ϕ1

ϕ2

 eR + h.c. ,

(1.3.14)
where the notation ϕ∗

1,2 stands for the complex conjugate of the fields ϕ1,2. The interaction between
a fermionic and a scalar field is called the Yukawa interaction [9].

Replacing the ϕ with its expression in terms of h (Eq. 1.3.10), this Lagrangian density can be
rewritten as:

LY = − 1√
2
(v + h)

{
c1 d̄d+ c2 ūu+ c3 ēe

}
, (1.3.15)

which shows that the SSB mechanism generates fermion masses:

md = c1
v√
2
, mu = c2

v√
2
, me = c3

v√
2
. (1.3.16)

These masses are expressed in terms of the couplings of the fermions to the Higgs doublet.
We considered only one fermion generation. Returning to the general case would imply that

mf and cf could be represented as 3⊗ 3 matrices mixing the different generations. For example,
for the charged leptons:

M e = U †e
L


me 0 0

0 mµ 0

0 0 mτ

U e
L, (1.3.17)

where U is a unitary matrix.
In practice, fermionic fields are chosen so that these mass matrices are diagonal, which has

no effect on most of the other terms of the Lagrangian, except for the coupling of fermions to
the W±

µ fields: these are the only fields that simultaneously involve the two components of an
SU(2)L doublet, all the others being diagonal. Consequently, we denote the Cabibbo-Kobayashi-
Maskawa (CKM) matrix as V q = Uu

LU
d†
L [10, 11], and its equivalent in the lepton sector, the

Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix V l = Uν
LU

e†
L [12, 13].

1.3.3 Higgs boson couplings

Let us note that after symmetry breaking the BEH potential becomes:

V (ϕ) ≃ −µ
4

4λ
− µ2h2 + λvh3 +

λ

4
h4. (1.3.18)
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The second term represents a (tree-level) mass:

MH =
√

−2µ2 =
√
2λv. (1.3.19)

The Higgs Lagrangian describes the Higgs boson couplings to fermions (with a coupling con-
stant proportional to their mass), to gauge bosons (with a coupling constant proportional to
their mass squared) and to itself (with a coupling constant proportional to its mass squared).
Figure 1.3.2 summarizes these couplings.

Figure 1.3.2: Higgs boson couplings to fermions, gauge bosons and itself [14].

1.4 Higgs boson measurements at the Large Hadron Col-
lider

In 2012, the ATLAS [15] and CMS [16] collaborations at the LHC discovered the Higgs boson.
This scalar particle, associated with the Higgs field, has a mass of 125.25±0.17 GeV [1]. Using the
measured mass, the couplings, production and decay rates of the Higgs boson can be calculated.
Its properties are found to be consistent with the SM predictions. Nevertheless, the precise mea-
surements of the Higgs boson properties are still important for unravelling new physics phenomena
and studying the electroweak symmetry breaking. This section discusses Higgs production and
decay modes in proton-proton collisions at the LHC. A detailed description of the Large Hadron
Collider and ATLAS experiment is given in the Chapter 2.

The production of a Higgs boson involves its coupling to different SM particles: either during
production (quarks and vector bosons) or during decay (into leptons, quarks, and vector bosons).
For any given production (ii) and decay (ff) configurations, the number of Higgs bosons can be
calculated using the following formula [17]:

N(ii→ H → ff) ≈ σ(ii→ H) ·B(H → ff) = σi × BRf ≈ σiΓf

Γtot
. (1.4.1)

Here Γf is the partial decay width of the Higgs boson to a pair of f particles, and Γtot is the total
Higgs boson decay width. The production and decay mechanism can be considered independent
and can be factorized due to the small predicted width of the Higgs boson. To parameterize even-
tual deviations from the SM, one can introduce the signal strength modifiers as µf

i = σi×BRf

(σi×BRf )SM
.

By definition, in the SM µf
i = 1 for all the allowed decays. Any substantial deviation from unity

would suggest the existence of physics beyond the standard model (BSM).
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1.4.1 Higgs production modes

The main production mechanisms at pp colliders are gluon fusion (ggF ), weak-boson fusion
(V BF ), associated production with a gauge boson (V H), and associated production with a tt̄

pair (tt̄H) or with a single top quark (tHq). Figure 1.4.1 shows Feynman diagrams for these
dominant Higgs boson production processes.

Figure 1.4.1: Main leading order Feynman diagrams contributing to single Higgs boson
production in (a) gluon fusion, (b) vector-boson fusion, (c) associated production with a gauge

boson at tree level from a quark-quark interaction, (d) associated production with a gauge boson
(at loop level from a gluon-gluon interaction), (e) associated production with a pair of

top/bottom quarks, (f-g) production in association with a single top quark [1]
.

The cross sections for the production of SM Higgs boson as a function of the centre of mass
energy for pp collisions are depicted in Figure 1.4.2. With the increase of the centre of mass energy,
the production cross-sections also increase. For example, the tt̄H production cross-section within
Run-2 at

√
s = 13 TeV is around four times higher compared to the one within Run-1 at

√
s = 7

and 8 TeV.
We will discuss in the following the main Higgs production processes:

• Gluon fusion production mechanism (ggH). The Higgs boson production mechanism with
the largest cross-section at LHC is the gluon-fusion process, gg → H +X (see Figure 1.4.1
(a)). It occurs when two gluons from the colliding protons interact by exchanging quarks.
The quarks themselves can then emit a Higgs boson. At leading order, the Higgs boson
coupling to gluons is induced by a one-loop process in which the Higgs boson couples to a
virtual tt̄ pair (with minor contributions from the other lighter quarks) [19].
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Figure 1.4.2: The SM Higgs boson
production cross-sections as a function of the
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√
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collisions [18]. The theoretical uncertainties
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Table 1.4.1: The branching ratios and the
relative uncertainty for an SM Higgs boson with

mH = 125 GeV [1].

• Vector boson fusion (V BF ). The vector boson fusion, qq → qqH, is more than 10 times
rarer than ggH. This production mode proceeds by the scattering of two quarks, mediated
by the exchange of a W or Z boson (see Figure 1.4.1 (b)). V BF gives direct access to
the Higgs coupling to the heavy gauge bosons. The scattered quarks give rise to two hard
jets in the forward and backward regions of the detector with large transverse momentum.
These characteristic features of V BF processes is exploited to distinguish them from QCD
backgrounds.

• Associated production with a vector boson (V H). The next largest Higgs boson production
mechanisms are associated production with W and Z gauge bosons, pp → V H + X (see
Figure 1.4.1 (c, d)). The WH and ZH production modes may provide a relatively clean
environment for studying the decay of the Higgs boson into bottom quarks.

• Higgs boson production in association with top quarks (tt̄H , tH) has a relatively small
cross-section: production with a pair of quarks accounts for around 1% and with a single top-
quark 0.05% of the total production cross-section. Within the production mode pp → tt̄H,
the Higgs boson is produced through the fusion of a top quark-antiquark pair or through
radiation from a top quark (see Figure 1.4.1 (e, f, g)).

1.4.2 Higgs decay modes

With a Higgs boson mass of approximately 125 GeV, extensive exploration of its couplings to
various SM particles is feasible. Given its short lifetime of about 1.6 × 10−22 seconds, the Higgs
boson decays almost immediately after being produced, so experiments, not being able to directly
observe the Higgs boson, have to reconstruct it from its decay products. The Higgs boson decays
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Figure 1.5.1: Top-quark
branching ratios [20].

preferably to the heaviest kinematically accessible particles. Notably, the primary decay modes
include H → bb̄ and H → W+W− (see Table 1.4.1).

Although in the SM, direct coupling of the Higgs boson to massless photons is absent, it can
yield two photons in the final state via loops. The loop-induced decays into gluons, diphotons,
and Zγ provide indirect insights into the Higgs boson’s couplings to WW , ZZ, and tt̄.

1.5 Higgs-top Yukawa coupling

1.5.1 Top-quark physics

The top quark, which belongs to the third generation of quarks along with the bottom quark, is
the heaviest particle in the SM with a mass of approximately 172.69 ± 0.30 GeV [1]. Accurate
measurements of top-quark production and decay are essential for verifying QCD calculations at
high energy scales and for potentially uncovering indirect signs of new physics. At the LHC, the
primary mode of top-quark production is through the strong interaction, resulting in the creation
of top-antitop pairs. Single top-quark production also occurs, though it is less common and arises
from the electroweak interaction, involving bottom quarks or antiquarks in the initial state.

The top quark has a substantial width (1.41±0.17 GeV [1]) and a very short lifetime, decaying
before it can undergo hadronization. The top quark almost always decays into a bottom quark and
an on-shell W boson. The bottom quark typically hadronizes, while the W boson can decay either
into hadrons (68% of the time) or into leptons and neutrinos (32% of the time). Consequently,
the final state of a tt̄ event is characterized by the type and number of leptons produced by the
two W bosons in the event (see Figure 1.5.1). The decays might be fully hadronic with both W

decaying into hadrons, leading to a final state with at least six jets. This mode has the largest
branching ratio at approximately 46%. In semi-leptonic decays one W boson decays into leptons,
while the other decays into hadrons, accounting for 35% of the total decays. The dilepton final
state origins from both W bosons decay into leptons, resulting in a branching ratio of about 6.4%.
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1.5.2 The top Yukawa coupling

As discussed before, the strength of the Higgs coupling to fermions is proportional to the fermion
mass. The top quark is the heaviest particle in the SM, and the top quark Yukawa coupling
is expected to be close to unity. This coupling is important for the stability of the SM and is
sensitive to potential BSM effects. For example, the top Yukawa coupling and Higgs self-coupling
are important parameters to understand the vacuum stability of the Universe (see Fig. 1.5.2).

Figure 1.5.2: Electroweak
vacuum stability as a function

of the top Yukawa and the
Higgs self-coupling [21].

Since the top quark is heavier than the Higgs boson, the H → tt̄ decay is not allowed, and,
unlike it is for other fermions, the Higgs to top quark coupling can not be measured via Higgs
decay rate to the quark-antiquark pair. The top Yukawa coupling can then be measured in a
direct or indirect way. Indirect constraints to the top Yukawa coupling are possible through ggH
production as well as the H → γγ decay process. Even if the gluon fusion loop is dominated by
virtual top quarks, it may contain particles other than t, which forces us to make assumptions
about the influence of BSM effects, making such measurements model-dependent. However, the
top Yukawa coupling is directly accessible through the associated production of a Higgs boson
with a pair of top quarks or a single top quark. Since these processes are realized at the lowest
order in perturbation theory, no assumptions on potential BSM physics are needed. Moreover,
comparing the directly measured top-Higgs coupling with the one inferred by other cross-section
measurements can constrain contributions from new physics to the gluon fusion loop.

The associated production of a Higgs boson with a pair of top quarks can proceed through
gluon-gluon fusion or quark-anti-quark annihilation (see Fig. 1.5.3). The inclusive cross-section of
this process is calculated at NNLO in QCD [22]: 506.5+5.8%

−9.2% (scale) ±3.6% (PDF + αS) [23], for a
center-of-mass energy of

√
s = 13 TeV.

The associated production of a Higgs boson with a single of top quark is another Higgs boson
production mode with a top Yukawa coupling contribution. This production mode can be classified
into three main channels: t-channel, s-channel and tW (H) associated production (see Fig. 1.5.4).
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Figure 1.5.3: Leading order Feynman diagrams for the tt̄H process.

This Higgs production mode is always mediated by a tWb vertex leading to the presence of a b-
quark in either the initial (t-channel and associated production with a W -boson) or final state (s-
channel). Among the three mentioned channels, the contribution from the t-channel is the largest
at the LHC. In the t-channel the Higgs boson is radiated from a top quark or a W -boson. The
opposite signs of these two couplings implies that the corresponding diagrams interfere, leading
to a predicted NLO cross-section of 18 fb. At the Run-2 LHC, the total cross-section for tH
production is calculated at NLO QCD: 74.26+6.5%

−14.7%( scale +FS)± 3.7% (PDF + αS) fb [23].

Figure 1.5.4: Feynman diagrams at LO for tH production via the t-channel (top row) and
s-channel (middle row) processes, and for associated production of a Higgs boson with a single

top quark and a W boson (bottom row) [24].
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1.6 CP-violation in the SM

The discrete CP transformation merges charge conjugation (C) with parity (P). Under the trans-
formation C, a particle is transformed into an antiparticle, involving the conjugation of all internal
quantum numbers, such as the electromagnetic charge Q being transformed to −Q. Parity reverses
the sign of the spacial components: x⃗ → −x⃗. Consequently, for instance, a left-handed electron
e−L transforms under CP into a right-handed positron e+R. Additionally, there is another operation
T applying the time reversal: t→ −t.

Empirical evidence, like the measurements of mass difference between the neutral kaon and
antikaon [1, 25], suggests that the combination of these three operations, CPT , is a fundamental
symmetry of nature [1]. Moreover, it is impossible to construct a locally Lorentz-invariant quantum
field theory with a Hermitian Hamiltonian that violates CPT .

If CP symmetry was exact, the laws of nature would treat matter and antimatter identically.
Empirical observations demonstrate that most phenomena exhibit C and P symmetry, hence also
CP-symmetry. Although these symmetries hold true for electromagnetic and strong interactions,
weak interactions display a violation of both C and P : ψL and ψR behave differently under the
gauge group so that parity and charge conjugation non-conservation is made possible in principle.
Within the SM framework, CP symmetry is broken by complex phases present in the Yukawa
couplings, which represent the interactions of the Higgs scalar with quarks. Despite exhaustive
attempts to eliminate unphysical phases in this model, a sole CP-violating parameter persists.
In the context of mass eigenstates, this parameter manifests as a single phase within the 3 × 3

unitary matrix dictating the W -boson couplings between an up-type antiquark and a down-type
quark. The Standard Model’s explanation of CP violation via Yukawa couplings, known as the
Kobayashi-Maskawa (KM) mechanism, aligns seamlessly with all experimental measurements thus
far.

The first evidence of CP violation was established in neutral K meson decays: the longer-lived
K0

L, which typically decays to three pions and would therefore exhibit odd parity, was observed
also decaying to a pair of pions (a CP-even state) [26]. This phenomenon can be explained by
considering that short- and long-lived neutral kaons are not CP eigenstates but rather a combi-
nation of CP-even and CP-odd states. Another observed CP violating phenomenon is neutrino
oscillations, which means that neutrinos possess mass, implying the arise of a potential mixing
between flavor and mass states in the lepton sector. This mixing could be governed by a complex
mixing matrix analogous to the CKM matrix, thereby introducing the prospect of CP violation
in the lepton sector. Detecting CP violation in the lepton sector stands as one of the primary
objectives for ongoing and near-future experiments. As of now, CP violation has not been ob-
served in processes involving the top quark, nor in flavor-conserving processes like electric dipole
moments. Should any significant observations arise in these realms, it would unequivocally signal
the presence of physics extending beyond the Standard Model.

The current CP-violating effects observed are insufficient to account for the matter-antimatter
imbalance in the Universe. The Big Bang baryogenesis hypothesis [27] predicts baryon asymmetry
(i.e. the difference in the number of baryons and anti-baryons per unit volume) that is measurable
by two independent experimental approaches: the abundance of light elements in the intergalac-
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tic medium and from the power spectrum of the thermal fluctuations in the cosmic microwave
background. Being in good agreement between each other, the measured values of the baryon
asymmetry (∼ 10−10 [28]) considerably differs from the predicted one (∼ 10−18 [29]).

To reconcile the observed baryon asymmetry in the present Universe, additional CP-violating
effects are necessary. We can introduce extra CP violation in the scalar sector, for instance
through the Two-Higgs-Doublet Model (2HDM [30]). This model incorporates an additional Higgs
doublet with identical quantum numbers to the Standard Model’s Higgs. Within the 2HDM, the
mass spectrum includes one charged Higgs field and three neutral fields (two scalars and one
pseudoscalar). Notably, the pseudoscalar field’s coupling to fermions is CP-odd. Detecting a non-
zero value for this coupling would serve as a compelling indicator of CP violation in the Higgs
sector, thereby suggesting physics beyond the Standard Model. Instead of relying on a specific
model, the tt̄H analysis presented in this work parametrizes the potential CP-odd component of
the top Yukawa coupling using an effective model, as elaborated in the subsequent section.

1.7 Probing the CP nature of the top-Higgs coupling

The SM predicts the Higgs boson to be a scalar particle with quantum numbers JCP = 0++, and
no foreseen CP-violating interactions are predicted in the Higgs sector. Experiments demonstrated
consistency with the Higgs CP-even quantum state predicted by the SM, while still allowing for
small admixtures of non-SM CP-even or CP-odd states.

Search for a Higgs CP-violating component could proceed via studying Higgs bosonic or
fermionic couplings. In bosonic couplings, CP-odd contributions enter via non-renormalizable
higher-order operators that are suppressed by powers of 1

Λ2 [31], where Λ is the scale of the
physics beyond the SM in an effective field theory. Consequently, the examination of the Higgs
boson’s interactions with fermions holds promise for heightened sensitivity and increased model
independence. This is attributed to the fact that CP-odd terms can emerge at comparable magni-
tudes to CP-even terms within the Standard Model, without being constrained by 1

Λ2 suppression
factors. Given the fact that among coupling with other fermions, the top-Higgs coupling is the
strongest one, studying the tt̄H and tH productions can contribute to determining whether such
coupling is CP violating.

As mentioned in Section 1.5, the top Yukawa coupling and its CP properties are accessible to
be measured directly and indirectly. Some bounds might been set by indirect measurements [32].
If the CP component is present in the top-Yukawa coupling, the rates of gluon-fusion production
and H → γγ decay will be modified in comparison with pure CP-even scenario. Studies of Higgs
interactions with vector bosons and analyses of associated production with a pair of top quarks
in the H → γγ channel have excluded a pure CP-odd coupling at more than 3σ significance [33]
(see Section 1.9).

At the LHC the CP properties of the top Yukawa coupling can be directly probed through Higgs
boson production in association with a pair (tt̄H) or a single top quark (tH: tHjb and tWH). The
presence of CP-odd component in these processes would impact not only the production rates,
but also affect the kinematic distributions. For example, due to the interference happening in the
tH t-channel production between the Higgs boson radiated from a top quark or a W -boson, the
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Figure 1.7.1: tt̄H and tH
cross-section as a function of

the CP angle α [34].

t-channel cross-section has a component that depends linearly on the top Yukawa coupling. Thus
the tH production cross-section is sensitive to the sign of the top Yukawa coupling, while tt̄H is
more sensitive to the amplitude. The dependency of the NLO cross sections for tt̄X0 and t-channel
tX0 production at

√
s = 13 TeV on the CP-mixing angle α is illustrated on the Figure 1.7.1. Here,

X0 stands for a boson with JP = 0+.

One of the approaches to measure the possible CP-odd component of the top Yukawa coupling
is by using a parameterization of an effective model. Effective field theories (EFTs) [35] provide a
consistent set of perturbations of the SM Lagrangian under the assumption that any new physics
occurs at energy levels much higher than those the LHC can reach and that there are no new
light particles. EFTs modify the couplings of the SM Lagrangian by adding higher-dimensional
operators, allowing the symmetries of the SM to be mostly preserved. Within the Higgs Effective
Lagrangian (HEL) model [36, 37], the SM Lagrangian is extended by adding 39 flavor-independent
dimension-6 operators, denoted as Oj:

LHEL = LSM +
∑
j

Oj
fj
Λ2
. (1.7.1)

Evidence of new physics would appear as non-zero values in the Wilson coefficients, fj
Λ2 . The

Lagrangian describing the interaction between the Higgs boson (represented by field ϕ) and the
top quark (ψt) can then be represented as:

Ltt̄H = −k′tytϕψ̄t (cosα + iγ5 sinα)ψt. (1.7.2)

Here yt is the SM top Yukawa coupling strength, adjusted by the coupling modifier k′t, and α is
the CP-mixing angle. The SM setting is defined by k′t = 1 and α = 0. The term proportional to γ5
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in the Lagrangian corresponds to the possible CP-odd pseudoscalar component of the coupling. A
measured value of α different from zero would produce an admixture with a pseudoscalar coupling
(JCP = 0+−) and would change the differential cross-section of the tt̄H process compared to the
SM expectation. A variation of k′t would change the total cross-section.

The introduced Lagrangian modification impacts the computation of matrix element for the
tt̄H process. The main diagram contributing to the tt̄H production is shown in Figure 1.7.2. The

Figure 1.7.2: Main diagram for tt̄H production

matrix element for this diagram can be written using the Feynman rules:

M =
∑
l

ūs(p1)
(
−igs

2

)
λaik/ϵ

σ(k1)iδlk
/q1 +m

q21 −m2

yt√
2
eiαγ

5

iδlp
/q2 +m

q22 −m2

(
−igs

2

)
λbjp/ϵ

ρ(k2)v
r(p2),

(1.7.3)
where /a = γµaµ, m refers to the mass of the top quark, gs is the strong coupling constant, λa are
the Gell-Mann matrices, and ϵ are the gluon polarization vectors. The sum over l accounts for
the colour of the virtual top quark. The difference with respect to the SM matrix element lies in
the term corresponding to the top-Higgs interaction, yt√

2
eiαγ

5 , that contains the CP-mixing angle
in our case.

By denoting

A =
g2syt

4
√
2

1

q21 −m2

1

q22 −m2
, Γ(1)µ = γµ( /q1 +m), Γ(2)ν = ( /q2 +m)γν , (1.7.4)

the matrix element expression becomes

M = A
∑
l

ūs(p1)λ
a
ilϵ

ρ
µ(k1)Γ

(1)µeiαγ
5

Γ(2)νλbjlϵ
ρ
ν(k2)v

r(p2). (1.7.5)

The squared matrix element, after summing over every possible outgoing colour of the tt̄ pair
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and its helicity states, gluon colour and polarization, photon polarization, takes the form

〈
|M|2

〉
=

2|A|2

3
Tr

[
(/p1 +m)Γ(1)µeiαγ

5

Γ(2)ν(/p2 −m)Γ(2)
ν eiαγ

5

Γ(1)
µ

]
. (1.7.6)

Considering pure CP-even and CP-odd cases, one can write the corresponding squared matrix
elements:

〈
|M|2

〉
CP -odd =

2|A|2

3
Tr

[
(/p1 +m)Γ(1)µ(−/q2 +m)γν(/p2 +m)(/q2 −m)γνΓ

(1)
µ

]
, (1.7.7)〈

|M|2
〉
CP -even =

2|A|2

3
Tr

[
(/p1 +m)Γ(1)µ(/q2 +m)γν(/p2 −m)(/q2 +m)γνΓ

(1)
µ

]
, (1.7.8)

implying the different CP-even and CP-odd cross-sections.

1.8 Simplified Template Cross-section framework

The Simplified Template Cross Sections (STXS) framework has been introduced to enhance the
precision measurements of the Higgs production signal strength [23]. STXS are defined as physical
cross-sections in mutually exclusive regions of phase space, referred to as STXS bins. This frame-
work serves two main purposes: providing more fine-grained measurements for Higgs production
modes in different kinematic regions, and reducing theoretical uncertainties inherent in the mea-
surements. Measurements are unfolded to the STXS bins, allowing for a global combination of
results from different analyses and experiments. The STXS measurements, both individual and
combined, serve as inputs for further interpretations within and beyond the SM.

In the context of tt̄H production measurements, the STXS framework is utilized to determine
the cross-section as a function of the Higgs transverse momentum pHT . The bins are defined
as following: p0 ∈ [0, 60] GeV, p1 ∈ [60, 120] GeV, p2 ∈ [120, 200] GeV, p3 ∈ [200, 300] GeV
p4 ∈ [300, 450] GeV, and p5 ∈ [450,+∞] GeV. Given that pHT is sensitive to CP-violation [38], the
corresponding STXS bins are also instrumental in probing the CP structure of the Higgs boson.

1.9 tt̄H measurement at the LHC

Several tt̄H measurements were performed with both ATLAS and CMS experiments using Run-1
and Run-2 data [39, 40]. The production cross-section for a 125 GeV Higgs boson associated with
pair of top quarks in pp collisions at

√
s = 8 TeV is about 130 fb, while at

√
s = 13 TeV it reaches

500 fb.
The tt̄H analyses can be grouped into classes based on the Higgs decays, while considering

most of the decay final states of the top quarks: fully hadronic, semi-leptonic and dilepton decay
final states. The H → γγ [41, 42] and H → 4l [43, 44] both have very clean signatures, but limited
statistics. The opposite is observed for H → bb̄ [45, 46]: this search is complicated due to the large
backgrounds, both physical and combinatorial, but has a high branching ratio (see Figure 4.0.2).
The last class, so-called "multilepton", considers the W+W− , τ+τ− (decaying leptonically) and
ZZ∗ Higgs final states inclusively in multilepton event topologies. The measurements are listed
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in Table 1.9.1.

tt̄H ATLAS Run-1 CMS Run-1 ATLAS Run-2 CMS Run-2

H → γγ 1.3+2.6
−1.7

+2.5
−1.7 1.2+2.5

−1.7
+2.6
−1.8 1.38+0.33

−0.31
+0.26
−0.18 2.27+0.86

−0.74

H → 4ℓ 1.2+1.4
−0.8 1.05+0.19

−0.17

H → WW/ττ/ZZ 1.4± 0.6± 1.0 3.3± 1.4 1.56+0.30
−0.29

+0.30
−0.27 0.92+0.26

−0.23

H → bb 1.4± 1.0± 0.6 1.6+1.6
−1.5 0.81± 0.11+0.20

−0.16 0.33± 0.16± 0.21

Combination 1.7± 0.5± 0.8 2.6+1.0
−0.9 0.97± 0.14+0.14

−0.13 0.94± 0.20+0.09
−0.14

Table 1.9.1: Summary of the results for the measured cross-section measurements of Higgs boson
in association with top quark pair by ATLAS and CMS. The results are given in terms of the

measured signal strength [1].

Both the CMS and ATLAS experiments utilize a multilepton approach, incorporating various
channels including electron, muon, and τ lepton in the final states, to examine the W+W−, τ+τ−

and ZZ∗ Higgs decay modes [24, 47]. While CMS has analyzed the entire Run-2 dataset, ATLAS
has analyzed only a portion of it. In a preliminary analysis using a subset of the Run-2 dataset
(approximately 80 fb−1 integrated luminosity), ATLAS noted discrepancies in the normalization
of the tt̄W background, which exceeded SM predictions by factors ranging from 1.3 to 1.7. Addi-
tionally, issues with modeling were observed in regions where the tt̄W process dominates. In this
thesis the result of the analysis in the multilepton final state with full Run-2 dataset is presented.
The differential cross-section measurement within STXS framework is performed in H → bb̄ by
both ATLAS and CMS. STXS measurements were never performed for the multilepton channel
yet.

The CP properties of the coupling between the Higgs boson and the top quark were also
investigated in H → bb̄ [45, 46] and H → γγ [41, 42] by the ATLAS and CMS experiments, and
in tt̄H in multilepton state by CMS [48]. The H → γγ CP-measurement performed using the
parametrization described in Section 1.7 resulted in a pure CP-odd coupling exclusion at 3.9σ,
and a limit |α| > 43◦ at 95% confidence level. A comparable study from the CMS experiment
excluded α = 90◦ at 3.2σ. In the H → bb̄ ATLAS measured the mixing angle between CP-even
and CP-odd couplings to be α = 11+52◦

−73◦ , with CP-odd exclusion significance observed at 1.2σ.
The CP-odd CP-even discrimination is based on CP-sensitive variables defined using momentum
three-vectors of the two top quarks.
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2 Experimental setup

The tt̄H multilepton measurement presented in this work was conducted using the ATLAS de-
tector at the Large Hadron Collider (LHC). The LHC, a circular particle accelerator, generates
high-energy proton-proton and heavy ion collisions at a high rate, offering an environment to
probe rare processes and investigating BSM scenarios. Section 2.1 provides an overview of the key
characteristics of the LHC. Positioned at one of the four collision points of the LHC, the ATLAS
experiment is detailed in Section 2.2, including its sub-detectors. Section 2.3 outlines the simu-
lation of collision data used for physics analyses within the ATLAS experiment. The procedures
for reconstructing objects generated in these collisions are elaborated in Section 2.4.

2.1 The Large Hadron Collider

In collider experiments, typically, two beams of particles are first accelerated to high energies
E1 and E2 and then collide under a small or zero crossing angle, providing access to a centre-
of-mass energy of

√
s = 2

√
E1E2. The LHC was designed to study physics at the TeV energy

scale. The technical choice of using proton collisions was made to ensure high energies at collision
points. In electron colliders, reaching high targeted energy is complicated because of synchrotron
radiation [49]. The process of interest, e+e− → tt̄H, would, for example, become important for
√
s ≥ 500 GeV [50] that is much higher than the centre-of-mass energy of the electron-positron

colliders built so far. For example, the Large Electron–Positron Collider (LEP) operated at a
maximum centre-of-mass energy of around 200 GeV. Currently the e+e− colliders are mainly
target to study b-physics and run at much smaller centre-of-mass energy. A proton-antiproton
collider would not allow reaching the desired collision rate due to the difficulty of producing
antiprotons [51]. Proton-proton collisions create a setup satisfying the above criteria but also
raise some challenges discussed in Section 2.3.1. Apart from proton-proton collisions, the LHC
can also perform heavy ion collisions, implying the creation of quark-gluon plasma.

The LHC is a circular 26.7 km particle accelerator. The LHC accelerator design is detailed
in the Section 2.1.1. The collisions take place at specific points where particle detectors are
positioned. The main LHC experiments are discussed in Section 2.1.1.3.

The LHC is located at the French-Swiss border and is operated by the European Organization
for Nuclear Research (CERN). The collider is around 100 m underground, occupying the same
tunnel previously used for the Large Electron Positron collider (LEP). Since its construction (1998
to 2008) and circulation of the first beam in 2008, the LHC performed several operational data-
taking runs, separated by hardware upgrades (see Figure 2.1.1). The Run-1 [52] marked by the
Higgs boson discovery lasted from 2010 to 2013, starting with the pp

√
s = 7 TeV and boosted

to
√
s = 8 TeV in 2012. During the following two years, 2013-2015, the LHC ring and detectors

underwent upgrades during the Long Shutdown 1 (LS1), after which the Run-2 [53] between 2015-
2018 operated at higher luminosity, and centre-of-mass energy of 13 TeV. The tt̄H measurement
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Figure 2.1.1: LHC runs and upgrades [55].

Table 2.1.1: LHC operating parameters for the design conditions and through Run-2 [56].

presented in this work is based on data recorded during Run-2. Between 2019 and 2022, the LS2
upgrade was performed, followed by the start of the Run-3 [54] collecting data at

√
s = 13.6 TeV.

The next upgrade, the High-Luminosity LHC (HL-LHC), will happen between 2026-2028 during
the LS3.

2.1.1 LHC setup

2.1.1.1 Basic collider parameters

A particle collider is characterized by numerous parameters, a few mains of which are discussed
in the following with a focus on the Run-2 LHC setup. The LHC operating parameters for the
design conditions and through Run-2 are summarized in Table 2.1.1.

Apart from the already mentioned centre-of-mass energy, another key parameter is instanta-
neous luminosity. It gives the number of collisions per second per unit area:

L =
nb · frev ·N2

p · γr
4 · π · σxσy

· F (θc, σx, σz) . (2.1.1)

This formula assumes a Gaussian beam distribution. It is defined using the following parameters:

• nb is the number of colliding bunches. For Run-2, the typical number of bunches in each
LHC ring was 2544.

• frev stands for the per-bunch revolution frequency. For the LHC, it is equal to 11245.5 Hz,
based on the LHC ring circumference and the value of the speed of the light.

• Np is the number of protons per bunch (around 1011), referred to as the beam intensity.
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• γr is the relativistic gamma factor for protons.

• σx(y) is the transverse beam dispersion corresponding to the beamspot size. At LHC in 2016

it was measured around 10 µm.

• F (θc, σx, σz) is the factor accounting for the reduction in the luminosity due to non-zero
beam crossing angle θc.

The number of produced events of a given process with a cross-section σ is obtained by the
integrated luminosity L:

Nobs
events = σ · ϵ

∫
dtL, (2.1.2)

where ϵ is the detection efficiency combining trigger, offline reconstruction and analysis selection
efficiencies.

A high luminosity provides the opportunity to observe rare processes having small cross-
sections. However, high instantaneous luminosity reached with increasing the density of beams
leads to the presence of pile-up events happening at the same time as the process of interest or
at the adjacent bunch crossing. The average value of the number of pile-up events at a given
luminosity is defined by:

⟨µ⟩ = σinel · L
frev · nb

, (2.1.3)

where σinel is the inelastic cross-section.

2.1.1.2 The accelerator chain

The CERN’s accelerator complex is represented in Figure 2.1.2. Protons are supplied to the LHC
by an injector chain. First, the protons are sourced from gaseous hydrogen ionised by a strong
electric field. Before reaching the LHC, protons energy gets increased by a chain of accelerators:
a linear accelerator (LINAC), Proton Synchrotron Booster (PSB), Proton Synchrotron (PS) and
Super Proton Synchrotron (SPS). Within the LHC setup at the time of collecting Run-2 data
(before LS2), protons are first accelerated up to 50 MeV by LINAC-2 using radio-frequency cavities.
The following acceleration happens via circular accelerators PSB (up to ∼ 1.4 GeV), PS (up to
∼ 25 GeV) and SPS (up to ∼ 450 GeV) and lasts around 4.5 minutes in total. After going
through auxiliary accelerators, protons get transferred to the LHC, where they experience the
final acceleration and stabilization, reaching the energy of 6.5 TeV in around 20 minutes. The
LHC is a two-ring accelerator and collider that gets filled with two proton beams running in
clockwise and anticlockwise directions in separate beam pipes. There are eight straight sections
and arcs in the LHC ring. The beam pipes have separate magnetic fields and vacuum chambers
in the main arcs, and have common straight sections at the collision points where detectors are
located. The straight section’s main purpose is the protons’ acceleration that, analogically to
LINAC, is reached via radiofrequency chambers (RFs). The 16 superconducting RFs generate an
electric field of 5 MV/m with 400 MHz oscillations. The frequency is adjusted in a way to be an
integer multiple of the frev, so that the proton experience only the accelerating voltage. Once a
proton’s revolution frequency corresponds exactly to the RF frequency, no additional acceleration
is possible, and such a proton is called a synchronous particle. Other protons group around
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Figure 2.1.2: CERN’s accelerator complex [57].

synchronous particles longitudinally oscillating, forming a bunch. There are 2808 bunches in the
LHC beams, each containing approximately 1011 protons. The distance between two consecutive
bunches is called bunch spacing and is amount to to 50 or 25 ns in Run-2, depending on the
operating year.

Within the beam pipes of the LHC, proton beams are guided along curved trajectories by an
array of superconducting magnets, cooled to a temperature of 1.9 K using superfluid Helium. Two
primary types of magnets are employed: dipoles, responsible for bending the proton beams within
the arcs, and quadrupoles, which focus the beams while ensuring their separation from the pipe
walls. The LHC comprises a total of 1232 dipole magnets, each approximately 15 meters in length,
generating a magnetic field of 8.3 T. In contrast, the 858 quadrupoles deliver nominal gradients
of 223 T/m and 241 T/m, strategically positioned in pairs along the LHC ring to regulate both
beam width and height. Additional magnetic multipoles, including sextupoles, octupoles, and
decapoles, are also integrated into the LHC system to mitigate divergence-induced effects leading
to imperfections in the proton beams.

The operation of the LHC is organized into fills: a fill starts upon injecting the desired number
of bunches into the machine and concludes with beam dumping. When beam conditions reach
a state suitable for physics data collection, stable beams are declared, initiating data acquisition
for physics analyses by the experiments. Throughout a fill, the instantaneous luminosity declines
as protons are utilized in collisions or lost outside the interaction regions. After approximately
10− 20 hours, the collision rate diminishes to a level where it becomes more efficient to dump the
beam and dedicate a few hours to reinjecting a new beam.
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Figure 2.1.3: The LHC experiments locations
[65].

2.1.1.3 LHC experiments

The LHC hosts several experiments that have a rich physics program: precise measurements of
SM parameters, search for new physics, studying the nature of dark matter and matter-antimatter
asymmetry, etc. In total, there are seven experiments installed at the LHC: A Large Ion Collider
Experiment (ALICE) [58], A Toroidal LHC ApparatuS (ATLAS) [59], the Compact Muon Solenoid
(CMS) [60], the Large Hadron Collider beauty (LHCb) experiment [61], the Large Hadron Collider
forward (LHCf) experiment [62], the TOTal Elastic and diffractive cross section Measurement
(TOTEM) experiment [63] and Monopole and Exotics Detector at the LHC (MoEDAL) [64]. The
four biggest experiments, ALICE, ATLAS, CMS and LHCb, are located around the four collision
points (see Figure 2.1.3), while others are located near the biggest ones:

• ATLAS and CMS experiments are general-purpose detectors with a broad physics program
that were designed and optimized to study proton-proton collisions over a wide energy
spectrum. Both detectors employ distinct technologies for tracking and calorimetry. Using
two independent experiments aiming at the same physics analyses proves advantageous, as
it facilitates cross-checking their findings. Additionally, combining the datasets that the two
detectors recorded enhances the analysis’s precision.

• LHCb experiment targets studying matter-antimatter asymmetry via b and c quarks.

• ALICE experiment is dedicated to quark-gluon plasma studies via high-energy heavy-ion
collisions.



2.2. The ATLAS detector 43

Figure 2.2.1: A schematic view of the full ATLAS detector [66].

• TOTEM aims for a regime inaccessible to other LHC experiments: the protons that emerge
at narrow angles relative to the beam pipe.

• LHCf comprises two detectors on opposite sides of the ATLAS experiment, positioned 140
meters from the collision point. It utilizes particles emitted in the forward direction to
simulate cosmic rays under controlled laboratory conditions.

• MoEDAL, located around the same interaction point as LHCb, conducts direct searches for
magnetic monopoles, which are hypothetical particles possessing magnetic charge.

2.2 The ATLAS detector

The ATLAS experiment was designed to allow high-resolution measurements of LHC proton-
proton and heavy-ion collisions. A computer-generated view of the ATLAS detector is depicted
in Figure 2.2.1 (left), illustrating its concentric cylindrical structure composed of multiple sub-
detector layers. Each of the sub-detectors is designed to measure distinct properties of particles
or objects generated from collisions.

The ATLAS sub-detectors can be categorized into three main groups: the inner tracker,
calorimeters, and the muon spectrometer. The inner detector (see Section 2.2.3), situated closest
to the beam pipe within the solenoid magnet, comprises silicon pixel, silicon microstrip, and straw
tube tracking detectors, facilitating high-precision reconstruction of particle trajectories and mo-
mentum measurements. Electromagnetic and hadronic calorimeters (see Section 2.2.4), located
outside the solenoid magnet, absorb energy from photons, electrons, and hadrons. The muon spec-
trometer (see Section 2.2.5), situated outside the calorimeters and supported by a barrel toroidal
magnet (see Section 2.2.2), utilizes gaseous tracking detectors to measure particles trajectories and
momenta. Interesting events are detected by trigger systems that lead to detector measurements
being read out and saved for further processing (see Section 2.2.5). The stored data are then used
to reconstruct objects such as electrons, muons, and jets for physics analyses (Section 2.4).
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Table 2.2.1: General performance goals of the ATLAS detector. Note that, for high-pT muons,
the muon-spectrometer performance is independent of the inner-detector system. The units for

E and pT are in GeV [67].

2.2.1 ATLAS coordinate system and detector requirements

The ATLAS experiment uses a right-handed coordinate system along with a spherical polar one,
with the origin set at the nominal interaction point (see Figure 2.2.1 (right)). Within the cartesian
system, the longitudinal z-axis aligns with the beam direction, the positive x-axis points from
the origin toward the center of the LHC ring, and the positive y-axis points upward toward
the ground surface. The polar system defines the polar angle θ measured from the positive z-
axis, the azimuthal angle ϕ measured from the positive x-axis, and the radial coordinate R =√
x2 + y2 representing the distance from the beamline. The spherical coordinate system naturally

complements the cylindrical geometry of the detector. It allows for the definition of several
variables that are invariant under boosts along the z-axis, given that the z-component of the
initial parton momentum is unknown. For example, the rapidity y (or pseudo-rapidity η in the
ultra-relativistic approximation) replaces the distance in polar angle θ:

y =
1

2
ln

(
E + pz
E − pz

)
E≫mc2−−−−→ η = − ln

(
tan

θ

2

)
. (2.2.1)

Here E is the particle energy and pz the z component of its momentum vector. The transverse
component of the particle momentum p is referred to as pT = p sinθ . Parameter ∆η is invariant
under Lorentz boost along the beamline, and with such a replacement the radial distance becomes
∆R =

√
∆η2 +∆ϕ2.

The key design considerations for ATLAS include the necessity for precise electromagnetic
calorimetry for the identification of electrons and photons, complemented by hadronic calorime-
try for accurate measurements of jets and missing transverse energy. A high-resolution muon
spectrometer ensures precise determination of muon energy and trajectory, while high-efficiency
tracking enables particle identification and event reconstruction. The general performances of the
ATLAS detector are summarised in Table 2.2.1.

2.2.2 The magnet system

The ATLAS detector’s magnet system provides the magnetic field necessary for precise measure-
ment of charged particle momentum and particle identification. It consists of four superconducting
magnets: the Central Solenoid, the Barrel Toroid, and two End-Cap Toroids [68].

• The central solenoid provides an axial magnetic field of 2 T within the inner detector and is
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mounted in the vacuum vessel of the Liquid Argon calorimeter.

• The barrel toroid comprises eight flat coils in a racetrack configuration, each housed in
individual cryostats, producing a magnetic field of 3.9 T for the muon spectrometer.

• The end-cap toroids each consists of eight superconducting coils in a single cryostat, gener-
ating a 4.1 T magnetic field and can be retracted to allow access to the central detector.

The magnets use a composite conductor made of NbTi/Cu cable within an aluminum stabilizer
and are cooled to 4.5 K using superfluid helium.

2.2.3 The inner detector

The Inner Detector (ID) is the innermost part of the ATLAS detector designed to reconstruct
charged particle tracks, determine their momenta, and identify interaction vertices. The ID is
surrounded by a central solenoid and comprises three subsystems: the Pixel detector and Semi-
conductor Tracker (SCT) near the interaction point and the Transition Radiation Tracker (TRT)
further out. These subsystems are divided into two regions: the barrel section, which covers low
pseudorapidities and consists of concentric cylinders around the beam axis, and the end-caps,
positioned at high pseudorapidities, arranged in disks perpendicular to the beam axis. This con-
figuration optimizes pseudorapidity coverage, reaching |η| = 2.5 for the pixels and SCT systems
and up to |η| = 2 for the TRT. The measurement is possible for particles with pT > 0.4 GeV.
Table 2.2.2 summarizes the specifications of the tracking system subcomponents. Hits here refer
to the energy deposits that a particle leaves in active ID elements.

Table 2.2.2: Specifications of the Inner Detector.

2.2.3.1 Pixel detector

The Pixel detector is the innermost component of the ATLAS ID, that provides precise tracking
near the interaction point for accurate track reconstruction. The Run-2 Pixel detector consists
of four barrel layers and six disk layers (see Figure 2.2.2 (left)). The outer barrel region contains
three pixel layers at radii of 50.5, 88.5, and 122.5 mm, and built out of 1744 identical modules [69].
The innermost layer, the Insertable B-Layer (IBL), added during LS1, is situated at a radius of
33.25 mm in the barrel region. The Pixel detector employs silicon pixel sensors that generate
electron-hole pairs when particles pass through. Each pixel sensor has around 47 · 103 pixels
bump-bonded to 16 frontend chips with 2880 readout channels each. These components, along
with power cables and services, form a module (see Figure 2.2.2 (right)). Modules are mounted
on barrel staves and disk sectors, ensuring detector hermeticity.
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Figure 2.2.2: (a) Schematic drawing of the ATLAS Pixel Detector. (b) Assembly view and
cross-section of an ATLAS Pixel Detector module [69].

2.2.3.2 Semiconductor Tracker

The SCT enhances the ID’s tracking capabilities at radial distances between 299 mm and 560 mm [70].
The SCT is essential for tracking particles in the plane perpendicular to the beam, across a larger
area than the Pixel detector. It consists of four layers of silicon microstrip sensors in the barrel
and nine disks in each end-cap. Each barrel layer contains 12 rings of modules arranged along the
z-axis, resulting in 2112 modules, while the end-caps consists of 1976 modules. Each module is
made up of four rectangular silicon sensors. The SCT operates similarly to the pixel detector but
uses narrow, long strips instead of small pixels. These strips are 12 cm in length and 80 µm in
width. The STC spatial resolutions are 17 µm (R− ϕ) and 580 µm (z/R) in both the barrel and
end-cap regions.

2.2.3.3 Transition Radiation Tracker

The outermost component of the ID, the TRT, is a gaseous detector made up of straw tubes, each
4 mm in diameter and up to 150 cm in length [71]. These straw tubes contain gold-plated tungsten
wires and are filled with a xenon-based gas mixture. As particles pass through the straws, they
ionize the gas, creating on average 5–6 ionisation clusters per mm of path length. The free electrons
drifting to the central wire create a detectable current along the wires. The TRT has a total of
35 ·104 readout channels and contributes to electrons identification separating them based on their
ionization level. The barrel section includes three concentric layers, spanning a radial range of
560 mm to 1080 mm and a longitudinal range of |z| < 712 mm. Each end-cap section contains
two independent wheels positioned perpendicular to the beam pipe, covering radial distances from
644 mm to 1004 mm and longitudinal distances from |z| = 827 mm to |z| = 2744 mm.
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2.2.4 Calorimeters

The ATLAS calorimeter system is situated outside the ID and provides coverage up to |η| < 4.9

with full ϕ coverage around the beam axis. This system consists of three main components: the
electromagnetic calorimeter, the hadronic calorimeter, and the forward calorimeter. It measures
particle energy by absorbing particles and analyzes shower parameters for particle identification.
The sampling calorimeter system uses alternating layers of active material and dense absorber
material. When particles pass through the absorbers, they create electromagnetic or hadronic
showers, which then ionize the active material in the electromagnetic calorimeter or produce scin-
tillation photons in the hadronic one. The generated signal in the active medium is proportional
to the deposited energy. Calorimeters are designed to be large enough to fully contain the show-
ers, minimizing energy leakage into the muon spectrometer. Electromagnetic calorimeters use
high atomic number materials characterized by the material radiation length X0, while hadronic
calorimeters are designed based on the nuclear interaction length λ. Muons pass through the
calorimeters, neutrinos do not interact with the calorimeters, appearing as missing energy in the
detector (see Section 2.4.5). The calorimeter energy resolution mentionned in Figure ?? can be
written as

σ(E)

E
=

S√
E

⊗ N

E
⊗ C, (2.2.2)

where S√
E

is related to the fluctuations in shower development, N
E

is coming from the electronic
noises and pile-up, and C is the constant term addressing the nonuniformities effects.

2.2.4.1 Electromagnetic calorimeter

The Electromagnetic calorimeter (ECal) of the ATLAS detector is designed to measure the energy
of electrons and photons with high precision. ECal is a sampling calorimeter that uses lead
plates as absorbers and Kapton electrodes immersed in Liquid Argon (LAr) as active material.
The calorimeter consists of a barrel section and two endcaps. Each component of the ECal is
housed in its own cryostat to maintain the Argon in a liquid state at 89 K. The ECal employs
an accordion geometry for the absorbers and electrodes to ensure full coverage in the ϕ direction
without gaps and a faster readout. Figure 2.2.3 illustrated the ECal setup (left) and a cut-out
view of the calorimeter in the barrel including dimensions and coordinates (right). The barrel
covers the region up to |η| = 1.475, while the endcaps consist of two wheels each, covering the
pseudorapidity range of 1.375 < |η| < 3.2. The barrel and outer endcap wheels in the region
dedicated to precision physics (|η| < 2.5) are longitudinally segmented into three layers: the strip
layer, the middle layer, and the back layer. The strip layer is highly granular in the η direction,
while the middle and back layers offer improved granularity in the ϕ direction. The endcaps’ inner
wheels, |η| > 2.5, have two layers with coarser granularity in both η and ϕ. The barrel calorimeter
is located outside the solenoid magnet and has a minimal thickness of 22 radiation lengths X0.
The endcap calorimeters have a minimal depth of 24 X0.
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Figure 2.2.3: Schematic view of the different components of the ATLAS LAr calorimeter system
(left), and a cut-out view of the calorimeter in the barrel including dimensions and coordinates

(right) [72].

2.2.4.2 Hadronic calorimeter

The hadronic calorimeter system [73] is designed to measure the energy of hadronic showers, called
jets. The barrel part consists of plastic polystyrene scintillating tiles as active material, interleaved
with steel plate absorbers. It measures the energy deposition of charged and neutral hadrons.
Charged particles passing through the scintillating tiles produce ultraviolet light, which is collected
and converted into visible light via wavelength shifting fibers before reaching photomultiplier tubes
(PMTs) that output an amplified electrical signal. The barrel is divided into three parts: a central
part covering up to |η| = 1, and two extensions on each side covering the range of 0.8 < |η| < 1.7.
The hadronic endcap calorimeters use liquid argon (LAr) technology with flat copper plates as
absorbers instead of lead. These endcaps are located behind the electromagnetic calorimeter
endcaps and are housed in the same cryostats. Each endcap consists of two independent wheels,
covering the pseudorapidity range of 1.5 < |η| < 3.2.

2.2.4.3 Forward Calorimeter

Two forward calorimeters are positioned on each side of the ATLAS detector to measure forward
jets and improve the estimation of missing energy. They also help reduce backgrounds reaching
the muon system. These calorimeters cover the pseudorapidity range of 3.1 < |η| < 4.9. Each of
its endcaps is divided into three longitudinal modules. The first module, closest to the interaction
point, uses copper as an absorber and is optimized for detecting electromagnetic showers. The
other two modules use tungsten as an absorber and are optimized for measuring hadronic showers.
All three modules are housed within the same LAr cryostat as the other endcap calorimeters.



2.2. The ATLAS detector 49

2.2.5 Muon systems

The muon spectrometer (MS) [74], the outermost subdetector of the ATLAS experiment, is dedi-
cated to detecting muons exiting the calorimeters, reconstructing their tracks and precisely mea-
suring their momenta over the pseudorapidity range of |η| < 2.7. It also provides triggering
capabilities for |η| < 2.4. The momentum resolution of the muon spectrometer can be expressed
for a given η as a function of pT :

σ(p)

p
=
pMS
0

pT
⊗ pMS

1 ⊗ pMS
2 · pT , (2.2.3)

where pMS are the coefficients related to energy loss in the calorimeter material (pMS
0 ), multiple

scattering (pMS
1 ) and intrinsic resolution (pMS

2 ) terms [75]. The MS relies on the deflection of muon
tracks in the magnetic field generated by the ATLAS toroidal magnets system (see Section 2.2.2)
to measure the muon momentum. The MS is structured with three concentric layers in the barrel
region and three endcap wheels (see Figure 2.2.4). It comprises four subsystems: Monitored
Drift Tubes (MDT), Cathode Strip Chambers (CSC), Resistive Plate Chambers (RPC), and Thin
Gap Chambers (TGC). MDT and CSC provide precision measurements, while RPC and TGC
are primarily used for triggering. MDT chambers cover the entire |η| < 2.7 range, except for
the innermost endcap layer (2 < |η| < 2.7), where CSC chambers are used due to their higher
radiation tolerance and rate capability. MDT chambers consist of three to eight layers of 30 mm
diameter drift tubes filled with a gas mixture with a central tungsten-rhenium wire. Each tube
achieves a spatial resolution of 80 µm, improved to about 35 µm for a chamber. CSC chambers,
used in the highest particle flux region, are multi-wire proportional chambers with radial wires
and segmented cathodes, achieving a spatial resolution of 40 µm in the bending η-plane and 5 mm
in the non-bending ϕ-plane. The RPCs provide fast and coarse muon tracking information and
bunch-crossing identification in the barrel region (|η| < 1.05). They consist of three concentric
layers around the beam axis, each with two parallel resistive plates filled with a gas mixture,
achieving a timing resolution of around 2 ns. The TGCs are installed in the endcap wheels,
covering the range 1.05 < |η| < 2.7 (2.4 for triggering). These multi-wire proportional chambers,
filled with a gas mixture, achieve a timing resolution of around 4 ns.

2.2.6 Trigger and Data Acquisition system and data quality

The ATLAS experiment faces the challenge of managing a data influx at a bunch crossing rate of
40 MHz, which far exceeds storage capabilities. To handle this, the trigger and data acquisition
system (TDAQ) selectively stores events for analysis through a two-tiered selection process: the
hardware-based Level-1 (L1) trigger and the software-based High-Level Trigger (HLT). The TDAQ
system must ensure synchronization across all detectors, which operate on a 40 MHz clock match-
ing the LHC collision frequency. Clock signals are distributed via optical cables and adjusted to
maintain phase alignment, preventing timing discrepancies that could affect data accuracy.

The L1 trigger, operating within a 2.5 µs latency, uses fast electronics and field-programmable
gate arrays (FPGAs) to analyze low-granularity data from the calorimeter and muon detectors. It
identifies high-energy leptons, photons, jets, and significant transverse energy imbalances, reducing
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Figure 2.2.4: Computer generated image of the ATLAS Muon subsystem [76].

the event rate from 40 MHz to 100 kHz. The L1 trigger defines regions of interest, the η × ϕ× z

regions, and involves subsystems like the L1Calo and L1Muon. The L1Calo processes the event
information in parallel by the Cluster Processor (CP) that identifies electron, photon and τ -lepton
candidates and the Jet/Energy-sum processor (JEP) identifying jet candidates and produces global
sums of total and missing transverse energy. The L1Muon processes signal from RPCs in the barrel
(|η| < 1.05) and TGCs in the end-caps (1.05 < |η| < 2.4). Combined information is processed
by the L1Topo system for event-level computations, and the Central Trigger Processor (CTP)
finalizes the L1 trigger decision.

Accepted events from the L1 trigger are forwarded to the high level trigger (HLT), where
detailed reconstruction algorithms, similar to those used in offline analyses, process the data
using full detector granularity. The HLT operates within a few hundred milliseconds, leveraging
approximately 4 · 104 processing units to reduce the event rate further to around 1 kHz. It uses
sophisticated techniques to enhance particle identification, such as discriminating electrons and
photons from hadrons, ensuring high selection efficiency.

Events passing through the HLT are fully assembled into event records and stored for offline
analysis. Data is periodically reprocessed to incorporate software updates and better understand
detector conditions. Quality checks ensure that events from periods of detector malfunction are
flagged and excluded from analyses. A schematic view of the ATLAS trigger and data acquisition
system is shown in Figure 2.2.5.

During Run-2, ATLAS recorded a total integrated luminosity at
√
s = 13 TeV of 147 fb−1, of

which 139 fb−1 was classified as “good for physics” reflecting an overall data quality efficiency of
approximately 95%. The recorded data is examined to exclude any events with detector-related
problems, such as missing or corrupt data, high voltage (HV) trips, etc., which could result in
poorly reconstructed objects and complications in data analysis. Figure 2.2.6 shows the data
delivered by the LHC, recorded by ATLAS, and deemed as “good for physics” during Run-2.
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Figure 2.2.5: Schematic view of the ATLAS trigger and data acquisition system in Run 2 [77].

Figure 2.2.6: Cumulative luminosity versus time delivered to ATLAS (green), recorded by
ATLAS (yellow), and certified to be good quality data (blue) during stable beams for pp

collisions at 13 TeV centre-of-mass energy in 2015-2018 [78].

2.3 Event simulation

Understanding and interpreting results from particle colliders requires comparing them with theo-
retical predictions. To conduct ATLAS physics analyses, it is important to accurately simulate pp
collision events. The simulation procedure relies on the Monte Carlo (MC) method, which involves
repeated random sampling of variables defined by complex probability density functions to model
various physics processes. The simulation progresses through a series of Markov Chain Monte
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Carlo integration steps, where each step depends solely on the previous one. Section 2.3.2 details
the successive stages of the event generation procedure. The following step (see Section 2.3.3) sim-
ulates the interactions of the generated particles with the detector material and the subsequent
building of the electronic detector response (see Section 2.3.4). This approach enables direct
comparisons between real and simulated data, both stored in the same format.

2.3.1 Cross-section computation in proton-proton collisions

Protons are composite particles containing quarks (q) and gluons (g). A proton is composed
of two up quarks and one down quark being in constant interaction with each other mediated
by gluons. Gluons can radiate quickly annihilating pairs of quark-antiquark within the protons.
Together, these composites, referred to as partons, create a so-called sea of quarks and gluons. The
parton interaction inside the proton is complicated to model at the considered energy regime since
it cannot be described within perturbative QCD. When referring to the center-of-mass energy
in proton-proton collisions (

√
s), one defines it based on the proton beam energy. However,

since the real interaction occurs between the proton constituents that carry only a fraction of
the proton energy, the hard collisions happen at these reduced partonic center-of-mass energies.
This fact complicates the modelling of the processes, introducing a source of uncertainty. The
pp interaction can in fact be divided into three components: the hard-scattering, the underlying
event and the hadronization. Parton’s hard scatter, the interaction that happens with the highest
energy, generally gives access to study the process of interest. The underlying event comprises all
the activity in the collision not directly related to the hard scatter. It includes initial and final
state radiation (ISR/FSR), multiple parton interactions, and beam remnants. These components
interact mainly via QCD processes, involving additional quarks and gluons. After the hard scatter
and the underlying event processes, partons (quarks and gluons) that are not free particles undergo
hadronization. This process converts them into collimated sprays of hadrons, known as jets, which
are observed in the detector.

The energy fraction carried by a parton inside a proton is defined via empirical parton distri-
bution functions (PDFs). The production cross-section of a given particle X at a pp collider is
then defined by the formula [79]:

σ =

∫
dx1fa/p (x1, µF )

∫
dx2fb/p (x2, µF ) σ̂ab→X (x1, x2, s) . (2.3.1)

The protons interaction is represented via a parton-level cross-section (here, a and b are the
partons participating in the production process) weighted by the corresponding PDFs (fa/p and
fb/p). At the LHC, gg initiated processes are more favoured than qg or qq̄. The cross-section of the
hard-scattering, σ̂ab→X (x1, x2, s), is calculable in perturbative QCD (where the strong coupling
constant is small enough to allow for a series expansion in terms of Feynman diagrams). It is
a function of the squared partonic center-of-mass energy ŝ = x1x2s, with x1 and x2 being the
fractions of the total proton momentum carrying by the interacting partons. The parameter µF is
the factorization scale defining the energy below which any emission from the initial state parton
is absorbed by the PDF. The introduction of µF is necessary to deal with the divergencies in
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theoretical calculations related to initial state partons.
Figure 2.3.1 shows the cross-sections of several SM processes in pp collisions as a function of

the center-of-mass energy. Unlike Tevatron, the Higgs production cross-section is high enough at
the LHC so that it is possible to measure it. The b-quark and jet productions are the dominant
contributions to the total cross-section.

Figure 2.3.1: Predicted
cross-sections of several SM

processes in proton-(anti)proton
collisions as a function of

center-of-mass energy [80]. The
discontinuities around

√
s = 4 TeV

are due to the transition between
pp̄ on the left to pp collisions on the

right. The dotted lines mark the√
s of Tevatron and LHC.

2.3.2 Event generation

The first stage in the ATLAS simulation chain is event generation. The simulation steps are the
following (see Figure 2.3.2): partons extraction from the incoming protons, simulation of the hard
scattering, parton shower simulation, and then hadronization, followed by the subsequent decay
of hadrons.

The hard-scatter step, is based on the matrix element (ME) calculation, and uses the kine-
matics and flavours of the extracted partons to compute the cross-section within perturbative
QCD. This involves evaluating the relevant Feynman diagrams for the process of interest, at a
given level of precision. This phase is handled by parton-level generators (ME generators) like
MadGraph [82], Sherpa [83], and Powheg [84], which calculate the probabilities and kinematics of
particle interactions, incorporating electroweak and strong interactions.

The output from the matrix element generators serves as input for the subsequent parton
showering (PS) process. During parton showering, gluons are emitted, carrying color charge and
undergoing further radiation. This process is modelled by MC generators such as Pythia [85],
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Figure 2.3.2: Schematic overview of
a pp collision event generation [81].

Herwig [86], and Sherpa and accounts for the higher-order QCD corrections approximations. It
continues until reaching the non-perturbative regime around 1 GeV. When partons reach such
reduced energy level, they undergo hadronization, a non-perturbative process modeled using phe-
nomenological models tuned to data. This stage involves partons binding together to form colorless
baryons and mesons, which then decay into more stable particles. This is also performed using
Pythia or Herwig.

2.3.3 Detector simulation

After the hadronization process, the generation provides a complete description of the event,
independent of the detector. The next step involves simulating how generated particles interact
with the ATLAS detector. This is achieved using a component-level model of the ATLAS detector
implemented in Geant4 [87]. Particles are propagated and stochastic calculations determine the
energy deposition of the generated particles in each detector component, resulting in a collection
of hits.

The detector simulation phase is the most computationally intensive part of the full event
simulation. The primary reason for this is the simulation of electromagnetic particle showers
within the ATLAS calorimeter system, which takes the longest time. For instance, simulating a
single event with the full detail of the detector can take up to 15 minutes of CPU time. Due to
this high demand, relying solely on this detailed simulation would be impractical for generating
the large number of events needed for various physics studies. To address this, a faster alternative
simulation method, called ATLFAST-II (AFII) [88], was developed. AFII reduces CPU time by
using pre-simulated electromagnetic showers for low-energy particles instead of generating them
anew for each event. Although full simulation samples are more precise and are used for detailed
physics analyses, AFII samples are employed for optimization studies and to evaluate theoretical
uncertainties because they can be produced more quickly.



2.4. Object reconstruction and identification in ATLAS 55

2.3.4 Digitization

The next simulation step is aiming at building detector electronics response. This process, called
digitization, involves converting the simulated energy deposits from the Geant4 toolkit into elec-
trical responses. To more accurately reflect the hardware setup, noise is introduced during digi-
tization, and the data readout structure of the ATLAS electronics is replicated. The High-Level
Trigger (HLT) and reconstruction processes are then applied to the simulated outputs in the same
manner as they are to experimental data.

The final step, known as reconstruction, is performed identically for both simulated and real
data events, ensuring consistency in the analysis.

2.4 Object reconstruction and identification in ATLAS

The real or simulated output from the detector undergoes a reconstruction process to identify
the type and properties of the particles present in an event. The tt̄H analysis in the multilepton
channels, presented in this thesis, utilizes electrons, muons, jets (and b-jets), and missing transverse
momentum.

2.4.1 Tracks and vertices

The reconstruction of charged particle trajectories in the ATLAS Inner Detector are based on
tracking algorithms [89]. When a charged particle hits a sensor in the ID, it generates a hit, i.e.
a space-point. First, an inside-out algorithm constructs track seeds from hits in the pixel and
SCT detectors. These seeds are extended by adding hits from subsequent SCT layers using a
combinatorial Kalman filter [90]. This process generates several track candidates per seed, neces-
sitating an ambiguity resolution procedure that employs a score-based ranking system considering
factors like the number and type of hits, number of holes (missing hits), goodness of fit, and
track momentum. A neural network helps distinguishing between shared hits, which may arise
from insufficient detector granularity or fake tracks. In the final stage, an outside-in algorithm
identifies hits not chosen by the inside-out method, starting with track segments in the TRT and
extrapolating them back to the silicon detectors. This approach is particularly effective for tracks
from long-lived particles. Tracks passing ambiguity resolution and TRT extension are subjected
to a final fit before inclusion in the final track collection. The fit estimates the track parameters
(see Figure 2.4.1):

• Transverse Impact Parameter (d0): the shortest distance between the track and the primary
vertex (PV) in the transverse plane.

• Longitudinal Impact Parameter (z0): the distance along the beam axis between the PV and
the track’s closest approach point.

• Azimuthal Angle (ϕ): the angle between the transverse momentum vector pT and the x-axis
in the transverse plane.
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• Polar Angle (θ): the angle formed between the momentum vector p⃗ and the z-axis.

• e/pT , the electric charge over the transverse momentum ratio, is determined by the magnetic
field strength and the track curvature.

The track resolution of d0 (z0) ranges between 99− 25 µm (170− 75 µm) for 0.5 < pT < 10 GeV
in 0.2 < |η| < 0.4.

Figure 2.4.1: Schematic diagram of
the track parameters [91]

.

Vertex reconstruction identifies the origin points of tracks. In particular, the primary vertex
(PV) is the point in space where the initial collision between protons. The vertexing algorithm
starts by identifying a global maximum in the z-position distribution of tracks selected based
on their pT . The optimal vertex position is then refined using a χ2 fitting algorithm, which
iteratively excludes tracks incompatible with the vertex. Displaced tracks are used to seed new
vertices, and this process repeats until no further seeds are found. The vertex with the highest
sum of the squared transverse momenta of associated tracks is identified as the PV, while others
are considered as coming from pile-up interactions.

2.4.2 Electrons and photons

Electrons and photons are reconstructed within |η| < 2.47 from electromagnetic topoclusters and
tracks identified in the inner detector, with the barrel-endcap transition region (1.37 < |η| < 1.52)
excluded. Figure 2.4.2 shows the path of an electron through the detector.

The reconstruction begins with seed-cluster formation in the EM calorimeter [93], split into
towers of 0.025 × 0.025 in η × ϕ space. A sliding-window algorithm with a 3 × 5 tower window
scans for seeds with transverse energy above 2.5 GeV. Clusters are then built around these seeds
and matched to tracks by applying the Gaussian-sum filter [94], which considers possible energy
loss due to bremsstrahlung. Successful matches are tagged as converted photons if the track is
not from the primary vertex, otherwise, they are electron candidates. The cluster is labelled
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Figure 2.4.2: A schematic illustration of the path of an electron through the detector. The red
trajectory shows the hypothetical path of an electron, which first traverses the tracking system

(pixel detectors, then silicon-strip detectors and lastly the TRT) and then enters the
electromagnetic calorimeter. The dashed red trajectory indicates the path of a photon produced

by the interaction of the electron with the material in the tracking system [92].

as an unconverted photon when no match is established. Matched clusters are merged with
nearby EM clusters to form superclusters, improving energy resolution. Calorimeter cells from
specific layers are associated with superclusters, with energy and position corrections applied.
Corrections are made for intercalibration of calorimeter layers, pile-up-induced energy shifts, and
energy uniformity. The energy scale and resolution are calibrated using Z → ee decays using
the so-called tag and probe method as for muons (see Section 2.4.3). For electrons, identification
algorithms reject background objects like QCD jets or non-prompt electrons. This uses calorimeter
and track-based variables. Likelihood-based identification is used, with working points defined as:
Loose, Medium, and Tight. Figure 2.4.3 shows the electron identification efficiencies at these
working points. Photons are identified through a cut-based approach, with separate criteria for
unconverted and converted photons. Isolation variables are defined to quantify activity around
electron candidates, involving the energy or momentum in a cone around the candidate.

2.4.3 Muons

The muon reconstruction process is initially conducted independently in both the ID and the
MS. These measurements are later combined to form the muon tracks used in physics analyses.
The muon reconstruction in the ID follows the same procedure as other charged particles (see
Section 2.4.1). The muon reconstruction in the muon spectrometer starts by forming local track
segments from hits in each MS chamber. These segments are combined into track candidates,
requiring at least two matching segments per track, except in the barrel-endcap transition region



58 Chapter 2. Experimental setup

Figure 2.4.3: Electrons
identification efficiency in Z → ee
data events as a function of the

electron transverse energy ET [93].

where one segment suffices. A global χ2 fit of the hits associated with each track candidate is
performed, and tracks failing the selection criteria are discarded. Muons are classified into different
categories based on which subdetectors are involved in their reconstruction:

• Combined Muons: results from a global refit using hits from both ID and MS, providing the
best quality in terms of fakes rejection and momentum resolution.

• Segment-tagged Muons: obtained from the association of an ID muon track with one local
track segment from the MS, for muons crossing only one MS layer due to low pT or reduced
acceptance regions.

• Calorimeter-tagged Muons: Obtained by matching an ID muon track to an energy deposit
in the calorimeter compatible with a minimum-ionizing particle, used to recover acceptance
in the |η| < 0.1 region.

• Extrapolated Muons: Uses only MS information with a loose requirement compatible with
the interaction point, extending muon reconstruction acceptance into the 2.5 < |η| < 2.7

region not covered by the ID.

After reconstructing muon candidates, an identification procedure is implemented to reduce
the contamination from background, primarily coming from pion and kaon decays, and to enhance
the selection efficiency of prompt muons. There are five identification levels available to meet the
diverse requirements of physics analyses: Medium, Loose, Tight, Low pT , and High pT . This
section focuses on the Medium working point that is used in the analyses presented in this thesis.

Efficiencies for reconstruction, identification, and isolation are measured in both data and
simulations using the tag-and-probe method. This method uses a well-identified "tag" particle
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and a less strictly identified "probe" particle within the same event to determine the efficiency of
the probe particle’s identification and reconstruction. The evaluation is performed using Z → µµ

events for muons with pT > 15 GeV and J/ψ → µµ events for muons with 5 < pT < 15 GeV.
Similarly, these events are used to study muon momentum scale and resolution. This process
allows for the derivation of correction factors to apply to simulations to match data measurements.
Figure 2.4.4 shows the muon identification efficiency for the Medium working point. Additionally,
muons must be isolated from other detector activities to effectively reject those from heavy flavor
semileptonic decays occurring within jets. To achieve this, nine isolation selections, or working
points, are provided, each optimized for specific analyses. These criteria use a track-based isolation
variable that depends on the momenta of the muon track and surrounding tracks, along with a
calorimeter-based variable that utilizes energy deposits in a cone around the muon track.

Figure 2.4.4: The reconstruction
efficiency as a function of the muon
pT for Z → µµ and J/ψ → µµ
events for the Medium working

point [95]

2.4.4 Jets

Color confinement prevents gluons and quarks produced as final state partons from existing as
free particles. Instead, they undergo hadronization, producing collimated showers known as jets.
These jets are observed as clusters of energy deposits in the calorimeter system, which can be
linked to charged particle tracks in the Inner Detector.

2.4.4.1 Reconstruction

The tracker’s ability to reconstruct charged particles is enhanced by the calorimeter’s capability
to reconstruct both charged and neutral particles. At high energies, the calorimeter offers better
energy resolution compared to the tracker’s momentum resolution, making the combination of
these two subsystems optimal for the jet reconstruction. Outside the tracker’s geometrical ac-
ceptance, only calorimeter information is available. Jets reconstructed from tracks in the ID are
called track jets, while those reconstructed from calorimeter data are calorimeter jets. ATLAS
employs various jet collections based on different reconstruction algorithms. EMTopo jets are
reconstructed using only calorimeter-based energy information. Particle Flow (PFlow) jets [96],
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based on the anti-kt algorithm [97], combines measurements from the calorimeter and ID. PFlow
jets benefit from superior momentum resolution of the tracking detectors for low-energy particles
and better angular resolution, leading to improved jet energy and angular resolution compared to
EMTopo jets. The analysis presented in this thesis uses PFlow jets.

The calorimeter information comes from the energy deposits in the electromagnetic and hadronic
calorimeters from charged particles and neutral objects. These deposits should be topologically
adjacent clusters of calorimeter cells, or topoclusters defined by a clustering algorithm [98]. The
purpose of the clustering algorithm is to group cells with significant energy deposits, effectively
suppressing noise. The total noise in calorimeter cells (σ) is determined by combining the mea-
sured electronics noise and pile-up noise quadratically. The clustering algorithm is initiated with
seed cells that have energy deposits greater than 4σ. It then iteratively adds neighboring cells
to the topocluster if their energy exceeds 2σ. Following this, all adjacent cells are incorporated.
In the final step, a cluster splitting algorithm divides the produced topoclusters based on local
energy maxima to avoid overlap.

The anti-kt algorithm uses the four-vectors that may be truth stable particles from MC,
charged-particles tracks or energy deposits from the calorimeter. The PFlow anti-kt algorithm
uses a radius parameter R set to R = 0.4 and processes inputs from two sources: a list of tracks
and a list of topoclusters. The process begins by selecting well-measured tracks. For each of
these tracks, the algorithm attempts to find a corresponding topocluster in the calorimeter. It
calculates the expected energy deposit in the calorimeter from the particle that created the track,
using the track’s momentum and the position of the topocluster. Next, the algorithm evaluates
whether additional topoclusters need to be included to account for the entire shower energy. It
then subtracts the expected energy deposit, calculated on a cell-by-cell basis, from the matched
topoclusters. If the remaining energy in the system aligns with the expected shower fluctuations
of a single particle’s signal, the leftover topocluster remnants are discarded. This process is ap-
plied in order of descending track pT , starting with cases where a track is matched to a single
topocluster, and subsequently extending to other selected tracks.

2.4.4.2 Calibration

Calibrating reconstructed jets to match the energy of truth-jets, formed from stable final-state
particles and reconstructed by the anti-kt algorithm, involves several steps (see Figure 2.4.5). The
calibration process combines simulation and data-driven techniques to account for various factors
affecting jet response, such as pile-up, biases from the clustering algorithm, detector geometry
effects, and data-simulation differences.

Pile-up causes the presence of additional energy deposits. To mitigate this contribution, a
pile-up subtraction is performed in two steps [100]. The first step is called area-based subtraction
and is using a per-event pile-up estimation with a method based on pT -density. In a second step,
a residual correction is applied to jet pT to account for the difference between the reconstructed
jet pT and the true jet pT . This residual dependence is observed as a function of both the number
of reconstructed primary vertices in the event and the number of interactions per bunch crossing,
which are sensitive to in-time and out-of-time pile-up, respectively. Jets originating from pile-
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Figure 2.4.5: Jet calibration chain [99].

up interactions are also filtered using the Jet Vertex Tagging (JVT) algorithm [101]. The JVT
algorithm associates jets to the primary vertex of the event based on the sum of the transverse
momenta of tracks within the jet that originate from the primary vertex using a 2-dimensional
likelihood variable. A JVT score ranges from 0 (pile-up-like) to 1 (hard-scatter-like). For jets
with pT < 60 GeV and |η| < 2.4, a JVT > 0.2 is required to associate them with the hard-scatter
interaction.

The absolute jet energy scale (JES) and η calibrations adjust the reconstructed jet four-
momentum to match the particle-level energy scale. JES measures the average ratio between
reconstructed and true jet energy. These calibrations account for the non-compensating response
of the calorimeter, energy losses in passive materials, out-of-cone effects, and biases in the jet η
reconstruction and are determined using pile-up-free MC samples.

The Global Sequential Calibration (GSC) adjusts for various factors, including: non-compensation
(accounting for different responses to hadrons, leptons, and photons), flavor dependence (account-
ing for different responses to quarks and gluons) and punch-through (accounting for jets extending
beyond the calorimeters). The GSC applies a series of multiplicative corrections to mitigate these
fluctuations and enhance jet resolution without altering the average jet energy response. Jet En-
ergy Resolution (JER) indicates the width of the fitted jet response distribution, which should be
minimized for optimal resolution.

The final calibration step addresses discrepancies between the jet response in data and sim-
ulation. These discrepancies arise due to imperfect simulation of detector materials and physics
processes, including the hard scatter, underlying event, jet formation, pile-up, and particle in-
teractions with the detector. This final in situ calibration involves measuring the jet response
separately in data and MC simulations, then applying the ratio of these measurements as an
additional correction to the data.

2.4.4.3 b-tagging

b-tagging refers to identifying hadronic jets that originate from b-quarks. In simulated data,
the true flavour of a jet is established through spatial ∆R matching between stable hadrons
and reconstructed jets, employing a hierarchical matching process that prioritizes b-hadrons first,
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followed by charm hadrons and then τ -leptons.

Distinct properties of b-hadrons, such as their longer flight path which results in a displaced
secondary vertex, and their heavy hadronic decay signature with higher charged track multiplicity,
are exploited to identify them. ATLAS utilizes low- and high-level b-tagging algorithms where
the latter ones are multivariate classifiers combining low-level algorithm results. The multilepton
tt̄H measurements presented in this thesis relies on the DL1 high-level algorithm [102] for the b-jets
identification. The DL1 algorithm is based on a deep feed-forward neural network. As an input,
it takes some kinematic variables and the output of low-level impact parameter-based algorithms
(IP2D and IP3D [102]), secondary vertex reconstruction algorithm (SV1 [103]), and decay chain
reconstruction algorithm (JetFitter [104]). The impact parameter algorithms focus on the
signed impact parameter significance of tracks. Secondary vertex algorithm reconstructs displaced
secondary vertices from selected tracks within a jet. JetFitter uses the topological structure
of weak b- and c-hadron decays within the jet to attempt a reconstruction of the entire b-hadron
decay chain. The final output tagging discriminant is defined by combining the probabilities of
b-jet, c−jet and light-flavour jets given by the neural network output. The DL1 discriminant
distribution is divided into five, so-called, pseudo-continuous bins, based on selections. Based on
them, five working points are defined: Loose 85%, Medium 77%, Tight 70%, Very-Tight 60%,
where the percentage corresponds to the efficiency evaluated on a tt̄ sample. Each WP undergoes
independent calibration to align the b-tagging efficiency in simulation with that in data. This is
achieved by estimating data-MC scale factors, which are the ratios of efficiencies between data
and simulation, and applying these scale factors to the simulated results.

2.4.5 Missing Transverse Energy

The presence of particles escaping detection in the final state can be inferred from an imbalance
in the measured momentum of detected particles, referred to as missing energy. This quantity
is crucial for processes involving decays to neutrinos and for searches for beyond the Standard
Model phenomena, where additional weakly-interacting particles are predicted. Measuring the full
missing energy is impossible because the initial momenta of partons are inaccessible. However,
assuming that the initial momenta are negligible in the transverse plane, given that pp collisions
occur along the z-axis, allows access to the Missing Transverse Energy (MET), denoted as ET

miss.

The reconstruction of MET is based on energy deposits in the calorimeters, and tracks recon-
structed by the Inner Detector and Muon Spectrometer [105]. MET is derived from the negative
vector sum of the transverse momenta of all reconstructed and calibrated physics objects, includ-
ing electrons, photons, hadronically decaying τ -leptons, jets, and muons. Additionally, a term
accounts for soft energy contributions not associated with these objects, primarily resulting from
underlying events and soft radiation. The soft term is calculated using the momenta of tracks from
the ID that match the hard scatter primary vertex and are not associated with the reconstructed
objects.
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2.4.6 Hadronically decaying taus

A hadronically decaying τ lepton (τhad) produces a neutrino and a set of charged and neutral
pions. To reconstruct the visible products, jets are selected as described in Section 2.4.4, and
a boosted decision trees are then employed to assess whether tracks near a cluster come from a
τhad.
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3 Automatic visual inspection of ITk pixel
modules

The High-Luminosity Large Hadron Collider (HL-LHC) is an upgrade of the current LHC, aiming
to increase its nominal instantaneous luminosity by 5 to 7 times [106], resulting in 7.5·1034 cm−2s−1,
nearly three times that of LHC Run-2. This boost will lead to a significantly higher number of
collisions, allowing scientists to make more precise measurements of the Standard Model and
explore Beyond Standard Model physics, potentially leading to new discoveries. The upgrade is
planned for 2026-2028 during Long Shutdown 3. The ATLAS detector will undergo significant
upgrades to cope with these enhancements, notably replacing its current Inner Detector with an
all-silicon Inner Tracker (ITk), described in Section 3.1. ITk Pixel modules are one of the basic
building blocks of the ITk. About 104 ITk pixel modules need to be assembled. The production
chain involves many sites, and each production step includes quality control procedures, such as
visual inspection, metrology, and electrical testing at different temperatures. This chapter presents
work on creating a tool for automatic visual inspection of the ITk Pixel module pads necessary for
the wire-bonding assembly step. The developed tool is based on the anomaly detection (AD) deep
learning algorithm. Section 3.2 introduces the visual inspection procedure and the preparation
steps followed to test and optimise the performance of existing AD algorithms. The study of
the limitations of the chosen algorithms’ performances and the proposed solution are presented
in Section 3.3.1. Section 3.4 presents a Graphical User Interface (GUI) created to make the
algorithms accessible to the wire-bonding teams across the different production sites.

3.1 All-silicon Inner Tracker and Pixel modules

3.1.1 Inner Detector upgrade

The main goals of ITk are to enhance radiation hardness, improve granularity, boost timing
capabilities, and reduce the material budget. ITk must withstand the higher radiation levels
from the increased collision rate, which will be addressed using new radiation-tolerant materials
and electronics. To achieve improved granularity, ITk will feature more modules and additional
tracking layers with smaller pixel sizes and strip pitches compared to the current ID. Enhanced
timing capabilities will be achieved by reducing the timing uncertainty of the detector modules.
Reducing the material budget is crucial to minimize multiple scattering and improve particle
trajectory measurements. This will be accomplished using lightweight materials and optimizing
the detector layout, lowering material density and reducing the scattering and energy loss of
particles passing through the detector, thus improving measurement accuracy. These can be
quantified with the following requirements [107]:

• Full detector coverage for tracks with transverse momentum pT > 1 GeV originating from a



3.1. All-silicon Inner Tracker and Pixel modules 65

region within |z| < 15 cm and r < 2 mm;

• Reconstruction of tracks from the primary vertex up to |η| < 4;

• Efficient tracking performance comparable to or better than the current Inner Detector under
increased HL-LHC pile-up conditions;

• Radiation resistance for the expected 10 years of HL-LHC operation with improved instan-
taneous and integrated luminosities (for example, radiation hardness in the inner system up
to 8 MGy / 1016 n.cm−2 at 2000 fb−1 is expected).

The ATLAS all-silicon ITk consists of a strip detector in the outermost layers and a pixel
detector closer to the interaction point (see Figure 3.1.1).

Figure 3.1.1: The full ATLAS ITk layout [108]. OB stands for the Outer Barrel subsystem, IS
for Inner System and OEC for Outer Endcaps.

The strip detector features four barrel layers, and six end-cap rings on each side of the barrel,
spanning from 385 mm to 1000 mm in radius and up to |z| < 2850 mm [107]. It covers the
pseudorapidity region of |η| < 2.7.

The pixel detector of ITk is divided into three subsystems [109]: the Inner System (IS), the
Outer Barrel (OB), and two Outer Endcaps (OECs). Figure 3.1.2 shows the layout of the upper-
right quadrant of ITk and the corresponding pseudorapidity coverage. The IS comprises a barrel
and an endcap section within |z| < 250 mm, covering up to |η| < 4. Being the closest to the
interaction point, the Inner System endures the highest radiation levels and is designed to be
replaceable once its radiation tolerance is exceeded, which occurs around an integrated luminosity
of 2000 fb−1. The OB layout consists of flat and inclined sections within |z| < 400 mm, ensuring
the hermeticity of ITk, reducing the number of required modules, and minimizing the material
needed.

3.1.2 ITk Pixel modules and its production chain

The ITk Pixel detector’s basic building block is a module. A bare module comprises a silicon
sensor connected to a readout front-end chip. When charged particles pass through the sensor,
an electrical current is induced by the motion of charges after incident radiation, creating a signal
that the readout chip collects and transmits for further processing. Each sensor pixel is connected
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Figure 3.1.2: Schematic layout of one quadrant
of the ITk pixel system [110].

Figure 3.1.3: The radial layouts of the
current ATLAS tracker and the ITk. [111].

to the corresponding analogue circuitry on the front-end chip by bump bonding. The ITk Pixel
module is a bare module glued to a flexible Printed Circuit Board (PCB). The PCB and bare
module are connected using microwires that are wired-bonded after glueing. Figure 3.1.4 (left)
shows the layer structure of an ITk module.

Figure 3.1.4: Left : structure of an ITk pixel module; Middle: photo of a partially wire-bonded
module; Right : a zoomed-in part of a wire-bonded pad.

The modules considered in this work contain 4 readout chips and are called quad modules.
The size of each module is about 4× 4 cm. There were several versions of the readout chip. First,
RD53A is a prototype chip that features a matrix of 192×400 pixels, each 50µm×50µm. The next
chip version, the ATLAS ITkPixV1, is more stable and closer to the final design. It has a larger
matrix of 384× 400 pixels and the differential front-end circuit. The final design implemented in
ITkPixV2 will be used for the ITk assembly. Apart from the frontend chip versions, there are also
different flex PCB versions, RD53A-style and ITkPix-style, with different sub-versions. The flex
PCB versions have distinct pad geometries.

The module assembly process involves several crucial steps: visual inspection, metrology, flex
attach, parylene coating, and mechanical wire-bond protection assembly. First, digital microscopes
are used to visually inspect the bare components upon arrival to ensure good quality. Metrology
involves measuring components before and after assembly to confirm they meet specified dimen-
sions. These measurements are repeated after each significant modification in the assembly process



3.2. Choosing the automatic visual inspection algorithm 67

to consistently verify the module’s integrity and adherence to specifications. Although a complete
visual inspection of the modules is performed regularly during the quality control chain, the work
presented in this thesis specifically focuses on the visual inspection of the wire-bonding pads.

Wire-bonding is a method of making connections between an integrated circuit (IC) and other
semiconductor devices or between two printed circuit boards (PCBs). It is the most cost-effective
and flexible interconnect technology and is used to assemble the majority of semiconductor pack-
ages. The wire-bonding machine used at Saclay is of the F&S BondTec 58 series. This machine
has a working area of 200 × 150 mm, a programmable resolution of 1 µm and a programmable
z-axis with a 100 mm stroke and a placement accuracy of ±5µm.

Around 700 wires are used to link the PCB with the bare module. The outcome of this
wire-bonding depends heavily on the quality of the PCB pads, located on the PCB’s sides (see
Figure 3.1.4 middle and right). Defects such as traces of chemical contamination, scratches and
dust can be present on the module pads (see Figure 3.1.5). Having the knowledge of these defects
and their locations can help the wire-bonding teams to optimise the process by avoiding placing
wires on the defected surfaces.

(a) Chemical contamination

(b) Scratches (c) Physical damage (d) Dust

Figure 3.1.5: Examples of ITkPix pads surface defects (circled in red).

3.2 Choosing the automatic visual inspection algorithm

The approach to perform the automatic visual inspection of the ITk pixel modules pads suggested
in this work is based on machine learning. Machine learning (ML) is an area of artificial intelligence
(AI) that focuses on training computer systems to perform tasks without explicit instructions.
Machine learning algorithms are used in a wide range of applications. In computer vision, a domain
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studying the algorithms able to retrieve information from digitalized visual input, machine learning
methods often outperform other approaches. For example, a computer vision ML algorithm can
be trained to recognize specific objects in a dataset of images by extracting statistical properties.
Anomaly detection algorithms can detect unusual events or patterns in a given dataset. Anomaly
detection on images can be applied for quality control on industrial production sites to automatise
the visual inspection of the products. There are several possible ways of using the anomaly
detection algorithm on images:

• classification: yields binary output telling if a defect is presented on an input image;

• detection: gives a rectangular box within which the defect is located;

• segmentation: provides an output mask of the same size as the input image with black pixels
corresponding to non-anomalous areas and white pixels located at the defective areas.

To efficiently perform visual inspection before wire-bonding, the desired output of the automatic
algorithm is a map highlighting the defects’ location, size and shape. Thus, we proceeded with
the anomaly segmentation type of ML model.

This section first describes the procedure of collecting pad photos (Section 3.2.1) and then
explains how the datasets for the training of machine learning algorithm are built from the col-
lected photos (Section 3.2.2). Our main focus are unsupervised anomaly detection algorithms, the
descriptions of the studied models can be found in Section 3.2.3.

3.2.1 Photo-taking procedure

To create a dataset of images to train an ML algorithm, photos of module pads were collected.
Given the availability of two types of microscopes (LEICA and Keyence), the Keyence VHX-7000
was chosen to take the photos. Indeed, this instrument offers images of superior resolution, thus
allowing us to test the concept of automated anomaly detection with the best data quality. The
Keyence microscope provides numerous options for lighting, magnification, colour correction, etc...
(see Figure 3.2.1).

Optical shadow effect Direct light Direct and annular lights

Figure 3.2.1: Examples of lightning modes available on the Keyence microscope, photos of
RD53A modules.

It is important to find a setup that provides the photos on which most of the pads defects
are visible. The photos of the whole modules that are taken at earlier assembly stages for the



3.2. Choosing the automatic visual inspection algorithm 69

visual inspection of, for example, electronic components placement, are not convenient for pads
inspection. The resolution of these photos does not allow us to see the pad’s defects. For the pad
visual inspection, new photos need to be collected, limited to the area of interest: two pad areas
on the left and right side of a module, around 4 cm height and 20 mm width. At the same time,
there are some technical constraints to the pad photos and photo-taking procedure:

1. Being part of visual inspection before wire-bonding, the photo-taking procedure should be
as simple as possible to save time for the wire-bonding team;

2. The pad photos are supposed to be stored in the production database. Thus, there is a
strong preference to limit the size to 50 Mb per module. However, it is possible to store only
parts of the pad photo containing significant defects.

The direct light and the mix of direct and annular lights were considered as the most convenient
lighting options. While side light and optical shadow modes allow to better see relief connected
problems, the chemical contamination, which is the dominating kind of defects, is hardly visible.
The optical shadow effect captures multiple frames of an image in varying lighting angles, resulting
in photos about 4 times bigger in memory than those taken without this mode and do not pass
the size requirement.

The photo-taking procedure was slightly modified for the different types of modules: changing
the vendor the pads granularity changed too, as well as the PCB colour connected to the coverlay
material. The different modules types also have differences in the pads shape. This led to the
creation of separate collections of photos for each module version. The detailed description of
these photo sets is provided in the Section 3.2.2.

The photos of RD53A modules (having RD53A version of frontend chip and PCB) were taken
with x150 magnification and direct light. This allowed us to make visible even the smallest defects,
but the photo-taking procedure and the size of the photos per module were at the edge of the
acceptable values. Because the microscope could not take a photo of more than 20000 pixels size,
to cover one module, 4 photos had to be taken. Each photo is about 25 Mb on average. For
the ITkPixV1.1 modules, we decided to decrease the magnification to x100. Due to this choice,
only two 27 Mb photos per module are needed. However, the magnification change also induced
a change in the light setting: with this new magnification value, the best visibility was achieved
with the mix of direct and annular lights. There is also a trade-off between details and size, but
in our case, most of the defects were still visible even with a smaller magnification.

To make a high-resolution photo, the Keyence microscope collects several photos of the pad
from different viewpoints and combines them together. Unfortunately, such an approach leads to
an uneven luminosity distribution over the resulting photos taken under the mix of direct and
annular lights (see Figure 3.2.2). This issue was fixed by using a polarization filter, and the fourth
set of pads photos was collected this way.

A 3D-printed support was created by the engineering team to fix the module position under the
microscope (see Figure 3.2.3). The Keyence microscope software provides a functionality to create
user profiles containing pre-saved settings such as lightning modes, position of an area needed to
be photographed, etc... The photo-taking procedure is described in a document shared with other
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Figure 3.2.2: Top: example of pad photo taken without polarization filter. There are vertical
stripes denoting different luminosity level. Bottom: example of pad photo taken with

polarization filter.

ITk Pixel module production sites (see Figure 3.2.4). This simplified the photo-taking procedure
and the required photos could be taken in less than 5 minutes per module.

Figure 3.2.3: The 3D-printed jig for the
Pixel module fixation under the

microscope.

Figure 3.2.4: An example of a microscope
configuration setting step described in the

photo-taking procedure document.

3.2.2 Building datasets

The collected photos need to be processed in order to create datasets suitable for use by ML
algorithms. The machine learning algorithms usually treat images part by part due to the high
computational and memory resources needed to process images as a whole. We thus split the
photos into smaller pieces or tiles. To organise these pieces, we adopt the MVTec dataset structure
(see Section 3.2.2.1). For algorithm evaluation purposes, for each photo, a corresponding black
mask that highlights the presented on the pad defects, if any, (marked with colour pixels) is needed
(see Section 3.2.2.2). To reduce the complexity of the datasets, the PCB background was removed,
leaving only the pad surface on the photos (see Section 3.2.2.3). The resulting sets of photos are
then discussed at the end of this section.

3.2.2.1 MVTec dataset structure

MVTec AD [112] is a benchmark dataset for anomaly detection on images in industrial appli-
cations. It serves as a reference point for comparing the performance of many modern anomaly
detection methods. The datasets for this project adopted the structure of the MVTec dataset.
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The MVTec dataset is divided into defect-free training images and into a test set of images
with different types of defects, as well as images that do not have any defects. The dataset has the
structure presented in Figure 3.2.5. Here class1, class2,.. refer to the MVTec subsets corresponding
to different categories: tile, leather, bottle, etc. Additionally, pixel-precise annotations of all
anomalies are included (see Figure 3.2.6).

Figure 3.2.5: Folder structure
of the MVTec dataset.

Figure 3.2.6: Example of the MVTec AD dataset content [112]:
first row - anomaly-free samples, second row - samples with

defects, third row - pixel-wise anomalies annotation.

Anomalies annotations are provided as binary masks (see Figure 3.2.7). Black mask pixels
correspond to the anomaly-free areas, while white mask pixels correspond to the defects.

Anomalous image Defect mask Non-anomalous image Mask

Figure 3.2.7: Examples of anomalous and non-anomalous images and their masks from tile
subset of the MVTec dataset.

3.2.2.2 Annotations

The MVTec AD dataset contains pixel-precise segmentation masks for all the defects presented in
the images. This allows us to evaluate the performance of anomaly segmentation algorithms.

The pad defects can be classified into three categories: chemical contaminations, scratches and
dust/other. The first two groups represent the majority of the observed defects. The segmentation
masks are created using the GIMP software [113]: for every photo a mask with black pixels on non-
anomalous areas, red pixels on traces of chemical contamination, blue for scratches, and green for
dust and other kind of defects is drawn. This procedure is done manually and is time-consuming.
Figure 3.2.8 shows an example of the resulting mask.
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Figure 3.2.8: Example of a part of a pad photo (left) and its mask highlighting different types of
pad’s defects (right). Red mask pixels correspond to traces of chemical contamination, blue to

scratches, and green to dust and other kind of defects.

3.2.2.3 Preprocessing

The module photos and their corresponding masks were splitted into 500×500 pixel images called
tiles and compared with the MVTec AD object and textures subdatasets (see Figure 3.2.9). One
can see that pads dataset differs from the MVTec in terms of complexity: the objects of interest
(pads) on tiles are of various forms, and their background is not homogeneous. While the issue of
uniformity cannot be addressed, simplification of the distribution that should be learned by the
algorithm can be done by removing the PCB background from the pad photos. This is achievable
by using the so-called Otsu’s method [114].

Figure 3.2.9: Example of tiles from ITkPixV1.1 photos (first row), from tile subset of MVTec
(second row) and from pill subset of MVTec (third row). Unlike the tile subset, pads texture
doesn’t cover the whole image, and the objects of interest are not located on a monochrome

background as it is for pill subset. Thus the complexity of our dataset is higher than of MVTec.

The Otsu’s method is a widely used thresholding algorithm created for binary pixel classifi-
cation to distinguish foreground from background. The algorithm is part of the classical Python
image processing libraries, such as openCV [115]. The threshold is determined automatically by



3.2. Choosing the automatic visual inspection algorithm 73

maximizing inter-class variance. As both foreground and background are noised in our case, to
obtain a binary mask, a Gaussian kernel needs to be applied first to remove the noise. Considering
the photo size, the kernel size was chosen to be 35 × 35. The Otsu’s threshold yields a binary
mask, corrected by the erode and dilate operations (that remove/add pixels on the segmentation
boundaries) in order to correct the sharpness of the mask borders. The last step is to apply the
binary mask to the original picture.

Due to the difference in the collected photos, not all datasets were preprocessed in the same way.
The photos of RD53A and ITkPixV1.1 (where the latter has a PCB version of the same ITkPix-
type) went through an additional preprocessing step for background removal: threshold in HSV
colour space, detailed in the next paragraph. The latest ITkPixV1.1 (with a slightly updated PCB
version) photos didn’t need this second thresholding step to achieve good background removal.
However, a per-colour channel normalization was applied to mitigate luminosity differences in
some photos.

The Otsu’s threshold allows for efficiently extracting pads from photos, but it does not work
perfectly on some photos: a few "artefacts" are still presented on the preprocessed photos (see
Figure 3.2.10 (a.1) and (b.1)). Thus a second preprocessing step is required aiming to filter the rest
of the background. One can notice that the value, or brightness, parameter in HSV colour space
(Hue, Saturation, Value) differs for the pad and for part of the background. So, these entities
could be separated by setting a threshold. The threshold value, however, varies for different
module types (see Figure 3.2.10). The threshold value was decided to be floating and was left as
a parameter available for the user to change in the developed tool. The parameter itself is defined
as a quantile value on all non-black pixels presented on the image after applying Otsu’s mask and
setting to zero all pixels whose value is smaller than the mean one. As in the previous step, the
resulting mask is then corrected by simple erode/dilate operations.

(a.1) (b.1)

(a.2) (b.2)

Figure 3.2.10: Examples of ITkPixV1.1 and RD53A pads preprocessing steps. (a.1) -
ITkPixV1.1 module after Otsu’s threshold, (a.2) - ITkPixV1.1 module after value threshold with
quantile 0.7. (b.1) - RD53A module after Otsu’s threshold, (b.2) - RD53A module after value

threshold with quantile 0.5.

3.2.2.4 Photos collections and datasets

Throughout the work on this project, we collected 4 sets of ITk pixel module pads photos.

• The first set is called RD53A and contains photos of five RD53A modules collected during
the preproduction phase. The photos were taken using direct light and x150 magnifica-
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tion, resulting in 4 photos per module. The background removal procedure follows 2 steps:
application of Otsu’s threshold and a user-defined cut on value in HSV colour space.

• The photo set named ITkPix_Green has 6 photos collected from 3 ITkPixV1.1 modules
with ITkPix-type flex. The photos were taken with the magnification x100 and the mix of
direct and annular lights. Due to the change in the photo-taking procedure, we decided to
separate this set from the RD53A one. Similar to the previous dataset, the ITkPix_Green
photos were preprocessed with Otsu’s and value thresholds.

• The third set, ITkPix_Feb, was collected from 5 modules of the same type as ITkPix_Green.
However, their pad surface has notably coarser granularity in comparison with previous
modules, resulting in the necessity of putting them as a separate dataset. The photo-taking
and preprocessing procedures were not modified.

• ITkPix_Polar photo set contains photos from 6 ITkPixV1.1 modules with a slightly updated
flex version. The pad surface on these modules has very fine granularity similar to the RD53A
modules. To mitigate the issue with uneven distribution of luminosity, we used a polarisation
filter to take photos for this set. This resulted in the necessity to modify the preprocessing
procedure: the cut on value in HSV space was removed, while adding the per colour channel
normalization. This modules version is considered to be the one used for the production and
we tuned our final result on this dataset.

To create datasets for ML algorithms training from collected photos of modules’ pads, we
cut these photos and their corresponding masks into smaller pieces called tiles and structured
them according to the reference dataset guidelines. Based on each photo set, we create several
datasets varying the tile size and complexity level. The so-called filtered versions of datasets
contain only the tiles with clearly visible defects for the testing part, and clean images without
any imperfections for the training. The filtered datasets are supposed to have reduced complexity
in comparison with the original ones: excluding the images with minor defects that could not
impact wire-bonding provides more accurate non-anomalous data and simplifies the testing step.
The datasets are then described by the name of the photo set, tile size, and image selection level:
original or filtered.

In the following, we describe the study of different computer vision algorithms on these
datasets. Since not all photo sets were available simultaneously, some experiments were conducted
on certain datasets, and the conclusions made were extrapolated to other datasets.

3.2.3 Anomaly detection unsupervised models

Supervised and unsupervised learning are two ML paradigms. Supervised learning algorithms are
trained on the examples of an input objects and corresponding desired output values. In the case of
pad defects detection a supervised algorithm would receive anomalous and non-anomalous images
and their corresponding masks and, based on image-mask pair, learn how to identify the presence
of defects. The supervised model is required to have an ability to generalize from the training
data to unseen cases, e.g. be able to segment a defect of a shape or a colour different from those
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of the training examples. Unsupervised algorithms learn patterns exclusively from unlabeled data
meaning receiving only objects and not pairs object-value as an input for training. For example,
to perform an anomaly detection, unsupervised algorithm retrieves statistical properties from non-
anomalous examples and during the inference marks any areas with statistical properties different
from ones seen during the training as anomalous. The anomaly detection problems in computer
vision are usually addressed with unsupervised algorithms, since this algorithms type tends to
demonstrate greater performance in comparison with supervised one [116]. Indeed, we tested
some supervised models (Unet [117], and a model from Ref. [118]), but did not succeed to reach
good performance. Thus unsupervised anomaly detection algorithms was chosen as a main focus.

Anomalib ([119], version 0.3.7) is a deep-learning open-source library for unsupervised anomaly
detection algorithms. It provides several ready-to-use implementations of anomaly detection al-
gorithms described in the recent literature, as well as a set of tools that facilitate the development
and implementation of custom models, written in Python and powered by PyTorch [120]. We use
this library as a framework for our studies.

Several models showing the best performances on MVTec dataset were investigated. The mod-
els we considered can be roughly categorised into three groups detailed below: memory-bank based
(CFA [121] and Partchcore [122]), normalizing flow based [123] (FastFlow [124] and CFlow [125])
and generative adversarial network based (DRAEM [126]). All listed algorithms except of DRAEM
use a pretrained network as a feature extractor. Feature extraction is a part of the dimensionality
reduction process allowing to represent a given image via, often, one-dimensional vector keeping
the information about distinctive structures of the image. Networks trained on a large corpora of
images are usually used as the feature extractors, in our case it was ResNet50 [127] trained on a
large ImageNet dataset [128]. An important property of this approach is that semantically close
images usually have close representations in terms of euclidean distances between their feature
vectors, allowing the comparison of images based on their feature vectors.

The idea behind memory-bank models is that multi-dimensional space of the image features of
non-anomalous images is simplified to make the comparison between learnt feature distribution and
the input image features faster and less memory-demanding. The normalizing flows are functions
that transform the non-anomalous images features into a normal distribution, and yield outliers
after receiving anomalous images as an input. The generative network can learn to extract image
features via its encoder part, and to reconstruct an original input image based on this feature-
vector via its decoder part. Since the anomalous images are not seen during the training, the
model fails to output the same image that was given as an input, and by input-output comparison
it is possible to make a conclusion about the presence of a defect. The considered models are
briefly described below.

3.2.3.1 PatchCore

The PatchCore method [122] uses a memory bank of patch-level features extracted from pre-
trained ResNet. This memory bank consists of intermediate or mid-level feature representations
from ImageNet. By avoiding features that are too generic or overly biased towards ImageNet
classification, Patchcore maximizes the nominal information available at testing time. To reduce
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the memory bank, the Patchcore uses a coreset algorithm, that creates smaller, representative
subset, or a coreset, from a large memory bank set.

During inference, the nearest neighbour search is executed on the memory bank. The image-
level anomaly score is estimated by the maximum distance score between test patch-features in
its patch collection and each respective nearest neighbour in the memory bank.

The overall architecture of PatchCore is depicted in Figure 3.2.11.

Figure 3.2.11: Schematic structure of the PatchCore algorithm [122].

3.2.3.2 CFA

CFA (Coupled-hypersphere-based Feature Adaptation) [121], similar to PatchCore, works by ex-
tracting features from pre-trained ResNet, and storing them in a memory bank (see Fig. 3.2.12).
In the training phase, CFA employs a novel loss function to define hyperspheres with a minimum
radius that contains normal features, thus clustering them. These hyperspheres are defined by
their centre stored as memorized feature vectors in the memory bank. The abnormal features then
can be distinguished from the learnt normal ones by their distance to hyperspheres’ centres. In
the test phase, CFA matches the input sample with the nearest neighbour in the memory bank
and generates heatmaps indicating the degree of abnormality for every image patch based on the
distance between its representation vector to hyperspheres’ centres.

Figure 3.2.12: Schematic structure of the CFA algorithm [121].



3.2. Choosing the automatic visual inspection algorithm 77

3.2.3.3 FastFlow

FastFlow [124], a two-dimentional normalizing flow algorithm, detects and localizes anomalies
with a two-dimensional loss function to accurately capture global and local distributions (on the
levels of image details and image as a whole). During the training phase, FastFlow learns how to
transform the original distribution of non-anomalous image features into a 2-dimensional standard
normal distribution. In inference, the probability value of each location on the two-dimensional
feature is used as the anomaly score. The lower the likelihood the image has, the higher the
anomaly score it will have.

The FastFlow algorithm architecture is shown in Figure 3.2.13.

Figure 3.2.13: Schematic structure of the Fastflow algorithm [124].

3.2.3.4 CFLOW-AD

CFLOW-AD is a normalizing flow model for anomaly detection with localization. Its structure is
presented in Figure 3.2.14. The feature vectors extracted via ResNet are inputted into a generative
decoder, which consists of multiple pooling layers. Each layer extracts features of different scales
from the feature vector, resulting in a multi-scale feature pyramid. A distribution of anomaly-
free image patches and their corresponding probabilities are learnt from this feature pyramid
using a normalizing flow. This distribution is then transformed into a Gaussian distribution with
a corresponding probability. Finally, a threshold is computed as the Euclidean distance from
the distribution mean, which is used to separate in-distribution patches from out-of-distribution
patches and assign the anomaly-score.

3.2.3.5 DRAEM

DRAEM [126] is a deep neural network that consists of two sub-networks: a reconstructive and
a discriminative (see Figure 3.2.15). The reconstructive sub-network is trained to learn how to
erase the defects from an image by reconstructing an image without including any anomalies.
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Figure 3.2.14: Schematic structure of the CFLOW-AD algorithm [125].

The discriminative sub-network is trained on both anomaly-free and synthetic anomalous images
to learn how to detect and segment anomalies from the joint appearance of the original and
reconstructed images. The synthetic anomalous images are generated by a conceptually simple
process, providing an arbitrary amount of anomalous samples as well as pixel-perfect anomaly
segmentation maps which can be used to train the proposed method without real anomalous
samples. Once trained, DRAEM model produces a per-pixel anomaly detection map for anomalies
localization.

Figure 3.2.15: Schematic structure of the DRAEM algorithm [126].

3.2.4 Metrics

Before moving to more sophisticated measures such as area under the receiver operating character-
istic (AUROC) and F1-score that will be described below, some basic metrics are first introduced.
The so-called Precision, the Recall, true positive rate (TPR) and false positive rate (FPR) are all
important metrics to evaluate the performance of a machine learning model. In the context of
binary classification in machine learning and statistical analysis, the terms true positives (TP),
false positives (FP), true negatives (TN), and false negatives (FN) are used to describe the out-
comes of a classifier’s predictions compared to the actual ground truth. True positives (TP) is the
number of instances where the classifier correctly predicts the positive class, while true negatives
(TN) is the number of correctly classified objects of negative class. False positive (FP) gives the
number of negative class object classified as belonging to positive class, and false negative (FN)
is the number of instances where the classifier incorrectly predicts the negative class.
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The Precision is defined as the ratio of true positives to the total number of predicted positives
(TP+FP), and is typically written as

Precision =
TP

TP + FP
. (3.2.1)

The Recall, also known as true positive rate (TPR), is the ratio of true positives to the total
number of actual positives (TP+FN), and is written as

Recall = TPR =
TP

TP + FN
. (3.2.2)

FPR is the ratio of false positives to the total number of actual negatives, and is written as

FPR =
FP

FP + TN
. (3.2.3)

The Area Under the Curve (AUC) is a measure of the performance of an anomaly segmentation
model, which can be calculated at both the image-level and pixel-level. At the image-level, the
AUROC is calculated as the average of the true positive rate (TPR) and the false positive rate
(FPR) over the N images in the dataset:

AUROCimage =
1

N

N∑
i=1

(TPRi + FPRi). (3.2.4)

At the pixel-level, the AUROC is similarly calculated but over the M pixels in the dataset:

AUROCpixel =
1

M

M∑
i=1

(TPRi + FPRi). (3.2.5)

The AUROC metric varies between 0 and 1, with 0.5 indicating a random classifier, and 1

indicating a perfect classifier. It is advantageous because it is independent of the operating point
of the segmentation algorithm, meaning that it is not affected by the threshold used to classify
the two classes. The main drawback of AUROC includes its sensitivity to class imbalance, which
might be important in evaluating the pixel-level performance.

The image-level F1-score is calculated as the harmonic mean of the Precision and the Recall
for a given image, as expressed in Eq. 3.2.6:

F1,image = 2 · Precision · Recall
Precision + Recall

. (3.2.6)

Analogically, the pixel-level F1-score is calculated over all the pixels in a given image:

F1,pixel = 2 ·
1
L

∑L
i=1 Precisioni · 1

L

∑L
i=1Recalli

1
L

∑L
i=1 Precisioni +

1
L

∑L
i=1 Recalli

(3.2.7)

where L is the number of pixels in the image and the Precisioni, Recalli are the precision and
recall of the i-th pixel.

The F1-score varies in the interval [0, 1], with higher values indicating better performance. It
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is good for evaluating models with imbalanced class distributions, but can be affected by outliers
or rare classes.

In the following, we evaluated the models’ performances using AUROC and the F1-score both
on image and pixel levels.

3.2.5 Comparison of unsupervised models performance

To narrow down the list of unsupervised models to study, we tested the models performances on
different datasets. The models mentioned above were trained with the RD53A and ITkPix_Green
datasets with tile size 500× 500 like in the MVTec dataset and 256× 256 like the default image
size in Anomalib. The original and filtered datasets versions are considered. Table 3.2.1 presents
the overview of considered datasets, showing the number of images in each dataset category.

Train
Test

Total Good Chem.cont. Scratch Dust
RD53A, 500, original 268 1062 194 646 185 37
RD53A, 500, filtered 187 147 57 75 15 0
RD53A, 256, original 913 1471 269 946 218 38
RD53A, 256, filtered 167 132 84 43 5 0

ITkPix_Green, 500, filtered 167 189 57 84 43 5
ITkPix_Green, 256, filtered 203 78 29 27 21 1
ITkPix_Polar, 256, filtered 167 78 57 56 60 46
MVTec AD subset, average 242 115 23 23 23 23

Table 3.2.1: Overview of the datasets with the number of images in all categories.

The performances of unsupervised anomaly detection models on the described above datasets
are summarised in Table 3.2.2. Due to time and computational resource limitations, the results
presented correspond to one training. The results may vary with each subsequent training, given
the random nature of neural networks. The performance of FastFlow on the RD53A original
dataset with tile size of 500 is not presented in the table since its training required too many
computation resources. For the same reason, the CFA model was trained with the 500 × 500

px tiles rescaled to 400 × 400. The studied models don’t have many hyperparameters to tune,
and after several experiments that were not reported in this work, we concluded that the default
hyperparameter values seem to work best. CFA and Patchcore consistently demonstrate the best
performance, with CFA having better results on pixel-level predictions and Patchcore on image-
level. These two models are selected for further studies on the RD53A, ITKPix_Green and
ITkPix_Feb datasets. Patchcore showed the best performance on the ITkPix_Polar dataset.

We note that a lower performance at the image level usually implies more false positive pre-
dictions, that is to say, the model classifies more non-anomalous images as anomalous ones. This
type of error is preferable to false negatives, as we would prefer to detect false anomalies rather
than to miss one.
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CFA Patchcore FastFlow CFlow DRAEM
image/pixel image/pixel image/pixel image/pixel image/pixel

RD53A, 500x500,
original

AUROC
F1

0.54/0.77
0.90/0.22

0.65/0.79
0.90/0.13

0.68/0.70
0.91/0.09

0.60/0.72
0.90/0.14

RD53A, 500x500,
filtered

AUROC
F1

0.52/0.89
0.78/0.25

0.80/0.89
0.86/0.24

0.72/0.80
0.78/0.21

0.68/0.79
0.77/0.17

0.59/0.72
0.77/0.10

RD53A, 256x256,
original

AUROC
F1

0.54/0.77
0.90/0.22

0.57/0.76
0.90/0.21

0.63/0.72
0.90/0.19

0.53/0.69
0.90/0.17

0.52/0.79
0.90/0.26

RD53A, 256x256,
filtered

AUROC
F1

0.48/0.79
0.89/0.22

0.55/0.77
0.89/0.21

0.67/0.72
0.89/0.20

0.47/0.72
0.89/0.19

0.55/0.56
0.89/0.15

ITkPix_Green, 500x500,
filtered

AUROC
F1

0.71/0.88
0.85/0.11

0.71/0.86
0.85/0.11

0.55/0.87
0.84/0.12

0.46/0.82
0.84/0.08

0.61/0.81
0.79/0.18

ITkPix_Green, 256x256,
filtered

AUROC
F1

0.70/0.91
0.75/0.39

0.75/0.74
0.82/0.14

0.45/0.67
0.78/0.12

0.49/0.63
0.77/0.10

0.66/0.80
0.77/0.17

ITkPix_Polar, 256x256,
filtered

AUROC
F1

0.83/0.90
0.87/0.36

0.92/0.86
0.92/0.36

Table 3.2.2: Summary of the performances of several models for the different datasets. In each
row, the AUROC is presented in the top line (image-level AUROC/ pixel-level AUROC), and

the F1-score in the bottom line (image-level F1-score/ pixel-level F1-score). For each dataset, the
model best scores at the image-level are highlighted in red and at the pixel-level in blue.

3.3 Performance and limitations studies

3.3.1 Augmentation and preprocessing studies on selected unsuper-
vised models

After selecting the promising models, we studied the impact of the different dataset parameters and
modifications on models’ performances. Since both CFA and Patchcore have similar performances
and the concept of work, we assume that the conclusions made about their performances are
interchangeable. We use CFA or Patchore for tests on a dataset, depending on which model
showed the best performance on the filtered version of the considered dataset. We mainly used
CFA for RD53A and ITkPix_Green datasets, and Partchore for the rest.

3.3.1.1 Tile size

The results from Table 3.2.2 do not clearly explain which tile size works best for the CFA and
Patchcore models. The ITkPix_Green photos were split into 512 × 512 tiles and filtered, then
these tiles were split to 256 × 256 and 128 × 128 px. This ensures that the datasets contain the
same amount of information differing only in tile size. Some all-black tiles appeared while splitting
bigger tiles into smaller ones and were removed from the datasets. The summary of the number
of images in each category is shown in Table 3.3.1.

The CFA performance is evaluated on the created datasets. The tiles of size 512 were rescaled
into tiles of 400× 400 and 256× 256, due to the large amount of computational resources required
to train on the original size tiles. The results are summarised in Table 3.3.2. We observe the
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Train
Test

Total Good Chem.cont. Scratch Dust
ITkPix_Green, 512, filtered 167 189 57 84 43 5

The above split into 256 393 646 156 298 172 20
The above split into 128 1202 2539 427 1344 688 80

Table 3.3.1: Overview of the datasets for checking the tile size influence on the CFA performance.

best performance on the datasets with tiles of size 512 rescaled to 400 and with 256× 256 pixels
tiles. We choose to work with tiles of size 256: not loosing in performance in comparison with
tiles of 512 pixels, this setting requires considerably less computational resources. The rescaling
of 512× 512 to 256× 256 might lead to losing some information and, thus, to weaker performance
in comparison to model trained on bigger images. The setting with tiles size 128 contains a lot of
false positive predictions, that, along with a bigger test set, gives a drop in the AUCROC metric
at the image-level.

512 to 400 512 to 256 256 128
image/pixel image/pixel image/pixel image/pixel

AUROC
F1

0.65/0.90
0.84/0.14

0.60/0.79
0.83/0.07

0.65/0.89
0.84/0.13

0.38/0.86
0.91/0.10

Table 3.3.2: CFA model performance on datasets with different tile sizes based on the
ITkPix_Green photo set.

3.3.1.2 Impact of filtering for complexity reduction

From Table 3.2.2 we observe that the pixel-level performances are better for the filtered datasets,
while the image-level performances are higher for the original datasets. This could be attributed to
the fact that the original datasets include many images mostly containing the background without
much pads areas and, thus, are easily classified as non-anomalous by a model.

To understand the impact of filtering described in Section 3.2.2, we compared the performance
of models trained on filtered and on original training sets from ITkPix_Green photos split to tiles
of 256 pixels. We run a model trained on the original datasets, tested against both the original
and filtered test subsets, and a model trained on filtered datasets, tested against both the original
and filtered datasets. The results of these tests are presented in Table 3.3.3.

The model trained on a filtered dataset provides the best results on both versions of the
testing set, especially at pixel-level. The filtered set used for training might provide less varying
distribution of non-anomalous images features resulting in more accurate distinction between
anomalous and non-anomalous areas on the testing step. Therefore, we choose to use the filtered
datasets for training.
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Test
original filtered

image/pixel image/pixel

Train original
AUROC

F1

0.63/0.79
0.64/0.05

0.61/0.80
0.80/0.27

filtered
AUROC

F1

0.64/0.82
0.66/0.12

0.70/0.91
0.78/0.39

Table 3.3.3: CFA model performance on datasets with different selectivity levels, original and
filtered, on ITkPix_Green photos and tile size 256.

3.3.1.3 Augmentations: basic spatial

The performance of a model is expected to depend on the size of the training dataset. To check
this, a fixed test dataset of filtered ITkPix_Green tiles of 256 px was used while varying the
size of the training dataset by deleting random samples or applying spatial augmentations such as
cropping, padding, and flipping (we used the Albumentation [129] library to apply augmentations).
The result of these trials is presented in Table 3.3.4. It demonstrates that the larger the training
dataset is, the better the model performs on the test dataset. However, augmentations can only
be applied up to a certain point until the model can not extract any more additional information
from the augmentations: the performance of models trained on a doubled training set is the same
as on the one increased by a factor of 1.5.

-50% -25% nominal +25% +50% +100%
image/pixel image/pixel image/pixel image/pixel image/pixel image/pixel

AUROC
F1

0.74/0.90
0.82/0.35

0.76/0.91
0.83/0.38

0.70/0.91
0.78/0.39

0.79/0.92
0.83/0.42

0.77/0.93
0.83/0.45

0.76/0.93
0.81/0.44

Table 3.3.4: CFA model performance on ITkPix_Green 256 datasets with different training set
sizes. Here ±N% refers to the decreasing/augmentation of the nominal dataset on N% of its

initial size.

3.3.1.4 Colour preprocessing

In order to investigate if the colour preprocessing could improve the anomaly detection perfor-
mance, we studied two preprocessing types. The experiments were performed using the ITkPix_Polar
dataset with filtered tiles of size 256× 256 pixels and CFA model.

The first preprocessing approach tested was contrast enhancement. Colours can be accentu-
ated by applying a histogram equalization per colour channel, increasing the intensity difference
between the light and dark areas. This procedure helps to make chemical contamination defects
more visually prominent (see Figure 3.3.1). Table 3.3.5 shows that contrast enhancement indeed
influences the CFA performance resulting in more accurate results.

The second tested approach is to try to code as much information about the defects as possible
into colour channels. The images were processed as follows:
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Figure 3.3.1: Example of how contrast
enhancement makes chemical

contamination defects more visible (on
ITkPix_Polar photo).

CFA
image/pixel

ITkPix_Polar, 256, filtered
AUROC

F1

0.50/0.78
0.95/0.38

Contrast enhancement
AUROC

F1

0.61/0.83
0.95/0.41

Table 3.3.5: Performance of the CFA model on
filtered ITkPix_Polar tiles of size 256 and its

contrast enhanced version.

• The first colour channel contains the grayscale image of the described above colour enhanced
version of the original tile.

• The original image under a colour threshold making dust more noticable.

• The Sobel edge-detection filter [130] applied to the original image highlighting the scratches

An example of a per channel view and the resulting tile used for training is shown in Figure 3.3.2.
Table 3.3.6 shows the influence of applying such preprocessing on the model performance. We
observed an improvement on the image-level performance, but the drop of the performance in
term of both evaluated metrics on pixel-level. This preprocessing approach was excluded from the
consideration.

Color enhancement 
+ b/w

Color threshold Sobel 
edge-detection

Figure 3.3.2: The structure of
three-channel encoding (on ITkPix_Polar

photo).

CFA
image/pixel

ITkPix_Polar, 256, filtered
AUROC

F1

0.50/0.78
0.95/0.38

Per channel
preprocessing

AUROC
F1

0.78/0.81
0.87/0.32

Table 3.3.6: Performance of the CFA model on
filtered ITkPix_Polar tiles of size 256 and its

per-channel processed version.
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3.3.1.5 Augmentations: custom spatial

Apart from the standard augmentations, we implemented a custom one. The idea is to extract
the pad parts from the tiles from the whole dataset and randomly combine them putting in black
image ensuring there’s no overlapping and that the pad parts are separated by at least 10 pixels
wide gap. The pad parts are also randomly flipped and 90 degrees rotated before being placed into
a new image. This augmentation doesn’t bring new information about pads surface but augments
the diversity in pad shapes. An example of the such augmentation is shown on Figure 3.3.3. As
shown in Table 3.3.7, the augmentation doesn’t contribute much to the performance increase.
Creating too many training augmented images drops the performance, that is in agreement with
the observation made for CFA model and discussed above.

Figure 3.3.3: Example of how the pads
from dataset tiles are recombined on a new

image.

Patchcore
image/pixel

ITkPix_Polar, 256, filtered
AUROC

F1

0.92/0.86
0.92/0.36

Pads: 100
Crop: 50
Flip: 217

Default: 167

AUROC
F1

0.93/0.86
0.92/0.37

Pads: 1700
Crop: 500
Flip: 1300

Default: 167

AUROC
F1

0.56/0.83
0.73/0.12

Table 3.3.7: Performance of the Patchcore
model on filtered ITkPix_Polar tiles of size 256
and augmented by different number of images

versions.

3.3.1.6 Dataset complexity: MVTec tile subset

The performances of the CFA and Patchcore models are not as good as for the subdatasets of
MVTec. The assumption is that pad datasets have higher complexity than the MVTec, since on
the pad tiles not only the pad surface is presented, but also a black background, and the pads
are all of different shape. Since it is not possible to create a dataset with tiles containing only
pad surface with tile size 256, the opposite direction was chosen. We can artificially introduce
the complexity coming from pad shapes to the MVTec tile dataset (the one the most similar
to pads dataset) to check if the difference in performance is caused by non-uniform pad shapes.
Mimicking the MVTec tile dataset to pad dataset can be done randomly placing black rectangles
on the MVTec tile training and testing images (see Figure 3.3.4). If the performance on such
modified dataset drops, it would mean that the reason we do not have a high performance on
the pads is the pads shapes. We tested the CFA model on the original MTec tile dataset, and its
modified training dataset versus the original and modified test sets. Table 3.3.8 summarises the
results. We can conclude that the performance is not affected by the pad shapes. So the reason
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of not reaching the performance on the pad datasets as on MVTec dataset should come from the
pad texture itself.

Figure 3.3.4: Example of increasing MVTec
tile dataset by mimicking the pad shapes.

CFA
image/pixel

MVTec tile
AUROC

F1

1.00/0.98
1.00/0.76

MVTec tile
train on imitating pad shape

AUROC
F1

1.00/0.99
0.98/0.79

MVTec tile
train on pad shape imitations
test on pad shape imitations

AUROC
F1

1.00/0.99
0.97/0.79

Table 3.3.8: Performance of the CFA model on
MVTec tile dataset and its modifications.

3.3.1.7 Dataset complexity: denoising

To address the question of the pad texture impact on model performances, we tried to simplify
the texture by a denoising algorithm. The idea is that the pad surface can be represented as a
kind of a noise that could be filtered out making the defects obviously visible. The denoising is
done via Isotropic Undecimated Wavelet Transform also called the starlet transform [131]. The
starlet transform is a special wavelet transform: isotropic, preserving the translation invariance
and allowing for the simultaneous processing of data at different scales. These properties make
the starlet transform widely used in astronomical image processing to separate signal sources from
background noises. The idea is to represent a two-dimensional array, or an image, denoted I, as
a sum of a coarse resolution image cJ and wavelet coefficient images wj:

I(x, y) = cJ(x, y) +

jmax∑
j=0

wj(x, y). (3.3.1)

Each wavelet image wj carries the details of I at the scale of 2j pixels, while the coarse image cJ
- at scale J = jmax + 1. The idea of the decomposition procedure is the iterative application of
the starlet filter:

1. Start with initial image I and j = 0.

2. Convolve with the special filter h to get the next scale: cj = h ∗ I = h ∗ cj−1.

3. Compute wavelet coefficients: wj = cj−1 − cj.

At the end the residual coarse image is computed at final scale: cJ = h ∗ cJ−1.
An example of a decomposed tile with a defect from the ITkPix_Polar dataset is presented

on Figure 3.3.5. Conceptually, the smaller scales correspond to finer details, and the first scales
correspond to the pad surface noise. Larger scales can catch bigger objects, such as pad defects.
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Figure 3.3.5: Starlet decomposition of a pad image with a defect at five scales (J = 5). The
smaller scales catch the pad surface structure considered as noise while the higher scales make

the defect visible.

The denoised image can be obtained from this decomposition by summing only a significant
wavelet coefficient. To distinguish the significant wavelet coefficient from those corresponding to
noise, a wj is compared to a threshold Kσ with σ being the noise standard deviation. The wavelet
coefficients not passing the threshold are put to 0 enforcing the wj to be sparse. The parameters
of the denoising algorithm are varied like the number of scales J and the factor of the sparsity
threshold K. Higher values of the parameter K smooth the denoised image more.

We consider three denoising settings: J = 2, K = 1, then J = 4, K = 1, and J = 4, K = 3.
Examples of the denoised tiles for each setting are shown on Figure 3.3.6. Visually, it seems that
J = 4, K = 1 provides the optimal result filtering out most of the non-anomalous pad surface
while leaving the defects visible.

Table 3.3.9 shows the results of the Patchcore model on the filtered ITkPix_Polar 256 dataset
referred to as default, and its modifications. We tested the denoised version of the default dataset,
a denoised version of the dataset after colour preprocessing and a denoised version of the default
dataset after spatial pad augmentation. The denoising with J = 4, K = 3 caused considerable
drop in image-level performance and was excluded from consideration. The J = 2, K = 1 and
J = 4, K = 1 give a slight improvement: J = 2, K = 1 at image level and J = 4, K = 1 at
pixel-level.

3.3.1.8 Augmentations: noise generation

Instead of modifying the existing pad texture, the texture can be simulated producing more non-
anomalous images for algorithm training. The wavelet decomposition can be used for texture
synthesis. With the help of Wavelet Phase Harmonics (WPH), we generated non-anomalous pad
images to augment the ITKPix_Polar training dataset. Similarly to the decomposition based
on the starlet transformation, a two-dimensional array can be represented as a sum of wavelet
coefficients, defined by the filter h (different from value used in the starlet transformation) catching
the phase-related features. WHP is used for image pattern recognition, texture analysis, and
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Scale = 2, k = 1

Scale = 4, k = 1

Scale = 4, k = 3

Figure 3.3.6: Example of denoising
results with different parameters (with

an ITkPix_Polar 256 px tile).

Patchcore
image/pixel

ITkPix_Polar, 256, filtered
AUROC

F1

0.92/0.86
0.92/0.36

Denoised
Scale = 2, k = 1

AUROC
F1

0.94/0.86
0.94/0.35

Denoised
Scale = 4, k = 1

AUROC
F1

0.92/0.87
0.92/0.38

Denoised
Scale = 4, k = 3

AUROC
F1

0.84/0.86
0.87/0.35

ITkPix_Polar, 256, filtered +
contrast enhancement

AUROC
F1

0.93/0.86
0.93/0.36

Denoised
Scale = 2, k = 1

AUROC
F1

0.93/0.86
0.93/0.36

Denoised
Scale = 4, k = 1

AUROC
F1

0.92/0.87
0.91/0.38

ITkPix_Polar, 256, filtered +
spatial pad augmentations

AUROC
F1

0.93/0.86
0.92/0.37

Denoised
Scale = 2, k = 1

AUROC
F1

0.95/0.86
0.94/0.36

Denoised
Scale = 4, k = 1

AUROC
F1

0.93/0.87
0.93/0.39

Table 3.3.9: Performance of the Patchcore model on
the filtered ITkPix_Polar 256 dataset referred to as
default, and its modifications. The best scores at the

image-level are highlighted in red and at the
pixel-level in blue.

feature extraction.

The idea of texture synthesis with WHP is that two images with matching statistical properties
of WPH coefficients w have similar textures. We start with a reference image Iref and an image
generated with Gaussian noise Isyn. The WPH coefficients are extracted via the PyWHP library.
Iteratively, the wsyn coefficients of Isyn are adjusted via backpropagation in a way to minimise the
objective function:

L =

∑
i |wref,i − wsyn,i|2∑

i |wref,i|2
. (3.3.2)

The Limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm (L-BFGS-B [132]) algo-
rithm is used as an optimizer, and the process is repeated for 50 iterations. The generated texture
is then combined with one of the tiles from the dataset to mimic the shape of the pad. Then spatial
augmentations, such as cropping, padding and flipping, are applied to modify the pad segment
position. An example of generated images is shown in Figure 3.3.7. Note that the WHP-based
synthesis can generate a two-dimensional array corresponding to a grayscale image. Both CFA
and Patchcore algorithms work with grayscale images, so this is not a limitation. The synthesis
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of 3-colour channel images is not straightforward: it is not possible to consider the 3 channels
independently since they carry information about the same texture. It might be possible to use
some dimension reduction techniques such as PCA [133], principal components analysis, to first
transform 3-channel image into 1-channel, perform the synthesis based on it, and then apply the
inverse dimensional transformation onto the generated images. This approach was not studied in
this work.

Table 3.3.10 shows the Patchcore performance on the ITkPix_Polar dataset augmented with
the generated images. This performance does not differ from the performance on the unaugmented
version of the considered dataset. A model trained only on the synthetic images still shows a non-
random performance on the test subset of the filtered ITkPix_Polar. We can conclude that the
image generation procedure partially captures the feature distribution of non-anomalous images
but cannot bring any new information for the training necessary to improve performance.

Figure 3.3.7: An example of synthetic
texture augmentation, where texture

of pads from bottom images is
generated, and pad shape is taken
from original images and modified.

Patchcore
image/pixel

ITkPix_Polar, 256, filtered
AUROC

F1

0.92/0.86
0.92/0.36

ITkPix_Polar, 256, filtered
+ 230 synthetic images

AUROC
F1

0.92/0.86
0.92/0.36

250 synthetic images
AUROC

F1

0.74/0.77
0.86/0.22

Table 3.3.10: Performance of the Patchcore model on
the filtered ITkPix_Polar 256 dataset, its version
with training set augmented by synthetic images,
and a dataset containing only synthetic images as
train set and test set from filtered ITkPix_Polar.

3.3.2 Adaptable solution for the visual inspection

A CFA or Patchcore model trained on one dataset does not perform well on another: images taken
with different photo-taking conditions or showing pads with different granularity have distinct
representations of non-anomalous texture. To make the automatic visual inspection tool usable
across production sites, where identical conditions cannot be guaranteed, the final solution should
be able to handle these differences. Creating a model capable of yielding accurate predictions for
different image sets is a complex problem we haven’t found a solution for. Instead, we propose a
pipeline for easy model retraining.

The Patchore model performs well within the few-shot learning setting [134]. Few-shot learning
is a framework in which a model is trained on a very small number of labelled examples. We show
that Patchcore model trained with 10 non-anomalous images augmented with spatial augmenta-
tions reaches a performance comparable with the performance of Patchcore model trained on a
filtered dataset containing more than training 100 images. This approach is tested on datasets
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based on ITkPix_Polar and ITkPix_Feb, the results are shown in Table 3.3.11.

Patchcore
image/pixel

ITkPix_Polar, 256, filtered
AUROC

F1

0.92/0.86
0.92/0.36

ITkPix_Polar, 256, filtered
Spatial pad augmentations
Denoised: Scale= 4, k= 1

AUROC
F1

0.93/0.87
0.93/0.39

ITkPix_Polar, 256, only 20 training images
AUROC

F1

0.91/0.85
0.93/0.36

ITkPix_Polar, 256, only 10 training images
AUROC

F1

0.74/0.80
0.88/0.30

ITkPix_Polar, 256, only 10 training images
Spatial pad augmentations

AUROC
F1

0.90/0.84
0.91/0.34

ITkPix_Polar, 256, only 10 training images
Spatial pad augmentations
Denoised: Scale= 4, k= 1

AUROC
F1

0.85/0.85
0.87/0.34

ITkPix_Feb, 256, filtered
AUROC

F1

0.63/0.84
0.73/0.15

ITkPix_Feb, 256, only 10 training images
AUROC

F1

0.54/0.80
0.73/0.11

ITkPix_Feb, 256, only 10 training images
Spatial pad augmentations

AUROC
F1

0.56/0.83
0.73/0.12

Table 3.3.11: Performance of Patchcore model in few-shot learning setting on ITkPix_Polar and
ITkPix_Feb based datasets with tile size 256.

To adapt the automatic visual inspection tool in case of differences in photo-taking procedure
or pads’ granularity, a production site needs to collect 10 images of size 256× 256 containing no
anomalies. These images are then used to retrain a Patchcore model. This approach allows the
use of the developed instruments for visual inspection without spending much time on collecting
and labelling datasets and is the solution suggested for the automatic visual inspection of pads.

3.4 Graphical User Interface

To make the algorithms accessible to the wire-bonding teams across the different production sites,
we developed a Graphical User Interface (GUI) with an intuitive interface for interaction with the
algorithm. This GUI eliminates the need for users to interact with the algorithm source code,
providing a wrapper for the algorithm and all relevant connections to databases for data storage.

Among the different forms of GUI, a web application was chosen for this purpose for sev-
eral reasons. Its portability and accessibility from any internet-connected device ensures easy
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maintenance and easy updating process that doesn’t require any additional actions from users.
Furthermore, the central access to the local GPU farm, mongoDB and EOS space at CERN’s
lxplus can be set up.

A GUI is usually divided into two parts, the frontend and the backend (see Figure 3.4.1). The
frontend is the user interface responsible for taking user input and displaying information. The
backend is the application that processes the user input.

Figure 3.4.1: Schematic structure of the GUI.

The backend of the system takes two photos of pads per module, one for each side, as input.
These photos are then processed individually, starting with the background removal procedure
described in Section 3.2.2. The photos are padded with black pixels until their size can be evenly
divided by the size of the input image of the neural network. Each photo is then split into tiles
and given to the model inferencer, which returns a binary mask for each image, highlighting all the
detected defects. The individual masks are then assembled into a single mask that corresponds
to the backend input photo. The input photos and their anomaly masks are saved to a local
MongoDB (to be eventually replaced by a production database in the future). The ML processing
algorithm is packed into a docker image which is pulled by the web application backend and start
it inside a container either on the server directly or, optional, on a computing cluster node, and
can be run on GPU.

FastAPI [135] is used to organize the backend into an application, allowing to test its func-
tionalities (even without the frontend). This includes preprocessing quality testing and threshold
tuning, as well as model testing on photos. The pretrained model weights are stored on a lxplus
eos space, which is accessed via SFTP (SSH File Transfer Protocol). The inference procedure is
launched on GPUs in our institute cluster.

The user interface of the system is written in Dart [136], using the Flutter library [137]. The
GUI offers four main functionalities:
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1. Look at the photos: the user can load the photos of the module taken by the microscope,
look at them with a zoom, and automatically remove the PCB background.

2. Get anomaly masks: the model can be run on the uploaded photos, and a mask highlighting
the detected defects can be returned.

3. Correct the anomaly masks: the user can delete parts of the mask that are not consid-
ered as important defects, or add defects if the algorithm missed some, using the provided
drawing/erasing tools.

4. Load the results to the database: the photos and the obtained masks can be saved to the
database under a unique name.

The functionality to process the few-shot framework is under development and not currently
available in the web application. For now this approach is available outside the web application
and the integration is left for future work.
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4 tt̄H cross-section measurement and CP-
violation studies in the top Yukawa cou-
pling

This chapter presents the measurement of the tt̄H production cross-section and the study of the
CP-properties of the top Yukawa coupling using the STXS framework in the multilepton channel.
It uses the full 140 fb−1 Run-2 dataset. The personal contributions within these analyses were
focused on the development of the Higgs pT reconstruction algorithm and on the study of the
CP-properties of the top Yukawa coupling within the STXS framework.

The measurements are performed by analysing several final states depending on the number
of hadronically decaying τ leptons and light leptons: e, µ. The resulting six channels are (see
Figure 4.0.1):

• 2lSS: two same-charge light leptons and no hadronically decaying τ -lepton candidates,

• 3l: three light leptons and no hadronically decaying τ -lepton candidates,

• 4l: four light leptons,

• 2lSS + 1τhad: two same-charge light leptons and one hadronically decaying τ -lepton candi-
date,

• 1l + 2τhad: one light lepton and two hadronically decaying τ -lepton candidates,

• 2lSS + 2τhad: two same-charge light leptons and two hadronically decaying τ -lepton candi-
dates.

The orthogonality of the channels, meaning that an event can belong only to one channel, is
ensured. This thesis focuses on two channels without τ leptons: the channel with two leptons of
the same charge named 2lSS, and the channel with three leptons referred to as 3l. An example
of a decay chain corresponding to the 3l final state is shown in Figure 4.0.2. The selection of the
objects of interest, namely the electrons and muons, jets and missing transverse energy, is detailed
in Section 4.1.

The signal regions (SRs) are defined as kinematic phase space containing the process of in-
terest. Section 4.1 presents the object-level selection criteria. The events in the SRs originating
from processes different from the target one are called background events. The strategy to es-
timate the background contribution in the signal regions mainly relies on using simulated event
samples discussed in Section 4.2. The dominant background sources (tt̄W , tt̄Z and V V ) and the
known difficult-to-model backgrounds (containing non-prompt and fake leptons) get data-driven
corrections. The yields of these backgrounds, represented as normalisation factors, are adjusted si-
multaneously with the yields of the signal processes by performing a likelihood fit to data, referred
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Figure 4.0.1: The tt̄H multilepton channels in terms
of light lepton and and τhad multiplicities.

Figure 4.0.2: Examples of decay chain
corresponding to the 3l channel.

to as a template fit (see Section 4.5). The fit covers both signal and control regions, where control
regions are dedicated regions enriched with specific background processes. Backgrounds having
similar kinematic phase space and not easily separable from the signal have control regions defined
with the help of a BDT classifier and are called MVA-based. Other control regions are cut-based.
The detailed region definitions and the backgrounds are presented in Section 4.3. The analysis
strategy and the main control region definitions follow the tt̄W measurement [138] incorporating
the improved understanding of fakes and tt̄W modelling derived in that analysis. The systematic
uncertainties taken into account are described in Section 4.4. In this work, we mainly concentrate
on the part of the analysis covering the STXS definition for both the tt̄H cross-section measure-
ment and the CP-studies (see Section 4.6 and Section 4.7). The results of the measurements are
reported in Section 4.8.

4.1 Object identification and event selection

The events analysed in the 2lSS and 3l channels are selected using several steps. The reconstructed
events passed the preselection criteria (see Section 4.1.1) then undergo an overlap removal to
ensure no double counting of the same object is happening. The resulting events are split into
different analysis channels. This categorisation happens based on the multiplicity light leptons
and hadronically decaying τ leptons (see Section 4.1.2). Afterwards, as discussed in Section 4.1.3,
each channel uses tighter lepton definitions to increase the purity in their dedicated signal regions.

4.1.1 Event preselection

The preselection cuts are the first to be applied to data or MC events:

• at least one reconstructed vertex with ≥ 2 associated tracks having pT > 500 MeV,

• no significant noise in the calorimeters and no data corruption,

• response from single- and di-lepton triggers combined by a logical OR.
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4.1.2 Object definitions

Reconstructed objects from preselected events undergo additional selection to define final state
particles, leptons and jets in particular. The overlap removal procedure is applied to ensure the
absence of double counting an object as a reconstructed particle.

4.1.2.1 Loose leptons

The loose lepton definition, denoted by L, serves to categorise the events into different analy-
sis channels. The lepton candidates, reconstructed as described in Section 2.4, should pass the
following criteria:

• An electron candidate must have pT > 10 GeV and |ηcluster| < 2.47.

• A muon candidate is required to satisfy pT > 10 GeV and |η| < 2.5.

e µ

L L’ M Mex T L M Mex T
LooseVar_Rad isolation Yes Yes
Non-prompt lepton BDT

No Tight
Tight-not-

VeryTight No Tight
Tight-not-

VeryTight
(PLIV) VeryTight VeryTight
Identification Loose Tight Loose Medium
Charge mis-assignment veto

No Yes N/A
(ECIDS)
Material/internal conversion veto No Yes N/A
Transverse impact parameter

< 5 < 3
significance |d0|/σd0
Lonzgitudinal impact parameter

< 0.5 mm
|z0 sin θ|

Table 4.1.1: Lepton definitions in the 2lSS and 3l channels: Loose (L or L′), Medium (M),
Medium exclusive (Mex), and Tight (T ).

The definition criteria are summarized in Table 4.1.1 for electrons and muons. The criteria
used in the table are defined below:

• LooseVar_Rad: lepton isolation working point defined in Ref. [139] separately for electrons
and muons based on tracks and clusters isolation.

• PLIV (Prompt Lepton Isolation Veto) [140]: tagger based on a BDT algorithm designed
for a better non-prompt leptons rejection. The algorithm takes as input particle tracks
and energy deposits in a cone around the lepton direction and the kinematics of the lepton
candidate.

• Identification: working points described in Sections 2.4.2 and 2.4.3 for electrons and muons.

• ECIDS (Electron Charge Identification and Separation) [92]: a BDT-based tagger for elec-
tron charge determination. Electrons (or positrons) might be reconstructed with an incorrect
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charge, for example when an original e+ emits a hard bremsstrahlung photon that further
converts into a e+e− pair where the e− has a momentum high enough to be reconstructed
instead of the initial e+. For muons, charge misidentification is negligible due to its rareness.

• Material/internal conversion veto [141]: electron candidates might originate from internal
or material conversions (see Section 4.1.3). Material conversions refer to photon conversions
that occur when a photon interacts with the material of the detector and converts into an
electron-positron pair. This typically happens in the inner detector layers or calorimeters.
Material conversions are identified by tracing back the e−e+ pairs to their conversion points in
the detector material. The material conversion candidates are selected based on requirements
on displaced vertex and invariant mass (between the associated track and the closest track
with the opposite charge). Internal conversions are processes where an emitted virtual
photon leads to an e−e+ pair where only one of the electrons is reconstructed. Criteria
used to select electrons coming from internal conversion are based on the di-track invariant
calculated at the primary vertex. Both Material and internal conversion candidates are
vetoed.

• |d0|/σd0 and |z0sinθ| : requirements on the transverse (d0) and longitudinal (z0) impact
parameters (see Section 2.4.1) used to select particles originating from the primary vertex.

4.1.2.2 Jets

Jets, reconstructed via the procedure described in Section 2.4.4, are required to satisfy pT >

25 GeV and |η| < 2.5 with a "Tight" working point of Jet Vertex Tagger. Forward jets follow the
same requirements apart from the pseudorapidity one: |η| < 4.5.

Jets containing b-hadrons must have pT > 20 GeV and |η| < 2.5. A jet is identified as a b-jet
based on the DL1r deep learning discriminant [142] using a working point of 85% efficiency.

4.1.2.3 Removing ambiguities between overlapping reconstructed objects

To avoid a single detector response being counted as multiple physics objects in an event, the
overlap removal procedure is applied to the preselected loose leptons and jets.

Among electrons with shared track or overlapping cluster, only the one with the highest pT is
kept. To remove light leptons and τhad overlap, any τ candidate within ∆R < 0.2 of a light lepton
is neglected. Loose electrons/muons overlap is resolved by removing the electron lying within
∆R = 0.1 of the muon. In case of electron/jet overlap within ∆R < 0.2, an object is considered
as an electron if the jet is not b-tagged or if the jet has pT > 200 GeV. A jet overlapping with a
loose muon is removed if this jet is not b-tagged and has less than 3 tracks with pT > 500 MeV. In
case of doubt between τhad and jet found within ∆R < 0.2, the object is interpreted as a τ lepton.
To solve the overlap between loose leptons and jets within a cone of a radius 0.004+10GeV/pT,lep
up to 0.4, not covered in the previous steps, the lepton is removed.

The association of the event to one of the analysis channels happens based on the number of
the loose leptons and τ leptons.
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4.1.3 Region selection

Tighter in-channel lepton definitions are necessary to reduce (in SRs) or select (in CRs) fake
and non-prompt leptons. Fake leptons are objects misidentified as light leptons: it might be,
for example, a misidentified jet or photon converted into electron-positron pair. The two types of
photon conversions are also considered as sources of fake leptons: material and internal conversions.
Non-prompt leptons are real leptons that do not originate directly from the primary interaction
vertex but from the secondary decays, e.g. from leptonically decaying heavy-flavour (HF) hadrons
or taus.

The tight T working point (see Table 4.1.1) serves to reject material and internal conversions.
Leptons satisfying the tight T selection are used to define signal regions in both the 2lSS and 3l

channels (see Table 4.1.2). Exclusive medium Mex lepton selection uses criteria identical to the
tight T definition, with the exception of the PLIV working point. The Mex definition is specially
formulated for the fakes background estimation strategy: tight and exclusive medium leptons are
used to define the regions dedicated to non-prompt HF leptons in the 2lSS channel. More details
about region definitions are provided in Section 4.3.

The medium M working point is needed to reduce the number of misidentified objects, al-
lowing to select prompt-like leptons after PLIV cut. A looser tight definition L′ doesn’t use any
PLIV selection, but uses stricter identification and charge mis-assignment requirements as well
as conversions vetos. M , L/L′ selections are applied in the 3l channel to have well populated
non-prompt lepton control regions.

Channel Cut-based Control Regions Signal and MVA-based Control regions
2lSS TMex,MexT, MexMex TT
3l L’MM/LMM (L’ for µ and L for e) LTT (L for ℓ0)

Table 4.1.2: Summary of the lepton definitions used for each of the leptons selected in a given
channel. For instance, TT corresponds to the definition of the two leptons in the SR of the 2lSS

channel. The leptons of the same sign are ordered by decreasing pT , and the first lepton in 3l
corresponds to the lepton having the charge opposite to two other leptons.

4.2 Signal and background modelling

To model the signal and background processes, the analysis uses MC simulated samples produced
with the ATLAS simulation software (see Section 2.3).

The majority of the MC samples are generated via full ATLAS detector simulation based on
Geant4, although some samples of tWH, tHqb and tt̄tt̄ processes are available as ATLAS fast
simulation only. Pile-up is modelled by using low-momentum strong-interaction processes simu-
lated with Pythia8, which are then superimposed onto the simulated hard-scatter events based
on the luminosity profile of the collected data. The simulated events are reconstructed following
the same procedure used for the data. Corrections are applied to ensure that the reconstruc-
tion and identification efficiencies, energy scales, and energy resolutions of particle candidates in
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the simulations align with those determined from data control samples. Additionally, the simu-
lated events are reweighted based on the number of generated events and the applied corrections.
The MC samples are normalised to the corresponding processes cross-sections. The uncertainties
arising from the data-driven corrections and the modelling limitations are discussed in Section 4.4.

The overview of the generators and their configurations used to simulate the considered pro-
cesses is presented in Table 4.2.1. Samples used to estimate the systematic uncertainties are
indicated in grey.

Process Generator ME order Parton shower PDF Tune
tt̄H Powheg-BOX NLO Pythia8 NNPDF3.0 NLO A14

(Powheg-BOX) (NLO) (Herwig7.0.4) (NNPDF3.0 NLO) (H7-UE-MMHT)
(MG5_aMC) (NLO) (Pythia8) (NNPDF3.0 NLO) (A14)

tt̄W Sherpa 2.2.10 MePs@Nlo Sherpa NNPDF3.0 NNLO Sherpa default
(MG5_aMC) (FxFx NLO) (Pythia8) (NNPDF3.0 NLO) (A14)
(Powheg) (NLO) (Pythia8) (NNPDF3.0 NLO) (A14)
(Powheg) (NLO) (Herwig7) (NNPDF3.0 NLO) (H7-UE-MMHT)

tt̄W (EW) Sherpa 2.2.10 LO Sherpa NNPDF3.0 NNLO Sherpa default
(MG5_aMC) (LO) (Pythia8) (NNPDF3.0 NLO) (A14)

tt̄ll MG5_aMC NLO Pythia8 NNPDF3.0 NLO A14
(MG5_aMC) (NLO) (Herwig7) (NNPDF3.0 NLO) (H7-UE-MMHT)
(MG5_aMC) (NLO) (Pythia8) (NNPDF3.0 NLO) (A14 Var3c)

tt̄ → W+bW−b̄ℓ+ℓ− MG5_aMC LO Pythia8 NNPDF2.3 LO A14
tt̄tt̄ MG5_aMC NLO Pythia8 NNPDF3.1 NLO A14
tt̄ Powheg-BOX NLO Pythia8 NNPDF3.0 NLO A14

(Powheg-BOX) (NLO) (Herwig7.1.3) (NNPDF3.0 NLO) (H7-UE-MMHT)
tt̄t MG5_aMC LO Pythia8 NNPDF2.3 LO A14
Single top Powheg-Box NLO Pythia8 NNPDF3.0 NLO A14
(t-, Wt-, s-channel)
V V , qqV V , V V V Sherpa 2.2.2(1) MePs@Nlo Sherpa NNPDF3.0 NNLO Sherpa default
Z → ℓ+ℓ− Sherpa 2.2.1 MePs@Nlo Sherpa NNPDF3.0 NNLO Sherpa default
Z → ℓ+ℓ−(γ → e+e−) Powheg-BOX NLO Pythia8 CTEQ6L1 NLO A14
Z → ℓ+ℓ−(γ∗ → e+e−) Powheg-BOX NLO Pythia8 CTEQ6L1 NLO A14

Table 4.2.1: Summary of the configurations used for event generation of the signal and
background processes. Samples in grey are the samples used to estimate the systematic

uncertainties.

4.2.1 tt̄H signal modelling

The signal tt̄H events are modelled via the PowhegBoxv2 generator ([143]). The matrix element
is generated at next-leading-order (NLO) in QCD with NNPDF3.0 NLO [144] parton distribution
function set. The parameter hdamp, that matches the Powheg ME to the parton shower and
regulates the high-pT radiation against which the tt̄ system recoils, is set to 0.75×(mt+mt̄+mH) =

352.5 GeV. The PS and hadronisation processes are generated with Pythia8. The heavy flavour
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hadrons decays are simulated by EvtGen1.6.0 [145]. The MC sample is normalised using a
cross-section 507+35

−50 fb calculated at NLO in QCD with the leading NLO electroweak corrections
(i.e. O(α2

sα
2) where αs is the strong coupling). The cross-section uncertainties include PDF+αs

uncertainties and variations of the renormalisation and factorisation scales (see Section 4.4.2).

4.2.2 tt̄H and tH modelling for CP-studies

To perform the CP-measurement, the tt̄H samples corresponding to CP-odd and CP-even hy-
potheses are needed, as well as a sample with CP-mixing angle α = 45◦ for validation purposes.
Matrix element calculation in these samples is done via the MadGraph5_aMC generator (fol-
lowed by Pythia8 to model the showering and hadronisation) instead of the Powheg one used
to produce signal samples for tt̄H cross-section measurements. The MadGraph5_aMC genera-
tor allows generating samples with non-zero α assuming a Yukawa coupling Lagrangian extension
(see Eq. 1.7.2) that includes a CP-odd part to the top–Higgs interaction. Theses non-SM samples
are generated with the NLO Higgs Characterisation (HC) [146] UFO model [147] implemented in
Feynrules [148].

The Higgs production in association with single-top is considered in two sub-processes: tHjb
and tWH. The hard-scattering part is generated using MadGraph5_aMC@NLO at NLO in
QCD with NNPDF3.0 NLO PDF set. The showering is modelled with Pythia8. In analogy with
the tt̄H CP samples, the non-SM tH samples are generated using the NLO HC model assuming a
CP-odd part in the top–Higgs interaction. tH samples with different values of κ′t and α are needed
to derive the tH parameterization described in Section 4.7.3. In total 11 samples corresponding
to points in (κ′t, α) phase space were generated for both sub-processes:

• α = 0 with κ′t ∈ −1, 0.5, 2,

• α from 15◦ to 90◦ in 15◦ steps with κ′t = 1,

• α = 45◦ with κ′t = 2.

The list of generated samples with corresponding their cross-sections is presented in Table 4.2.2.

4.2.3 tt̄W background modelling

The nominal tt̄W sample is simulated with Sherpa using the NNPDF3.0 NLO PDF set. The ME is
calculated up to one additional parton at NLO and up to two partons at LO and merged with the
Sherpa PS. The functional form of renormalisation and factorisation scales is µR = µF = HT/2,
with HT being the scalar sum of transverse masses

√
p2T +m2 of all final state particles. Ad-

ditionally, higher-order corrections corresponding to EWK contributions were included through
correction factors and an independent LO QCD Sherpa sample. The combination of the de-
scribed contributions results in a total cross-section of σ(tt̄W ) = 722+70

−78 (scale)± 7 (PDF) fb after
normalisation to the value from Ref. [149].
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k α σ × k-factor (fb−1)
tt̄H tHjb tWH

1 0◦ 507.44 60.30 16.72
1 15◦ 63.57 18.32
1 30◦ 75.12 23.11
1 45◦ 361.57 99.01 31.04
1 60◦ 138.16 42.12
1 75◦ 195.96 56.22
1 90◦ 218.8 271.47 72.90
1 180◦ 706.75 149.91

0.5 0◦ 95.27 14.80
2 0◦ 240.07 9.15
2 45◦ 207.56 109.42

Table 4.2.2: Summary of the tt̄H, tH and tWH MC samples at different α angles and different
κ′t.

4.2.4 Other backgrounds modelling

The tt̄Z/γ∗(→ l+l−) background process was generated using MadGraph5_aMC@NLO +
Pythia8, using a ME simulated at NLO in αs with the NNPDF3.0 NLO PDF set. The top quarks
decays are modelled with MadSpin [150] at LO. The inclusive tt̄l+l− ME is computed at NLO,
and takes into account off-shell Z and γ∗ contributions with m(l+l−) > 1 GeV. The cross-section
is normalised to the calculation at NLO QCD and NLO EWK accuracy reported in Ref. [151].

The di-boson event simulation is performed with Sherpa2.2.1 for semi-leptonic decays and
Sherpa2.2.2 for fully-leptonic decays with up to one additional parton at NLO and three addi-
tional partons at LO. A mismodelling of the number of jets distribution of the diboson process was
reported in Sherpa2.2 generated samples [138], leading to a necessity of deriving a corresponding
correction using data. The single boson production in association with multiple jets is simulated
with the Sherpa2.2.1 generator using NLO-accurate matrix elements for up to two jets, and
LO-accurate ones for up to four jets with the NNPDF3.0 NLO set of PDFs. V+jets samples are
normalized to next-to-next-to-leading order (NNLO) predictions.

The tt̄ and single top quark samples are generated with PowhegBoxv2 + Pythia8 at NLO
with the NNPDF3.0 NLO PDF set and hdamp = 1.5mt, while the parton shower, hadronisation, and
underlying event are modelled using NNPDF2.3 LO PDF set. Heavy flavour decays are performed
by EvtGen 1.6. For single-top s- and t-channel productions, the PowhegBoxv2 at NLO in
QCD with the NNPDF3.0 NLO PDF set is used. The tt̄ sample was normalised to the cross-section
prediction at next-to-next-to-leading order (NNLO) in QCD [152], and single top quark inclusive
cross-section was adjusted to the theory prediction calculated at NLO in QCD [153].

Higgs production associated with a W or Z boson is simulated using Pythia8 with the
NNPDF2.3 LO PDF set. Triple top-quark production (tt̄t) and tt̄ production with two W bosons
(tt̄WW ) are generated at leading order using MadGraph5_aMC@NLO+Pythia8. For four
top-quark production (tt̄tt̄t), simulations are performed at NLO with the MadGraph5_aMC@NLO
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generator, interfaced with Pythia8 with the NNPDF3.0 NLO PDF set. Processes involving three
heavy gauge bosons (WWW , WWZ, WZZ, ZZZ) with up to six leptons in the final states
are simulated using Sherpa2.2.2 and the NNPDF3.0 NLO PDF set. Final states without addi-
tional partons are calculated at NLO, while those with one, two, or three additional partons are
calculated at LO.

4.3 Regions definition

Figure 4.3.1 shows an overview of the analysis regions in the 2lSS and 3l channels. There are
three signal regions: the tt̄H SRs with two same-sign leptons, positive and negative charged, and
tt̄H SR in three lepton final state. In the CP-studies, the tH process is also considered as a signal,
this is detailed in Section 4.7. Background processes might be either reducible or irreducible. The
categorisation is done based on the presence of non-prompt or misidentified leptons.

The reducible backgrounds contain at least one prompt charge-flip electron or one non-prompt
light lepton originating from material conversions, hadron decays, or the improper reconstruction
of other particles as leptons. More precisely, the main source of non-prompt leptons is tt̄ produc-
tion, followed by V+jets and single-top processes. In the MC samples, the non-prompt leptons
are labelled according to their origin: heavy-flavour (HF) hadron decays of bottom and charm
quarks, light-flavour (LH) hadron decays or material conversion. The LH contribution in the 2lSS
and 3l channels is negligible. The cut-based control regions, described in Section 4.3.1, are mainly
dedicated to the reducible backgrounds.

Irreducible background processes have only prompt leptons in their final state, making it
challenging to distinguish them from the signal. Such backgrounds are produced in W/Z or τ
decays, as well as in internal conversions. The main sources of irreducible backgrounds are tt̄W ,
tt̄Z/γ∗ and V V , with smaller contributions from tZ, tW , tWZ, tt̄WW , V V V , tt̄tt̄ and tt̄t. The
control regions corresponding to some irreducible backgrounds are defined via MVA-optimised
selection (see Section 4.3.2). As shown in Figure 4.3, the tt̄Z and V V control regions are present
both as cut- and MVA-based regions. The tt̄Z and V V cut-based regions are inherited from the
tt̄W analysis and are needed to improve the prediction of the background contribution from the
V V and tt̄Z/γ∗ processes. The strategy for estimating the backgrounds consists of using MC
simulation to model their shapes (see Section 4.2). The following background yields are adjusted
via normalisation factors in the template fit (see Section 4.5): tt̄W , tt̄Z, V V and non-prompt
leptons from HF decays.

4.3.1 Cut-based control regions

Two control regions are built to estimate the contribution from conversions with m(e+e−) < 1 GeV
in the 2lSS and 3l channels: one corresponding to internal conversion and one corresponding to
material conversion. The events in these regions are required not to have b-jets, and not to have
an opposite sign di-lepton mass close to Z mass. For both contributions, the normalisation factor
is fitted together with the signal. Figure 4.3.2 shows the composition of both regions.

There are six CRs enriched in contributions from HF non-prompt leptons. These regions differ
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Figure 4.3.1: tt̄H multilepton regions in 2lSS and 3l channels split into signal regions,
MVA-optimised control regions, and cut-based (or other) control regions.

by the lepton type, e or µ, and working points used to define the leptons. The requirement to have
at least one Mex lepton allows to separate the non-prompt lepton processes from processes with
prompt leptons. Two normalization factors are estimated from the simultaneous likelihood fit to
data: HF non-prompt lepton contribution from electrons and muons. The HF regions composition
is illustrated in Figure 4.3.3.

The MC sample of the V V events used to build the corresponding control region in the 3l

channel is adjusted before the fit using data-driven correction since the simulated V V sample
does not model well the jet multiplicity spectrum in data. This correction is based on Njets and
adopted from the tt̄W analysis [138]. The region is composed of events with 2 or 3 jets. The tt̄Z
region has events with ≥ 4 jets. Both regions require to include events with one b-jet, have the
opposite sign leptons mass should not be far away from the Z mass, but the overall lepton mass
should significantly differ from Z mass. The V V and tt̄Z regions are shown in Figure 4.3.4.

The definitions of the cut-based control regions are summarised in Table 4.3.1.

4.3.2 Signal regions and MVA-based control regions

The procedure to optimize the signal region definition is similar between the 2lSS and 3l channels.
First, the requirements are applied to select simulated events (see Section 4.3.2.1) that are further
used to train a BDT classifier that categorises events into different classes. The BDT training
uses the MVA-trainer framework [154].
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Figure 4.3.2: Distribution of data and MC prediction in the control regions corresponding to
material and internal conversions.

Control regions for: Diboson tt̄Z Conversions HF non-prompt

Njets 2 or 3 ≥ 4 ≥ 0 ≥ 2

Nb−jets 1 b85% 0 b85% 1 b85%

Lepton requirement 3l µµe∗ 2lSS

Lepton definition (L,M,M) (T,Mex) || (Mex, T ) || (Mex,Mex)

Lepton pT [GeV] (10, 15, 15) (15, 15)

|mSF
l+l −mZ | [GeV] < 10 > 10 –

|mlll −mZ | [GeV] >10 < 10 –

mT (ℓ0, Emiss
T ) [GeV] – < 250 for TMex and MexT pairs

τhad candidates (Medium) 0 0

Region split – – internal / material subleading e/µ × (TMex, MexT , MexMex)

Region naming 3lVV 3lttZ 3lIntC 2lSStt(e)TMex , 2lSStt(e)MexT , 2lSStt(e)MexMex

3lMatC 2lSStt(µ)TMex , 2lSStt(µ)MexT , 2lSStt(µ)MexMex

Table 4.3.1: Event selection summary for the background control regions.

4.3.2.1 Pre-MVA selection

The selection criteria applied after preselection are summarized in Table 4.3.2 and are referred to as
pre-MVA selection. In both channels, events with τhad candidates are excluded from consideration.

The events considered to be in the SRs or in the MVA-based CRs in the 2lSS channel must
have exactly two reconstructed same-sign light leptons satisfying the T working point criteria and
having pT > 15 GeV. To suppress the contribution from the main irreducible backgrounds, only
the events with at least three reconstructed jets, with at least one of them being b-tagged, are
selected.

For the 3l channel, the events with three reconstructed leptons with a total charge equal to ±1
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Figure 4.3.3: Distribution of data and MC prediction in the control regions corresponding to
differently defined non-prompt leptons from HF decays.

are selected, where the lepton of the opposite charge satisfies the L lepton definition and has pT >
10 GeV, and the same-sign leptons are T defined with pT > 15 GeV. Additional requirements are
applied to suppress the contributions from tt̄, tt̄W , V V , tt̄Z and HF events. The background from
hadronic resonances decaying to light same-flavoured leptons is rejected by requiring m(l+l−) >

12 GeV. The Z veto, |m(l+l−) −m(Z)| > 10 GeV, serves to decrease the contribution from tt̄Z

events. Other background processes are suppressed by requiring an event to have at least two
reconstructed jets, with at least one of these being b-tagged. The samples used to model the tt̄Z
and tt̄ processes in the 3l channel are different from those described in Section 4.2. The nominal
tt̄Z sample led to some instabilities in the BDT training due to a large number of negative weights.
Thus, this sample, generated with MadGraph, was replaced with one generated with Sherpa.
The non-all-hadronic tt̄ sample lacked sufficient statistics and was replaced with the dileptonic
sample. To further increase the number of tt̄ events in the pre-MVA 3l region, the selection
criteria on leptons were loosened, and the sample underwent reweighting to restore the shape of
the original tt̄ distribution.
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(b) tt̄Z CR.

Figure 4.3.4: Distribution of data and MC prediction in the control regions enriched with V V
and tt̄Z events.

2lSS 3l

τhad candidates ==0 M ==0 M
Leptons counting ==2 T : pT >15 GeV ==3 (T ,T ,L): pT > 15, 15, 10 GeV
Lepton details SS OS (to others): L, pT > 10 GeV

SS pair: T , pT >15 GeV
OS pair: |m(ll)−mZ | > 10 GeV
and m(ll) > 12 GeV

Njets ≥ 3 ≥ 2
Nb−jets (@ 85% WP) ≥ 1 ≥ 1

Table 4.3.2: Pre-MVA selection criteria for the 2lSS and 3l channels.

The samples composition after pre-MVA selection is shown in Figure 4.3.5. The 2lSS pre-MVA
region is largely dominated by the tt̄W background, followed by tt̄Z/γ∗, V V and the tt̄H signal.
There is a smaller but comparable contribution from HF non-prompt lepton background in the
2lSS channel, while other processes contribute to both channels much less. The pre-MVA set of
events serves as training set for a BDT classifier.

4.3.2.2 2lSS channel MVA regions

In the 2lSS channel, the events are categorised by a BDT into four classes: tt̄H, tH, tt̄W and
Other, where Other stands for the background processes such as tt̄Z, tt̄, V V , single top, tt̄tt̄.
and fake/non-prompt leptons. The training is done based on 20 kinematic variables, such as the
number of jets, angular distances between leptons and jets, jets transverse momenta and pseudo-
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(b) 3l pre-MVA selected events.

Figure 4.3.5: Distribution of MC prediction in the pre-MVA sets in the 2lSS and 3l channels.

rapidities, invariant masses of leptons, MET and jets combinations. The trained model yields a
probability of a given event to belong to the four classes. The final prediction for a given event
is defined by the class with the highest probability score. The confusion matrix representing the
predictions for each class given the true labels is shown in Figure 4.3.6 (a). While the tH, tt̄H and
tt̄W classes are fairly well predicted (having the correct prediction rate at 63%, 54% and 49%),
there is still considerable confusion of around 20% between events from Other category and the
rest of the categories, as well as between tt̄H and tt̄W events.
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Figure 4.3.6: Confusion matrices for the 2lSS and 3l channels BDTs.

The output of the BDT is used to define the signal and the MVA-based control regions. The
region definitions are summarized in Table 4.3.3. The tt̄H and tt̄W regions are further divided
into two regions corresponding to the sign of the total leptons charge to improve the precision of
the signal strength. Figure 4.3.7 shows the composition of the resulting regions. The data in a
region is not shown due to blinding: the signal of interest is expected to be seen only after all
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analysis methods are fully developed and validated to avoid introducing a bias. If a bin has a
signal over background ratio larger than 0.15, it gets blinded.

Regions Selections

Signal Regions

tt̄H ++ 2lSS pre-MVA selection
total charge > 0
tt̄tt̄ veto (exclude events with Njets ≥ 6 & Nb−jets(@ 77% WP) ≥ 3)
Max(BDTtt̄H , BDTtH , BDTtt̄W , BDTOther)= BDTtt̄H

tt̄H −− 2lSS pre-MVA selection
total charge < 0
tt̄tt̄ veto
Max(BDTtt̄H , BDTtH , BDTtt̄W , BDTOther) = BDTtt̄H

tH 2lSS pre-MVA selection
Max(BDTtt̄H , BDTtH , BDTtt̄W , BDTOther) = BDTtH

Control Regions

tt̄W ++ 2lSS pre-MVA selection
total charge > 0
Max(BDTtt̄H , BDTtH , BDTtt̄W , BDTOther) = BDTtt̄W

tt̄W −− 2lSS pre-MVA selection
total charge < 0
Max(BDTtt̄H , BDTtH , BDTtt̄W , BDTOther) = BDTtt̄W

Other 2lSS pre-MVA selection
Max(BDTtt̄H , BDTtH , BDTtt̄W , BDTOther) = BDTOther

Table 4.3.3: Definitions of the MVA-based CRs and SRs used in the 2lSS channel.

4.3.2.3 3l channel MVA regions

The 3l BDT classifies the events into six categories: tt̄H, tH, tt̄W , tt̄Z, tt̄ and V V . The training
is based on 13 kinematic variables, including the number of jets and b-jets, MET, leptons and
jets transverse momentum, angular separation between leptons and jets and their pairs, invariant
masses of lepton pairs, azimuthal separation between leading jet and MET. The performance of
the trained BDT is shown as a confusion matrix in Figure 4.3.6 (b). The tt̄H and tH events are
correctly classified in 45% and 55% of the cases. Around 40% of the tt̄Z events are incorrectly
classified as tt̄H or tt̄W . The regions are defined iteratively based on the BDT score cuts. First,
the tt̄H process is considered: the Poisson counting significance Z (see Section 4.5) is maximised
over all other backgrounds by adjusting the requirements on the set of BDT scores. The same
procedure is repeated for the rest of the classes in the following order: tH, tt̄W , tt̄Z, V V and tt̄.
Once an event is assigned to a region, it gets excluded from the consideration of the subsequent
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(a) tt̄H with positively
charged same sign leptons.
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(b) tt̄H with negatively
charged same sign leptons.
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(d) tt̄W with positively
charged same sign leptons.
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(e) tt̄W with negatively
charged same sign leptons.
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Figure 4.3.7: Distribution of data and MC prediction in the MVA-based signal and control
regions in the 2lSS channel.

region definitions. The events not included in any of these six regions are assigned to the Other
region. The summary of the region definition requirements is shown in Table 4.3.4. Figure 4.3.8
illustrates the composition of signal and MVA-based regions in 3l channel. The data in the SR is
blinded.

4.4 Systematic uncertainties

The systematic uncertainties affect the measurement of the parameters of interest: the signal
strength or the CP-mixing angle via the normalisation of signal and background samples and the
shape of the discriminates. There are three main sources of systematic uncertainties: instrumen-
tal uncertainties associated with the reconstruction, identification and calibration of final state
particles (Section 4.4.1), theoretical uncertainties on the signal process modelling (Section 4.4.2)
and uncertainties on the background estimations (Section 4.4.3).

An independent nuisance parameter is associated with each systematic source and is included
in the likelihood function in Eq. 4.5.2 (see Section 4.5). A single nuisance parameter corresponding
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Regions Selections

tt̄H SR tt̄H> 0.2.
tH SR tHjb > 0.25, tt̄H< 0.2.
tt̄W CR tt̄W> 0.3, tt̄H< 0.2, tHjb < 0.25.
tt̄Z CR tt̄Z > 0.45, tt̄H< 0.2, tHjb < 0.25, tt̄W< 0.3.
V V CR V V > 0.65, tt̄H< 0.2, tHjb < 0.25, tt̄W< 0.3, tt̄Z < 0.45.
tt̄ Region tt̄ > 0.25, tt̄H< 0.2, tHjb < 0.25, tt̄W< 0.3, tt̄Z < 0.45, V V < 0.65.
Other Region tt̄ < 0.25, tt̄H< 0.2, tHjb < 0.25, tt̄W < 0.3, tt̄Z < 0.45, V V < 0.65.

Table 4.3.4: Definitions of the MVA-based CRs and SRs used in the 3l channel.

to a given uncertainty is used across channels and samples.

4.4.1 Instrumental uncertainties

Systematic uncertainties related to the lepton reconstruction and identification, non-prompt lepton
BDT working point calibrations, jet calibration, b-tagging and trigger efficiencies are referred to
as instrumental uncertainties. The scale factors used to adjust the simulations to the data come
with associated uncertainties and are applied as a weight to the event.

The uncertainty associated with the integrated luminosity for the full Run 2 data impacts each
process with an overall 0.83% normalisation uncertainty [155].

The pile-up reweighting scale factor is applied to simulated events to account for the difference
between the predicted and measured pile-up distribution. The uncertainty on the reweighting is
estimated by varying the nominal scale factor with the data statistics.

The uncertainties coming from the trigger, reconstruction, identification, and isolation effi-
ciencies are considered for both electrons and muons. Additionally, a separate uncertainty from
the low pT muon identification and an uncertainty from track to vertex association are taken into
account. These uncertainties are applied as event weights. The resolution (combined momentum
resolution and sagitta corrections) and pT scale uncertainties are implemented as pT corrections
on muons. The uncertainties originating from the electron energy scale and energy resolution are
applied as energy corrections.

The jet uncertainties originate from the jet vertex tagger, jet energy scale and jet energy res-
olution. The uncertainty coming from the JVT accounts for the efficiency of passing the JVT
selection and originates from the potential mismodelling that could impact the efficiency estima-
tion [156] and is applied as a reweighting. The 30 uncertainties considered for JES uncertainties
arise from

• the jet calibration method;

• η inter-calibration, accounting for physics mismodeling, statistical uncertainty component
and non-closure;
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(a) Signal MVA-based region
with 3l tt̄H.
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(b) Signal/control MVA-based
region with 3l tH.
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(c) Control MVA-based region
enriched with tt̄W events.
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(d) Control MVA-based region
enriched with tt̄Z events.
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(e) Control MVA-based region
enriched with V V events.
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(f) Control MVA-based region
enriched with tt̄ events.
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Figure 4.3.8: Distribution of data and MC prediction in the MVA-based signal and control
regions in the 3l channel.

• high jet pT extrapolation;

• pile-up comprising uncertainties in the µ, NPV and per-event pT density modelling and
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uncertainty in the residual pT dependence;

• jet flavour where the uncertainties are coming from the differences in the response of the
detector to jets originating from different types of quarks or from gluons;

• punch-through uncertainty accounting for mismodelling of the global sequential calibration.

The JER uncertainties are characterized using 13 separate sources of uncertainty. These uncer-
tainties account for the differences between the nominal and smeared MC results. In this process,
a smearing factor is applied as a scale factor to the MC jets, enhancing their resolution to match
the jet resolution observed in the data, including its associated error [157]. Both JES and JER
uncertainties are applied as pT corrections.

A total of 83 uncorrelated uncertainties for b−, c− and light-jets are considered in the b-
tagging calibration. These uncertainties originate from statistical sources, uncertainties related
to the detector calibration and physics modelling. The b-tagging correction factors and their
uncertainties for b-jets are estimated from tt̄ data events [158]. In the case of c-jets, the estimation
is based on jets originating from W bosons in tt̄ events [159]. The di-jets are used to derive the
corrections for light-flavour jets [160]. The b-tagging related uncertainties are accounted for as
reweighting.

The uncertainties on the MET are propagated from the energy scale and resolution uncertain-
ties of the detected objects, leptons and jets. Uncertainties from both sources are applied as pT
corrections.

4.4.2 Signal modelling uncertainties

There are multiple sources of uncertainties impacting the tt̄H process. The modelling uncertain-
ties are applied as the shape uncertainties. The initial-state radiation uncertainty is estimated
using weights in the matrix element calculation and in the parton shower: the factorisation µF and
renormalisation µR scales are simultaneously varied up (down) by a factor of 0.5 (2) in the ME and
αISR
s is varied in the PS. The choice of a generator might introduce additional uncertainties. To

assess the uncertainty due to PS and hadronization, a comparison is made between the Powheg-
Box+Pythia8 and PowhegBox+Herwig7 generators, and to estimate the ME uncertainty,
the PowhegBox+Pythia8 is compared with MadGraph5_aMC@NLO+Pythia8.

4.4.3 Background uncertainties

One of the biggest sources of systematic uncertainties in this analysis is coming from the shape
uncertainty of the tt̄W process. Similarly to tt̄H, the uncertainty on the tt̄W predictions due
to missing higher-order QCD correction is derived by varying µF and µR. The uncertainty
originated from ambiguities in the ME and PS algorithms, and its parameter choices are es-
timated based on comparing the nominal Sherpa prediction with the prediction from Mad-
Graph5_aMC@NLO+Pythia8FxFx (see Table 4.2.1). The PS model uncertainty is eval-
uated by comparing the Powheg+Pythia8 and Powheg+Herwig7 generators. The ME and
PS-related uncertainties are derived separately for the QCD and EW components, keeping the
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correlation among samples. An uncertainty on the relative yields of the EW sample within the
QCD+EW tt̄W templates (varying the EW fraction between the values of the Sherpa and the
MadGraph5_aMC@NLO prediction) is also applied. The uncertainties related to the PDF
modelling are estimated by varying the αS and the PDF set.

The uncertainties due to missing higher orders in QCD in tt̄Z modelling are estimated fol-
lowing the tt̄H procedure by varying the nominal µF and µR by factors of 0.5 and 2. Un-
certainties in the additional jets modelling are derived by performing ISR αS variations. The
rest of the uncertainties, related to the PS, UE and hadronisation modelling, were evaluated
by comparing the nominal MadGraph5_aMC@NLO+Pythia8 MC simulation with Mad-
Graph5_aMC@NLO+Herwig7.

The di-boson V V modelling uncertainties originate from missing higher orders in QCD (with
the same estimation procedure as for previously discussed samples) and from data-driven Njets-
dependent corrections (see Section 4.2). The latter is derived based on the fit function parameter
uncertainties.

The uncertainties in higher-order cross-sections are considered for the rare background pro-
cesses, except for those whose normalisation is measured in the fit. The following uncertainties
are applied to the theory cross-sections: ±30% on V H and V V V , ±35% on three-top, ±50% on
ttWW and tWZ and ±5% on tZ. The four-top normalisation uncertainty is set to +70%

−15% where
the upper variation comes from the central value of the ATLAS measurement [161] and the down
variation comes from the theoretical four-top uncertainty.

For the non-prompt lepton backgrounds from heavy-flavour decays and conversions, the uncer-
tainties in the modelling of the PLIV input variables are included as variations affecting the
shape of distributions in each region without affecting the normalisation. The tt̄ PS uncer-
tainty is separately assessed for electrons and muons by comparing Powheg+Herwig7 and
Powheg+Pythia8 simulations. To account for the tt̄ production in association with HF jets
modelling uncertainties, an uncorrelated 50% uncertainty is assigned to the tt̄+ b and tt̄+ c pro-
cesses. Uncertainties on internal (50%) and material (10%) conversion extrapolations are applied.
This estimation is derived from the extrapolation of the electron conversion background from Z-
enriched to tt̄-enriched regions and is derived from the residual data/simulation mismodelling in
validation regions. The MC-based background from electrons with a misidentified charge has a
20% systematic uncertainty.

4.5 Statistical analysis techniques

To evaluate the agreement between the MC prediction and the observed data, we make use of
a template fit. The template fit method is a statistical technique to extract signal events from
data that contain both signal and background contributions. The key idea is to use templates,
which are histograms in this analysis, that represent the expected distributions of some observable
quantities for both signal and background processes. The templates are defined for MC event or
data events. A binned profile likelihood fit, described in Section 4.5.1, adjusts the templates
simultaneously in the SRs and the CRs, providing the signal and background yields best matching
the target distributions. The statistical tests used to define the confidence intervals are detailed
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in Section 4.5.2. The uncertainties treatment is discussed in Section 4.5.3 and Section 4.5.4. The
statistical analysis is performed within the TRExFitter framework [162].

4.5.1 Binned profile likelihood fit

A binned profile likelihood function is defined over all analysis bins. The expected number of
events in the i-th bin is given by:

λi = µ · Si +

bkgs∑
b

kb ·Bbi. (4.5.1)

Here Si and Bbi are expected signal and background yields in the i-th bin. The parameters µ
and kb rescale the corresponding yields: µ is the signal strength defined in Section 1.9, and kb

are the normalisation factors (NFs) of the fitted backgrounds. The probability of observing N

events given the expected number of events λ is expressed via the Poisson probability distribution
P(N | λ). The likelihood function can then be defined as a product of Poisson distributions over
the analysis bins. Such a function depends on the parameter(s) of interest (POI). In this example
the POI is the signal strength µ. However, with the presence of systematic uncertainties, the
likelihood function must encode the information about them through nuisance parameters (NPs):
θ = {θa, θb, ...}. With the introduction of θ, the final general form of the likelihood function is:

L(µ, θ) = L(µ)L(θ) =
bins∏
i

P(Ni | λi)×
NPs∏
j

Fj (θj) . (4.5.2)

The first term describes the analysis regions bins where Si and Bbi acquire a dependence on θ:

S(θ) = S0 ×
NPs∏
k

ν(θk), B(θ) = B0 ×
NPs∏
k

ν(θk), (4.5.3)

so that S0 and B0 are the nominal expected signal and background yield values, and ν(θk) are
the functions parametrizing dependency of the yields on the nuisance parameters θk. These affect
both the shape and normalisation of the distributions. The NPs are also incorporated into the
likelihood with the functions Fj (Eq. 4.5.2), taken to be Gaussian or log-normal distributions.

The fit is performed by adjusting the free-floating parameters (POI µ and the backgrounds
normalisation factors kb) and the NPs in a way the likelihood function reaches its maximum. The
statistical bin-by-bin uncertainties of adjusted distributions are also considered in the fits through
the Beeston-Barlow method [163] using dedicated parameters γi. Note that the likelihood function
doesn’t contain the constraints F corresponding to the dominant backgrounds NFs left as free fit
parameters. The contribution of smaller backgrounds is controlled by nuisance parameters.

4.5.2 Test statistics

The best-fit values are then used to build a statistical test function q of the type ∆ln(L) for the
definition of confidence intervals and hypothesis testing. Two likelihood functions are considered:
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• conditional maximum likelihood estimator for a given POI value,

• unconditional maximum likelihood estimator for a POI and NPs values maximizing the
likelihood function.

For example, when measuring the signal strength, the test statistics function takes the form
shown in Eq. 4.5.4: ˆ̂

θ(µ) is the conditional maximum likelihood estimator, or profiled value, of
θ for a given value of µ (µ = 0 for the background-only hypothesis), and µ̂, θ̂ are the fitted
parameters. With µ = µ̂, ˆ̂θ(µ̂) = θ̂ and the test statistics function becomes q(µ̂) = 0, with:

q(µ) = − ln
L
(
µ,

ˆ̂
θ(µ)

)
L(µ̂, θ̂)

(4.5.4)

As discussed in Section 1.9, the CP-properties of the tt̄H are parametrized via two parameters:
α: the CP-mixing angle, and κt: the coupling modifier. In this case, the test statistic might be
expressed in two ways:

q(α) = − ln

L
(
α,

ˆ̂
κ′t(α),

ˆ̂
θ(α)

)
L(α̂, κ̂′t, θ̂)

, (4.5.5)

q(α, κ′t) = − ln
L
(
α, κ′t,

ˆ̂
θ(α, κ′t)

)
L(α̂, κ̂′t, θ̂)

(4.5.6)

Here α̂, κ̂′t and θ̂ are the values maximising the likelihood function. In Eq. 4.5.5, ˆ̂
κ′t(α) and ˆ̂

θ(α)

are the values of κ′t and θ, that maximise the likelihood function for a fixed value of α. Considering
the asymptotic approximation, qα is distributed as a χ2 distribution with one degree-of-freedom
for the true value of α. The ˆ̂

θ(α, κ′t) in Eq. 4.5.6 is the conditional maximum likelihood estimator
for each pair of values (α, κ′t).

The p-value is defined as the probability for the test statistic q(µ) to be larger than the observed
one qobs, under the null hypothesis (considering µ as a POI in the following examples):

pµ =

∫ ∞

qobs

f(q(µ)|µ)dq(µ), (4.5.7)

where f is the probability density function of q(µ). A p-value indicates the degree of consistency
between the observed data and the hypothesis. The obtained p-value is then reported in terms
of the significance Z: the number of standard deviations for a normal distribution ϕ producing
a one-sided tail integral equal to the p-value, ϕ−1(1 − p). Measurement with Z = 3 is called an
evidence for a processes, while Z = 5 is required for an observation. The maximum possible signal
strength that can be excluded within a certain confidence interval is defined using the notion of
CLs:

CLs =
ps+b

pb
, (4.5.8)

with ps+b and pb being the p-values in the signal+background hypothesis and the background-only
hypothesis respectively. To get the limit value µlim at 95% confidence level, the argument of the
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p-value is varied until CLs = 0.05. So the values of µ corresponding to CLs < 0.05 are excluded
at 95%. Another way to set confidence intervals is by likelihood intervals. Since by the Wilks’
theorem [164] the q(µ) asymptotically follows a χ2 law with the number of degrees of freedom being
the dimensionality of µ, the likelihood 2∆lnL = ϕ−1(1− p) intervals are approximate confidence
intervals with confidence level of 1− p.

For the CP-measurement, to get the confidence interval on α at a give confidence level X, one-
dimensional scans of q(α) (see Eq. 4.5.5) are performed along the α values range, while profiling
all other parameters. Profiling NPs means minimising the log-likelihood with respect to them for
each point in the α range. The resulting curve is called a profile likelihood scan. It is used to set up
the POI’s exclusion limits and estimate the NPs uncertainties when considered a 68% confidence
level. The q(α, κ′t) (see Eq. 4.5.6) follows a χ2 distribution, and requires a 2-dimensional likelihood
scans on the (α, κ′t) coordinates.

4.5.3 Uncertainties treatment

The uncertainties impact on the fit is studied via nuisance parameter pulls, rankings and corre-
lation matrix. The correlation matrix is defined as the inverse of the Hessian matrix H−1, where
the matrix element of i-th row and j-th column is defined as

(HL(θ))i,j =
δ2L
δθiδθj

, (4.5.9)

with L being the likelihood function defined in Eq. 4.5.2. A nuisance parameter pull is given by
the difference between the pre- and post-fit values of the nuisance parameter, divided by its pre-fit
uncertainty. A nuisance parameter is called constrained if the post-fit uncertainty is smaller than
the pre-fit one, meaning that the fit extracted some additional information from the data about
the considered NP. In case of difference between the pre- and post-fit values, a NP is referred to
as pulled. Large pulls mean that data favor a NP value different from its initial estimate.

The pre-fit impact of a nuisance parameter is defined as the difference in POI between two fits:
one with the NP fixed to its nominal value θ and another with the NP fixed to θ±∆θ. The post-fit
impact is calculated in a similar way by varying the best-fit θ̂ value. The NPs considered in the
fit can be ordered by their impacts to get the NP ranking. In the CP-analysis, the NP impact is
assessed based on the likelihood scans. The 1σ intervals of POI in the nominal model and in the
model with the uncertainty source removed (i.e. the corresponding NP fixed) are compared: the
impact is given by subtracting in quadrature the lengths of these intervals.

4.5.4 Asimov and hybrid fit setups

Before getting the results using data collected by the ATLAS detector, fits on Asimov and hybrid
datasets are performed to obtain the expected uncertainties on the measured parameter.

In the Asimov dataset, each bin’s value is set to the expected event yield, excluding statistical
uncertainties. This dataset is created by replacing the data with the sum of the signal and back-
ground predictions. Fitting this dataset using the nominal values of the nuisance parameters from
simulations recovers the input values, providing insights into expected constraints and correlations
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between NPs. The expected results from an Asimov dataset fit give the median outcome under
the signal-plus-background hypothesis.

In the hybrid approach, Asimov datasets are used in signal regions, while real data is used in
control regions. A hybrid fit is a conditional fit to the Asimov dataset performed using background
NP values determined from an unconditional fit to data. This setting provides a more realistic
background model.

4.6 STXS setup

To perform the measurements of the tt̄H signal strength or of the CP-mixing angle in the STXS
setup, a reconstruction of the Higgs boson transverse momentum pHT is needed.

4.6.1 Event kinematics in the 2lSS and 3l channels

To understand better the challenges of the Higgs pT reconstruction, the events kinematics and
reconstruction efficiencies were studied in the analysis phase space of the 2lSS and 3l channels.

4.6.1.1 2lSS channel

In the 2lSS channel, two same-sign leptons have to come from different subsystems: one from
the Higgs boson decay and another from the top-antitop system. The Higgs decay should then
be a semi-leptonic H → WW or H → ττ → lX decay. One of the top quarks should decay
semi-leptonically, and another hadronically. Figure 4.6.1 shows that after the SR selection at the
reconstruction level, around 81% of the selected events come from the H → WW decay, and
around 16% from H → ττ decay. The presence of multiple leptons in the final state also infers
the presence of neutrinos, resulting in around 2 neutrinos per event (see Figure 4.6.2), producing
significant missing transverse energy.

Comparing the reconstructed events in the 2lSS SR with the truth-level event information, it
can be seen that 25% of the selected events are not actually events with two same-sign leptons.
Instead, such events have 3 or more leptons at the truth level, but some of these leptons did
not pass the selection criteria or were out of acceptance. The number of matched truth- and
reconstructed objects (both leptons and jets) can be computed to estimate the goodness of the
reconstructed objects selected within the SRs. Objects are considered matched if they are close
enough, i.e. within ∆R < 0.3. If multiple candidates satisfy this requirement, the one with the
smaller ∆R is chosen. Around 85% of the truth leptons are matched to Higgs decay products,
and 88% to the top-antiptop decays. Unlike leptons, jets are less often matched, resulting in the
matching rate of 43% in Higgs decays and 69% in top-antitop decays, where the b-jets are matched
in 85% of the events. The difference in matching rate can be understood by the fact that jets
coming from Higgs decays tend to have lower pT than the ones from the top decays, and so they
are failing the selection criteria more often.
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Figure 4.6.1: Number of events per Higgs
decay mode in the 2lSS SRs,

where 3 corresponds to H → WW
and 6 to H → ττ .

Figure 4.6.2: Number of neutrinos in the
final state in 2lSS SRs.

4.6.1.2 3l channel

The possible composition of the decay chain in the 3l channel is more diverse than in the 2lSS

channel. To get three leptons in the final state, one or two leptons should come from the Higgs
decay and two or one leptons from the top-antitop quark decays. Therefore, the Higgs boson can
decay leptonically while one of the top quark can decay leptonically and another hadronically, or
the Higgs boson can decay semi-leptonically while both top quarks decay leptonically. As shown
in Figure 4.6.3, in 75% of the 3l events, the Higgs decays to a pair of W bosons. The next
contribution comes from H → ττ decay (14%) followed by H → ZZ (7%) and H → µµ (3%).
The average number of neutrinos in the 3l channel final state is around 3 (see Figure 4.6.4).

Some events in the 3l signal region do not actually contain three leptons in the final state at
truth level. However, almost 94% of the events have the correct number of reconstructed leptons.
There are also around 5% of the events with two or fewer truth leptons and 1% with four or more
truth leptons. The matching rate between truth- and reconstructed leptons reaches 92% for Higgs
decay and 96% for top-antitop decays, which is significantly higher than in the 2lSS channel. The
jet matching rate is similar to the one observed in the 2lSS channel with 44% matched jets in
Higgs decays and 71% in top quark decays.

4.6.2 Higgs pT reconstruction

The reconstruction of pHT in tt̄H multilepton events is complicated due to the presence of several
neutrinos in the final state. The neutrinos come from both Higgs and top-quark decays, making
the exact reconstruction of the Higgs pT impossible. Several approaches were tested to address
this problem.

First, variables highly correlated to the pHT were searched. Three low-level kinematic param-
eters were found to be correlated with the Higgs pT : the scalar sum of the two leading leptons,
the scalar sum of the two leading jets and the missing transverse energy. The first one shows the
highest correlation, while the correlation of the latter two with pHT is around 50%.

Another way to access the Higgs pT is to reconstruct the decay chain directly. Here, three



118 Chapter 4. tt̄H cross-section measurement and CP-violation studies in the top Yukawa coupling

Figure 4.6.3: Number of events per Higgs
decay mode in the 3l SR,

where 3 corresponds to H → WW
and 6 to H → ττ .

Figure 4.6.4: Number of neutrinos in final
state in the 3l SR.

options were considered: partial reconstruction by considering either the Higgs or the top anti-
top system and full event consideration. The Higgs reconstruction based on its visible final state
particles shows a 75% correlation with the pHT at the truth level. Potentially, this approach might
outperform the one based on the low-level variables. However, given the low truth-reconstruction
matching rate for jets in the Higgs decay, there is not enough information in the reconstructed final
state particles to proceed with partial reconstruction of the Higgs boson. Partial reconstruction of
the top anti-top system does not look promising already at the truth level due to a relatively low
correlation to the pHT . At the reconstruction level, the correlation reaches 64%. The full recon-
struction of the top anti-top system is complicated due to the presence of neutrinos. Moreover,
the tt̄ system is sensitive to the extra jet radiation.

In the tentative to make use of the information from both the Higgs and the top anti-top system
for the Higgs pT reconstruction, different neural network algorithms were tested: regression DNN
and GNN predicting continuous value of pHT , and DNN and GNN classifiers, categorising events
into an STXS bin. The highest performance was achieved using a GNN-based classifier, described
in Section 4.6.3.

4.6.3 GNN to reconstruct the STXS bins

To predict the Higgs pT STXS bins, we use a Graph Neural Network (GNN) [165] based on the
results presented in [166]. Each event is represented as a graph with nodes corresponding to the
final state particles, edges related to kinematics between particles and global attributes with event-
level information. The graphs are then processed by the GNN model, resulting in the prediction
of the Higgs pT STXS bins.

To fill a graph, we use the following information independently for events with two same-sign
leptons and three leptons in the final state:

1. Nodes: pT , η, ϕ, p, particle type (lepton, jet or MET), b-tagging score and charge;

2. Edges: ∆η, ∆ϕ, ∆R between all different pairs of objects (lepton, jet or MET), pT , p and
invariant mass for the sum of the 4-vectors of each different object pairs;
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3. Global: number of jets Njets, number of forward jetsNjets,fwd, number of pile-up µ, HT (jets),
HT (leptons), HT (jets + leptons); all leptons pT ; the mass M , pT of the sum of all pairs of
leptons and their ∆ϕ and ∆η; M , pT of the sum of all pairs of lepton and MET and their
∆ϕ; M , pT of the sum of all combinations of two leptons and MET, and the sum of the
three leptons and MET (in the 3l cases).

The graphs are fully connected: all nodes are connected with all other nodes. For training, we
also create target graphs containing only true STXS bin as a global attribute.

The model architecture includes sequences of multilayer perceptrons with LeakyReLU acti-
vation functions between them: 256 × 256 to update edges feature vectors, 256 × 256 for nodes
feature vectors, 512× 256× 128× 64× 32 for global feature vector, with normalized sum aggre-
gation function. The GNN is trained on the tt̄H samples split into training and testing sets in
the proportion of 75/25. We used the Adam optimizer with 1e−3 learning rate for a categorical
cross-entropy loss with sample weights calculated from the training data. The model for events
with 2lSS was trained with 450 epochs, the 3l model on 200 epochs.

The confusion matrices evaluated on the testing sets for the 2lSS and 3l cases are presented
in Fig. 4.6.6. The diagonal elements are usually dominant as expected, except in some bins in the
3l channel. We also observe significant migration between neighbour bins for both final states,
especially between the two first STXS bins in 2lSS case, and the first and last two in 3l case.

(a) 2lSS (b) 3l

Figure 4.6.6: Confusion matrices of Higgs pT STXS bin classification for the 2lSS (a) and 3l (b)
channels.

Multiple variations of the described GNN architecture were tested, but the chosen setup pro-
vided the best performance.

4.6.4 STXS signal region definition

There are two approaches to incorporating the STXS bin predictions into the signal regions defi-
nitions: bin the regions in Higgs pt or split the regions by Higgs pt.

In the first approach, the signal regions are the same as in the inclusive setup, with the
difference that the region is binned based on the reconstructed Higgs pT STXS bin instead of the
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MVA score. The yield distributions in the rebinned SRs are shown in Figure 4.6.8. Since the
highest pT bin corresponding to the Higgs pT values higher than 450 GeV has very low statistics,
the two highest bins were merged, resulting in 5 final bins: p0 ∈ [0, 60] GeV, p1 ∈ [60, 120] GeV,
p2 ∈ [120, 200] GeV, p3 ∈ [200, 300] GeV and p45 ∈ [300,+∞] GeV.
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(c) 3l

Figure 4.6.8: Signal regions in 2lSS and 3l channels binned in Higgs pT STXS bins.

The second approach suggests splitting the SRs from the inclusive fit by STXS reconstructed
bins, keeping the signal to background discrimination MVA score distribution in each split region.
Figure 4.6.9 shows the split of the 3l signal region.

To compare these approaches, two checks were performed: an Asimov statistics-only inclusive
fit measuring the signal strength and an Asimov statistics-only CP fit measuring the CP-mixing
angle. The results of the first check are shown in Figure 4.6.10 and compared with the inclusive fit
where no Higgs pT reconstruction is used. The sensitivity to the inclusive tt̄H cross-section stays
the same in the fit with SRs split by pHT , while the fit with SRs binned in reconstructed Higgs pT
is less sensitive.

The second check compares the results of the CP fits (the CP fit setting is detailed in Sec-
tion 4.7). In this case, the binning of the split SRs is chosen so no empty bins correspond to any
process appearing in an SR. Figure 4.6.11 shows the α likelihood scans and the corresponding
exclusion limits. The CP-odd exclusion limit is slightly better in the pHT split SR setup, and the
confidence interval is slightly smaller in the SR pHT binning setting.

Given these performances, the second approach corresponding to splitting the SR based on the
reconstructed Higgs pT and using the MVA score in each of them was chosen as the default for the
STXS studies. Multiple tests were performed to investigate the impact of the split regions binning
on the fit sensitivity. The results show that for both the 2lSS and 3l channels, the binning
optimisation procedure does not impact the fit result. The final SR binning was optimised to
exclude any empty bin corresponding to the signal or background process while maximizing the
number of bins.
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(a) 3l tt̄H SR.
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(b) STXS bin 0 SR.
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(c) STXS bin 1 SR.
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ZeroTau ttH 3L bin 2

(d) STXS bin 2 SR.
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(e) STXS bin 3 SR.
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(f) Merged STXS bins 4 and 5 SR.

Figure 4.6.9: MC prediction in the 3l signal region and in 3l signal regions split by STXS bins.

4.6.5 Checks on the GNN performance

Since the signal regions within the STXS framework use both the GNN for pHT reconstruction
and the MVA for background-signal discrimination, it is important to understand the interplay
between these two classifiers. Figure 4.6.12 shows the MVA behaviour as a function of the Higgs
pT . The plots illustrate the distribution of the MVA score for different truth STXS bins in the
2lSS and 3l signal regions. The tables on the bottom of Figure 4.6.12 contain information about
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(a) Inclusive fit results without
STXS framework.

(b) STXS fit with SRs binned in
pHT .

(c) STXS fit with SRs split by
pHT .

Figure 4.6.10: Fitted signal strength and dominant backgrounds normalization factors in
different STXS settings.
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(b) SRs split by pHT .

Figure 4.6.11: Results of likelihood scan over α with different STXS settings in the combined
2lSS and 3l channels.

which percentage of events in the truth STXS bins are classified into the SR and into the CRs.
A slight loss in sensitivity might be caused by events with low or high Higgs pT being less likely
attributed to the SRs than events with pHT in the central pT region.

To ensure that no additional uncertainties are introduced by reconstructed STXS bins, the
GNN behaviour on unblinded CRs (tt̄W and Others) was studied. These control regions were
binning according to the GNN outputs (see Figure 4.6.13). No significant differences were observed
between the GNN shapes in data and MC in any CR regions.

Since the GNN classifier uses only tt̄H-even events in the training, its performance might differ
for tt̄H-odd events used for the tt̄H parametrization (see Section 4.7). Potential difference might
come from the difference of kinematic properties of the tt̄H-odd events. Figure 4.6.15 shows the
confusion matrices between truth and predicted STXS bins for tt̄H-odd sample in the 2lSS and
3l channels. No significant difference in the performance was observed.



4.6. STXS setup 123

Figure 4.6.12: Distribution of the tt̄H MVA score for different STXS bins in 2lSS and 3l (top)
and percentage of the tt̄H events classified into the SR and CRs for the different truth STXS

bins (bottom).
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(a) tt̄W positive.
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(b) tt̄W negative.
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(c) Other.

Figure 4.6.13: CRs binned according to STXS GNN outputs in the 2lSS channel.

4.6.6 Higgs pT sensitivity to the CP-mixing angle

As mentioned in Section 1.8, the Higgs transverse momentum pHT is sensitive to CP-violation [38]
that makes it possible to use the STXS bins as instruments in probing the CP structure of the
Higgs boson. As shown in Figure 4.6.16, the tt̄H-even and tt̄H-odd events have distinguishable
yield distributions, especially in higher Higgs pT STXS bins.
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(a) 2lSS (b) 3l

Figure 4.6.15: Confusion matrices of Higgs pT STXS bin classification for the 2lSS (a) and 3l
(b) channels using tt̄H -odd events.
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Truth Higgs transverse momentum, GeV

ttH even
ttH odd

10e3

Figure 4.6.16: Distribution of tt̄H-even and tt̄H-odd events over the Higgs pT (left), and over
Higgs pT STXS bins (right).

4.7 Study of the CP-properties of the top Yukawa coupling

As discussed in Section 1.5, the potential modification of the Higgs boson coupling to the top
quark can be parametrized by introducing in the Lagrangian the parameters κ′t and α to the
coupling term (see Equation 4.7.1). The value of parameter κ′t corresponds to the top Yukawa
coupling magnitude and is equal to 1 in the SM. The CP modification could be parameterised by
a complex phase α with α = 0 corresponding to the SM, α = 90◦ to pure CP-odd coupling and
α = 45◦ to the maximum mixing scenario. The notions of κt = κ′t cos(α) and κ̃t = κ′t sin(α) are
used through the rest of this chapter. mt in Eq. 4.7.1 stands for the top-quark mass, v for the
electroweak symmetry vacuum expectation value, ψt for the top-quark fermionic field, and H for
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the scalar Higgs boson field:

L = −mt

v

{
ψ̄t [κt + iγ5κ̃t]ψt

}
H

= −mt

v

{
ψ̄tκ

′
t [cos(α) + i sin(α)γ5]ψt

}
H

= −mt

v

{
ψ̄t [κt + iκ̃tγ5]ψt

}
H.

(4.7.1)

Figure 1.7.1 illustrates how the tt̄H cross-section changes with α. The minimum value occurs
at α = 90◦, where it decreases to about one-fifth of the SM prediction. The tH cross-section
changes also with α, increasing by a factor 5 at α = 45◦ and by a factor of 10 at α = 45◦. The
cross-section of the tWH process is also affected by variation of α. Therefore, when studying the
CP modification of the top Yukawa coupling, it is important to consider the variations in tt̄H,
tH, and tWH processes together.

The CP interpretation follows the same overall analysis strategy that is applied to measure
the tt̄H cross-section, except that in the CP fit, the tH and tWH processes are also treated as
signal. The MC samples used to model the tt̄H and tH processes are described in Section 4.2.

4.7.1 tt̄H parametrization

The parametrization of the expected tt̄H yield can be calculated in the following way:

ytt̄H (α, κ′t) = κ2t · yeven + κ̃′2t · yodd, (4.7.2)

where yeven and yodd correspond to the expected yield from the pure CP-even and CP-odd tt̄H sam-
ples, respectively, in a given bin. There is no interference between the CP-even and CP-odd com-
ponents in this parametrization since it is expected to be zero. To validate the parametrization,
the MC tt̄H sample corresponding to α = 45◦ was compared with distributions obtained using the
parametrisation for the maximal mixing scenario. Figure 4.7.1 shows these comparisons for the 3l

channel for the Higgs pT at truth level and for the MVA scores and for the jet multiplicity at the
reconstruction level after pre-selection. The parametrization is found to be a good approximation
both in rate and shape.

4.7.2 tH parametrization

The tH parameterization has a more complex form (see Equation 4.7.3) since the interference
between amplitudes proportional to the top-Higgs cooling and those proportional to the W-Higgs
coupling can not be neglected as it was done in the tt̄H case:

y (κt, κ̃t)

yeven
= Aκ2t +Bκ̃t

2

+ Cκt +Dκ̃t

+ Eκtκ̃t

+ F.

(4.7.3)
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(b) STXS bin 1.

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

H scorett

0

0.5

1

1.5

 

D
at

a 
/ P

re
d.

1

2

3

4

5

6

7

8

E
ve

nt
s

ZeroTau ttH 3L bin 2
Pre-Fit

Htt
tHjb
tWH
Total
Uncertainty

15.4
0.3
0.6

16.3
 

(c) STXS bin 2.
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(d) STXS bin 3.
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(e) STXS bins 4
and 5.
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(f) STXS bin 0.
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(g) STXS bin 1.
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(h) STXS bin 2.

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

H scorett

0

0.5

1

1.5

 

D
at

a 
/ P

re
d.

0.5

1

1.5

2

2.5

3

3.5

4

4.5E
ve

nt
s

ZeroTau ttH 3L bin 3
Pre-Fit

Htt
tHjb
tWH
Total
Uncertainty

7.4
0.2
0.4
8.0

 

(i) STXS bin 3.
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(j) STXS bins 4
and 5.

Figure 4.7.1: Comparison between yields predicted by the tt̄H parametrization for α = 45◦ (top)
and yields in a sample corresponding to α = 45◦ (bottom) for the STXS SRs in the 3l channel.

This results in the additional terms: while coefficients A and B stand for the CP-even and CP-odd
contributions, C (D) corresponds to the interference between the CP-even (CP-odd) tH and the
WH coupling, E to the interference between the CP-even and CP-odd tH couplings and F to the
pure WH coupling contribution. Following theoretical studies described in Ref. [167] for phase
space close to ours, the coefficients D and E in Equation 4.7.3 have been set to zero. This allows
us to always predict positive yields even for negative α, which was not always the case otherwise
due to statistical fluctuations in the fit. The parametrization coefficients are obtained by fitting
the polynomial of Equation 4.7.3 to the tH and tWH samples generated for different coupling
parameters. The tH and tWH parameterizations are applied independently for tH and tWH in
each region’s bin yield. For the bins where the fit was shown to be unreliable (i.e. χ2/ndf < 7),
the parametrisation has also been rederived using the neighbouring bin(s). In such cases, for
the CP measurements, the same parametrisation is used for these different bins. To validate the
parametrization, the yields from different MC samples are compared with the expected fitted yield
value in different regions and bins. The comparison plots for tH are shown in Figure 4.7.2.

4.8 Results

This section presents the results of the tt̄H differential cross-section measurement and the study
of the CP properties of the top-Higgs Yukawa coupling within the STXS framework performed
in the 2lSS and 3l channels separately and combined. The measurement is performed via a
profile-likelihood fit described in Section 4.5 using the analysis regions defined in Section 4.3.

First, the Asimov statistical only CP fit is performed separately for the 2lSS and 3l channels
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(c) STXS bin 2, SR bin 0.
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(g) STXS bins 4 and 5.

Figure 4.7.2: Yields predicted for different (α, κ′t) parameters (red histograms) compared to the
yields obtained from the MC samples (black dots) for the different bins of the 3l STXS tH SRs.

and their combination in Section 4.8.1. The expected performance of the final CP fit in the
combined 2lSS and 3l channels is presented in Section 4.4 including systematic uncertainties. The
STXS tt̄H cross section measurement with systematic uncertainties is presented in Section 4.8.3.
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4.8.1 Statistical-only Asimov fit results

The first fit is performed using the Asimov setting. This section presents the statistical-only
results, omitting the systematic uncertainties. It is useful to compare the sensitivities brought by
both the 2lSS and 3l channels.

The fitted CP-parameters, κ′ and α, and background normalisation factors are shown in Fig-
ure 4.8.1 separately for the 2lSS and 3l channels and their combination. In the Asimov case,
the κ′ and NFs are measured at 1 and α at 0, as expected. As expected, the combination of
the two channels has smaller errors on the background NFs estimations compared to the separate
channel fits. For example, the error on tt̄W NF being ±0.08 and ±0.15 in 2lSS and 3l channels
correspondingly decreased up to ±0.06 in the combination. Overall, the errors look coherent and
stable across the channels and their combination. However, the parameters α and κ′t are highly
correlated (see Figure 4.8.2). This happens due to the flatness of the likelihood near the α = 0.
Such correlation influences the uncertainty in the measurement of the POIs, resulting in a large
uncertainty on α. Thus, the sensitivity comparison on POIs is not possible via the NF plots and
should be compared based on the likelihood scans. The likelihood scans over α, where the α value
is given in units of π, are presented in Figure 4.8.3. Again, the combination of two channels profits
from the increased statistics, resulting in higher CP-odd exclusion limits and tighter 1σ region:
2.73σ in comparison with 2.14σ in 2lSS and 1.68σ in 3l; and [−0.29, 0.29] in comparison with
[−0.36, 0.36] in 2lSS and [−0.32, 0.32] in 3l.

2− 1− 0 1 2 3

)VVN(-0.06
0.061.00 

τ0
)-conv-extγN(-0.19

0.191.00 

τ0
)HFeN(-0.25

0.251.00 

τ0
)µHFN(-0.12

0.121.00 

τ0
)-conv-intγN(-0.18

0.181.00 

τ0
)WttN(-0.08

0.081.00 

)ZttN(-0.07
0.071.00 

π/α-1.49
1.490.00 

'tκ-0.41
0.411.00 

(a) 2lSS channel.

2− 1− 0 1 2 3

)VVN(-0.05
0.051.00 

τ0
)-conv-extγN(-0.19

0.191.00 

τ0
)HFeN(-0.26

0.261.00 

τ0
)µHFN(-0.12

0.121.00 

τ0
)-conv-intγN(-0.18

0.181.00 

τ0
)WttN(-0.15

0.151.00 

)ZttN(-0.07
0.071.00 

π/α-1.38
1.380.00 

'tκ-0.45
0.451.00 

(b) 3l channel.

2− 1− 0 1 2 3

)VVN(-0.05
0.051.00 

τ0
)-conv-extγN(-0.19

0.191.00 

τ0
)HFeN(-0.24

0.241.00 

τ0
)µHFN(-0.12

0.121.00 

τ0
)-conv-intγN(-0.17

0.171.00 

τ0
)WttN(-0.06

0.061.00 

)ZttN(-0.07
0.071.00 

π/α-1.44
1.440.00 

'tκ-0.31
0.311.00 

(c) Combined 2lSS and 3l.

Figure 4.8.1: Fitted values of the POI and main background normalization factors after an
Asimov statistical-only STXS fit.

Apart from the correlation with each other, the POIs correlate with the tt̄W NF (around 50%

on κ′ and around 40% on α). Parameter κ′ also has a smaller correlation with tt̄Z NF. Other
POIs correlations with nuisance parameters are insignificant.

4.8.2 CP results with systematic uncertainties

After considering the statistical-only results, the expected results are estimated by performing the
fit including both statistical and systematic uncertainties. Uncertainty computation considers the
pulls, constraints and correlations between nuisance parameters.
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Figure 4.8.2: Correlation matrix showing the correlations between nuisance parameters in an
Asimov statistical-only STXS fit.
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(c) Combined 2lSS and 3l.

Figure 4.8.3: Likelihood scans over α in an Asimov statistical-only STXS fit.

4.8.2.1 Statistical-only and systematic comparison in an Asimov fit

The drop in sensitivity introduced by systematic uncertainties in comparison with the statistics-
only results is shown in Figure 4.8.4 and Figure 4.8.5 for an Asimov fit. The errors on the fitted
nuisance parameters and POIs are considerably larger when including all systematic uncertainties.
Taking into account all the systematic uncertainties causes a decrease in the CP-odd exclusion
limit by around 0.5σ, from 2.73σ to 2.26σ, while the 1σ confidence interval for α/π does not
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change drastically ([−0.29, 0.29] compared with [−0.31, 0.31]). The κ′t 95% confidence interval is
[0.86, 1.34].
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Figure 4.8.4: Fitted values of the POI and main background normalization factors in an Asimov
STXS CP fit for the combined 2lSS and 3l channels.
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Figure 4.8.5: Likelihood scans over α in an Asimov STXS fit for the combined 2lSS and 3l
channels.

The pull plot for the systematic uncertainties is shown in Figure 4.8.6. No pulls out of one
sigma interval is observed. However, some NPs are constrained: for example the tt̄W modelling
uncertainties (on ME and PS) is constrained, which is coming from the large differences between
generators used to evaluate these uncertainties, or the tt̄ PS and tt̄hdamp where the constraints is
coming from large statistic uncertainties HF fake samples in HF CRs.
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Figure 4.8.6: Pull plots for the systematics in Asimov STXS setup.
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4.8.2.2 Hybrid fit results

The results of the hybrid fit with all systematic uncertainties included are presented. Figure 4.8.7
shows the fitted normalization factors, Figure 4.8.8 shows the likelihood scan over α and the
2D likelihood scan, and Figure 4.8.9 shows the correlation matrix. The exclusion CP-odd is
measured at 2.15σ with the 95% confidence interval on α/π being [−0.31,+0.31], and on κ′t being
[0.94, 1.47] where κ′t is fitted to 1.14. The correlations between NFs and statistics-related NPs are
similar to those observed in the Asimov statistics-only fit. The POIs in a fit with systematics
get decorrelated (both in hybrid and Asimov setups). High correlations appear between related
NFs and the modelling uncertainties of the corresponding processes: for example, for di-boson and
tt̄W process. Correlation matrices for the Asimov and hybrid setups with systematic uncertainties
for the STXS CP fits look similar.
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Figure 4.8.7: Fitted values of the POI and main background normalization factors in an hybrid
STXS CP fit for the combined 2lSS and 3l channels.

The distribution of the post-fit yields over the signal regions is shown in Figure 4.8.10 and over
the control regions in Figure 4.8.11.

The statistical uncertainties are not dominant in this measurement. The pulls on the systematic
uncertainties is shown in Figure 4.8.12. Even though some systematic uncertainties are pulled, all
of them stay within 1σ interval.

The impact of the nuisance parameters on the measurement is estimated following the proce-
dure described in Section 4.5.3. The dominant contributions (also in the Asimov fit setup) come
from the tt̄H and tt̄W modelling related uncertainties (see Figure 4.8.14).

Since the Higgs pT is a CP-sensitive parameter, the CP measurement within the STXS frame-
work is expected to improve the sensitivity on the CP parameters. Figure 4.8.15 shows a com-
parison of the likelihood scans between the inclusive and STXS setups. Introducing the STXS
binning indeed improves both the CP-odd exclusion limit (from 1.64σ without STXS to 2.15 with
it) and the confidence interval (from [−0.35,+0.35] to [−0.31,+0.31]).
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Figure 4.8.8: Likelihood scans over α (left) and over both α and κ′t (right) in a hybrid STXS fit
with systematic uncertainties for the combined 2lSS and 3l channels.

4.8.3 Differential cross-section measurement within STXS framework

The differential cross-section measurement was performed for the signal strength over 0 and 1

STXS bins together, 2 STXS bin, and over 3, 4 and 5 STXS bins. The result is shown in
Figure 4.8.16. The measured signal strengths in the different STXS bins are: µ01 = 1.05+0.95

−0.85,
µ2 = 0.85+1.15

−0.85 and µ345 = 1.31+0.69
−0.78. Some of the bins were considered together to get a more

accurate measurement. The large uncertainties in the measured values are caused by the not
perfect reconstruction of the Higgs pT bins. The correlations are similar to those presented in the
CP fit, with additional correlations between the POIs. The pulls (see Figure 4.8.13) also closely
follows the results of the CP STXS fit.

4.8.4 Conclusion

In this work, we performed a study of the CP structure of the top Yukawa coupling using the STXS
framework. Some limits were set on parameters introducing CP-violation in this coupling. The
resulting expected 95% confidence intervals are for α: [−0.56◦,+0.56◦] and for κ′t: [0.94, 1.47] (with
a central value of 1.14). We observed, that using the STXS framework improves the sensitivity.
This measurement will be combined with the tt̄H multilepton with 2τhad in the final state channel.
Moreover, the combination with other tt̄H measurements with comparable sensitivity, H → γγ

(that excluded |α| < 43◦ at 95% confidence level [41]) and H → bb (that measured α = 11+52◦

−73◦ [45])
is also planned.

The differential tt̄H cross-section expected values in the 2lSS and 3l channels were also mea-
sured within the STXS framework. The signal strength was measured in three phase space re-
gions defined by the STXS Higgs pT bins: µpHT ∈[0,120] GeV = 1.05+0.95

−0.85, µpHT ∈[120,200] GeV = 0.85+1.15
−0.85
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Figure 4.8.9: Correlation matrix showing the correlations between nuisance parameters in an
hybrid STXS fit with systematic uncertainties.

and µpHT ∈[200,+∞] GeV = 1.31+0.69
−0.78. For comparison, in the channel with H → bb, the differ-

ential tt̄H cross-section was measured as follows: µpHT ∈[0,60] GeV = 1.25+0.69
−0.65, µpHT ∈[60,120] GeV =

0.77+0.54
−0.52, µpHT ∈[120,200] GeV = 0.88+0.46

−0.43, µpHT ∈[200,300] GeV = 0.77+0.44
−0.42, µpHT ∈[300,450] GeV = 0.27+0.55

−0.54 and
µpHT ∈[450,+∞] GeV = 0.63+0.89

−0.83 [168]. The number of bins used in the tt̄H multilepton channel is
lower than in the H → bb channel, the uncertainties on the signal strength are comparable in the
two analyses.
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Figure 4.8.10: Post-fit distributions in the SRs after an hybrid CP fit with systematic
uncertainties.
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Figure 4.8.11: Post-fit distributions in the CRs after an hybrid CP fit with systematic
uncertainties.
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Figure 4.8.12: Pull plots for an hybrid STXS
CP fit with systematic uncertainties in the

combined 2lSS and 3l channels.
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Figure 4.8.13: Pull plots for an hybrid STXS
differential cross-section fit with systematic
uncertainties in the combined 2lSS and 3l

channels.
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Figure 4.8.14: Ranking of the systematic uncertainties for a hybrid STXS fit for the combined
2lSS and 3l channels.
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Figure 4.8.15: The likelihood scans over α in an hybrid fit with systematic uncertainties for the
combined 2lSS and 3l channels.
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Conclusions

This thesis presented two contributions: the development of a tool for automatic visual inspection
of ITk Pixel modules for the HL-LHC upgrade and the measurement of the differential cross-
section and CP-properties of the tt̄H process with 140 fb−1 at

√
s = 13 TeV recorded by the

ATLAS detector at the LHC.
Several thousands of ITk pixel modules must be assembled on different production sites during

the High-Luminosity LHC upgrade. The assembling procedure includes multiple steps, each fol-
lowed by quality control checks. This thesis addressed the automatisation of the visual inspection
before the wire-bonding assembly step. A tool for automatic visual inspection of ITk Pixel mod-
ules has been developed. The images of modules are collected with the help of a microscope, and
the photo-taking procedure is optimised and described, providing instructions on how to collect
photos suitable for further processing. Collected photos are further processed by a machine learn-
ing algorithm that yields the defects’ location on the module pads. Multiple approaches based on
different machine learning algorithms were studied to process the photos. Several unsupervised
anomaly detections were compared, and ways to improve their performances were studied. A
graphical user interface was developed to make the tool accessible to the technical teams.

The tt̄H process in the multilepton final state was studied within the STXS framework to scru-
tinize the top Yukawa coupling. Two channels were considered: final states with two same charged
light leptons (e or µ) and final states with three light leptons, both without hadronically decaying τ .
The reconstruction of the Higgs boson pT , necessary for the STXS framework implementation, was
performed based on a Graph Neural Network algorithm. The following STXS bins in Higgs boson
pT were considered: p0 ∈ [0, 60] GeV, p1 ∈ [60, 120] GeV, p2 ∈ [120, 200] GeV, p3 ∈ [200, 300] GeV
p4 ∈ [300, 450] GeV, and p5 ∈ [450,+∞] GeV. The differential cross-section was measured with
Asimov events in the analysis signal regions using data in control regions, resulting in the following
expected signal strengths: µp0+p1 = 1.05+0.95

−0.85, µ2 = 0.85+1.15
−0.85 and µp3+p4+p5 = 1.31+0.69

−0.78. Some of
the bins were considered together to get a more accurate measurement. The sensitivity of the
Higgs boson pT to CP effects was exploited to measure the overall coupling modifier κ and CP-
mixing angle α parameters within the STXS framework. The expected 95% confidence intervals
found to be: α ∈ [−56◦,+56◦] and κ′t ∈ [0.94, 1.47] (with a central value of κ′t = 1.14).
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