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Approches statistiques avancées pour l’analyse glob-
ale de la circulation des virus de la grippe
Francesco Bonacina

Abstract
De multiples types et sous-types de virus de la grippe co-circulent dans le monde, avec
une dynamique caractérisée par des épidémies annuelles et des changements excep-
tionnels dus à des événements épidémiologiques majeurs. Cette thèse développe des
outils statistiques pour étudier certains aspects clés de cette dynamique ponctuée, pro-
posant des approches non conventionnelles en épidémiologie. Les analyses sont basées
sur les données de FluNet, un jeu de données fourni par l’Organisation mondiale de la
santé qui comprend des comptages hebdomadaires d’échantillons de grippe provenant
de plus de 150 pays, catégorisés par type et sous-type. Les deux premiers projets de
recherche inclus dans la thèse sont axés sur l’application, tandis que la troisième étude
est orientée vers la théorie, bien qu’elle comprenne une application aux données de
surveillance de la grippe humaine. La première étude examine le déclin de la grippe
pendant la pandémie COVID-19, en évaluant l’ampleur du déclin et en utilisant des
techniques basées sur des arbres de régression pour identifier les facteurs associés
à ce déclin au niveau des pays. La deuxième étude examine la dynamique couplée
des (sous-)types de grippe, en se concentrant sur leur abondance relative dans chaque
pays et chaque année, par le biais de l’analyse des données de composition. Elle dé-
montre l’évolution du mélange des (sous-)types au cours de la pandémie COVID-19 et
développe des algorithmes de prévision probabiliste pour prédire la composition des
(sous-)types un an à l’avance. La troisième étude formule un modèle de copule con-
ditionnelle pour décrire les dépendances de données multivariées nettes de certaines
covariables. La consistance asymptotique du modèle est ensuite étudiée. Enfin, le
modèle est utilisé pour classer les pays et les années caractérisés par des dépendances
similaires dans les proportions relatives des (sous-)types de grippe.
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Advanced Statistical Approaches for the
Global Analysis of Influenza Virus Circulation
Francesco BONACINA

Abstract
The mitigation of human Influenza remains a challenge due to the complexities charac-
terizing its spread. Multiple types and subtypes of influenza viruses co-circulate glob-
ally, with a dynamic characterized by annual epidemics and occasional shifts due to
major epidemiological events. This thesis develops statistical tools to study some key
aspects of influenza spatiotemporal ecological dynamics, proposing unconventional
approaches in epidemiology. The analyses are based on data from FluNet, a com-
prehensive dataset provided by the World Health Organization that includes weekly
counts of influenza samples from over 150 countries, categorized by type and subtype.
The first two research projects included in the thesis have an applied focus, while the
third study is theoretically oriented, although it includes an application to influenza
surveillance data. The first study examines the decline of influenza during the COVID-
19 pandemic, assessing the magnitude of the decline by country globally and using
regression tree-based techniques to identify country-level factors associated with the
decline. The second study examines the coupled dynamics of influenza (sub)types,
focusing on their relative abundance across countries and years through the lens of
Compositional Data Analysis. It provides evidence of the changes in (sub)type mixing
during the COVID-19 pandemic and develops probabilistic forecasting algorithms to
predict (sub)type composition one year in advance. The third study formulates a con-
ditional copula model to describe the dependencies of multivariate data conditionally
upon certain covariates. The asymptotic consistency of the model is then investigated.
Finally, the model is used to classify countries and years characterized by similar de-
pendencies in the relative abundances of influenza (sub)types.
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Introduction

This thesis examines the global circulation of human influenza viruses. It is motivated
by the need to better understand the spatio-temporal patterns of influenza spread
during periods of stable activity and how these patterns were disrupted during the
COVID-19 pandemic.

Influenza viruses cause respiratory disease and infect millions of people worldwide
each year. Their circulation is characterized by temporal patterns that show annual cy-
cles, with seasonalities related to latitudes and climatic regions [1, 2, 3]. However, these
regularities can be altered by exceptional epidemiological events. In the last decades,
sporadic influenza pandemics occurred due to the emergence of a new variant that
managed to spread rapidly even outside the usual periods of influenza activity [4].
Moreover, a significant perturbation of the influenza circulation was observed during
the COVID-19 pandemic [5, 6, 7].

Anticipating the onset, peak time and severity of an epidemic season is essential.
This remains a challenge due to the multiplicity of factors involved. In particular,
the characteristics of influenza epidemics crucially depend on viral composition [8,
9]. Specifically, there exist three main influenza (sub)types (A\H1N1, A\H3N2, and
B) that co-circulate. They exhibit different temporal trends [10] and have different im-
pacts on different age groups [11, 12, 13, 14]. The composition of the (sub)types there-
fore strongly influences the burden of the epidemic season. A better understanding of
these aspects would allow optimization of vaccine allocation and health system pre-
paredness. Beyond seasonal influenza, epidemic anticipation is all the more important
when the seasonal pattern is perturbed by exogenous events, as was the case when new
variants emerged, or during the COVID-19 pandemic. In this case, uncertainties about
the altered drivers of propagation (e.g. altered human behavior, altered susceptibility
to infection) and possible future scenarios require maximum effort to understand the
ongoing epidemiological situation and its possible developments.

A major challenge in epidemic anticipation is that epidemics in different countries
are interdependent due to the continuous import and export of influenza viruses from
one country to another [15, 16]. This underscores the importance of examining in-
fluenza circulation from a global perspective to understand patterns observed at the
national level. However, cross-country analyses are complicated by the lack of stan-
dardized data. The available data is highly heterogeneous and requires the formula-
tion of ad hoc statistical approaches to answer the epidemiological questions under
analysis.

This thesis examines the global circulation of influenza by pursuing two lines of
research. On the one hand, it analyzes the reduction in influenza transmission induced
by the COVID-19 pandemic. On the other hand, it examines the distribution of in-
fluenza (sub)types in different countries, starting from the changes observed during
the COVID-19 pandemic and going back to questions about the spatio-temporal pat-
terns of (sub)type co-circulation in the pre-pandemic period. The analyses were mainly
based on data from FluNet, a large dataset gathered by the World Health Organization,
which collects weekly counts of influenza samples from more than 150 countries, clas-
sified by type, subtype, and lineage [17, 18].
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The first two studies included in this thesis present analyses driven by concrete
epidemiological questions. The first study (Chapter 3) investigates the decline of in-
fluenza during the COVID-19 pandemic: To what extent did influenza decline dur-
ing the first year and a half of the COVID-19 pandemic? What country-level factors
were associated with this decline? The second study (Chapter 4) analyzes the coupled
dynamics of influenza (sub)types: What regularities emerge in the spatio-temporal
patterns of influenza (sub)type co-circulation? How can we predict the relative abun-
dance of (sub)types one year in advance? The novelty of the questions addressed and
the complexity of the available data required the application of unconventional statis-
tical methods in the epidemiological literature, such as tree-based methods (Chapter 3)
and Compositional Data Analysis combined with multivariate probabilistic forecasting
(Chapter 4). In addition, this data stimulated the development of a novel conditional
copula model. A third study (chapter 5) is devoted to the definition of this model, the
analysis of some of its theoretical properties, and its empirical validation.

Evidence that COVID-19 was altering the circulation of many infectious diseases
already emerged in spring 2020. The winter 2019-2020 influenza season had come to
an early and abrupt end in many countries [19, 20, 21, 22], coinciding with the start of
the implementation of non-pharmaceutical interventions (NPIs) in late February/early
March 2020. As COVID-19 spread globally, the world faced an unprecedented sce-
nario characterized by uncertainty about the evolution of the epidemiological context
for both COVID-19 and other communicable diseases. In this context, the scientific
community began to issue warnings about the potentially harmful effects of a dual epi-
demic caused by the simultaneous circulation of COVID-19 and influenza [23]. How-
ever, the winter influenza epidemic in southern hemisphere countries, which typically
occurs between June and September, did not occur [5, 6]. Meanwhile, the US surveil-
lance data for the interseasonal period (May-August 2020) also showed an exception-
ally low percentage of positive cases [5]. Later, the seasonal epidemic was also missed
in the northern countries between 2020 and 2021, with numbers suggesting an almost
complete stop of influenza circulation globally [7, 24].

This PhD started at the end of 2020. As these pieces of the puzzle were added, it
became crucial to quantify the phenomenon, i.e. the reduction of influenza, and its
global scale, both to shed light on the current situation and to get an idea of possi-
ble future scenarios. To address these questions, we developed an ecological analysis
covering more than one hundred countries and considering surveillance data over six
trimesters from spring 2020 to summer 2021. The results of this study are presented in
Chapter 3. The reduction in influenza for each country and trimester is quantified by
comparing the rates of positive samples collected during the COVID-19 period with
those reported in the five years before the pandemic. The factors associated with in-
fluenza decline are then identified, taking into account the ongoing epidemic situation,
implemented NPIs, and socio-demographic, geographic, and meteorological factors.
These analyses are based on regression trees and random forests to deal with the non-
linearity of the problem and the large number of variables involved, some of which
were correlated.

During the COVID-19 pandemic, the circulation of influenza viruses was anoma-
lous not only in terms of the number of cases but also in terms of the influenza variants
circulating and their geographical distribution. First, the B\Yamagata lineage seems to
have become extinct after the pandemic [25, 26, 27]. Second, the (reduced) circulation
of the other (sub)types in 2020-21 was characterized by strong spatial segregation [25].
These two observations raise questions about the degree of co-circulation of (sub)types
during COVID-19 and how this differs from periods of normal influenza activity.
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Chapter 4 proposes a framework for analyzing (sub)type circulation dynamics quan-
titatively. In addition, some fundamental questions about the coupled dynamics of
(sub)types are investigated. We identify regions of the world characterized by a sim-
ilar alternation of (sub)types and propose statistical methods to predict the relative
abundances of (sub)types for a given country one year in advance. The analyses are
based on the proportions of cases per (sub)type reported for each country. To treat this
data we make use of appropriate transformations derived from Compositional Data
Analysis [28].

The relative abundances of influenza (sub)types correspond to multivariate data
whose dependence structure can be modeled by copulas. Copulas are multivariate cu-
mulative distributions that facilitate the task of describing such complex data through
a two-step analysis. First, the univariate marginal distributions are estimated indepen-
dently. Then, their dependence is modeled by a multivariate function, which is the
copula itself [29].

In addition, the dependence between the response variables may sometimes be
mediated by external factors. This scenario is even more complex and requires the for-
mulation of conditional copulas. In Chapter 5 we develop a conditional copula model
that uses regression trees to incorporate covariates. The proposed method is very flex-
ible as it can include both quantitative and qualitative variables - an advantage for
epidemiological research. The asymptotic consistency of the model and the optimality
of the model selection procedure are investigated. The model is then tested on both
synthetic and real data. In particular, it is used to investigate the variation in the de-
pendence of (sub)type abundances across countries and years.

The manuscript is organized as follows. Chapter 1 provides some notions of global
influenza circulation and surveillance and specifies the open questions addressed in
the three studies of this thesis. Chapter 2 describes the statistical methods used in the
analyses. The three research projects are then presented in chapters 3, 4, and 5. Chapter
3 is based on the article Global patterns and drivers of influenza decline during the COVID-
19 pandemic, published in the International Journal of Infectious Diseases [30]. Chapter 4
examines the coupled dynamics of the influenza (sub)types. It is based on a paper that
is under review by the co-authors at the time of writing this thesis and will be submit-
ted in the coming weeks [31]. Chapter 5 proposes a conditional copula model and is
based on the paper Tree-based conditional copula estimation [32], which has been recently
submitted. The three chapters are presented in the form of an academic article, com-
plete with abstract, main manuscript, and supplementary materials. Finally, Chapter 6
concludes the manuscript with some general discussions.
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0.1 List of the research projects: publications, codes, and con-
ferences

The research projects related to the thesis are listed below. Additional information is
provided about their publication status, the seminars or conferences where the projects
were presented, and the links to the code for reproducing the analysis.

1. Francesco Bonacina, Pierre-Yves Boëlle, Vittoria Colizza, Olivier Lopez, Maud
Thomas, Chiara Poletto, Global patterns and drivers of influenza decline dur-
ing the COVID-19 pandemic, International Journal of Infectious Diseases. (2023).
[Published paper]. [github].
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• Contributed talk at the scientific days of the Action Cordonnée Modélisation
des Maladies Infectieuses - Bordeaux, France, Nov 2022;
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• Poster at EPIDEMICS8, the 8th International Conference on Infectious Diseases
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The project was presented at the following seminars and conferences:

• Invited talk at the Modélisation Aléatoire du Vivant research group seminar series
at LPSM - Paris, France, Jan 2024;
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Chapter 1

Global circulation and surveillance
of human influenza viruses

This chapter presents some epidemiological aspects of human influenza that will serve
as the basis for the research work in the continuation of this thesis. First, the main
characteristics of influenza viruses are reviewed. Secondly, a summary is provided
regarding the current knowledge on the global spatio-temporal patterns of influenza
circulation. Thirdly, the risks posed by influenza that motivate this work are high-
lighted. Fourth, we present the FluNet global surveillance dataset, which is the main
source of data for the studies presented in the thesis. Finally, we outline some of the
open problems and specify the questions that will be addressed in chapters 3, 4, and 5.

1.1 Characteristics of influenza viruses

Influenza disease. Influenza is a respiratory disease caused by some viruses of the Or-
thomyxoviridae family - commonly called influenza viruses - which have an endemic
circulation globally. The virus can be transmitted via contacts, droplets, or aerosols
[33]. It attacks the respiratory tract and causes an illness with a typical course of 1-2
weeks in most cases. However, in some cases, the infection may be accompanied by
complications that lead to death, especially in weak individuals, infants, the elderly, or
those with chronic diseases.

Structure of influenza viruses. Two types of influenza, namely influenza A and in-
fluenza B, are responsible for human epidemics. These viruses share a common struc-
ture, comprising a glycoprotein capsule containing genetic material in the form of eight
RNA segments. Both influenza A and B carry essential surface proteins, hemagglutinin
(H) and neuraminidase (N), pivotal for facilitating viral entry into host cells and sub-
sequent exit after replication, enabling the virus to spread throughout the body. In
contrast, influenza A and B differ in other surface proteins, notably the AM2 and BM2
proteins, which are functional for virus replication.

Host of influenza viruses. Influenza B is generally considered a human virus, while
influenza A has several animal reservoirs, including wild animals (waterfowl, shore-
birds, whales, seals, bears, squirrels, foxes, bats) and farm animals (ducks, chickens,
pigs, horses, minks) [34, 35]. This promotes the spread of influenza A viruses around
the world, both through long-distance migrations of wild birds [36, 37] and trade of
livestock [35, 38]. Not all influenza A variants are transmissible to humans. However,
influenza viruses are constantly changing, and there is a constant risk that zoonotic
variants will evolve and make the host jump, acquiring the ability to infect humans
[39]. In addition, the wide diversity of circulating variants and host species increases
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the evolutionary potential of the virus.

Evolution and immune waning. Two main mechanisms contribute to influenza virus
evolution: the gradual accumulation of mutations (also called antigenic drift) and the
events of genome reassortment, which consist in the exchange of entire segments of
genetic material between different strains co-infecting the same cell [40]. The evolu-
tion of influenza viruses is particularly fast. As typically occurs for RNA systems, they
have a high mutation rate due to limited mutation error correction capabilities. Conse-
quently, they have a great ability to adapt to new hosts [41] and to evolve by escaping
the host’s immunity. For this reason, the immunity acquired from an infection lasts
only for a limited time, which varies with the type of influenza, but does not exceed a
few years [42, 43]. The exception is infections that occur at a young age, for which there
is a long-lasting immune response, a phenomenon called immune imprinting [13, 44].

Vaccines. Influenza vaccines constitute the most effective way to prevent severe in-
fections. To maximize the protection they contain multiple viruses of both influenza
A and B, namely three strains for trivalent vaccines and four strains for the quadriva-
lent ones. However, due to the fast mutation of influenza viruses, vaccines need to be
updated regularly. W.H.O. provides recommendations for vaccine composition twice a
year, in February and September, six months before the start of the northern and south-
ern hemisphere winter epidemics, respectively. The selection of the precise strains is
made to optimize the vaccine’s match with circulating variants, particularly focusing
on the one expected to be most prevalent in the upcoming season [45]. However, an-
ticipating the circulating variants months in advance is a real challenge. Consequently,
vaccine efficacy largely differs for different influenza strains and from year to year [46].

Nomenclature of influenza viruses. Influenza A subtypes are named according to
the type of H and N proteins they contain, with 18 and 9 variants respectively. Most
of these subtypes infect mainly non-human species, and nowadays, only A\H1N1 and
A\H3N2 strains circulate stably among humans. For influenza B, we refer to lineages
rather than subtypes. Since the 1980s, two have been circulating, B\Yamagata and
B\Victoria [47], although no cases of B\Yamagata have been reported since April 2020
[26, 27]. Both A subtypes and B lineages are further distinguished into clades and sub-
clades, defined by looking at similarities in genes that encode the H and N proteins. A
summary of the influenza virus classification is depicted in figure 1.1, reported from
[48]. For further details about virus classification look at [40].

FIGURE 1.1: Classification of seasonal influenza viruses. Influenza virus types A and B are
responsible for seasonal influenza epidemics in human populations. Influenza type A splits
into subtypes A\H3N2 and A\H1N1, while influenza B separates into lineages B\Yamagata
and B\Victoria. All these strains further divide into clades and subclades for finer classifica-

tion. Source [48]
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Influenza surveillance data often provide details on A subtypes but lack informa-
tion on B lineages. In addition, trivalent vaccines contain one clade for each A subtype
(A\H1N1 and A\H3N2) and one clade for type B viruses. Only in the last decade
have quadrivalent vaccines been developed that contain two clades for the B virus
(one for each lineage) [49]. As a result, in practical terms, influenza viruses are often
categorized into three strains—A\H3N2, A\H1N1, and B—often (improperly) labeled
as subtypes or (sub)types. In the remainder of the manuscript, I will also adopt this
convention and employ the term (sub)types to refer to the A\H3N2, A\H1N1 and B
viruses.

Epidemiology of influenza (sub)types. Influenza viruses spread following pronounced
seasonal cycles in temperate regions, whereas in tropical and sub-tropical regions they
manifest more variable patterns, including bi-annual peaks or year-round epidemics
[1, 3]. However, the different (sub)types are characterized by different circulation dy-
namics on a global scale. Studies found that A\H3N2 does not persist locally between
outbreaks but circulates continuously in Southeast Asia and India due to successive
and partially overlapping epidemics in the region. From there, the virus is then annu-
ally reimported to temperate regions each year. On the other hand, there is evidence
for the persistence of A\H1N1 and B between one epidemic and the next [15].

Moreover, Influenza A viruses evolve faster than B viruses, and subtype A\H3N2
faster than A\H1N1 [15, 40, 50]. This means that the rate of substitution of A\H3N2
clades is larger compared to A\H1N1 and B clades, and therefore, overall, a larger
portion of the population is susceptible to A\H3N2. Consequently, A\H3N2 usually
results in larger and more frequent epidemics [51, 52]. Additionally, A\H3N2 usually
infects all ages and is particularly severe for the elderly, while A\H1N1 and B tend to
infect younger people. This can be explained by immune imprinting. Older genera-
tions weren’t exposed to A\H3N2 viruses in their youth as this subtype didn’t emerge
until the late 1960s [11, 12, 13, 53].

Finally, the (sub)types present shifted epidemic peaks in temperate regions. In par-
ticular, B and A\H1N1 may have epidemic activity that extends beyond the winter
period, into March in the Northern Hemisphere and into September in the Southern
Hemisphere. In contrast, there is considerable overlap in the spread of (sub)types in
tropical regions. [10, 54].

Virus interactions. When a new clade of a subtype emerges, it is competitive only
if it is antigenically different from those already in circulation, especially concerning
H and N proteins, which are the main target of host system antibodies. Antigenic ad-
vantage is measured by antigenic maps, that quantify cross-reactivity between tested
variants and reference antisera using data from hemagglutinin inhibition assay [45, 46,
55]. In other words, virologists exploit this tool to measure how much the antibodies
developed in response to infection of one clade, are also protective against alternative
clades. Antigenic maps are used to define the composition of influenza vaccines.

If we backtrack in the classification and shift the focus from clades to subtypes and
lineages, understanding the interactions between them becomes more challenging. Ev-
idence for cross-reactive responses to B lineages have been provided by Ferret experi-
ments [56] and in epidemiological studies [13, 57]. In another animal experiment con-
sidering (sub)types A\H3N2, A\H1N1, and B, Laurie and colleagues found that not-
symmetrical cross-immunity occurred, with A\H1N1 providing temporary immunity
for a longer period than B, in turn most effective than A\H3N2 [58]. Similar results
were found by Yang and colleagues [59] by estimating the cross-protection matrix for
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the A\H3N2, A\H1N1 and B viruses. They adjusted multi-strain compartmental mod-
els on the incidence curves of the three strains, considering data from Hong Kong over
the period 1998-2018. Furthermore, some epidemiological studies looked at relative
abundances of (sub)types [54, 60] and others measured the correlations between the
reproductive numbers of the strains estimated over time [61]. These studies corrobo-
rate the hypothesis for a competitive interaction between A\H3N2 and A\H1N1 sub-
types while disclosing less conclusive results regarding interactions between influenza
A and B viruses.

1.2 The spatio-temporal dynamics of influenza viruses

1.2.1 A look at the last century - the punctuated dynamics of influenza viruses

For decades influenza viruses have been showing a circulation characterized by peri-
ods of stable circulation, punctuated by events that caused notable shifts [4]. During
periods of stability, the same influenza types and subtypes co-circulated, with no major
changes, determining epidemics in temperate regions that followed the usual seasonal
patterns. When a new variant emerged and achieved a higher transmissibility, it typi-
cally caused more severe epidemics, even outside of the period of normal circulation.
For example, in Europe, an epidemic wave occurred between the spring and summer
of 2009, with a peak in July, caused by the pandemic virus A\H1N109 (data and fig-
ures accessible on the FluNet website [62]). The pandemic strain eventually replaced
the historical A\H1N1 strain, thanks to its competitive advantage. Similarly, the H2N2
influenza A strain circulating in the 1960s became extinct following the Hong Kong flu
pandemic of 1968 when a new influenza A\H3N2 strain appeared [63]. Changement
of the circulating variants not always end up in major epidemics. In the 1970s, the
ancestral influenza B lineage separated in the B\Victoria and the B\Yamagata lineages
[47] and the process was not accompanied by significant epidemiological events. Fig-
ure 1.2 reported from [25] summarizes the evolution of influenza strains from 1920 to
2020. The COVID-19 pandemic also determined a major disruption of the circulation
of the influenza viruses [5, 7]. In this case, the unprecedented interventions applied
worldwide blocked the infectious routes of many pathogens and hindered most com-
municable diseases [6, 64].

FIGURE 1.2: Timeline of influenza virus circulation from 1920 to 2020. The emergence of
pandemic viruses replacing circulating variants is represented by dots. Source [25].

1.2.2 Seasonality and annual cycles

During the period of stable influenza activity, virus circulation has annual regularities
that vary from region to region. In temperate regions, influenza epidemics occur dur-
ing the winter season. In addition, some studies have found a longitudinal gradient in
the timing of influenza peaks in these regions: In the Northern Hemisphere, epidemics
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begin in Asia and affect Europe and North America later [1, 65]; in the Southern Hemi-
sphere a west-to-east gradient is observed [1]. On the other hand, tropical and subtrop-
ical regions are characterized by irregular patterns of influenza circulation, with bian-
nual peaks or even year-round circulation in some countries. These heterogeneities
make it difficult to determine the optimal window for vaccine distribution. Indeed,
countries typically distribute vaccines in the weeks before winter in their hemisphere,
but Alonso and colleagues have shown that some tropical countries may benefit from
following the opposite hemisphere’s schedule [66].

Climatic factors are important drivers of influenza seasonality [3, 67]. There is ev-
idence for the association of the timing of the epidemics with low temperatures and
low relative humidity in temperate regions. These conditions have also been shown to
favor droplet transmission in experimental studies in animal models [68]. In tropical
regions, however, epidemic peaks often occur during the rainy season, suggesting that
transmission is likely to be driven by direct contact rather than droplets in that context
[40]. In addition, other important factors contribute to the seasonality of influenza out-
breaks. Studies have pointed to the role of seasonal changes in human behavior [69]. In
winter and during rainy periods, most activities take place indoors, favoring the trans-
mission of respiratory viruses. In this context, the school calendar is often discussed as
a relevant factor, as there is evidence that school-aged children are important drivers
of seasonal epidemics [70, 71]. For example, Ewing and colleagues [72] and De Luca
and colleagues [73] found that school closures during winter holidays can reduce in-
fluenza transmission and delay the peak of epidemics. Similarly, Ajelli and co-authors
[74], found that the school closure over the weekends in Italy significantly contributed
to reducing the effective reproduction number during the 2009 flu pandemic.

1.2.3 Geographical global patterns

The movement of infected individuals is a major driver of the global spread of in-
fluenza viruses [16, 75]. The interaction between the seasonality of virus circulation
and human mobility determines the spatial correlations of virus dynamics. In particu-
lar, as mentioned above, phylogenetic analyses revealed that A\H3N2 viruses do not
persist from one season to the next and are reseeded each year from Southeast Asian
countries [15].

Other studies have used the FluNet global surveillance dataset [17, 18] to exam-
ine the geographic distribution of (sub)types in a large number of countries. Ana-
lyzing data from 19 temperate countries during 1997-2005, Finkelman and colleagues
found that A\H3N2 was the predominant (sub)type, dominating or co-dominating in
most seasons during this period [54]. They also found that when A\H3N2 was domi-
nant in the Northern Hemisphere, it was also dominant in the Southern Hemisphere,
whereas this was not the case for the other (sub)types. More recently, the predomi-
nance of A\H3N2 viruses was confirmed by Zanobini and co-authors, who analyzed
data from 149 countries from 2010 to 2020 [52]. They found that the predominance
was more pronounced in temperate regions and less pronounced in the intertropical
belt. He and colleagues studied the period after the 2009 pandemic and found that
A\H1N1 showed different dynamics in different macro-regions of the world: in par-
ticular, the differences were particularly pronounced for three regions corresponding
to North America, Central America, and Europe and Asia [76].
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1.3 Burden and risks of human influenza

The impact of an influenza epidemic in a specific country is intricately connected to
the circulation of viruses in interconnected regions across the globe. Consequently, to
effectively mitigate the impact, it is imperative to monitor virus circulation on a global
scale. Furthermore, although until recent years influenza surveillance and academic
investigations have neglected the least developed countries, recent studies show that
influenza epidemics have a significant impact in all regions of the world [8]. Lastly, a
substantial threat arises from the emergence of new influenza variants with pandemic
potential, constituting a global menace by definition.

1.3.1 Burden of the seasonal influenza

In a 2018 report, the OECD estimated that respiratory diseases represent the third lead-
ing cause of death in Europe (8 percent of the total), and among these, influenza follows
in importance chronic obstructive pulmonary disease, pneumonia, and asthma [77].
Recent studies have estimated that deaths directly related to influenza hover around
[34000, 58000] per year in Europe [8] and around [4000, 52000] in the US [48]. In-
fluenza has a much higher mortality rate among older people, to the point that among
flu deaths, those over 65 are nearly 90% in Europe [77] and US [48] and about 67% on a
global scale [8]. Shifting the focus beyond Europe and the US to the rest of the world,
we find that the overall mortality rate (considering all causes) is much higher and, as a
result, influenza accounts for a significantly smaller portion of mortality. Yet, it would
be inaccurate to label influenza as a disease primarily affecting developed countries
with aging populations. Examining macro-regions such as Sub-Saharan Africa and
Southeast Asia, we find that the mortality rate from influenza per 100K inhabitants is
5.6 and 5.8, respectively — exceeding the estimated 5.3 for Europe [8].

The burden of seasonal influenza is not limited to the number of deaths. A ma-
jor concern is the pressure on hospitals, particularly in temperate regions where the
peak of the epidemic is concentrated in a few weeks. For similar reasons, influenza
epidemics in these countries also lead to a spike in workplace absenteeism, which has
a significant economic cost [78, 79].

1.3.2 Risk of an influenza pandemic

Since the beginning of the 20th century, five influenza pandemics occurred - Spanish
flu in 1918, Asian flu in 1957, Hong Kong flu in 1968, Russian flu in 1977, and Swine
flu in 2009 [80]. The Spanish Flu was caused by an A\H1N1 influenza strain which
spread worldwide in three waves from 1918 to 1920. It has been estimated to be the
most devastating pandemic, causing about 50 million deaths [81]. In recent years, pan-
demic events have occurred with increasing frequency, and have shown how quickly
respiratory viruses can spread in today’s hyperconnected world. In 2009, a new H1N1
strain of influenza A caused a pandemic, infecting between 11% and 21% of the to-
tal population in just over a year [82], but luckily with no higher risk of severe illness
than the seasonal influenza [83]. At the beginning of 2020, SARS-COV-19 disseminated
worldwide, at a higher pace than respiratory viruses of previous pandemics [84], de-
spite the unprecedented containment measures put in place by governments, which
included social distancing measures, stay-at-home orders and both local and interna-
tional travel restrictions [85, 86]. Nowadays, the World Health Organization continues
to point to influenza viruses as the most likely, or among the most likely, pathogens
causing the next pandemic [87]. The danger of influenza lies in the fact that it is a
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zoonotic disease for which the probability of a host jump is particularly high. In fact,
reassortment events, which often cause spillover, are relatively likely given the large
number of host species and variants in circulation. For example, the 2009 pandemic
was caused by a virus that jumped from pigs to humans in Mexico after being gen-
erated by reassortment of avian, pig, and human viruses [88]. Furthermore, the pan-
demic risk is exacerbated by the fact that the intensity and frequency of spillover events
have increased in recent decades. This is a result of climate change, which pushes ani-
mal species to seek new habitats, and the intensification of human activities especially
in proximity to biodiversity-rich forest areas, which make contact between humans
and potential pathogens increasingly frequent [89, 90, 91, 92]. Recently, an avian H1N5
virus appears to have acquired mutations that allow it to spread among mammals,
causing great concern [93, 94].
All this makes clear the need for surveillance for both human pathogens, which are
constantly mutating, and animal pathogens that could make the host jump. The Pre-
paredness and Resilience for Emerging Threats (PRET) initiative of W.H.O. elaborates
guidelines, tools, and other resources to support countries in their preparedness activ-
ities for influenza pandemics and for pandemics caused by other respiratory viruses.
Recently, a checklist for respiratory pathogen pandemic preparedness planning [95]
and planning for respiratory pathogen pandemics [96] have been released.

1.4 Influenza surveillance

Continuous surveillance of circulating variants is one of the key tools both to prepare
for the management of seasonal epidemics and to identify a possible pandemic in its
early stages. Many states have a respiratory virus surveillance system, which collects
two kinds of data. On the one side, cases of patients with symptoms of influenza-like
illness are registered by physicians to monitor the seasonal trend of the epidemic (clin-
ical surveillance). Information on age, gender, and co-morbidities are often included for
each clinical case. In France, for example, a national network of hundreds of volunteer
sentinel physicians participate to clinical surveillance [97]. On the other side, biological
data are collected by processing nasopharyngeal or salivary swabs from patients with
influenza symptoms (virological surveillance). This data provides a picture of circulating
viruses, including possible new emerging variants.

Since the 1990s, the W.H.O. has initiated an international coordination and data
collection effort to develop a worldwide surveillance system. An important outcome
of this project is the global dataset FluNet.

1.4.1 Global surveillance of influenza - the FluNet database

W.H.O.’s Global Influenza Surveillance and Response System (GIRSR) is a global surveil-
lance system that includes National Influenza Centers and other affiliated laboratories
[17]. It was established in 1952 to share viruses and information regarding influenza
outbreaks. In 1997 it launched FluNet, a public database that reports the weekly num-
ber of positive and negative influenza specimens detected in each country. The positive
cases are classified by type, subtype/lineage. The data collected are used to produce
weekly update bulletins on circulating variants and semiannual reports summarizing
the characteristics of seasonal epidemics in the two hemispheres.

The FluNet database is the most comprehensive source for influenza surveillance
globally and is a valuable resource for public health agencies and researchers. Nowa-
days, it collects data from more than 150 countries, with hundreds of thousands of
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classified samples each year, and the weekly time detail enables the monitoring of epi-
demic peaks in different regions of the world. The FluNet data have made it possible
to analyze the spatio-temporal dynamics of influenza viruses globally over the past
three decades. One of the earliest such studies was by Finkelman and colleagues [54],
who examined the seasonality of influenza (sub)type circulation in 19 countries be-
tween 1997 and 2005. In recent years, increasing amounts of data have allowed for
even larger studies. He et al. in 2015 analyzed the dynamics after the 2009 pandemic
in 138 countries [76]. Caini and colleagues [65] considered 47 countries in the WHO
European Region between 2010 and 2015, and developed a spatial clustering of coun-
tries characterized by similar patterns of influenza activity. Mook and colleagues [98]
considered roughly the same countries between 2010 and 2017 and analyzed the onset
and duration of the epidemic and the timing of the peak. Zanobini and coauthors [52]
examined the (sub)type distribution and temporal characteristics of epidemics in 149
countries between 2010 and 2020. Finally, Zheng and coauthors [51] considered data
from 2011 to 2023 and compared influenza activity before and after the COVID-19 pan-
demic. They observed a global decrease in influenza activity in the early stages of the
COVID-19 pandemic, a resumption of circulation in 2022 and 2023, and a change in the
duration of influenza epidemics in several countries in the Southern Hemisphere.

It is important to stress that some caution should be exercised when using FluNet
data in multi-country analyses. In fact, the absolute number of reported cases is hardly
comparable from country to country, and caution should also apply when comparing
numbers of infections from year to year for the same country. This arises from the
fact that (i) national surveillance procedures vary from one country to another, and (ii)
consistency in monitoring efforts over time is not guaranteed even within the same
country. Consequently, multi-country analyses should be based on the definition of
specific variables and the use of appropriate statistical tools. For instance, it is advis-
able to prioritize the positivity rates over the absolute number of positive cases, or the
proportion of cases per (sub)type rather than the raw counts. These considerations will
constitute an essential part of the data treatment in chapters 3 and 4.

FIGURE 1.3: Spatial coverage of FluNet data over time. Each map refers to data collected in a
one-year time window, ranging from April to April. Countries reporting data in the year are
shown in orange. The reporting activity of a country is assessed based on two conditions: the
country had (i) to have reported data for a minimum of 12 weeks and (ii) to have declared a

minimum of 100 infections over the year.
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Finally, we point out some limitations of the FluNet dataset that will require a care-
ful step of data cleaning before the analysis of chapters 3 and 4:

• Limited geographical coverage. At the beginning of the project, only a few coun-
tries contributed to FluNet by reporting data. These countries were largely con-
centrated in the Global North, and surveillance of underdeveloped countries in
tropical and sub-tropical regions was particularly poor (figure 1.3). The number
of countries involved in monitoring has since grown over time, with a sudden
increase following the 2009 pandemic. Today more than 150 countries report
data regularly (figure [1.4). However, some regions of the world are still under-
monitored, particularly on the African continent, despite the known importance
of surveillance of tropical regions that act as reservoirs of seasonal viruses [99],
[100] and, additionally, are considered hot-spots for the emergence of new vari-
ants [45].

• Incomplete strain classification. Details regarding influenza types (A/B) are often
missing for a high proportion of the processed specimens, and the quality de-
clines even further when investigating the classification into subtypes/lineages.
However, there has been a notable improvement in this information over time,
as evidenced in chapter 4.

• Data consistency issues. In addition to missing information, there are cases where
reported data lack consistency. For example, the number of influenza A and B
infections may exceed the total number of influenza cases.

Despite these limitations, both the number of countries engaged in global surveillance
and the quality of the data have largely improved over time, thereby facilitating the
exploration of virus circulation across diverse latitudes and over the years.

FIGURE 1.4: Number of countries contributing to FluNet over time. The weekly number of
countries with no missing information for at least one influenza type (A or B) is reported in
orange from Jan 1995 to Apr 2023. Vertical dotted lines indicate the declarations of the 2009
influenza pandemic (June 11, 2009), and the SARS-CoV-2 pandemic (March 11, 2020), by the

W.H.O.
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1.5 Open questions

We conclude this chapter by outlining some important questions about the global cir-
culation of influenza that remain unanswered today. With the research papers pre-
sented in the following chapters, we provide elements to answer some of these ques-
tions

Despite the marked seasonality of influenza epidemics in temperate regions, know-
ing how to predict the onset, peak, and impact of epidemics in these countries remains
a challenge. This information is useful for optimizing public health management of
the epidemic, including the timing of vaccine distribution and preparation of hospital
wards for the peak of the epidemic. In the United States, and more recently in Europe,
there are nowcasting projects that attempt to predict the course of the current epidemic
[101, 102, 103, 104, 105]. The researchers involved in the project propose a series of sta-
tistical and dynamic models to make the predictions, similar to what has been done
during recent pandemics [106, 107, 108]. However, forecasting remains a challenge,
especially beyond a few weeks. In particular, predicting the onset of an epidemic
must take into account influenza activity in associated countries. This is particularly
complex because the seeding of an epidemic from a foreign country is an inherently
stochastic phenomenon. Metapopulation models that integrate a large amount of data
(such as demography and mobility data) are currently used to predict the evolution of
a pandemic and evaluate possible scenarios ([109, 110, 111, 112]). These models make it
possible to assess the risk of a virus being imported from one country to another ([113,
114]). However, the dynamic of a pandemic virus spreading from an epicenter is very
different from the dynamic of seasonal influenza. For seasonal influenza, some authors
have tested different statistical approaches to predict peak timing, peak intensity, and
type-specific influenza activity in the United States six months in advance using data
on influenza activity in the Southern Hemisphere ([115]). In general, however, there
are no well-established methods that have been proven to work in this context.

A second aspect regards the prediction of the abundance of the different (sub)types.
A few studies proposed national or sub-national analyses to predict the epidemic size
of each influenza (sub)type for the ongoing epidemic season. Goldstein and co-authors
[60] adopted a statistical approach to estimate the cumulative incidences of the three
(sub)types for the entire season in the US, using data from the first weeks, while Kan-
dula and colleagues [116] dealt with a similar problem by using compartmental mod-
els. In both studies, the (sub)types were considered as independent viruses and the
prediction horizon was limited to the ongoing epidemic. Yang and colleagues ad-
justed a multi-strain compartmental model on the incidence curves of the A\H1N1,
A\H3N2, and B strains from 1998 to 2018 in Hong Kong. This way, they were able
to estimate several epidemiological parameters (i.e., the strength of cross-immunity,
the duration of immunity, the reproduction number, the infectious period, and more).
Other studies have attempted to establish relationships between (sub)type abundances
in multi-country analyses [52, 54, 76, 98]. They found evidence of a negative correla-
tion between A\H1N1 and A\H3N2, while interactions with B appeared less clear. In
Chapter 4 we will extensively investigate these aspects. We will consider (sub)types
as part of a unique coupled ecological system and focus on their relative abundances
across countries and years. In a first step, following the objectives of previous stud-
ies, we will characterize the spatio-temporal patterns of (sub)type composition and
propose a new statistical framework particularly suited for these analyses. In a sec-
ond step, we will also propose methods to predict (sub)type composition one year in
advance, a question not yet addressed in the literature.

An important question, partly related to the previous one, concerns the role of virus
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interaction in their spread. Clades of the same influenza subtype indeed interact, and
quantifying their degree of interaction is the basis for choosing the optimal vaccine
composition. As discussed above, the interaction between (sub)types is less clear but
still exists. Another issue is the interaction of influenza with other respiratory viruses.
For example, there is conflicting evidence on the interaction between influenza and
RSV [117, 118]. Evidence of negative correlations between influenza and other com-
mon respiratory viruses was found in the years before the COVID-19 pandemic [117,
119]. More recently, the question has been raised as to whether the interaction between
viruses may have been one of the factors explaining the decline in influenza during the
COVID-19 pandemic.

Finally, the impact of non-pharmaceutical interventions to limit the spread of com-
municable diseases has long been studied. During the 2009 pandemic, there was a sig-
nificant reduction in international travel with Mexico, but this did not slow the spread
of the virus as hoped [120]. Other measures related to contact tracing and containment
were used during the SARS outbreak in 2003 ([121, 122]). In the context of both sea-
sonal and pandemic influenza, school closure has been often discussed as a possible
intervention [71, 73, 74, 123]. With COVID-19, non-pharmaceutical interventions were
applied on a global scale and with unprecedented intensity and duration. It has been
observed that such non-pharmaceutical interventions hindered most communicable
diseases. In Chapter 3, we examine the role that reduced mobility and the measures
applied in different countries have played in reducing influenza.
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Chapter 2

Statistical tools for analyzing the
influenza dissemination

This chapter is dedicated to outlining the statistical methodologies utilized in my re-
search projects. The analyses conducted in Chapters 3 and 4, concerning the decline
of influenza during the COVID-19 pandemic and the interconnected dynamics among
influenza (sub)types, were prompted by specific epidemiological inquiries. As a bio-
statistician, my task involved identifying the most suitable statistical approaches to
tackle these questions, and customizing them as needed to address the specific chal-
lenges at hand. This exploration led me to investigate techniques not commonly used
within the field of epidemiology, such as the implementation of tree-based methods
(Chapter 3), and the utilization of compositional statistics and multivariate probabilis-
tic forecasting (Chapter 4). Moreover, the nature of the epidemiological inquiries and
the available data spurred the development of new methodologies, previously unex-
plored in the literature. Notably, this led to the formulation of a conditional copula
model in Chapter 5, where we delved into both its theoretical formulation and demon-
strated its efficacy through analyses of synthetic and real-world data.

The code implemented for each project is publicly accessible. In the appendix of
each article, a GitHub directory is specified for easy access to the code. Notably, to
demonstrate the functioning of the conditional copula model, we developed an al-
gorithm capable of implementing particularly flexible regression trees, allowing the
inclusion of categorical covariates and the definition of custom split rules.

The chapter is organized as follows. In the first section, we present tree-based re-
gression models. In particular, we introduce Classification And Regression Trees (used
in Chapters 3 and 5), Random Forests, and Random Forest-based variable selection
techniques (employed in Chapter 3). Second, we will discuss compositional data pro-
cessing in the framework of Compositional Data Analysis (CoDA), introducing the
basic principles of CoDA and the log-ratio transformations. These notions will form
the basis of data treatment for Chapters 4 and 5. Third, we will present the Bayesian
Hierarchical Vector AutoRegressive model used for time series predictions in Chap-
ter 4. Finally, we will introduce some elements of copula theory that we will make
extensive use of in Chapter 5.

2.1 Tree-based regression methods

Regression trees and Random Forests are non-parametric supervised learning algo-
rithms introduced by Breiman in 1984 and 2001 respectively [124, 125]. They are ex-
tremely flexible, as they can be used for both classification and regression tasks and can
include both quantitative and qualitative covariates. Because of these properties, they
are used in countless applications in fields ranging from public health [126] to ecology
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[127, 128], to economics [129].

In Chapter 3, we use regression trees to identify factors associated with the decline
of influenza in different countries and trimesters during the first year and a half of the
Covid-19 pandemic. The pandemic had a strong impact on the circulation of influenza
viruses but with great heterogeneity across regions and time. Potentially, many factors
could be responsible for such heterogeneity. Random forests can handle a large num-
ber of covariates without requiring assumptions about their distributions and (lack of)
correlations, making them particularly well-suited to our problem. Specifically, we use
RFs to identify the set of most significant predictors of influenza reduction through a
variable selection procedure. We then consider the selected covariates to feed a regres-
sion tree, a simpler and more transparent model that provides interpretable results.
The interpretability of the results is a critical aspect of the study because it allows us
to advance hypotheses about the underlying epidemiologic mechanisms of influenza
reduction. However, we also recognize that the results should be read with caution
since regression trees suffer from instability. In our case, we have ensured the robust-
ness of the results by carefully selecting the explanatory variables, optimizing the tree
complexity, and by carrying out sensitivity analysis.

In Chapter 5, we combine regression trees with copulas to define a conditional cop-
ula model. In such a model, the copula parameters depend on covariates, and we use a
regression tree to estimate this dependence in a nonparametric way. Again, the choice
to use trees is due to their adaptability to different scenarios, in particular the possi-
bility to include qualitative covariates. In this case, we propose a modified version
of the classical regression trees, which requires the implementation of the algorithm
from scratch to allow flexible splits, not possible with the standard R and Python pack-
ages. We anticipate that in this case, the complexity of the algorithm will make it more
difficult to interpret the results since the inference procedure involves several steps.

The CART (Classification And Regression Trees), RF (Random Forest), and VSURF
(Variable Selection Using Random Forests) algorithms are briefly described in the Sup-
plementary Material in Chapter 3 and in the main text in Chapter 5. However, we
take advantage of the next few paragraphs to provide a more complete presentation of
these algorithms, specifying how they are used for our analysis.

2.1.1 Regression Trees - the CART algorithm

Construction of the tree - the growing phase. The CART algorithm is the standard
procedure used to implement regression trees and was originally introduced by Breiman
in 1984 [124]. Given a regression problem Yi = f (Xi) + ϵi, with Y ∈ R the response
variable and X ∈ X ⊂ Rd the vector of covariates, CART iteratively partitions the co-
variate space X with hyperplanes parallel to one of the axes. The procedure aims at
minimizing a given cost function and is determined by a binary tree with the following
characteristics:

• the root node corresponds to the set of all observations (Yi, Xi), i = 1, . . . , n;

• the internal nodes are defined by rules of the type {X(j)
i < s}, for quantitative

covariates, or of the type {X(j)
i ∈ A(j)}, for qualitative covariates, where A(j) is a

set of modalities of the j-th covariate. The (j, s) pair is chosen by evaluating all
eligible covariates and split values to optimize a specific cost function;
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• the leaves (Tℓ)ℓ=1,...,K, are the terminal nodes of the tree. They correspond to
hyper-rectangles in X and are such that each observation belongs to only one
leaf, i.e. ∑K

ℓ=1 ∑n
i=1 1Xi∈Tℓ

= n.

Given a regression tree, the prediction for an observation is computed by averaging
the Yi values of the data points falling in the same leaf ℓ: ŷn+1 = 1

nℓ
∑n

i=1 1Xi∈Tℓ
, with

nℓ being the number of observations in leaf ℓ. An illustration of the CART algorithm is
provided in Figure 2.1.

The growing phase ends when a certain stopping criterion is met. Usually, the
maximum number of leaves or the minimum number of observations per leaf is fixed
a priori. When one of these criteria is met, the so-called maximal tree is obtained. An
example of pseudo-code (1) implementing the construction of a regression tree is pro-
vided in Chapter 5.

Selection of the optimal subtree - the pruning phase. The maximal tree often tends

FIGURE 2.1: Illustration of the CART algorithm. The observations are divided into different
rectangles by perpendicular cuts of the covariate space. The rectangles are defined to be as
homogeneous as possible with respect to the response variable, represented here by colors

varying from light to dark blue.

to overfit the data and therefore does not offer good predictions. Breiman therefore
proposed a pruning procedure to identify the subtree that achieves the optimal com-
promise between complexity and generalization ability [124]. This is a model selection
phase, where the possible models are all the subtrees of the maximal tree. The task may
seem extremely costly since the number of subtrees explodes as K increases. However,
Breiman also showed that it is not necessary to evaluate all subtrees, as it is sufficient
to consider the K trees identified by an iterative procedure in which, starting from the
maximal tree, the least advantageous split is eliminated at each step. This procedure
results in a sequence of K nested trees (with K, K − 1, . . . , 1 leaves, respectively) that
minimizes the penalized cost function. In practice, pruning is often done by cross-
validation, which involves repeatedly splitting the data into training and test sets and
minimizing the prediction error on the test set. In this way, an estimate of the predic-
tion error and its standard deviation is calculated for each subtree. Finally, following
Breiman’s rule, the optimal tree is chosen as the smallest tree with a prediction error
less than the minimum error increased by its standard deviation.

Split criteria - adaptation for a likelihood maximization problem. So far, we have
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not yet specified the cost function. In the classical CART algorithm, it corresponds to
the intra-groups variance, which is the MSE (Mean Squared Error) of the model:

Err(T) =
K

∑
ℓ=1

1
nℓ

n

∑
i=1

(Yi − Ȳℓ)
21Xi∈Tℓ , (2.1)

with T denoting the tree. This risk is minimized by the maximal tree, while the pruned
tree optimizes a penalized risk function of the form Ẽrr(T) = Err(T) + λ|T|, where |T|
is the number of leaves of the tree T and λ > 0 the penalization constant.

More generally, the CART algorithm can be also used to optimize a likelihood func-
tion. In this case, the cost function corresponds to the negative log-likelihood of the
model. Specifically, let us assume that the response variable follows a certain para-
metric distribution, where the value of the parameter varies conditionally upon the
covariates, i.e, Y|X ∼ Fθ(X)). Then, the goal is to separate the data points into groups
as homogeneous as possible regarding the parameter θ of the distribution, such that
in each group the distribution is specified by a different parameter. Consequently, the
model identified by a tree of K leaves consists of a mixture of K distributions Fθ̂ℓ

, where
the θ̂ℓ=1,...,K are the parameters estimated for each leaf. In particular, denoting with L
the log-likelihood function of the model, the vector (θ̂1, . . . , θ̂1) is the maximum likeli-
hood estimator of the optimal parameters

(θ∗1 , . . . , θ∗K) = arg max
(θ1,...,θK)

K

∑
ℓ=1

E [L(θℓ; Y)1X∈Tℓ ] .

In practice, to optimize the likelihood of the mixture model, each split of the tree is
chosen to maximize the gain in log-likelihood. That is, given a P (parent) node, the left
(L) and right (R) child nodes are identified so as to maximize the quantity

L(θL; Yi)1Xi∈TL + L(θR; Yi)1Xi∈TR −L(θP; Yi)1Xi∈TP .

In Chapter 5, we use this framework to define a conditional copula model - see
Section 2.4 at the end of the chapter for a presentation of copulas. In that case, the
Fθ(X) distribution is a parametric copula, and the response variable is a multivariate
vector of uniform margins. We prove the asymptotic consistency of the model, first
analyzing the behavior of the maximal tree, and then focusing on the subtree selected
by the pruning procedure. In particular, we exploit tools from the theory of empirical
processes [130, 131] to control the stochastic term of the error.

This custom split poses technical difficulties in terms of implementation. First, Rpart is
designed to deal with ’classical’ regression problems involving a univariate response
variable, whereas in our model we have multivariate response variables (the uniform
margins U of the copula). We make it work by using a workaround: as the response
variable, we simply specify a list of indexes, which are then used by the split function
to select the observations to be included from an external matrix. This allows us to run
the simulations in Chapter 5 using Rpart. However, a second difficulty arises when
we include categorical variables in the model. Indeed, the treatment of such variables
involves an additional step of sorting the modes before evaluating the optimal split.
In principle, in the presence of a categorical variable with M classes, the splits to be
evaluated are all those that divide the classes into 2 groups (M(M − 1)/2 possibili-
ties). However, [132] explains that an efficient way to proceed is rather to sort the
categories and then follow this sorting to evaluate only the M− 1 splits. Specifically,
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the classes are sorted by increasing values of Ȳm=1,...,M, for the classical version of the
splits implemented in Rpart, and by increasing values of the parameter θm=1,...,M in our
case.

Therefore, to apply the conditional copula model to influenza surveillance data
with qualitative covariates in chapter 5, we implemented a custom procedure of the
CART algorithm that is flexible in several ways. (i) It performs user-defined splits
that optimize a likelihood function passed as an argument. (ii) It accepts multivariate
vectors for both response variables and covariates. (iii) An argument specifies which
covariates are qualitative, triggering the necessary sorting step. (iv) A pruning function
allows the identification of the optimal K-1 subtrees of a K-leaf tree and returns their
performance in terms of log-likelihood.

2.1.2 Random Forest and Variable Selection Using Random Forests

Random Forests. We have mentioned that regression trees have the disadvantage of
being unstable models, i.e., even a small change in the data may cause the estimated
tree to vary significantly. Random forests (RFs) [125] overcome this problem by ag-
gregating the estimates of many random trees. The algorithm relies on two main in-
gredients. First, the aggregation of a large number of trees leads to a stable estimator.
On the other hand, stochasticity is introduced so that the trees are maximally diverse
and maximally explore the correlations between covariates and the response variable.
Stochasticity is introduced in two ways. First, trees are constructed from bootstrap
samples of the data. Second, in constructing the trees, a random subset of the co-
variates is selected at each split, and the optimal covariate for partitioning the data is
chosen only among them. The final prediction of a forest is given by the average of the
predictions provided by each tree.

RFs are powerful predictive models that work well without careful tuning of the
parameters (number of trees, number of covariates to consider for each split, differ-
ent criteria for stopping tree construction, and more), but they lose the interpretability
of the trees. However, an understanding of how the covariates relate to the response
variable can be gained by examining the predictive power of each covariate, which pro-
vides a proxy for its importance. This is especially useful in a high-dimensional model.
We use RFs for this purpose, adopting the VSURF procedure proposed by Genuer and
colleagues.

Variable Selection Using Random Forests. The VSURF [133] procedure estimates the
importance of variables using permutation measures, a technique commonly used in
machine learning [134, 135, 136], and identifies a set of significant covariates. Con-
sider p covariates (X(1), . . . , X(p))i=1,...,n that are used to predict the values Yi=1,...,n of a
response variable. Then, the VSURF algorithm works as follows:

1. Estimation of variable importance (VI). The importance of a variable is defined as
the increase in prediction error when the variable of interest is randomly mixed
among observations.

• First, an RF is trained on the data, and the out-of-bag prediction error (i.e.,
the mean squared error) is estimated for each tree in the forest. Recall that
each tree is built on a bootstrap sample of the data and that the observations
not included in the bootstrap constitute the out-of-bag sample;

• Then the variable importance of the j-th covariate, with j ∈ {1, . . . , p}, is
calculated. The X(j) values for the observations of the out-of-bag sample are
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shuffled and the prediction error is evaluated on the perturbed out-of-bag
sample (ẽrrOOBj). The variable importance for the j-th covariate writes

VI j =
1

ntree

ntree

∑
t=1

(
ẽrrOOBj

t − errOOBt

)
,

where t is the index that runs over the ntree trees in the forest.

• The procedure is repeated for numerous forests to obtain a statistic for the
VI of each covariate. This gives an estimate of the mean VI and standard
deviation σVI .

2. Removal of the variables with near-zero importance. If the importance of a covariate is
estimated to be close to zero, it means that the variable does not contribute to the
predictions of the model. Consequently, all variables with an importance below a
certain threshold are discarded. The idea is to use the smallest standard deviation
(min{σj

VI}) as the threshold, although this definition can be refined with a fitting
procedure (see [133]).

3. Selection of covariates that form the best predictive model. In the final step, the vari-
ables are sorted by decreasing values of VI, and a forward selection procedure is
used to identify the smallest set of covariates that constitute an ’optimal’ model.
The forward procedure includes in the first model only the covariate with the
largest VI, in the second model the two covariates with the largest VI, and so on
until the model includes all covariates not excluded in step 2. For each model,
its prediction error is calculated with its standard deviation. Finally, following
Breiman’s rule, the best model is defined as the smallest model with a prediction
error less than the minimum prediction error increased by its standard deviation.

2.2 Treatment of compositional data - Compositional Data Anal-
ysis

In Chapters 4 and 5, we will carry on a cross-country analysis of the spatio-temporal
distributions of three influenza strains, namely influenza A\H1N1, A\H3N2, and B.
Our investigation will be based on FluNet data, which consists of virological samples
reported by different countries and classified by influenza (sub)type. However, the ab-
solute number of samples is hardly comparable from country to country, due to differ-
ences in surveillance systems. Percentages of infections by (sub)type are more robust
to biases and were already used to perform cross-country comparisons in previous
studies [51, 52, 54, 98].

We are interested in understanding when a (sub)type was dominant and when, on
the contrary, there was a high mixing of the three strains, which are the spatial patterns
of (sub)type co-circulation and which is the (sub)type that will probably dominate the
next season. To answer these questions, the relevant information is the relative abun-
dance of the three (sub)types. Thus, in our analyses, we will forget about the abso-
lute information (i.e. the counts of infections) and only focus on the proportions of
(sub)types. However, the treatment of this data requires some caution, as widely in-
spected by Compositional Data Analysis (CoDA), a branch of statistics that studies this
kind of data [28].

In the following, we will present what compositional data is, and the main issues
typically encountered in their investigation. Then, we will list the CoDA principles
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and introduce the Aitchison geometry which defines a proper metric to compare com-
positions. Finally, we will present the log-ratio transformations which provide a con-
venient way to treat compositional data and which we will be employed in the data
pre-processing stages of Chapters 4 and 5.

The rest of the section is mainly based on the textbook of Filzmoser, Hron, and
Templ [137]. Other sources will be referenced when used.

2.2.1 The compositional data

Compositional data, or, simply, compositions, are vectors that sum up to a constant.
Following the definition of Filzmoser and co-authors [137], they constitute ‘multivariate
observations where relative rather than absolute information is relevant for the analysis’ and
the data units are typically proportions or percentages. The element of a compositions
are called parts, and D-dimensional compositions live in the D-part simplex:

SD = {x = (x1, . . . , xD) ∈ RD|xi > 0,
D

∑
i=1

xi = k},

where k is a constant. It follows that SD ⊂ RD−1.
The operation that projects D-dimensional vectors into SD is called closure, and it is

defined as:

C(z) = k ∗
(

z1

∑D
i=1 zi

, . . . ,
zD

∑D
i=1 zi

)
, for z ∈ RD, k ∈ R.

Then, a composition x ∈ SD constitutes an equivalence class of the vectors z ∈ RD

such that C(z) = x.
Furthermore, given a composition x = (x1, . . . , xD), a subcomposition xs with s

parts is obtained from the closure of a subvector of x of length s.

2.2.2 Challenges posed by compositional data

Compositional data are difficult to analyze because they can not be studied using oper-
ations from the standard Euclidean geometry. In fact, calculations as the sum of com-
positions, or the multiplication of a composition by a constant, might result in vectors
outside the simplex.

Moreover, Euclidean differences are often misleading when comparing composi-
tions as, since compositions live in a bounded space, a variation of one unit is all the
more important the closer one gets to the edges. For example, suppose we monitor
changes in the incidence of some diseases. Then, an increase in incidence by 1% can
be interpreted as a normal fluctuation for diseases such as influenza, which infects up
to 15% of the population each year, while the same increase would raise alarm for rare
diseases that usually infect a minimal percentage of the population. This points to the
fact that, when working with compositions, the relevant information lies in the ratios
between parts, rather than in their differences.

The importance of focusing on ratios of parts is also supported by the fact that
compositions might contain spurious correlations between the parts, determined by
the common denominator. This problem had been introduced by Pearson already in
1897 [138], and then investigated by Chayes [139] and Aitchison [28, 140], and it is of-
ten referred to as the negative bias problem or closure problem. Consider a situation
where x is given by the closure of z. Then a change in one component of z, while the
other components remain constant, induces a negative correlation between the parts
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of x. However, this correlation is spurious, since it is simply determined by the con-
straint on the sum, and not by the fact that the components vary in a synchronized
manner. In addition, correlations between parts of a composition may be incoherent
with correlations calculated on the parts of a subcomposition. To illustrate this aspect,
we propose a simple example. Suppose we have soil samples and measure the abun-
dances of some minerals and water. In all samples, the amounts of minerals show little
variation around small values, while the amount of water, the most abundant element,
varies greatly depending on the climatic conditions in the field at the time of sampling.
We then calculate the relative mineral abundances (i) over the entire dataset and (ii)
after excluding the water measurements. When we calculate the correlations between
the mineral proportions in the two cases, they can take very different values, even with
opposite signs, suggesting conflicting evidence about the composition of the soil under
analysis. For other examples of spurious correlations, the interested reader can refer
to [141, 142, 143]. The problem of spurious correlations can be overcome by looking at
the ratios of the parts.

2.2.3 Principles of Compositional Data Analysis

We can now introduce some principles that any analysis of compositional data should
meet. As already mentioned, the main motivation for working with compositional
data is that we believe the relevant information lies in the ratio of the parts and not in
the parts themselves. This leads to the formulation of the principle of scale invariance,
according to which the choice of the normalization constant is irrelevant, or, equiva-
lently, the multiplication of a composition by a positive number does not change the
results. Second, the results should be invariant under permutations of the parts, since
permutations do not change the information embodied in the composition, similar to
what happens in standard multivariate statistics. Third, to overcome the problem of
relative scales illustrated earlier, dissimilarities are expressed by ratios of parts rather
than by differences between them. Finally, the principle of subcompositional coher-
ence states that the information carried by a composition should not contrast with the
information carried by its subcompositions. This is assured by the subcompositional
dominance, according to which the distance between two compositions cannot be less
than the distance between their subcompositions, and by the fact that subcompositions
preserve the ratios of parts.

2.2.4 The Aitchison geometry

The Aitchison geometry aims to equip the simplex with an Euclidean vector space
structure so that all calculations involving compositions are well-defined. The first
step consists of defining two operations to replace the standard vector addition and
scalar multiplication. In the Aitchison geometry such operations are called perturbation
and powering, denoted by ⊕ and ⊙, respectively.

• Perturbation: given two compositions x, y ∈ SD, then

x⊕ y = C
(
(x1 ∗ y1, . . . , xD ∗ yD)

′) .

• Powering: given a composition x ∈ SD and a scalar α ∈ R, then

α⊙ x = C
(
(xα

1 , . . . , xα
D)
′) .
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The set (SD,⊕,⊙) constitutes a vector space since the following eighth axioms are
satisfied:

1. perturbation is commutative: x⊕ y = y⊕ x;

2. perturbation is associative: (x⊕ y)⊕ z = x⊕ (y⊕ z);

3. there exists the neutral element of perturbation: e = C ((1, 1, . . . , 1)′), that is the
barycentre of SD;

4. for any compositions x, there exists its inverse element with respect to the pertur-
bation: x−1 = C

(
(x−1

1 , x−1
2 , . . . , x−1

D )′
)

, such that x⊕ x−1 = e and x⊕y−1 = x⊖y;

5. powering is associative: α⊙ (β⊙ x) = (α · β)⊙ x;

6. powering is distributive with respect to the perturbation: α⊙ (x⊕ y) = (α⊙ x)⊕
(α⊙ y);

7. powering is distributive with respect to the scalar addition: (α + β)⊙ x = (α⊙
x)⊕ (β⊙ x);

8. there exists the neutral element of the powering: 1⊙ x = x.

Next, the simplex can be equipped with an inner product, such that norms and
distances are defined in the Aitchison sense.

• Aitchison inner product: given two compositions x, y ∈ SD, their inner product
is defined as

⟨x, y⟩A =
1
D

D

∑
i=1

D

∑
j=1

ln
xi

xj
ln

yi

yj
.

• Norm of a composition: the norm of x ∈ SD is defined via the inner product

∥x∥A =
√
⟨x, x⟩A.

• Distance between compositions: the distance between two compositions x, y ∈
SD is

dA(x, y) =

√√√√ 1
D

D

∑
i=1

D

∑
j=1

(
ln

xi

xj
− ln

yi

yj

)2

.

Therefore, the simplex (SD,⊕,⊙, ⟨�, �⟩A) is a (D− 1)-dimensional Euclidean vector
space, denoted as the Aitchison geometry.

Once a proper geometry is defined in the simplex, any operation between composi-
tions is well defined. For example, we can now evaluate dissimilarities between com-
positions by computing the Aitchison distance. Of course, the problem of evaluating
dissimilarities between vectors of proportions is widespread in the literature, and alter-
native measures such as the Shannon entropy or the Kullback-Leibler divergence are
commonly used in ecology or information theory. Thus, the Aitchison distance might
seem to be just an alternative choice, not necessarily simpler or better than other more
common measures. However, the point here is that the Aitchison geometry defines a
general framework for performing any statistical analysis or computation on compo-
sitions. It is a way to operate on compositions as if we were in standard Euclidean
space. For example, given a sample of compositions, we can compute the center of
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the distribution and its dispersion around the center. But we can also fit some proba-
bilistic models, estimate their parameters, evaluate the presence of outliers, and more.
These analyses require the standard Euclidean geometry calculations to be translated
into Aitchison geometry. For example, given a sample of n compositions of D-parts,
the average composition is computed as:

xn =
1
n
⊙

n⊕
i=1

xi = C

( n

∏
i=1

xi1

)1/n

,

(
n

∏
i=1

xi2

)1/n

, . . . ,

(
n

∏
i=1

xiD

)1/n
′ .

However, this translation work can be laborious in practice. A more convenient ap-
proach is to map the compositions into Euclidean space, where standard operations
can be directly applied, with the added benefit that computational tools for statistical
analysis are also already available. The results can then be transformed back to the
simplex. This is usually done with log-ratio transformations, where the logarithm of
the ratios of the parts is calculated. Three commonly used log-ratio transformations
are presented in the next section.

2.2.5 The log-ratio transformations

Aitchison, in his seminal studies of Compositional Data Analysis in the 1980s [28, 140],
proposed two transformations for mapping compositions into the Euclidean space,
namely the additive log-ratio (alr) and the centered log-ratio (clr) transformations. In
2003, Egozcue and co-authors [144] formulated a third map, the isometric log-ratio (ilr)
transformation, to overcome some limitations of the previous two.

All three transformations provide a one-to-one mapping of compositions into the
real space. They are based on log-ratios, which are easier to handle mathematically
than ratios. Moreover, the use of the logarithm allows to map the neutral element of
the perturbation C ((1, . . . , 1)′) into the neutral element of the addition in the standard
Euclidean space. The two transformations proposed by Aitchison have a long histor-
ical usage, but they do not fully fulfill all the principles listed above. The isometric
log-ratio transformation, on the other hand, satisfies all the principles but sacrifices
some interpretability. The three transformations are defined hereafter.

The additive log-ratio transformation. Given a compositions x ∈ SD, the alr trans-
formation is the map alr : SD → RD−1 such that

z = alr(x) =
(

ln x1

ln xD
, . . . ,

ln xD−1

ln xD

)′
, z ∈ RD−1. (2.2)

The alr transformation is invariant under multiplication by a constant, i.e. alr(x) =
alr(k ∗ x), k ∈ R. Moreover, the operations of perturbation and powering translate into
the standard addition and multiplication under the alr transformation: alr(x⊕ y) =
alr(x) + alr(y) and alr(x⊙ y) = alr(x) ∗ alr(y), with x, y ∈ SD. However, this is not
true for the Aitchison inner product and the Aitchison distances, meaning that dis-
tances and angles are not preserved by the alr transformation. In addition, from the
formula 2.2 it is clear the D-th part of the composition plays a predominant role, and
consequently the alr transformation is not invariant under permutation.
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The centered log-ratio transformation. Given a compositions x ∈ SD, the clr trans-
formation is the map clr : SD → RD such that

z = clr(x) =

 ln x1

D
√

∏D
k=1 xk

, . . . ,
ln xD

D
√

∏D
k=1 xk

′ , z ∈ RD. (2.3)

The denominator of the components is the geometric mean of the compositions x:

gm(x) =
D

√√√√ D

∏
k=1

xk,

which provides a notion of the ’average part’. It means that, under the clr map, the
parts of x are rescaled with respect to their ’center’, and this overcomes the problem of
permutation invariance. Moreover, it can be proved that the clr is an isometric trans-
formation (i.e. that preserves distances and angles). However, an important drawback
of clr coordinates is that they are redundant. In fact, they always sum to 0, meaning
that the vectors clr(x) live on a hyper-plane of RD, and are not expressed in terms of a
basis. This also implies that some problems of spurious correlations might persist.

Moreover, in our analyses, it will be important to minimize the dimensionality of
the data. Consequently, we won’t consider the clr transformation, and we will only use
transformations that map 3-part compositions to 2-dimensional vectors.

The isometric log-ratio transformation. Given a compositions x ∈ SD, the ilr transfor-
mation is the map ilr : SD → RD−1 such that

z = ilr(x) = (z1, . . . , zD−1)
′, (2.4)

where

zj =

√
D− j

D− j + 1
ln

xj

D−j
√

∏D
k=j+1 xk

for j = 1, . . . , D− 1.

The ilr transformation is scale-invariant and permutation-invariant. Furthermore, it is
an isometry, meaning that: ⟨x, y⟩A = ⟨ilr(x), ilr(y)⟩ and dA(x, y) = d(ilr(x), ilr(y)).
Furthermore, the ilr coordinates constitute an orthonormal basis in the hyper-plane
formed by the ilr coordinates. The drawback of these coordinates is that they can be
difficult to interpret, especially in high dimension. However, in our studies, we will
always work with 3-part compositions, for which an interpretation is pretty straight-
forward. Given a composition x = (x1, x2, x3)′ ∈ S3, the ilr coordinates are:z1 =

√
2
3 ln x1√

x2x3

z2 =
√

1
2 ln x2

x3

In this case, z1 measures the relative amount of the first part (x1) with respect to the
average abundance of the other two (x2 and x3), while z2 measures the relative abun-
dance of x2 vs. x3. Note that any analysis will be invariant under the permutation
of the parts, but the interpretation of the results will be more or less straightforward
depending on their order. This will be particularly relevant in our analysis, where we
consider three influenza strains (A\H1N1, A\H3N2, and B) whose mutual roles are
not equivalent. In fact, we expect the subtypes of influenza A to interact more with
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each other than with B. Therefore, we will always consider the proportion of B as the
first part, so that z1 will express the relative abundance between B and the average
abundances of A, while z2 will measure the proportion of A\H1N1 vs. A\H3N2.

2.3 Time series probabilistic forecasting

In Chapter 4, we predict the composition of influenza (sub)types by country one year
in advance. This constitutes a time series prediction problem, which is tackled by using
several models, from naive estimators to hierarchical autoregressive models.

Data consists of country-year proportions of influenza infections by (sub)type, i.e.
vectors of the form (B%, A\H1N1%, A\H3N2%)t,c, where t denotes the year and c the
country. Before any analysis, these vectors are mapped into the Euclidean space R2

through the isometric log-ratio transformation (ilr) (Cf. section 2.2.5). Let’s name (u, v)
the ilr coordinates in the Euclidean space, and yt,c = ilr ((B%, A\H1N1%, A\H3N2%)′) =
(u, v)′t,c the correspondent country-year vectors. Then, the time series for country c is
a bivariate trajectory of the form (y1, . . . , yT)c.

In our setting, forecasting is particularly challenging due to the very short time se-
ries we have, consisting of 10 points as the years under analysis range from 2010 to
2019. In addition, we have to keep the last part of the series for model validation, and
then we can only consider the first 7-9 points (depending on the scenario) to train the
prediction algorithms. The shortness of the time series, together with their multivari-
ate nature, imposes the use of very simple models to keep the number of parameters to
be estimated as low as possible. Among the simplest and most common methods for
time series forecasting are autoregressive models, which express predictions as linear
functions of past observations. In Chapter 4, we make predictions using the multi-
variate version of the autoregressive models, namely the vector autoregressive (VAR)
models.

Although the time series are short, we have several of them, as our analysis covers
81 countries. Thus, we can compensate for the lack of data over time by using infor-
mation from similar countries to improve the predictions. To do this, we consider a
hierarchical vector autoregressive (HVAR) model [145], a model designed to provide
estimates for an ensemble of similar trajectories. This model assumes that all trajecto-
ries in the ensemble are generated by similar VAR processes, implying that individual
country trajectories have similar VAR coefficients sampled from some latent common
distributions. By using appropriate priors for the latent distributions, it is possible to
write the likelihood of each coefficient, conditional on the other parameters. This al-
lows the optimal coefficients to be estimated via efficient Monte Carlo Gibb sampling.

Both the VAR and HVAR models provide probabilistic forecasts, i.e. point forecasts
with confidence intervals. On the one hand, for the VAR process, the Least Squares
estimator of the coefficients can be derived analytically, and its dispersion is evalu-
ated asymptotically. On the other hand, the Monte Carlo procedure directly provides
forecast distributions for the HVAR coefficients. Probabilistic forecasts are particularly
important to assess the goodness of the predictions and to allow model comparison,
and they are commonly used to evaluate epidemiological models [9, 146, 147].

In the following, we present the vector autoregressive (VAR) model and its ex-
tension to the hierarchical version (i.e., the HVAR model), both of which are used in
chapter 4. The main goal of this section is to illustrate the structure of the HVAR model
without going into the details of the marginal likelihood calculations, which can be
found in the original paper of [145].
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2.3.1 The Vector AutoRegressive model (VAR)

Hereafter, we present the vector autoregressive processes following the textbook of
Lütkepohl [148].

Let’s consider a multivariate time series of the form (y1, . . . , yT), where each vector
of the series has size K. Let’s assume that the time series has been generated by a stable
VAR process of order p, denoted as VAR(p). Then, the vector at time t can be expressed
as a linear function of the previous p vectors:

yt = ν + A(1)yt−1 + · · ·+ A(p)yt−p + ϵt,

where ν is a vector of K intercept terms, A(i) are K × K coefficient matrices, and ϵ
is Gaussian noise. The goal is to estimate the model’s coefficients from the available
data.

Since we have a sample of T vectors yt, with t = 1, . . . , T, then the same VAR(p)
process can be written for each one of the last T − p vectors. Thus, the model’s coeffi-
cients can be estimated from the following equations:

yp+1 = ν + A(1)yp + · · ·+ A(p)y1 + ϵp+1
...
yT = ν + A(1)yT−1 + · · ·+ A(p)yT−p + ϵT

However, following Chapter 3 of [148], the model can be written in a more compact
form. Let’s define the following quantities:

Y = (yp+1, . . . , yT),

B = (ν, A(1), . . . , A(p)),

Zt =


1
yp
...

y1

 ,

Z = (Zp, . . . , ZT−1),
U = (ϵp+1, . . . , ϵT).

Then, the VAR(p) process can be written as Y = BZ + U.
The least squares estimator B̂ of the process can be derived, and results in B̂ =

YZ′(ZZ′)−1. Then, the prediction for the year T + 1 is computed as ŷT+1 = B̂ZT.
In addition, under the hypothesis of Gaussian white noise, the consistency and

asymptotic normality of the least squares estimator are guaranteed, and a plausible
estimator of the asymptotic dispersion is provided. In our analysis, the confidence
intervals of the prediction are computed via an unbiased estimator of the white noise
covariance matrix, corrected for short time series. For bivariate time series, it writes

Σ̂ϵ =
T − p + 1

(T − p)(T − 3p− 1)
(YY′ −YZ′(ZZ′)ZY′).

2.3.2 The Bayesian Hierarchical Vector AutoRegressive (HVAR) model

Now let’s consider an ensemble of similar time series. We use the Bayesian Hierarchi-
cal Vector AutoRegressive (HVAR) algorithm proposed by Lu and colleagues [145] to
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model all the series in the ensemble simultaneously1. Specifically, all the time series are
assumed to be generated by similar VAR(p) processes, meaning that the coefficients of
each VAR(p) process are sampled from common distributions defined by some param-
eters to be estimated.

In our analysis of Chapter 4, the ensemble of time series corresponds to an ensemble
of country-trajectories of (sub)type compositions over time, with trajectories defined
in a 2-dimensional space. Thus, for each country c of the ensemble, we denote with
(y1, . . . , yT)c the corresponding trajectory, and with yt,c = (u, v)′t,c ∈ R2 the country-
year vectors.

The VAR(p) process for country c can be explicitly written as:(
u
v

)
t,c

=

(
νu
νv

)
c
+

[
A(1)

uu A(1)
uv

A(1)
vu A(1)

vv

]
c

(
u
v

)
t−1,c

+ · · ·+
[

A(p)
uu A(p)

uv

A(p)
vu A(p)

vv

]
c

(
u
v

)
t−p,c

+

(
ϵu
ϵv

)
t,c

,

where (ϵu, ϵv)′t,c is Gaussian noise specified by a precision matrix Λ ∈ R2,2. Follow-
ing the notation defined in the previous section, the same VAR(p) process is written
compactly as Yc = BcZc + Uc.

Lu and co-authors propose a model where a hierarchical structure is assumed by
assuming that the coefficients of each country are the sum of two contributions: Bc =
W + Vc. W is a matrix encoding the average behavior of the group and is the same for
all the trajectories, while Vc is the matrix for the single trajectory adjustment. Assump-
tions on the distribution of the model coefficients (W, Vc) and of the Gaussian noise
(Uc) are summarized hereafter. We adopt a notation very close to [145], the interested
reader can refer to the original paper for additional details on the model.

• Elements of W are sampled from a multivariate normal distribution centered in
0 and with precision matrix D:

vec(W)|D ∼ MVN(0, D−1).

vec(W) is a column vector containing the columns of W stacked one after the
other. D is a diagonal matrix of size K(Kp + 1), with entries determined by the
parameters λ2,j and τ2

j , for j = 1, . . . , K(Kp + 1), such that

diag(D) = (λ2,1 +
1

2τ2
1

, . . . , λ2,K(Kp+1) +
1

2τ2
K(Kp+1)

).

Furthermore, coefficients 2τ2
j follow independent exponential distributions, each

of rate λ2
1,j/2ξ2

j .

It remains to precise the priors for ξ2
j , λ1,j and λ2,j. The ξ2

j parameters derive from
calculations that involve the precision matrix Λ−1 (refer to [145] for the precise
formula). The λ1,j and the λ2,j coefficients have Γ(µ1, ν1) and Γ(µ2, ν2) priors,
respectively.

• The country-level coefficients Vc have multivariate normal priors as well, such
that

vec(Vc)|Θ ∼ MVN(0, Θ−1),

with diag(Θ) = (θ1, . . . , θK(Kp+1)). All the θj coefficients, with j = 1, . . . , K(Kp +
1), have a unique Gamma prior Γ(α, β).

1Lu and coauthors’ model includes VAR processes that are defined without the intercept term. We
have slightly modified their model to include such a term.
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• For all countries, the Gaussian noise is defined by the same time-invariant preci-
sion matrix Λ ∈ RK,K. That is,

vec(Uc) ∼ MVN(0, IT ⊗Λ−1).

IT ⊗Λ−1 is a block diagonal matrix of size (KT, KT), with blocks Λ on the diag-
onal. Furthermore, Λ is assumed to be a positive definite matrix, sampled from
a Wishart distribution of parameters S, the scale matrix of size K× K, and d, the
degrees of freedom.

• The hyper-parameters (µ1, ν1, µ2, ν2, α, β, S, ν) are assumed to be known and in
practice are sampled from uniform distributions at the initialization step of the
Monte Carlo sampling.

2.4 Copulas - modeling the dependence of multivariate vari-
ables

A copula is a multivariate cumulative function with uniform margins. The name cop-
ula was introduced by Sklar in 1959 by adopting a Latin term for bound. In fact, Sklar’s
theorem states that any multivariate joint cumulative distribution can be expressed
in terms of uniform marginal distributions that are coupled, bound through a function
called copula. Hence, this tool allows the investigation of multivariate joint distribu-
tions in two steps. Given multivariate random variables, at first, the marginal cumula-
tive distributions are estimated independently. Next, these are combined by choosing
an appropriate copula to describe their dependence structure.

In the following sections, we will introduce key concepts of copula theory along with
Archimedean copulas, an important parametric class that will be applied in chapter 5.
We will then outline the most common methods for copula inference. Finally, we will
look at conditional copula models, an active research topic in the field, and detail our
contributions. Specifically, we’ll introduce the model examined in detail in Chapter
5. Our primary reference is Nelsen’s textbook [29], with additional sources referenced
when used. To simplify the discussion, we often present results and formulas that ap-
ply to bivariate copulas. Extensions to multivariate cases are straightforward in most
cases.

2.4.1 Copulas, Sklar’s theorem, Fréchet-Hoeffding bounds and measures of
dependence

Definition 1 (Copula) A bidimensional copula is a function C : [0, 1]2 → [0, 1], with the
following properties.

1. C is grounded: ∀u, v ∈ [0, 1], C(u, 0) = C(0, v) = 0.

2. C has uniform margins: ∀u, v ∈ [0, 1], C(u, 1) = u and C(1, v) = v.

3. C is 2-increasing:

∀u1, u2, v1, v2 ∈ [0, 1], with u1 ≤ u2 and v1 ≤ v2,
C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) ≥ 0.

Sklar’s theorem provides the connection between copula functions and probability
distributions and constitutes a central element of the theory of copulas.
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Theorem 1 (Sklar’s theorem) Consider H a joint cumulative distribution function with mar-
gins F and G. Then, H admits a copula representation:

H(x, y) = C(F(x), G(y)). (2.5)

If F, G are continuous, then the C copula is unique. Conversely, if C is a copula and F, G
are cumulative distribution functions, then the function H defined by 2.5 is a joint cumulative
distribution function with margins F and G.

Notice that, under the assumption of continuity for F and G, the inverse formula
holds, and the C copula can be expressed as:

C(u, v) = H(F−1(u), G−1(v)). (2.6)

This is an equivalent formulation of Sklar’s theorem which offers a practical way to
build copulas from joint distribution functions, often useful in applications.

Given that a copula is a joint cumulative distribution function, then the properties enu-
merated in definition 1 can be also written in terms of probability. Considering the ran-
dom variables U, V uniformely distributed in [0, 1], and C(u, v) = P(U ≤ u, V ≤ v),
then property 1) implies that P(U ≤ u, 0) = P(0, V ≤ v) = 0. Property 2) corresponds
to P(U ≤ u, V ≤ 1) = P(U ≤ u) = u and P(U ≤ 1, V ≤ v) = P(V ≤ v) = v, and thus
finds that the margins are uniforms. Property 3) is equivalent to P(u1 ≤ U ≤ u2, v1 ≤
V ≤ v2) ≥ 0, which is a basic requirement of any cumulative distribution function.

From the definition, we know that bivariate copulas are particular functions confined
within the unit cube [0, 1]3. However, this understanding can be enriched. Specifi-
cally, there exist two peculiar copulas, known as the Fréchet-Hoeffding bounds, which
delineate the extremities encompassing all other copulas.

• The Fréchet-Hoeffding lower bound is the copula W such that: W(u, v) = max(u+
v− 1; 0).

• The Fréchet-Hoeffding upper bound is the copula M such that: M(u, v) = min(u; v).

For each copula C holds: W(u, v) ≤ C(u, v) ≤ M(u, v), ∀(u, v) ∈ [0, 1]2. More-
over, another important copula that is often used for reference is the product copula:
Π(u, v) = uv. It gives the joint probability distribution of independent random vari-
ables. In fact, for two uniform and independent random variables U, V, it holds that
P(U, V) = P(U)P(V) = uv.

We have said that copulas allow the description of dependencies between random
variables. However, when speaking of dependency measures, reference is often made
to simpler indicators, such as Pearson’s linear correlation coefficient or Kendall and
Spearman’s rank correlation coefficients. Kendall’s τ and Spearman’s ρ coefficient, in
particular, along with copulas enjoy the property of scale invariance, i.e. their value
does not change under strictly increasing transformations of the random variables.
These coefficients are related to copulas by the following expressions:

τ(X, Y) = τC = 4
∫ 1

0

∫ 1

0
C(u, v) dC(u, v)− 1;

ρ(X, Y) = ρC = 12
∫ 1

0

∫ 1

0
uv dC(u, v)− 3;

(2.7)
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with X, Y independent random variables, u = FX(x) and v = GY(y). These coefficients
take values in [−1, 1] and it can be verified that τW = ρW = −1, τΠ = ρΠ = 0 and
τM = ρM = 1.

2.4.2 Archimedean copulas

Among the parametric copulas, the Archimedean copulas stand out as one of the most
significant classes. Their ease of construction and ability to model a wide range of
dependency structures make them particularly important. Examples of their applica-
tions can be found in [149, 150, 151, 152, 153, 154], the interested reader can find more
reference of applied studies in [155]. The model proposed in Chapter 5 applies to any
parametric copulas, and its operation will be demonstrated using three commonly en-
countered Archimedean copulas.

A parametric copula is generally denoted as Cθ(u, v), whit θ ∈ Θ ⊆ Rm. Archimedean
copulas constitute a specific class of parametric copulas which are uniquely defined by
a function known as the generator. They are defined as follows:

Definition 2 (Archimedean copula) A bidimensional Archimedean copula is a copula that
can be expressed as:

C(u, v) = φ[−1] (φ(u) + φ(v)) ,

where φ is the copula generator and φ[−1] is its pseudo-inverse. φ and φ[−1] satisfy the follow-
ing properties:

1. φ : [0, 1]→ [0, ∞] is continous, strictly decreasing, convex and such that φ(1) = 0;

2. φ[−1] : [0, ∞]→ [0, 1], such that

φ[−1](t) =

{
φ−1(t), 0 ≤ t ≤ φ(0),
0, φ(0) ≤ t ≤ ∞.

Consequently, φ[−1] is continuous and non-decreasing on [0, ∞];

3. φ[−1](φ(u)) = u and φ
(

φ[−1](t)
)
= min(t, φ(0));

4. Finally, if φ(0) = ∞, then φ[−1] = φ−1 and the copula is said to be a strict Archimedean
copula.

Genest and Rivest [150] provided a simplified formulation of Kendall’s τ coeffi-
cients for Archimedean copulas in terms of the generator function:

τθ = 1 + 4
∫ 1

0

φ(t)
φ′(t)dt. (2.8)

Here, we anticipate that this relationship offers a direct means of estimating copulas
using the method-of-moments, which we will discuss in the following section. Addi-
tionally, it’s worth noting that for one-parameter copulas, θ and τ are linked through
a bijective function. Consequently, one can opt to define the problem using either the
θ or τ values. Often, the τ scale is preferred for comparing goodness-of-fit measures
across different copula families [151, 153].
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The Clayton, Frank, and Gumbel families are three Archimedean copulas that are of-
ten considered in the literature and will be in use in Chapter 5. They are defined by
a single parameter and are therefore particularly convenient for applications. Their
characteristics are summarised in Table 2.1.

TABLE 2.1: Clayton, Frank, and Gumbel copula families. D1 is the Debye function of order 1:
D1(θ) =

∫ θ
0

t
θ (e

t − 1)dt.

2.4.3 Copula inference

In applications with multivariate observations, usually, these are considered realiza-
tions of random variables whose dependence can be modeled using copulas. As al-
ready mentioned, copula estimation usually involves two independent steps: mar-
gin estimation, which returns the so-called pseudo-observations (Ũi = F̂X(Xi), Ṽi =
ĜY(Yi)), and estimation of the copula itself. In general, both steps of inference can be
approached with either parametric or nonparametric estimators. It is not mandatory
to adopt the same framework for the two steps. A copula estimator is said to be para-
metric if both the margins and the copula are modeled with parametric distributions,
while it is said to be semi-parametric when the pseudo-observations are empirically
estimated and injected into the parametric copula estimator. In the following, we will
present some of the most common inference methods.

Empirical estimation. A simple empirical estimator that is often considered a refer-
ence model is the empirical distribution function:

Ĉn(x, y) =
1
n

n

∑
i=1

1Xi≤x,Yi≤y

This estimator can be refined by kernel smoothing techniques. The summation then
becomes a weighted average as follows:

Ĉn,H(x, y) =
∑n

i=1 KH((x− Xi, y−Yi))1Xi≤x,Yi≤y

∑n
i=1 KH((x− Xi, y−Yi))

,

where weights are given by the kernel smoother K which depends on the bandwidth H.
H is a symmetric and positive definite matrix which controls the extent of the smooth-
ing along each direction. For instance, for a Gaussian smoother, it corresponds to the
covariance matrix of the kernel distribution. Furthermore, |H| goes to zero as n in-
creases. There exist several eligible distributions for kernel smothers, for more details
the interested reader can refer for example to [156, 157]. Let’s precise that the H param-
eter does not introduce any assumption about the shape of the true unknown copula
approximated by Ĉn,H.

Maximum Likelihood based methods. For parametric copulas, the model’s likelihood
is determined by the copula density evaluated at the observations. In two dimensions,
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2.4. Copulas - modeling the dependence of multivariate variables

the copula density is equivalent to

c(u, v; θ) =
∂2C(u, v; θ)

∂u∂v
.

Consequently, the log-likelihood of a full parametric model-with both parametric dis-
tributions for margins and the copula- is written as:

Ln(θ, θX, θY) =
n

∑
i=1

log c(FX(Xi; θX), GY(Yi; θY); θ)+
n

∑
i=1

log fX(Xi; θX)+
n

∑
i=1

log gY(Yi; θY),

whit (θX, θY) the parameters for the marginal distributions and θ the one defining the
copula. Thus, the maximum likelihood parameter estimators are:

(θ̂, θ̂X, θ̂Y) = arg max
(θ,θX ,θY)

Ln((Xi, Yi)i=1,...,n; θ, θX, θY).

The computational expense of this estimator can escalate quickly, particularly for mod-
els with dimensions exceeding two. As a result, in practical scenarios, it’s common to
optimize parameters sequentially rather than all at once. Following the approach out-
lined by Shih and Louis [158], parameters for the margins are initially fine-tuned and
then injected into the likelihood function of the copula for estimating θ. Another draw-
back is that the estimator might be biased if the margins are misspecified. To overcome
this problem, Genest and co-authors and Shih and Louis proposed a semi-parametric
approach, namely the maximum pseudo-likelihood estimator also known as omnibus
estimator [150, 158, 159]. It corresponds to a maximum-likelihood estimator where the
likelihood of the copula is expressed as a function of empirical pseudo-observations,
thus without any assumption about the marginal distributions. The maximum pseudo-
likelihood estimator is defined as:

θ̂ = arg max
θ

n

∑
i=1

log c(F̂n(Xi), Ĝn(Yi); θ). (2.9)

The empirical estimation of the margins can be done using the same methods defined
in equations 2.4.3 and 2.4.3.

Method of moments. A last, widely used, estimator is the method-of-moment esti-
mator, based on the inversion of dependence measures such as Kendall’s τ. As seen
previously, Kendall’s τ coefficient can be expressed in terms of double integrals of the
copula distribution (2.7), and, in the case of Archimedean copulas, the expression turns
into a simpler formula depending on the generator φ. A close related quantity is the
univariate distribution K(t) = P(C(u, v) ≤ t), that for Archimedean copulas equals
to Kθ(t) = t− φθ(t)

φθ ′(t) . According to the method-of-moments, the first few moments of
K(t) can be expressed in terms of θ and equaled to their empirical estimations. Then,
the copula parameters are derived either analytically or numerically. In practice, this
method is mostly used when θ is unidimensional and it can be immediately calculated
from the empirical Kendall’s τ:

θ̂n = f (τn), with τn =
2

n(n− 1) ∑
i<j

sgn(Xi − Xj)sgn(Yi −Yj). (2.10)

This method has the advantage of being extremely direct for one-parameter copulas;
however, it usually performs less well than the maximum pseudo-likelihood estimator
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[160].
In the simulations presented in Chapter 5, we will use the method of moments

to estimate the copula parameters for the different subpopulations of the conditional
model. However, the choice of such subpopulations will be carried out by maximizing
the pseudo-likelihood of the model.

2.4.4 Conditional copulas

So far we have discussed models for studying the dependence between two (or more)
random variables. However, there are cases where external factors are also present,
which could mediate the dependence between the variables in question and further
complicate the problem. For example, we can imagine a medical context where it is
useful to monitor certain physiological parameters of a patient and study their de-
pendence, which however could vary conditionally upon several factors (age, gender,
presence of chronic or prior illnesses, etc.). Hence the interest in formulating copula
models that also include covariates.

A first approach is to include covariate information in the margin modeling but not
in the copula modeling, adopting what is called the simplyfing assumption. On the one
hand, several authors adopt this assumption, which substantially simplifies statistical
analyses and in some cases seems to give good results even when not fully satisfied
(Hobaek 2010). On the other hand, nowadays several conditional copula models have
been proposed that avoid the adoption of such a stringent assumption. (For a discus-
sion of this, the reader may refer to [161]).

Sklar’s theorem in the case of conditional copulas is analogous to the original formu-
lation [162] and it is expressed as

F(y|X) = C(F(1)(y(1)|X), . . . , F(k)(y(k)|X)). (2.11)

Here Y ∈ Rk is the vector of multivariate random variables with distribution F and
realizations y, U = (F(1)(y1), . . . , F(k)(yk)) is the vector of uniforms and X ∈ Rd is the
vector of covariates. So, we slightly modified the notation compared to the previous
part of the chapter (where X was used for one of the copula margins), to be consistent
with the notation of Chapter 5 and with what is typically used in the literature of con-
ditional copula models.

Some current conditional copula models. Similar to what was seen earlier, for con-
ditional models the estimation of the copula usually takes place independently of the
estimation of the marginal distributions, and different procedures may be adopted for
the two steps. In the following, we present some of the models often cited in the liter-
ature, to give the reader an idea of current models involving different techniques and
degrees of parameterization.

Gijbels and co-authors propose a model in which both the margins and the cop-
ula are estimated empirically [157]. They use an estimator similar to equation 2.4.3,
but conditioned on covariates. In practice, the conditioning is carried out by the ker-
nel smoother, which weights the relative contribution of the observations by looking
at their distance in terms of the covariates. This approach has the advantage of not
making any assumptions about the dependence relationships.

Other models instead require the copula family to be chosen a priori and typically
consider Archimedean copulas with a one-dimensional parameter θ ∈ Θ as well as uni-
variate covariates. Then, θ is expressed as a function of the covariate in a way such that
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g(θ(x)) = η(x), or equivalently θ(x) = g−1(η(x)), assuming that g−1 exists and that
g−1 : R→ Θ. In this framework, g−1 is the inverse link function, a monotonic function
that serves to rescale η(x) values in the interval Θ. g−1 is chosen a priori, together with
the copula family. For example, for Frank’s copulas the parameter θ lives in the inter-
val Θ = [1, ∞), so a possible choice for the inverse link function is g−1(t) = exp(t) + 1
[151]. In contrast, the focus is on the η function, which is unknown and needs to be
estimated. It is a real-valued function, called calibration function, which allows the
level of dependence to be adjusted according to the covariate. Different models adopt
different forms for η. Acar and co-authors propose a non-parametric estimator based
on the maximization of a local log-likelihood, defined as the sum of local contributions
[151]. In their model, the contribution of each observation (U(1), U(2), X)i in the sur-
roundings of x is given by log c(U(1)

i , U(2)
i |g−1(β0 + β1(Xi − x)), and these terms are

further weighted by a kernel function. The local log-likelihood to be maximized then
turns out to be a function of the parameters (β0, β1) that holds:

L(β0, β1|x, h) =
n

∑
i=1

log c(U(1)
i , U(2)

i |g
−1(β0 + β1(Xi − x))Kh(Xi − x), (2.12)

where the kernel bandwidth h represents a hyper-parameter to be tuned a priori. Abegaz
et al. formulate a similar model, in which η(x) is estimated locally by polynomial func-
tions of order p [152], while Sabeti and colleagues assume that the θ is a function of the
covariate via an additive model with terms consisting of cubic spline functions [153].

In all these models, there are decisions to be made regarding the hyperparameters
(the bandwidths of the smoothing kernels) and/or the family of copulas to be consid-
ered, necessitating a model selection phase. Gijbels and colleagues present formulas
for the asymptotic bias and variance, which are dependent on the kernel bandwidths
[157, 163]. Consequently, they suggest choosing these hyperparameters to optimize the
model’s asymptotic performance. Acar and co-authors determine the copula family
and kernel bandwidths by assessing cross-validated prediction errors, while Sabeti and
colleagues employ a method based on cross-validated pseudo-marginal likelihoods.

Our contribution – copulas meeting regression trees. We introduce a conditional
model that essentially is a mixture of copula models, with the subpopulations within
the mixture identified non-parametrically through a regression tree. Initially, we desig-
nate a copula family and then postulate that the copula parameter can vary across sets
of observations sharing similar covariate values. Additionally, the procedure involves
a model selection step, that corresponds to the optimization of the tree depth to pre-
vent overfitting. This step is based on cross-validated pseudo-likelihood calculation.
The precise formulation of the model and the presentation of the asymptotic conver-
gence results are deferred to Chapter 5. Nonetheless, in the subsequent discussion, we
elucidate the main distinctions of our approach from those presented earlier.

The models previously presented go in the direction of proposing estimators that are
simultaneously smooth and highly flexible to capture all patterns in the data. For our
part, we propose a stepwise estimator that may seem coarser. However, it has impor-
tant advantages and can be in some ways complementary to the models already in the
literature. First, our model allows for the inclusion of categorical covariates. Such vari-
ables are ubiquitous in practical applications in fields such as medicine, public health,
sociology, economics, risk and insurance, and it is essential to have models that can
deal with them. Second, the inclusion of multidimensional covariates does not present
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particular technical difficulties in our case, as may be the case with estimators involv-
ing smoother kernels [152]. Furthermore, even from a computational perspective, our
model appears to be more scalable than other approaches as the size of the covariates
grows. In fact, in our model, the computation time is proportional to the number of
covariates and their number of unique values - and this also implies that the tree con-
struction is very fast when we include categorical covariates with a number of modal-
ities M ≪ n, where n is the number of observations. In contrast, for other methods
based on likelihood maximization, the addition of covariates implies a quadratic in-
crease in the parameters to be optimized. Among the studies presented above, only
Sabeti and colleagues present applications with more than one covariate. In Chapter
5, we will illustrate applications with two covariates. Thirdly, the other models do
not discuss the possibility of estimating copulas with multidimensional parameters,
whereas our model does not require any special modification to apply to this scenario
as well. However, this is not entirely true, since technical difficulties arise in evaluat-
ing the optimal split when we have both categorical covariates and multidimensional
theta.
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Chapter 3

Global patterns and drivers of
influenza decline during the
COVID-19 pandemic

This Chapter is based on the study entitled Global patterns and drivers of influenza decline
during the COVID-19 pandemic and published in the International Journal of Infectious
Diseases [30]. It is a joint work with Pierre-Yves Böelle (Sorbonne Université), Vittoria
Colizza (Sorbonne Université, Tokyo Institute of Technology), Olivier Lopez (Sorbonne
Université), Maud Thomas (Sorbonne Université), and Chiara Poletto (Sorbonne Uni-
versité, University of Padova).

The code for the reproducibility of the analysis is available at https://github.com/
FrancescoBonacina/flu-reduction-during-covid-19.

3.1 Abstract

Objectives: The influenza circulation reportedly declined during the COVID-19 pan-
demic in many countries. The occurrence of this change has not been studied world-
wide nor its potential drivers.
Methods: The change in the proportion of positive influenza samples reported by coun-
try and trimester was computed relative to the 2014-2019 period using the FluNet
database. Random forests were used to determine predictors of change from demo-
graphical, weather, pandemic preparedness, COVID-19 incidence, and pandemic re-
sponse characteristics. Regression trees were used to classify observations according
to these predictors.
Results: During the COVID-19 pandemic, the influenza decline relative to prepandemic
levels was global but heterogeneous across space and time. It was more than 50% for
311 of 376 trimesters-countries and even more than 99% for 135. COVID-19 incidence
and pandemic preparedness were the two most important predictors of the decline.
Europe and North America initially showed limited decline despite high COVID-19
restrictions; however, there was a strong decline afterward in most temperate coun-
tries, where pandemic preparedness, COVID-19 incidence, and social restrictions were
high; the decline was limited in countries where these factors were low. The “zero-
COVID” countries experienced the greatest decline.
Conclusion: Our findings set the stage for interpreting the resurgence of influenza
worldwide.
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pandemic

3.2 Introduction

Starting with the global spread of SARS-CoV-2, observations of a sharp decline in in-
fluenza circulation were reported. In the first months of 2020, the flu season was short-
ened in some northern-hemisphere and tropical countries [19, 164]. During the fol-
lowing 18 months, influenza incidence showed an all-time low in New Zealand [6],
Australia [5], the United States [24, 165, 166] and the WHO European Region [7]. The
circulation was still low in 2021.

The measures adopted in response to the COVID-19 pandemic are likely to have
hindered influenza transmission at the same time, since the routes of transmission are
identical. Indeed, influenza decline, as well as that of other transmissible diseases,
coincided with non-pharmaceutical interventions against COVID-19 [19, 64, 165, 166,
167, 168].

Understanding how this decline occurred may help interpret the current influenza
trends and anticipate future viral circulation. While the issue has been described for
specific countries or regions [5, 6, 7, 19, 24, 166, 169, 170, 171], little work has been done
at the global scale [25, 26, 172].

Here we provide a global quantitative analysis of the influenza reduction based
on the Global Influenza Surveillance and Response System FluNet database [18, 62].
We considered the period between March 2020 and September 2021 and estimated
influenza reduction by country and trimester relative to a pre-pandemic period (2014-
2019). We identified geographical, demographical, health preparedness and COVID-19
status characteristics predictive of influenza decline using random forests and clus-
tered observations with similar decline in time and space using a regression tree.

3.3 Materials and methods

3.3.1 Overview of the methods

We used data from the FluNet influenza repository [18, 62] to quantify the global in-
fluenza change during the COVID-19 pandemic (March 2020 to September 2021) com-
pared to the pre-pandemic period (December 2014 to December 2019). We mapped
influenza decline by trimester and country. We then used random forests to identify
the most significant predictors of decline and a regression tree to classify countries-
trimesters based on these predictors. Potential predictors included a wide range of
covariates, among them country factors (geographical, meteorological, demographic
and health preparedness factors) and variables associated with the COVID-19 pan-
demic assembled from sources detailed below.

3.3.2 Influenza data and definition of influenza reduction

The FluNet influenza repository [18, 62] provides weekly counts of influenza speci-
mens by country. For our analysis we considered records from 2014 to 2021. To account
for influenza seasonality, we defined 13 weeks-long “influenza trimesters” beginning
on the first Monday following December 11, March 12, June 11 and September 11.
These dates were chosen so that the middle of the December 11 trimester coincided
with the peak of a typical influenza circulation in the northern hemisphere. We refer
to these trimesters as Dec-Mar, Mar-Jun, Jun-Sep and Sep-Dec, respectively. Data from
FluNet was aggregated by trimester-country. The 20 trimesters from Dec-Mar 2014-15
to Sep-Dec 2019 defined the reference “pre-pandemic” period, the six trimesters from
Mar-Jun 2020 to Jun-Sep 2021 the “pandemic” period. The trimester from Dec 2019 to
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Mar 2020 was excluded as it overlapped the period of COVID-19 emergence. We also
discarded trimesters having less than 10 processed influenza specimens per week on
average and those typically unaffected by influenza epidemics (i.e. having less than
5% of the annual positive cases on average during the pre-pandemic period, e.g. the
summers in temperate regions). We computed the percentage of influenza positive
cases as the ratio of positive to positive plus negative samples during the trimester
(adding 0.5 to avoid division by zero issues). We computed the “log relative influenza
level” as the base-10 logarithm of the ratio between the percentage of positive cases
during a trimester and the average percentage of positive cases in the corresponding
pre-pandemic trimesters [166, 169]. Under the assumption that influenza surveillance
was not substantially altered during the pandemic, this quantifies the reduction in in-
fluenza circulation. We also tested for secular trends that could potentially bias this
indicator (Supplementary Materials).

3.3.3 Variables for prediction of influenza reduction

We collected the covariates described in Table 3.1 from public sources and IATA. Ad-
ditional details on computation are provided in the Supplementary Materials.

TABLE 3.1: Definition, computation and source of the variables used as predictors of in-
fluenza change.

Variable Description Source Min, max
Age Median age of the country population [173,

174]
15.1, 48.2

Longitude Population-weighted average of longitude for
cities with more than 300 K inhabitants by
country or country capital longitude, from -180
(W) to 180 (E)

[175] −100.7, 174.4

Latitude Population-weighted average of latitude for
cities with more than 300 K inhabitants by
country or country capital latitude, from
−90( S) to 90( N)

[175] −38.7, 60.4

T Average temperature (in Celsius degrees) over
the trimester-country

[176] −8.8, 37.8

RH Average relative humidity over the trimester-
country

[176] 17.3, 93.5

IDVI Infectious disease vulnerability index, country
level indicator of the vulnerability to health
emergencies from 0 (most vulnerable) to 1 (less
vulnerable)

[177] 0.15, 1

COVID-19
daily cases

Average daily reported cases of COVID-19 per
million inhabitants over the trimester-country

[178] 0, 553.5

Workplace
presence
reduction

Median percentage of reduction of daily pres-
ence in workplaces over the trimester-country.
Reduction from the first 5 weeks in 2020 in the
same location

[179] −22.5%, 69.0%

Reduction
of inter-
national
flights

Average percentage of reduction in the in-
bound and outbound air passengers over the
trimester-country with respect to the same
trimester-country of 2019

[180] −16.8%, 100%
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nb days of
school clo-
sure

For each country, number of days over the
trimester where policies related to schools and
universities closure were implemented

[181] 0,91

nb days of
workplace
closure

For each country, number of days over the
trimester where policies related to workplaces
closure were implemented

[181] 0,91

nb days
of pub-
lic event
restrictions

For each country, number of days over the
trimester where policies related to event restric-
tions were implemented

[181] 0,91

nb days of
gathering
restrictions

For each country, number of days over the
trimester where policies related to social gath-
ering restrictions were implemented

[181] 0,91

nb days
of public
transport
restrictions

For each country, number of days over the
trimester where policies related to public trans-
port restrictions were implemented

[181] 0,91

nb days
of stay at
home re-
quirements

For each country, number of days over the
trimester with "shelter-in-place" and otherwise
confine to the home orders

[181] 0,91

nb days
of inter-
national
travel
restrictions

For each country, number of days over the
trimester with airport screening, quarantine of
arrival passengers or restrictions of interna-
tional travels

[181] 0,91

nb days
of facial
covering
require-
ments

For each country, number of days over the
trimester with policies on the use of facial cov-
erings outside the home

[181] 0,91

nb days
of testing
implemen-
tation

For each country, number of days over the
trimester with government policy on who has
access to testing for current infection (poly-
merase chain reaction tests)

[181] 0,91

nb days
of contact
tracing
implemen-
tation

For each country, number of days over the
trimester with government policy on contact
tracing after a positive diagnosis

[181] 0,91

nb days
of elderly
shielding

For each country, number of days over the
trimester with policies to protect older adults
(as defined locally) in long-term care facilities
and/or community and home-based settings

[181] 0,91

3.3.4 Clustering and regression tree analysis

We used the VSURF algorithm based on random forests to select the covariates that
were highly predictive of influenza reduction [133]. Importance is defined as the in-
crease in prediction-error when the variable of interest is randomly reshuffled across
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observations. We discarded variables with close to zero importance in a univariable
analysis. Then, we carried out a forward selection of predictors, including variables in
their order of importance one at a time. Following Breiman’s rule [124], we retained the
model with the least variables having a prediction error less than the minimum pre-
diction error plus one standard deviation. Using the variables selected above, we fit a
regression tree in order to obtain an interpretable model [124]. The details of the ap-
proach are provided in the Supplementary Materials. Analyses were performed with
R version 4.2.1 [182] and packages vsurf [29] and rpart [132].

3.3.5 Robustness and sensitivity analyses

The details of the robustness checks and the sensitivity analysis are reported in the
Supplementary Materials. In summary, we checked the robustness of the regression
analysis to stochastic fluctuations in the dataset and to criteria for including the FluNet
records in the analysis; we explored alternative definitions for covariates: COVID-
19 daily deaths instead of COVID-19 daily cases; Oxford COVID-19 Government Re-
sponse Tracker stringency index instead of governmental response [181]; alternative
Google mobility reports instead of presence in workplaces. We also explored separate
inclusion of age and IDVI as these were highly correlated (ρSpearman = 0.87, pval < 0.01).

3.4 Results

3.4.1 Decline of influenza in space and time

One hundred sixty-six (166) countries contributed data to FluNet between December
2014 and September 2021. Figure 3.1A shows the time course of the reports. In the
pre-pandemic period, the percentage of positive tests varied seasonally between 4%
and 33%, with major peaks during seasonal epidemics in northern countries and lower
peaks for southern countries. The global number of tests for influenza remained within
the range of historical levels throughout the whole COVID-19 pandemic period, but
the percentage of influenza positive tests dropped sharply, to a minimum level of 0.04%
during the months of July and August 2020.

One hundred twelve countries remained for analysis, contributing 376 trimester-
country observations (see Table 3.2 in the supplementary materials). During the pan-
demic the percentage of influenza positive tests varied across countries and trimesters
over five orders of magnitude (from less than 0.002% to a maximum of 49%, as re-
ported in 3.1B), compared to only two orders of magnitude over the pre-pandemic
period (between 1% and 95%). For 135 out of the 376 observations, the percentage of
positive influenza tests was more than 100 times smaller than expected. The reduction
of influenza positivity could be dramatic, as shown by the 0 positive tests out of 26114
processed tests reported in Japan during Mar-Jun 2021, compared to the average 75%
expected in the pre-pandemic period. An increase in the percentage of positive tests
was seen in 22 observations: This was for example the case for Haiti during Dec-Mar
2020-21, where the percentage of positive tests was 15% compared to an expected 2.2%
before the pandemic.

The spatial variation of the influenza decline is mapped in 3.2 over the 6 pandemic
trimesters. For the majority of countries, the decline remained limited during Mar-
Jun 2020, with 46 out of 65 countries reporting less than 90% reduction from the pre-
pandemic period (i.e. log relative influenza level > -1). The decline became more pro-
nounced in the subsequent trimesters, especially in North America, Europe, Mexico
and Japan during Dec-Mar 2020-21 and Mar-Jun2021. The decline was also strong in
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FIGURE 3.1: Change in influenza circulation during the COVID-19 pandemic relative to the
pre-pandemic period. A. Weekly count of processed and positive tests of influenza reported
to FluNet for all 166 countries included in the database from Dec 2014 to Jan 2022. The green
shaded area indicates the COVID-19 pandemic period considered in the study. The six blocks
indicate the trimesters. The week in which COVID-19 was declared a pandemic by WHO
is reported as reference. B. Percentage of positive tests for the pre-pandemic and COVID-
19 pandemic periods (Dec 2014 - Dec 2019 and Mar 2020 - Sep 2021, respectively), for all 376
countries and trimesters satisfying the filtering criteria on the FluNet data. For each trimester-
country, the x coordinate is the average percentage of positive tests of the five years included
in the pre-pandemic period, while the y coordinate is the percentage of positive tests during
the COVID-19 pandemic period. The size of the dots is proportional to the number of samples
found in FluNet for the pandemic period. Dots’ colour indicates the log relative influenza
level. As guides to the eyes, the three dashed lines indicate the level curves of the log relative
influenza level (L.R.I.L.) equal to -2, -1 and -0.69, which correspond to flu reductions of 99%,

90% and 50%, respectively.
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the majority of Southern-hemisphere countries during both Jun-Sep 2020 and Jun-Sep
2021. Conversely, a number of countries in South Asia (e.g. Bangladesh, Afghanistan),
Africa (e.g. Mali, Senegal, Nigeria, Kenya, Zambia) and Central America (e.g. Hon-
duras, Haiti) showed limited influenza reduction throughout the whole COVID-19
pandemic period (log relative influenza levels > -1). The levels of reduction changed
over the period. Interestingly, the log relative influenza level was as low as -2.4 during
Jun-Sep 2020 in China but increased again starting Sep-Dec 2020. A similar increasing
trend was observed also in a few other countries, e.g. in Kenya and Nigeria.

FIGURE 3.2: Influenza decline during the first 18 months of COVID-19 pandemic by
trimester-countries. Maps of the log relative influenza level for the 6 trimesters considered in

the analysis. The grey color indicates trimesters-countries not included in the analysis.

3.4.2 Clustering and regression tree analysis

The analysis was carried out on 93 countries for which covariates were available, to-
taling 330 trimester-country observations (see Table 3.2 in the supplementary materi-
als). Among the 20 covariates tested, 11 were selected as predictors of the log relative
influenza level (Figure 3.3). Sociodemographic, preparedness, geographical, weather
and COVID-19 management aspects contributed all to explaining the changes, though
COVID-19 daily cases and IDVI were the most important.

The full regression tree built from the data accounted for 69% of the variance of the
log relative influenza level (R²=0.69) (see Figure 3.7 and Table 3.3 in the supplemen-
tary materials). To interpret the relationships between the selected variables and the
trimesters-countries, we focus here on the first four splits based on IDVI, COVID-19
daily cases, longitude, and workplace mobility reduction (3.4A). The five groups iden-
tified by these splits (labeled 1 to 5, Figure 3.4A) showed a gradient in average log
relative influenza level ranging from -3.03 (reduction by 99.9%) to -0.71 (reduction by
80%). How the observations in each group rank with respect to the whole dataset is
shown in Figure 3.4B. Group 1 included 109 countries-trimesters with high influenza
decline, corresponding to the lower quartile of the whole dataset distribution. This
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FIGURE 3.3: Importance of covariates predicting influenza decline in random forest analy-
sis. Importance of covariates as predictors of the log relative influenza level. In green the 11
covariates selected as significant to build the model with the minimum prediction error fol-
lowing the Breiman’s rule. Black segments show the standard deviations of the importance.

group was characterised by high IDVI (median value corresponding to the 71th pc. of
the whole dataset), high COVID-19 daily cases (83rd pc.), old population (70th pc.), low
temperatures (25th pc.). Median reduction of workplace presence and median num-
ber of days with school closure were close to the whole-population median but were
higher than other groups, except for group 4 discussed below. Population gathering
restrictions were especially high (82nd pc.). The corresponding countries-trimesters
included countries in Europe and North America during the 2020-21 influenza season,
countries in temperate South America, and high-IDVI countries in Central America
and Tropical Asia (see Table 3.3 in the supplementary materials).

Group 2 was the smallest and clustered observations with the largest influenza
decline (median log relative influenza level corresponding to the least 8% of all data
points). It gathered all observations from Australia, Japan, New Zealand and South
Korea. These trimesters-countries showed low COVID-19 daily cases (29th pc.), high
IDVI (91st pc) and high reduction of international flights (88th pc.). Reduction of work-
place presence, and number of days of school closure and gathering restrictions were
comparatively low (23rd, 23rd, 13rd, pcs., respectively).

Group 3 corresponded to 45 observations with intermediary log relative influenza
level. Covariates were also close to the median of all data points. Singapore from Sep-
Dec 2020 to Jun-Sep 2021 is part of this group (larger tree in Figure 3.8). Covariates
of these observations are close to the second group - e.g. high influenza reduction,
low COVID-19 daily cases, high reduction of international flights. Other observations
of group 3 (e.g. Southeast Asia countries, such as Malaysia, Vietnam, Indonesia and
Thailand) were similar to Singapore, but had lower population’s age and IDVI. They
showed, however, a more limited influenza decline.

Group 4 had 39 observations corresponding to Europe and North America during
the Mar-Jun 2020 trimester. At this period, influenza decline was limited (median log
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FIGURE 3.4: Regression tree analysis of influenza decline and characteristics of the iden-
tified subgroups. A. Regression tree obtained with the variables selected in Figure 3.3. We
report here the first four splits, which partition the observations in five groups. The full tree is
reported in Figure 3.8 of the supplementary materials. For each node the average log relative
influenza level and the number of observations are reported (the former is also indicated with
a colour scale). B. Characteristics of each group. For each variable the colour of the circle in-
dicates the percentile of the whole dataset distribution the median of the group corresponds
to. The percentile value is also indicated inside the circle. The size of the circle increases with

the number of observations of the group.
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relative influenza level corresponding to the 68th pc. of all data points), but there
were already a strong response to the COVID-19 pandemic as quantified e.g. by the
reduction in the workplace presence (87th pc.) and number of days of school closure
(83rd pc.).

Finally, group 5 included 123 trimesters-countries with the lowest decrease in in-
fluenza relative to the pre-pandemic period (log relative influenza level 76th pc.). In
this group, there was a low number of COVID-19 cases (27th pc.), young population
(19th pc.), low IDVI (19th pc.) and high temperatures (70th pc.). The response to the
COVID-19 pandemic was mild, with limited reduction of international flights (28th
pc.), as well as workplace presence reduction (34th pc.) and number of days of school
closure (43rd pc.) small compared to the whole population. This group was largely
formed by tropical countries, e.g. in Africa, South and Southeast Asia, Central Amer-
ica and the Caribbean (see Table 3.3 of the supplementary materials).

3.4.3 Robustness and sensitivity analyses

Variable selection and tree structure were robust to stochastic fluctuations. The five-
group classification was robust to small perturbations in the data set, as was the selec-
tion of predictive variables. In some cases, for example with different inclusion criteria
for FluNet data, observations in Group 1 and Group 2 tended to cluster together. More
details are reported in the supplementary materials.

3.5 Discussion

The systematic analysis of influenza circulation across all continents and climatic re-
gions shows that the influenza decline was global during the spread of the COVID-19
pandemic. This decrease was heterogeneous across countries and trimesters between
March 2020 and September 2021. Demographic, socio-economic, weather and COVID-
19 characteristics explained a large part of this heterogeneity.

Influenza circulation is characterised by marked seasonal epidemics in temperate
countries but a more complex annual pattern in the tropics [67]. Surveillance may be
reinforced in epidemic times. Using the log relative influenza level allowed adjusting
for such changes. We found that influenza declined nearly everywhere and remained
low compared to the pre-pandemic period during the 18 first months of the COVID-
19 pandemic. Importantly, the global number of influenza tests remained roughly the
same in the pre-pandemic and pandemic period, ruling out change in surveillance as
the likely explanation. The largest reduction was between July and August 2020, and a
progressive increase was seen again till September 2021. Temperate countries had the
largest reduction, while it was limited in the tropics [25, 171, 172, 183].

Influenza circulation could a priori change during the COVID-19 pandemic be-
cause of governmental measures, self-adopted behavioural changes and direct interac-
tion with SARS-CoV-2. We indeed found that reduction of international flights, pres-
ence at workplaces, school attendance and mass gatherings explained part of the re-
duction, although the impact was non-linear. Initial strong restrictions against COVID-
19 had to be relaxed in some low-resource countries [171, 184, 185] allowing renewed
influenza circulation. Conversely, countries where a strong response against the COVID-
19 pandemic could be maintained saw exceptionally low influenza circulation, ex-
cept in Mar-Jun 2020 where strong local restrictions in Europe and the USA likely
occurred at the end of the influenza season, in the majority of cases [5]. For the rest
of the time, temperate countries in Europe, North America and South America that
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adopted a COVID-19 response centred over local restrictions by reducing workplace
presence, school attendance and gatherings had large reduction in influenza circula-
tion, irrespective of the reduction of international flights. This was very different in
four “zero-Covid” nations (Australia, New Zealand, Japan and South Korea) where
influenza dropped though local restrictions were limited [37], suggesting a key role for
border controls in preventing seeding from abroad. Reducing international flights by
94-97% however did not prevent influenza introduction in Vietnam from neighbouring
Cambodia [14] likely due to the difficulty of controlling land borders.

Limitation of gatherings or public events, imposed international travel restrictions
and school closure were previously found to be the main drivers in suppressing in-
fluenza [169, 170]. Actual behaviour, i.e. volume of flights rather than imposed interna-
tional travel restrictions; or percentage presence at the workplace rather than manda-
tory reduction was however more predictive of influenza reduction than governmental
restrictions. Behavioural proxies may indeed capture adhesion to restrictions that de-
pended on place and stage of the pandemic [186, 187, 188].

Reduction of influenza could also stem from direct viral interference with SARS-
CoV-2, for example through competition for cellular resources or interferon produc-
tion [189, 190]. Infection rates with influenza reportedly changed according to SARS-
CoV2 status and vice versa [190]. In this respect, we found high influenza decline with
high COVID-19 incidence in group 1, and low influenza decline with low COVID-19
incidence in group 5, but also low levels for both in zero-COVID countries. Under-
reporting of COVID-19 cases may be an alternative explanation to low COVID-19 re-
porting in the low-income countries of group 5 [184, 185, 191].

The characterisation of influenza decline in space and time may come of use to
analyse its resurgence over time. Loss of exposure to the influenza virus may lead to
more severe waves or out of season waves [165, 166] and may increase the susceptible
pool, especially in children [192, 193]. In the first half of 2022, influenza circulation
was remarkably late in Europe [194] and early in the Southern hemisphere, with a
peak above average in Australia [20]. Other epidemiological changes could occur re-
garding the exposed population and the seeding from the tropics [67] as global air
transportation resumes. Deciding on the composition of the vaccine may also prove
more difficult due to the change in the evolutionary dynamics of circulating strains
[25]. Between March 2020 and August 2022 no B\Yamagata-lineage circulation was
confirmed globally [25, 195].

Our study is affected by limitations. We assumed that influenza surveillance was
not substantially altered during the pandemic period. The number of samples in the
FluNet databases indeed did not change substantially over time, as many countries
maintained influenza surveillance or quickly resumed it after initial disruption [5, 6].
Influenza positivity rate may have been affected by changes in surveillance protocols
due to the COVID-19 pandemic. We did not account for influenza vaccination, due
to limited information at the global scale. Vaccination rates are highly heterogeneous
among countries [49]. While targeted recommendations increased coverage in the el-
derly during the 2020-21 season in 9 northern hemisphere countries and Australia [49],
the efficacy of the influenza vaccine during the study period remains unknown. Lin-
eages circulating in Southeast Asia during autumn 2020 were not included in the rec-
ommendations for the 2020-21 Northern Hemisphere season [14]. Last, we relied on
the FluNet database, which integrates worldwide influenza records aggregating coun-
tries with highly diverse influenza surveillance quality and coverage. Results from the
sensitivity analysis showed that the reported results were similar in varying exclusion
criteria.
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3.6 Supplementary Materials

3.6.1 Additional Methods

Definition of trimesters. The trimesters considered in the analyses are periods of 13
weeks, defined in such a way that the Dec-Mar trimester best covers the typical period
of flu epidemics in northern countries. Northern countries are defined as countries
with latitude above the Tropic of Cancer. The first and last day of the trimester (a win-
dow of 91 days) are identified based on FluNet data from 1995 to 2019, as follows: For
each of the 365 possible starting dates, we computed the annual proportion of positive
cases falling in the period, averaged over all northern countries and years. We then
define the Dec-Mar trimester as the one that contains the highest annual proportion
of positive cases. The Mar-Jun, Jun-Sep and Sep-Dec trimesters are identified accord-
ingly. Also, we verified that the Jun-Sep trimester according to this definition roughly
contains the highest proportion of positive cases for southern countries. The Dec-Mar,
Mar-Jun, Jun-Sep and Sep-Dec trimesters obtained begin the first Monday following
12 December, 12 March, 11 June and 11 September, respectively. Certain years have 53
weeks instead of 52, thus trimesters may occasionally have 14 weeks.

Details on the computation of the log relative influenza level. Data reported on
FluNet were partial or not consistent in some cases. Number of processed tests was
sometimes different from the sum of positive and negative tests. In this case, the sum
of positive and negative tests was used as the number of processed tests. When one
of the three records (processed, positive and negative tests) was missing, this could be
computed from the other two. The number of processed tests, when missing, was com-
puted from the sum of positive and negative tests, the number of positive tests, when
missing, was computed from the difference between processed and negative tests (pro-
vided the former was larger or equal to the later), and so on. We discarded weeks in
which only processed and either positive or negative tests were present and the num-
ber of processed tests was smaller than the number of positive/negative tests. We also
discarded weeks with only one record. Russia showed some irregularities with certain
weeks having the number of processed tests nearly equal to the number of positive
tests differently from the preceding or following weeks, signalling sudden changes in
the data collection and sharing protocol. These weeks were removed from the analysis.

Before calculating the percentage of positive influenza tests, 0.5 positive cases are
added to each trimester-country so that the positivity rate always results greater than
zero. This allows distinguishing countries without influenza and with a massive surveil-
lance system from countries without influenza but processing only a few tests.

When working with percentages - e.g. the percentage of influenza positive samples
or the percentage of annual influenza samples falling in a certain trimester - the centre
of the distribution was computed from the closure of the geometric mean, that was
proved to be a BLU (best linear unbiased) estimator, unlike the standard arithmetic
mean [164].

The log relative influenza level quantified the influenza positivity rate during the
COVID-19 pandemic period relative to the average value of the pre-pandemic trimesters
satisfying the inclusion criteria. The latter represents the expected value for the positiv-
ity rate if no secular trend was present before the pandemic. We tested for the existence
of secular trends for the trimesters-countries included in the regression tree by fitting
a linear regression to the positivity rates of pre-pandemic trimesters according to time.
No significant trend was detected - smallest adjusted p-value 0.09 after Bonferroni cor-
rection for 215 tests.
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Definition of the covariates included in the main analyses

• age: median age of population, UN projection for 2020.

• longitude: longitude of the centre of population of the country in degrees, from -
180 (W) to 180 (E). Longitude of the country is computed as the average longitude
of all the cities of the country with more than 300K inhabitants. The average is
weighted for the population size of each city. If there are no cities in the country
with at least 300K inhabitants, the longitude of the capital is considered.

• latitude: latitude of the centre of population of the country in degrees, from -90
(S) to 90 (N). The latitude is calculated analogously to the longitude.

• T: average temperature (in Celsius degrees) of the trimester-country. For each
country, the temperature is computed as the average temperature of all the cities
within the country with more than 300K inhabitants, weighted by the popula-
tion size. If there are no cities in the country with at least 300K inhabitants, the
capital is considered. Temperature data are taken from the ERA5 dataset, which
provides hourly estimates of weather variables for all locations identified by a
regular lat-lon grid of 0.25 degrees. The temperature of a city is calculated by
looking at the closest grid point to the city and averaging the temperatures for
the hours 0h00, 6h00, 12h00 and 18h00 of each day of the trimester.

• RH: average relative humidity, computed analogously to the temperature.

• IDVI: Score for the preparedness of a country in facing infectious diseases, from
0 (most vulnerable) to 1 (less vulnerable).

• COVID-19 daily cases: number of reported daily cases of COVID-19 per million
of inhabitants averaged over the trimester.

• workplace presence reduction: median over the trimester of the daily percent-
age reduction of presence at workplaces.

• reduction of international flights: average percentage of reduction in the in-
bound and outbound air passengers of the country for each trimester with re-
spect to the same trimester of 2019. The reduction for a trimester is calculated
as the weighted average of the monthly reduction for the 4 months covering the
trimester, with first and last months of the trimester, partially covered by the
trimester, weighted 0.5, while the other months, fully covered by the trimester,
weighted 1. The reduction for the month m and the year y = {2020, 2021} is
defined as 1− wm,y/wm,2019, with w being the number of passengers flying to or
from the country.

• nb days of school closure: number of days over the trimester when policies re-
lated to schools and universities closure were implemented. The OxGRT dataset
provides 2 daily variables: (i) the level of severity of the policy as measured on
an ordinal scale (0=no measure, 1=altered openings for schools, 2=closing cer-
tain levels/categories of schools, 3=complete closure), and (ii) the geographical
scope, i.e. whether that policy is enforced locally or nationally. Based on the val-
ues of these variables different definitions of school closure are possible - severity
equal or above 1, 2, or 3, and each of these severity levels being implemented ei-
ther locally or nationally. To choose the most convenient definition we used an
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unsupervised approach. We first computed the number of days with school clo-
sure for each data point (trimester-country) for all possible definitions. We then
computed the distribution of the number of days with school closure over all
data points and picked the definition with maximum resolution power, i.e. that
maximises the number of observations with values not falling in the extremes.
We obtained that schools are considered to be closed if certain levels/categories
of schools were closed on a national scale or if there was at least one complete
closure on a local scale.

• nb days of workplace closure: The severity levels defined in the OxGRT dataset
were: 0=no measures, 1=recommend closings, 2=require closing for some sec-
tors/categories of workers, 3=require closing for all-but-essential workplaces.
With the unsupervised procedure described for school closure we obtained that
workplaces were defined as closed for stringency level at least 2 nationwide, or
for stringency level 3 locally.

• nb days of public event restrictions: The severity levels defined in the OxGRT
dataset were: 0=no measures, 1=recommend cancelling, 2=require cancelling.
With the unsupervised procedure we obtained that public events were defined
as closed when there was a countrywide enforcement.

• nb days of gathering restrictions: The severity levels defined in the OxGRT
dataset were: 0=no restrictions, 1=restrictions above 1000 people, 2=restrictions
between 101-1000 people, 3=restrictions between 11-100 people, 4=restrictions on
gatherings of 10 people or less. With the unsupervised procedure we defined as
gatherings restriction a nationwide ban of gatherings of more than 100 people.

• nb days of public transport restrictions: The severity levels defined in the Ox-
GRT dataset were: 0=no measures, 1=recommend closing, 2=require closing.
With the unsupervised procedure we obtained that public transports were de-
fined as closed when a recommendation (level 1) was issued at local or national
level.

• nb days of stay at home requirements: The severity levels defined in the OxGRT
dataset were: 0=no measures, 1=recommend not leaving house, 2= require not
leaving house with exceptions for ’essential’ trips, 3=require not leaving house
with minimal exceptions. With the unsupervised procedure described for school
closure we obtained that staying at home was implemented for severity level 1
or more, locally or nationally.

• nb days of international travel restrictions: The severity levels defined in the
OxGRT dataset were: 0=no restrictions, 1=screening arrivals, 2=quarantine ar-
rivals from some or all regions, 3=ban arrivals from some regions, 4=ban on all
regions or total border closure. With the unsupervised procedure we obtained
that international travels were defined as enacted for severity level 3 or 4.

• nb days of facial covering requirements: The severity levels defined in the Ox-
GRT dataset were: 0=no policy, 1=recommended, 2=required in some specified
shared/public spaces with other people present, 3=required in all shared/public
spaces with other people present, 4=required at all times regardless of location
or presence of other people. With the unsupervised procedure we obtained that
mask use was implemented for severity level 3 or 4.
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• nb days of testing implementation: The severity levels defined in the OxGRT
dataset were: 0=no testing policy, 1=only those who both (a) have symptoms
AND (b) meet specific criteria, 2=testing of anyone showing COVID-19 symp-
toms, 3=open public testing. With the unsupervised procedure we obtained that
testing policies were defined as implemented for stringency level 3.

• nb days of contact tracing implementation: The severity levels defined in the
OxGRT dataset were: 0=no contact tracing, 1=not for all cases, 2=contact trac-
ing for all identified cases. With the unsupervised procedure we obtained that
contact tracing was defined as implemented for severity level 2.

• nb days of elderly shielding: The severity levels defined in the OxGRT dataset
were: 0=no measures, 1=recommended isolation, hygiene, and visitor restriction
measures in LTCFs and/or elderly people to stay at home, 2=narrow restrictions
for isolation, hygiene in LTCFs, some limitations on external visitors and/or re-
strictions protecting elderly people at home, 3=extensive restrictions for isolation
and hygiene in LTCFs, all non-essential external visitors prohibited, and/or all
elderly people required to stay at home and not leave the home with minimal
exceptions, and receive no external visitors. With the unsupervised procedure
described for school closure we obtained that protection of elderly people was
defined as implemented when it was enforced at least at level 2 locally or nation-
ally.

Definition of the covariates included in the sensitivity analyses:

• COVID-19 daily deaths: number of reported daily deaths of COVID-19 per mil-
lion of inhabitants averaged over the trimester.

• station presence reduction: median over the trimester of the daily percentage
reduction of presence in public transport stations and transportation hubs.

• recreation place presence reduction: median over the trimester of the daily per-
centage reduction of presence at restaurants, bars, shopping malls and other
recreation places.

• home presence rise: median over the trimester of the daily percentage rise of
presence in residential places.

• stringency index: average of the daily stringency index provided by OxCGRT.
This index combines eight indicators of containment and closure policies and an
indicator regarding the presence of public information campaigns related to the
pandemic. The daily index ranges from 0 for countries with no measures, to 100
for countries adopting maximally stringent policies regarding all nine indicators.
Seven of the eleven indicators considered in the previous covariates are included
in this index.

Covariate distributions. We provide in Figure 3.5 the distributions of the log relative
influenza level and the covariates across trimesters-countries.

Algorithms for the regression analysis

Clustering and regression trees. We relied on the CART algorithm [19] to classify trimesters-
countries based on a target variable, here the log relative influenza level. In a nutshell,
observations are iteratively splitted into two groups through a binary partition over a
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FIGURE 3.5: Distributions of the 26 variables considered in the regression analysis, for all
the 330 observations included in the study. For each plot, summary values of the distribu-
tions are shown in the legend. We included here both the covariates considered in the main

analysis and the covariates considered in the sensitivity analysis.

54



3.6. Supplementary Materials

covariate that is selected at each iteration in such a way that the intra-group variance
of the target variable is minimised.

The procedure leads to building the maximal tree. Then, it is pruned in order to
avoid overfitting. In particular, we controlled the structure of the tree through two
parameters tunable on the R package [196]: minbucket is the minimum number of ob-
servations for each terminal node, cp is a regularisation parameter that penalises the
increase in the number of terminal nodes - through the addition of a linear term in the
error function. The two parameters are optimised by cross-validation.

Cross-Validation for the hyperparameter tuning of the regression tree. The search for the
optimal values of minbucket and cp is run over the following grid of parameters:{

minbucket ∈ {4 ≤ m ≤ 18; m ∈N}
cp ∈ {0.001 ∗ c; 0 ≤ c ≤ 20; c ∈N}

For each point of the parameter space, 2000 trees are generated. Each tree is created
on a random sample of 70% of the data and its prediction error (1-coefficient of de-
termination) is calculated on the remaining 30% of the observations. Following the
Breiman’s rule, the optimal tree is identified as the simplest tree that has mean pre-
diction error less than the minimum error increased by its standard deviation. The
simplest tree is identified by looking at the smallest number of splits on average, the
largest minbucket, and the largest cp, in order. The optimal parameters identified were
cp = 0.011, minbucket = 4.

Variable selection through permutation risk measures for covariate importance. The Variable
Selection Using Random Forests (VSURF) algorithm [133] has been exploited to iden-
tify the predictors associated with the reduction of influenza. This method evaluates
the importance of each variable by measuring the prediction error increase when val-
ues of one variable at a time are permuted. This is a classical method used in the
framework of Random Forests and, more in general, in machine learning algorithms.
Also, some studies pointed out that permutation risk measures of variable importance
are often more effective than alternative methods based on Sobol’s indices or Shapley
values [5]. The VSURF algorithm was run using the following parameters: ntrees=8000,
nfor.thres=100, nfor.interpr=100, nfor.pred=100 (and mtry=6 by default).

3.6.2 Additional results

Countries included in the analysis

There were 166 countries that contributed to FluNet during the period from 15 Dec
2014 to 12 Sep 2021. All FluNet records for these 166 countries were included in Figure
3.1A. Upon filtering based on the quality and extent of the FluNet records, 112 coun-
tries were included in the descriptive study (Figure 3.1B and Figure 3.2). For those
countries, only the trimesters satisfying the inclusion criteria were included. Among
the 112 countries, covariates were available only for 93 countries. This last group of
countries was included in the regression analysis. The list of countries discarded at
each step and included among the 93 countries is reported in Table 3.5.

Regression tree

Additional details of the 5-group classification. We provide in the following additional
details on the 5-group repartition presented in Figure 4 of the main paper: the box
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TABLE 3.2: Scheme of countries included in the different steps of the study. Countries are
indicated with their 3-letter code, OWID_KOS is for Kosovo. Countries are grouped into five
regions, aggregating different influenza transmission zones [172]: Central and South Amer-
ica (Temperate South America, Tropical South America and Central America and Caribbean),
North America and Europe (North America, Northern Europe, South West Europe and East-
ern Europe), Africa (Northern Africa, Western Africa, Middle Africa, Eastern Africa, Southern
Africa), Western, Southern and Central Asia (Western Asia, Southern Asia, South-East Asia,

Central Asia), Eastern Asia and Oceania (Eastern Asia, Oceania Melanesia Polynesia).

plot of covariate values for observations in each group (Figure 3.6), and the list of
trimesters-countries belonging to each group (Table 3.3).

Full Regression Tree. The regression tree selected using the the algorithm had 14 ter-
minal leaves and a coefficient of determination R2 = 0.69. The leaves identified by the
model were well-defined (Figure 3.7), i.e. distinct from each other and characterised
by homogeneous values of log relative influenza level - only for two of them the in-
terquartile width of the observed log relative influenza level was greater than unity.

The tree is shown in Figure 3.8. The first four splits are done according to IDVI,
COVID-19 daily cases, longitude and workplace presence reduction as discussed in
the main paper. The other variables are used for a finer partition in smaller groups.
The classification of trimesters-countries in leaves is reported in the supplementary
data [197].

Group 1 (109 observations) is split into leaves 1 and 2. In leaf 1, lower temperatures
relative to leaf 2 are associated with a greater reduction in influenza. Leaf 1 consists
largely of temperate countries in Europe, North and South America, during the 2020-
2021 influenza season, which had a greater influenza reduction. Leaf 2 includes a more
limited number of observations (26, compared with the 83 in leaf 1) from countries
of tropical and subtropical areas with IDVI>0.54, e.g. Panama, Costa Rica, Colombia,
Malaysia. Influenza reduction for these countries was less strong compared with leaf
1, but still substantial if compared with low-IDVI tropical countries, classified in group
5.

Group 2 is formed by a single leaf with well defined properties detailed in the main
paper.

The 45 observations of the group 3 are distributed in four leaves including a few
trimesters-countries each. Similarly to the split within group 1, a first split based on
temperature separates countries with higher temperature and higher log relative in-
fluenza level (Saudi Arabia and Qatar) from countries with lower temperature and
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FIGURE 3.6: Variable distributions for the five-group partitioning by means of the regres-
sion tree. For each variable the boxplot shows the distribution in the group. Horizontal lines

show median and quartiles of the whole dataset for comparison.
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TABLE 3.3: Classification of trimesters-countries according to the high-level partitioning in
five groups by means of the regression tree. Countries are grouped into five regions, aggre-
gating different influenza transmission zones [172]: Central and South America (Temperate
South America, Tropical South America and Central America and Caribbean), North Amer-
ica and Europe (North America, Northern Europe, South West Europe and Eastern Europe),
Africa (Northern Africa, Western Africa, Middle Africa, Eastern Africa, Southern Africa),
Western, Southern and Central Asia (Western Asia, Southern Asia, South-East Asia, Central

Asia), Eastern Asia and Oceania (Eastern Asia, Oceania Melanesia Polynesia).
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FIGURE 3.7: Goodness of fit of the regression tree. The 14 boxplots display the distributions
of the log relative influenza level for trimesters-countries of the 14 leaves. The black crosses
identify the mean values of the distributions (also shown through the color scale) that corre-

spond to the predicted log relative influenza level. R² is the coefficient of determination.

lower log relative influenza level. This second branch splits based on the reduction
of international flights. On the left side of the split there is a group of 8 trimesters-
countries where low values of log relative influenza level were associated with lower-
than-average reduction of international flights, reduction of workplace presence and
number of days with gathering restrictions. This group was characterised by a number
of days of school closure higher than average. The right side of the split has two leaves
that are discussed in the main paper, i.e. leaf 5 including mainly Singapore and leaf 6
including mainly other Southeast Asia countries.

Group 4 consists of 39 observations. This includes mainly countries during Mar-
Jun 2020 that are grouped in leaf 9 (34 out of 39 observations). Five observations are
separated by the other because they have a more limited number of days with school
closure and a lower log relative influenza level. This is a heterogeneous set of countries,
mainly between Dec-Mar 2021 and Mar-Jun 2021.

Group 5 contains a significant proportion of all observations (123 out of 330) that
are separated into five leaves (leaves 10, 11, 12, 13 and 14). Interestingly, the five leaves
show a clear trend with increasing log relative influenza level that is, in general, associ-
ated with a decrease in four of the five COVID-19 response variables - COVID-19 daily
cases, reduction of international flights, reduction of workplace presence, and number
of days with school closure. Limitations on gatherings remain moderate for all five
leaves. Two splits are based on the reduction of international flights, between leaf 10
and leaves 11 and 12, and between leaf 13 and 14. For these two splits a greater reduc-
tion of international flights is associated with a lower influenza log ratio. Finally, leaves
11 and 12 differ in relative humidity. The two leaves contain almost the same set of
countries for different trimesters - e.g. Guatemala, Honduras, India, Nepal, and Zam-
bia. These are tropical countries characterised by a dry and a rainy season throughout
the year, where influenza usually peaks twice a year with the main peak during the
rainy season [7, 64, 166, 167]. Our analysis shows that for rainy seasons the reduction
of influenza was smaller.
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FIGURE 3.8: Regression tree. A Regression tree obtained with the variables selected in Figure
3. For each node the average log relative influenza level and the number of observations are
reported (the former is also indicated with a colour scale). B Properties of each leaf. For each
covariate the percentile of the whole dataset distribution the median of the group corresponds

to is indicated with the colour scale and reported in the bubble.
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3.6.3 Robustness checks and sensitivity analyses

Robustness of the variable selection procedure. The variable selection procedure is
a stochastic algorithm that may lead to different results when repeated. Therefore,
variable importance was estimated by averaging over 100 stochastic realisations. To
be sure results were stable we repeated the procedure 20 times. Each time the same
11 predictors are selected as the important covariates for predicting the log relative in-
fluenza ratios.

Robustness of the tree structure optimization. The regression tree was regularised
by two parameters (minbucket and cp) optimised with cross-validation through the
stochastic procedure discussed in the Additional methods section of the supplemen-
tary material. To be sure that the procedure converges to a stable result we repeated it
10 times. The regularisation parameters selected each time were very similar and led to
the construction of trees almost identical to the tree described in the Results section and
in the supplementary material. In particular, the classification of trimesters-countries
in the five high-level groups was robust.

Robustness of the tree under small perturbations of the dataset. We assessed the
robustness of the tree under small perturbations in the dataset. We built ten regression
trees on a random subsample of 314 observations (~95% of the total) keeping the same
11 predictors and hyperparameters. The ten resulting trees (i.e. the perturbed trees)
were compared with the tree built from the entire dataset (i.e. the reference tree) using
the Adjusted Rand Index (ARI) [168]. Specifically, we compared the classification in 5
groups to assess the robustness of the 5-group repartition discussed in the main paper.
The average score value for the ten comparisons is 0.86, indicating good agreement
between the perturbed and reference trees.

Sensitivity of the variable selection under changes on the assumption made
We tested whether the predictors of the log relative influenza level changed with

the choices made throughout the analysis. The creation of the dataset of observa-
tions is based on two main assumptions: (i) k=0.5 positive cases had been added to
each trimester-country in order to remove zero counts of influenza cases, and (ii) a
threshold s=130 for the minimum number of tests processed per quarter was set to dis-
card trimesters-countries with poor data. In addition, some choices were made when
defining the covariates. We tested the robustness of our results to all these choices by
analysing the following alternative models (the baseline model is here referred as base
0 model):

• base 1: k=1 (instead of 0.5), s=130, same covariates of the base 0 model;

• base 2: k=0.5, s=26 (instead of 130), same covariates of the base 0 model;

• base 3: k=0.5, s=260 (instead of 130), same covariates of the base 0 model;

• Cov 1: k=0.5, s=130, COVID-19 daily deaths is used in alternative to COVID-19
daily cases to quantify the intensity of the COVID-19 epidemic;

• Mob 1: k=0.5, s=130, the public transport station presence reduction is tested in
alternative to workplace presence reduction to capture changes of social activity;

• Mob 2: k=0.5, s=130, the recreation place presence reduction is tested in alterna-
tive to workplace presence reduction to capture changes of social activity;
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• Mob 3: k=0.5, s=130, the increase in home presence is tested in alternative to
workplace presence reduction to capture changes of social activity;

• No Age: k=0.5, s=130, the variables age is removed among the set of covariates to
be included in the regression;

• No IDVI: k=0.5, s=130, the variables IDVI is removed among the set of covariates
to be included in the regression;

• Str. Idx: k=0.5, s=130, all variables associated with NPIs are replaced by the strin-
gency index.

For all the alternative models the selected sets of important factors are highly simi-
lar (Table 3.4): impact of COVID-19, international mobility, workplace presence reduc-
tion (or the alternative proxy of social activity considered), IDVI, age, temperature and
longitude always result significant, while latitude and RH are discarded only once and
twice respectively. All proxies of social activity tested were classified as important.
The stringency index when included was not selected, indicating that the aggregate
information it carries is not important in explaining the influenza reduction. This is
consistent with the fact that only 2 out of the 11 governamental response variables
were selected as important.

We used the ARI similarity index to compare the sensitivity trees and the baseline
tree up to the five-group repartitions. Models Mob 1, Mob 2, Mob 3, No Age, Str. Idx.
led to an excellent recovery of the baseline tree (ARI > 0.9). The 5-group repartition
showed the same behaviour as in the baseline model. The tree obtained with Base
1 was in good agreement with the baseline tree. Interestingly, removing IDVI from
the set of covariates led to only a moderate recovery of the baseline tree (ARI= 0.69),
despite IDVI and Age being highly correlated. Age is not able to fully compensate for
IDVI in creating the 5 group repartition discussed in the main paper. This is consistent
with the fact that both covariates were found to be important by the VSURF procedure.

The comparison of trees obtained with base 2, base 3 and Cov 1 and the baseline tree
up to the five-groups repartition led to lower similarity values (ARI between 0.53 and
0.66). Still, we found that the four trees shared in large part the same behaviour. In par-
ticular, the first split was the same (i.e. based on IDVI with the same threshold value),
meaning that all partitions had the distinction between high IDVI, low influenza coun-
tries and low IDVI, high influenza ones. Also, the 2020 Mar-Jun trimesters of temper-
ate countries (comprising the bulk of group 4) remained in great part grouped together
and separated from the rest. In all three sensitivity trees, countries of group 2 of the
baseline tree (zero-covid countries) were grouped together and included in a larger
group together with countries of group 1 of the baseline tree.
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TABLE 3.4: Scheme of predictors selected for 11 alternative models. Each model includes
only variables associated with a coloured cell, green is for the selected variables, red for the
rejected ones. Additional information about the parameters k,s used for the definition of the
observation set is provided. Also, the similarity index is reported: it measures the similarity
of the five-group classifications made by each alternative model compared with the reference

model (base 0).
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Chapter 4

Understanding the coupled
dynamics of influenza (sub)types: a
global analysis leveraging
Compositional Data Analysis

This Chapter is based on the study entitled Understanding the coupled dynamics of in-
fluenza (sub)types: a global analysis leveraging Compositional Data Analyis [31]. It has been
conducted under the supervision of my PhD advisor Chiara Poletto (Sorbonne Uni-
versité, University of Padova), with the collaboration of Pierre-Yves Böelle (Sorbonne
Université) and Vittoria Colizza (Sorbonne Université, Georgetown University). It is
currently under review by the co-authors and will be submitted in the coming weeks.

The code for the reproducibility of the analysis is available at https://github.com/
FrancescoBonacina/coupled-dynamics-flu-subtypes.

4.1 Abstract

Background & aims of study. (Sub)type composition of seasonal influenza waves varies
in space and time. Different (sub)types tend to have different impacts on different
population groups, therefore understanding the drivers of (sub)types’ co-circulation
and anticipating (sub)type composition is important for epidemic preparedness and
response. In this study, we propose the application of Compositional Data Analysis
(CoDA) to quantitatively analyze the proportions of flu (sub)types.
Methods & results. Influenza (sub)type compositions – i.e. vectors of frequencies of
A\H1N1, A\H3N2, and B infections – sum to one and therefore are not defined in a
metric space. CoDa is widely used in geology and ecology to treat this kind of data. In
accordance with CoDA’s precepts, we can apply an isometric log-ratio transformation
to map compositions into points of a metric space, thus opening the path to statisti-
cal analyses of compositions’ trajectories. From FluNet, we reconstructed (sub)type
compositions by country and year from 2000 to 2022 and analyzed them in the CoDA
framework. First, we looked at global ecological trends by comparing annual statistics
of (sub)type mixing by country. Distributions were similar across years except for atyp-
ical years of extraordinarily low mixing occurring in correspondence with a new clade
emergence (2003/2004 season), A1N109pdm emergence, and the COVID-19 pandemic.
Second, we addressed the geographical structuring by clustering the trajectories of
annual countries’ compositions. We identified two macroregions with synchronous
(sub)type alternation and constantly strong (sub)type mixing, respectively. Finally, we
probed the potential of the CoDA framework for forecasting the annual time series of
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countries’ compositions. Among the tested models, the Bayesian Hierarchical Vector
AutoRegressive model was the best performing, improving the predictions obtained
with naïve approaches.
Implications. CoDA allowed identifying meaningful patterns in the spatiotemporal dy-
namics of influenza (sub)types and showed its potential for the forecast of (sub)types
compositions. The statistical and visualization tools presented here provide a synthesis
of surveillance data that could enable novel hypotheses on influenza drivers. A similar
technique could be applied to different spatiotemporal scales or any epidemiological
data in the form of percentages.

4.2 Introduction

Since 2009 the H1N1pdm and H3N2 subtypes of influenza type A and influenza type
B co-circulate in the human population [40, 198]. The influenza viral diversity pro-
foundly impacts the epidemiological characteristics of influenza epidemics [8, 9, 199].
Due to the mechanism of immune imprinting [44, 192, 200], the H3 hits more severely
the elderly [11, 13, 53]. As a consequence of this, combined with the higher transmissi-
bility of H3 [59], influenza waves dominated by this subtype are often more severe. On
the other hand, influenza A/H1N1 and B cause a higher burden among the younger
population [13, 53, 201]. In the northern temperate regions, the peak of B infections
typically occurs a few weeks after the peak of A infections [54, 65]. These examples
show that anticipating the (sub)type composition of approaching seasons is key to im-
proving our preparedness for seasonal waves, e.g. allocating hospital capacities and
optimizing vaccine distribution among age groups.

Still anticipating the (sub)type co-circulation is complicated by the fact that flu
viruses interact with each other. Evidence of viral interference has emerged from
experiments with ferret models [56, 58] and from population-level epidemiological
analyses [54, 59, 60, 76, 199, 202]. In particular, past studies have shown that cross-
immunity is an important ingredient of models aiming at reproducing plausible in-
fluenza dynamics [203, 204]. In other words, Influenza (sub)types form a coupled eco-
logical system that needs to be studied as a whole. A second source of complication is
represented by the fact that influenza rapidly spreads globally and viral compositions
in different countries are interdependent [15]. This makes the study of worldwide in-
fluenza circulation essential for interpreting the viral patterns observed at the country
scale.

In response to these needs, the Global Influenza Surveillance and Response Sys-
tem (GISRS) [17] gathers and makes available through the FluNet portal a weekly
number of samples by (sub)types and country. The quality and quantity of the data
is constantly increasing. Yet, surveillance systems are not standardized across coun-
tries, therefore counts of infections cannot be compared from one country to another.
Percentages of infections by (sub)type are more robust to biases and amenable to cross-
country comparison. They also more directly describe the patterns of dominance/codominance
among (sub)types. Previous works analyzed these data with descriptive statistics,
e.g. computing the minimum/maximum percentages of infections by (sub)type or
the number of seasons in which each (sub)type was predominant [51, 52, 54, 65, 98].
This has led to important findings. It has provided evidence for the alternation of
A/H1N1pdm and A/H3N2 in temperate regions [98], has pointed to the predomi-
nance of A/H3N2 among all (sub)types [54], and has addressed the altered (sub)type
circulation following the emergence of the A/H1N1pdm (sub)type [76] and the COVID-
19 pandemic [51]. However, further developments in this direction are complicated by
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the fact that treating percentage data is not easy. More sophisticated quantitative anal-
yses cannot be used without defining a proper metric space.

Here, we investigated the coupled dynamics of (sub)types by analyzing their rel-
ative abundances across countries and years through the Compositional Data Analy-
sis (CoDA) framework [137, 140]. This approach is used in ecology and geology to
map percentage data into a metric space thus easing quantitative analyses. Through
CODA we defined for each country a trajectory in the (sub)type composition space.
We quantified how these trajectories evolved in time and their spatial structure. We
then proposed an approach able to leverage this structure to forecast (sub)type relative
abundance in each country one year ahead with improved accuracy compared with
naive estimators.

4.3 Results

4.3.1 A Compositional Data Analysis framework for studying the relative
abundances of flu (sub)types

We study the relative abundance of flu (sub)types for different countries-years, defined
by vectors of percentages of the form (B%, H1%, H3%) - for brevity, we will now on
use H1 for the A/H1N1 strains (both the historical and the pandemic ones), and H3 for
A/H3N2. We consider weekly surveillance data reported in FluNet [17, 18] from 2000
to 2023, for up to 151 countries. Data are aggregated annually - year beginning at the
end of April - to define country-year vectors, as depicted in Figure 4.1A (for details see
the Methods). In mathematical terms, these vectors are multivariate observations that
live in the 3-part simplex S3 (Figure 4.1B). In the jargon of Compositional Data Anal-
ysis [140], they are called compositions, i.e. vectors of positive components that sum
to a constant. The study of this type of data involves several problems well-known
in compositional statistics. For example, the fact that components are inherently non-
independent makes it difficult to assess correlations between compositions [138, 139,
140]. Also, since compositions live in a bounded space, a variation of one unit is all the
more important the closer one gets to the edges [137]. Therefore, the statistical tools de-
veloped for unconstrained data cannot be used for studying compositions [137]. In the
1980s, Aitchison developed a formal study of compositions [28, 140]. In particular, he
proposed log-ratio transformations to map constrained data into new unconstrained
data, thus making them suitable for analysis with standard statistics. This method is
commonly applied in fields such as ecology, geology, and environmental science [142,
205, 206, 207, 208], where it is common to work with data in the form of proportions.

Here, we apply the isometric log-ratio (ilr) transformation proposed by [144]:u =
√

2
3 ln B%√

H1%∗H3%

v =
√

1
2 ln H1%

H3%

(4.1)

The vectors (B%, H1%, H3%)∈ S3 were then mapped into vectors (u, v) ∈ R2, where
u denotes the relative abundance between influenza B and the average proportion of
influenza A subtypes, while v denotes the relative amount of H1 vs. H3. The relative
abundance of (sub)types for 132 countries in 2017 is depicted in the (u, v) coordinates
in Figure 4.1C. The metric space thus defined allows us to compute statistics on (u, v)
points, but also to define trajectories of points to follow the trend of (sub)types in a
given country over time (Figure 4.1D). We can then identify countries with similar
trajectories and compute statistics on the ensemble of trajectories. Together with the
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continuous representation of the relative abundances of (sub)types, we can introduce
discrete states corresponding to (sub)type dominance or co-dominance. We considered
one (sub)type to be dominant if it accounted for at least 50% of the samples, otherwise,
the three (sub)types were co-dominant. These states correspond to the four regions of
the simplex, or equivalently, of the Euclidean space identified by the dotted lines in
Figures 4.1B and 4.1C.

FIGURE 4.1: Relative abundances of influenza (sub)types H1, H3, and B. A) Incidence by
(sub)types for France, Australia, and Singapore. Incidence curves from April 2017 to April
2018 are used to estimate the relative abundances of the (sub)types in 2017. B) Proportions
of H1, H3, and B represented in the simplex. Observations for 132 countries in 2017 are
shown in the 3-part simplex, each point corresponds to one of the countries. The dotted line
identifies the co-dominance region at the center, while the other three portions of the simplex
correspond to the dominance of a (sub)type. The colors of the points are associated with their
position in the simplex and so with the relative abundance of the (sub)types: gray indicates a
perfect co-circulation, while yellow, cyan, or magenta designate the total dominance of B, H1,
or H3, respectively. C) Relative abundances of (sub)types represented in R2. The same 132
points are represented in the 2D Euclidean space after an isometric log-ratio transformation.
D) Trajectory of relative abundances of (sub)types in R2 for France, from 2000 to 2022. The
point for 2020 is missing because <50 classified cases were reported in France in the period
Apr 2020 to 2021. Points follow the same triangular color code in Figures B) and C) and D).

4.3.2 Degree of (sub)type mixing over time

The ensemble of (sub)type composition trajectories for the 151 countries is provided in
Figure 4.2A. The number of countries contributing to FluNet was initially limited (in
2000, only 30 countries contributed more than 50 samples, our threshold for inclusion),
but steadily increased throughout the following years (e.g. 62 countries contributed in
2008) and then steeply rose after the 2009 influenza pandemic (109 in 2010). Concur-
rently to the global spread of SARS-COV-2, influenza incidence reduced massively [30,
172], to the point that only 26 countries reported at least 50 cases in 2020. Circulation
of influenza viruses gradually resumed in 2021 and 2022 [51, 209, 210].

Figure 4.2A shows strong country-to-country variations in the (sub)type compo-
sitions. We first analyze global trends focusing on the variation in time of (sub)type
mixing distribution across countries. To this end, we introduce the mixing score. This
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indicator ranges from positive values for compositions within the co-dominance re-
gion - i.e. when (sub)types co-circulate in similar proportions - to negative values
when one strain is dominant, and equals zero when one strain is responsible for ex-
actly 50% of the infections. The mixing score quantifies (sub)type mixing in each coun-
try thus enabling defining distributions as synthetic indicators of the global (sub)type
co-circulation in a given year. The comparison among distributions of different years
(Figure 4.2B) clearly shows anomalous events. Results did not change when comput-
ing the mixing score for points represented with alternative log-ratio coordinates (Sup-
plementary Material).

Boxplots of the mixing scores in Figure 4.2B have interquartile intervals ranging be-
tween -1.82 and 0.13. Co-dominance does not happen frequently and for the majority
of years one (sub)type is dominant - negative values of mixing score corresponding to
a (sub)type accounting for >50% infections. At the same time, however, strong domi-
nance of a (sub)type (e.g. the (sub)type accounting for >75% of the infections) is also
rare. For example, in 2017, one strain accounted for more than 75% of the infections in
only 22 out of 132 countries. Still, Figure 4.2B highlights anomalous years, i.e. 2003,
2009, 2020, and 2021, when the mixing score reached extraordinarily low values - in-
terquartile values ranging from -3.66 and -0.10. H3 was strongly dominant in 35 out
of 45 countries in 2003, and H1 in 80 out of 96 countries in 2009 (Figure 4.2C). In 2020
only 4 out of 26 countries experienced (sub)type co-dominance, while in 13 countries
one (sub)type was strongly dominant. In 2021, H3 strongly dominated in 70 countries
out of 100, H1 in 3, and B in 3.

Atypical distributions reveal relevant ecological events that occurred at the global
scale in those years. A new clade of influenza H3N2 - the A/Fujian/411/2002-like
(H3N2) - was first isolated in 2002 and quickly disseminated in 2003 and 2004, becom-
ing the dominant strain worldwide thanks to immunity evasion [211, 212]. Similarly,
in 2009 a new strain of H1 hosted in pigs entered the human population in Mexico and
disseminated globally, giving rise to the 2009 swine flu pandemic declared in June 2009
by W.H.O. [88, 213, 214]. Recently, Dhanasekaran and co-authors described the change
in the (sub)type distribution in the aftermath of the SARS-COV-2 pandemic [25]. They
reported counts and genetic classification of flu specimens tested in the few countries
that experienced flu outbreaks from April 2020 to July 2021. Their findings unveiled
spatial segregation (see also Figure 4.5), likely attributable to the unprecedented re-
duction in international mobility [215], which acted as a barrier preventing localized
epidemics from spreading beyond their origins [25, 30]. From April 2021 to April 2022,
some spatial segregation of (sub)types persisted, accompanied by the return of a global
influenza circulation - though not yet at pre-pandemic levels - dominated by H3 [216].

4.3.3 Countries with similar trajectories of flu (sub)type dynamics

Besides interannual variability, the co-circulation dynamics of (sub)types present spa-
tial structures. We analyze trajectories of 81 countries with complete data in the longest
period of regular circulation of influenza, namely from 2010 to 2019, to exclude the ef-
fects of the flu swine and the SARS-COV-2 pandemics declared in June 2009 and March
2020, respectively, and we looked at countries with similar patterns of flu (sub)type al-
ternation.

By performing Ward’s linkage hierarchical clustering, we identified two groups of
countries with similar trajectories of (sub)type relative abundances: Group I consists of
39 spiked trajectories oscillating synchronously, and Group II of 42 flatter trajectories
(Figure 4.3A). The two groups interestingly correspond to distinct spatial regions, with
Group I including countries from Europe (32), West Asia (4), and North Africa (2) as
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FIGURE 4.2: A) Trajectories of relative abundances of influenza (sub)types H1, H3, and
B. We present trajectories for 151 countries, including years from 2000 to 2022 for which the
number of flu cases classified by type was ≥ 50. The number of countries included by year is
shown at the top. B) Degree of mixing of flu (sub)types over time. For the years 2000 to 2022,
the mixing score of flu (sub)types was computed for each country, and their distributions are
depicted through the boxplots. Positive scores represent countries where each (sub)type is
responsible for <50% cases, negative scores denote the dominance of one (sub)type. C) Flu
(sub)type abundances for atypical years. In 2003, 2009, 2020, and 2021, (sub)type mixing
was unusually low. In 2003 and 2009, almost only one (sub)type - respectively H3 and H1 -
circulated in most countries. Spatial segregation of flu (sub)types occurred in 2020 and 2021

and only a few countries experienced co-circulation of multiple (sub)types.
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well as South Korea, and Group II including countries from all over the world except
Europe (Figure 4.3B). Groups are robust when testing for other clustering techniques,
other data inclusion criteria and alternative log-ratio coordinates for representing tra-
jectories (supplementary material).

Our grouping matches well with the Influenza Transmission Zones (ITZs) defined
by W.H.O. [217], in the sense that all Group I countries belong to Europe, North Africa,
and West Asia, except for Iran from the Southern Asian ITZ and the Republic of Korea
from the East Asian ITZ, while Group II countries belong to the other ITZs, except for
Oman and Qatar from the West Asian ITZ (Figure 4.6).

The most evident result of the clustering is that the Group I countries have a strong
alternation of (sub)types, well characterized and different from the rest of the world.
Group II, on the other hand, includes countries that overall tend to have less alterna-
tion. In the tropics, in particular, there is a continuous circulation of all the (sub)types
resulting in a higher mixing than in temperate regions overall. This is probably due to
the different seasonality of influenza epidemics in the different climatic regions [2]. No-
tably, the combined effect of partial extinction of influenza viruses during the summer
season, importation of new variants from abroad, and cross-immunity of (sub)types
promotes more pronounced alternation of (sub)types in temperate regions. Yet, in
Group II, alongside tropical nations, there are also several countries located in temper-
ate regions across both hemispheres. Six Central and South American countries (Mex-
ico, Nicaragua, El Salvador, Costa Rica, Argentina, Chile) and five Northern Hemi-
sphere countries (United States, Canada, Japan, Mongolia, Kazakhstan) are classified
within Group II but are then separated into two distinct subgroups by successive itera-
tions of the hierarchical clustering (Supplementary Materials). Both of these subgroups
show a marked alternation of (sub)types which is not synchronized with Group I. The
five Northern Hemisphere countries, specifically, differentiated from Group I for a dif-
ferent pattern of H1 and H3 dominance in the early years following the 2009 pandemic
(Supplementary Materials) [76, 98].

4.3.4 One-year forecasting of flu (sub)type relative abundances

The representation of (sub)type dynamics in terms of trajectories enables forecasting.
We considered the same 81 country-specific trajectories of the previous section and
tested five methods for predicting the relative abundance of flu (sub)types one year
ahead. For each trajectory, we calculated the forecasts for the years 2017, 2018, and
2019, each time training the five algorithms on all the previous years since 2010.

First, we defined two forecasting methods that do not require CoDA. The simplest
approach is to assert that the probability of encountering a specific dominance state
(H1, H3, B, or co-dominance) in the coming year within a country corresponds to the
frequency of observation of the state during the previous years. We considered this
method as the null model, M0 frequency-of-past-states. A second simple model, the M1
H1-H3-alternation, is based on the knowledge acquired from past analyses of (sub)type
dominance at large spatio-temporal scales, which revealed that H1 and H3 viruses
tend to alternate, while influenza B often co-dominates [54, 76, 98]. Based on this, we
predicted the composition at year y by taking the composition at year y1 with reversed
percentages of H1 and H3. Going a step further, thanks to CoDA we were able to define
more sophisticated methods based on statistical tools otherwise difficult to apply to
percentage data. The M2 average model calculates the average of the time series. The
M3 VAR model is a Vector AutoRegressive (VAR) model with lag=1, i.e. a linear model
in which each composition is computed from the previous year’s composition [148].
Finally, we took advantage of the spatial patterns identified before, to define a Bayesian
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FIGURE 4.3: Countries with similar trajectories of flu strain alternation. A) Hierarchical
clustering of trajectories of H1, H3, and B relative abundances. Trajectories for 81 countries
from 2010 to 2019 are clustered in two groups - Groups I and II - with 39 and 42 countries,
respectively. The medoid trajectories - i.e. the most central trajectories - of the two groups are
highlighted in black and are reported in the legends. B) Geographic positioning of Group I

and Group II countries. (Source of shape files for the map: Natural Earth [218].)
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Hierarchical Vector AutoRegressive model (M4 HVAR), as applied in [145]. Through
this algorithm, countries were no longer considered independent, and the forecast now
presupposed similarity in VAR processes for the trajectories of countries within the
same group. In practice, we applied the M4 HVAR model separately on Group I and
Group II countries, each time simultaneously estimating the VAR coefficients for each
trajectory within the group. Predictions for France (Group I) and Australia (Group II)
are illustrated in Figure 4.4 as examples.

FIGURE 4.4: Prediction of relative abundances of flu (sub)types for France in 2019 and for
Australia in 2019. Predictions are computed using the M4 HVAR model of order 2 and 1,
respectively. The observed trajectories from 2010 to 2018 are represented with black solid
lines, while the dashed segments link the points of 2019 to predict. The thinner gray lines
correspond to the trajectories of the other countries within the respective group - Group I
for France, and Group II for Australia - that are considered to train the model. The crosses
depict the predictions and the shadow areas the ellipses associated with the 95% confidence
intervals. Dot colors follow the triangular color code such that yellow, cyan, and magenta
indicate a predominance of B, H1, and H3, respectively. The co-dominance regions are also

shown with dashed lines as a reference.

We looked at the percentages of correctly predicted dominance states - the Dom-
inance State Accuracy - to assess the forecast performances of the models (Table 4.1,
left panel). By using the M0 frequency of past states model we were able to correctly
predict the dominance state 19% of the time for Group I countries, 36% for Group II
countries, and 28% for all the countries. In this case, the accuracy was approximately
comparable to a random guess, where one of the four possible dominance states is sam-
pled with probability 1/4. Estimates substantially improved with the M4 HVAR model,
with which we obtained 32%, 40%, and 36% correct predictions, respectively. The other
models overall did not provide more accurate predictions than the M0 model.

The dominance state is the most interesting datum from an epidemiological point
of view, but at the same time, it only provides quantized information, as the result of
coarse discretization of (sub)type proportions. Models M1 to M4 have the advantage
of operating on continuous values and allow us to estimate (sub)type compositions,
including confidence intervals for models M2, M3, and M4. Thus, we also wanted to
assess the performances of models M1,M2, M3, and M4 by looking at the predicted vs.
observed compositions. To this end, we relied on the Energy Score [219] - a metric for
evaluating probabilistic forecasting often used in epidemiology [146] - (Table 4.1, right
panel), as well as the Dawid-Sebastiani Score [219] and Variogram Score [220] as alterna-
tive scores for additional robustness checks (Supplementary materials). Those metrics
are all designed to account for both calibration and sharpness of predictions, and all
agreed on the supremacy of the M4 HVAR model. It is worth noting that, as expected,
discrepancies in model performances were less accentuated for Group II countries that
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had flat trajectories, while the M4 HVAR model revealed its potential to capture fluc-
tuations in Group I trajectories. We also tested predictions on trajectories defined with
alternative log-ratio coordinates and obtained very similar findings (Supplementary
materials).

TABLE 4.1: Evaluating methods for influenza (sub)type forecasting. In the columns: two
scores are considered to compare five prediction methods. On the rows: average prediction
scores are computed for Group I countries, Group II countries, and all the countries. Meth-
ods that perform best by country groupings are highlighted for both the Dominance State
Accuracy and the Energy Score. We precise that Accuracy is positively oriented, whereas the
Energy Score is negatively oriented. This implies that as the model’s performance improves,

Accuracy increases, while the Energy Score decreases.

A close look at the estimated coefficients for the M4 HVAR model reveals interest-
ing perspectives on the coupled dynamics of the (sub)types. First, we find that within
the same group, the coefficients estimated are overall robust from country to country
(Figures 4.8, supplementary material). Second, the offset of the model estimated for
Group I countries identifies a co-dominance of the (sub)types as the most likely situ-
ation, with H3 abundance close to 50 percent. This is in line with the fact that overall
H3 is the most circulating subtype [51, 52] due to its fast mutations that make it highly
transmissible [15, 40]. For Group II countries, we found the same tendency, but with a
higher mixing of (sub)types on average and a higher variability from country to coun-
try. Finally, the other coefficients in the models regulate the viruses’ alternation and
are independent of the specific country. They are almost all negative, indicating that
the (sub)types tend to alternate from one year to the next, as illustrated by the reversal
of colors in Figure 4.9 (Supplementary Materials). This is consistent with other studies
[98] and with the cross-immunity effect described in the literature [58, 59, 60, 61, 202].

4.3.5 One-year forecasting of the (i) dominance/non-dominance and of the
(ii) circulation/non-circulation of each (sub)type

We predicted the relative abundances of (sub)types one year ahead in terms of compo-
sitions - i.e. (B%, H1%, H3%) - and in terms of dominance states - i.e. dominance of B,
H1, H3 or co-dominance. This is a complex task because it involves multilabel classi-
fication and so, even proposing methods that substantially improve naive estimations,
we still end up with results that are not informative enough for public health response.
Here, we simplify the problem by asking binary questions. In particular, we focus on
one (sub)type at the time and we ask whether this specific (sub)type:

(i) will be dominant (>50% of cases) in the next year (true or false?);

(ii) or it will have a negligible impact (<10% of cases) in the next year (true or false?).

Hereafter, for each (sub)type we answer questions (i) and (ii), by using the same five
methods applied before. We imagine a situation where public health authorities have
some standard procedures that are applied to face the coming influenza season and
those procedures can be modified and optimized only in the presence of additional
reliable information regarding the (sub)type dominance. In such a scenario, above
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all, it is important to avoid false positives and that’s why we evaluate predictions by
computing the precision. Other metrics are considered for robustness checks and show
consistent results (see Supplementary Materials).

Results in Table 4.2 show that the M4 HVAR model is the best-performing model
for predictions on B and H3 (sub)types, while the average is the best for H1. In par-
ticular, the M4 HVAR provides the largest improvement when applied to trajectories
of Group I countries. For example, for those countries, the M4 HVAR model correctly
identified 31 of the 41 cases in which B accounted for less than 10% of infections, with
only five false positives (not shown). This corresponds to a precision in predicting B
negligibility of 0.86 for M4 HVAR, compared to 0.17÷0.53 for the other models. We find
a similar improvement when predicting the negligibility (dominance/non-dominance)
of H3, where precision for M4 HVAR was 0.49 (0.58) compared to 0.13÷0.36 (0.0÷0.38)
for the other models. Furthermore, results were robust when predictions were run on
trajectories expressed in alternative coordinates (Supplementary Materials).

TABLE 4.2: Evaluating methods for predicting the (i) dominance/non-dominance and the
(ii) circulation/non-circulation of each (sub)type one year ahead. Results are summarized
in six panels: for each one of the three (sub)types (on the rows) we answered two questions
(in the columns). In each panel, the average precision is computed to compare predictions
for Group I countries, for Group II countries, and for all countries, by using five different

prediction methods. We highlight the method performing best by country groupings.

4.4 Discussion

We provided a fully quantitative representation of spatio-temporal influenza (sub)type
dynamics in terms of country-year trajectories. We treated percentages of flu cases by
(sub)type through the framework of CoDA thanks to which we developed visualiza-
tion tools, synthetic ecological indicators, and quantitative analyses.

First, we focused on events of disruption of (sub)type mixing that typically occur
when a particularly transmissible flu variant emerges. Previous studies often investi-
gated single events, analyzing the virus sequences and the antigenic maps to quantify
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the advantage of the new variant [212, 221]. Here, we focused on the global scale and
addressed the detection of those events over time and the concise quantification of
their intensity worldwide. This framework will enable us to follow the changes in flu
circulation after the COVID-19 pandemic.

Then, we considered the intra-pandemic period from 2010 to 2019 and investigated
the spatial patterns of the (sub)type alternation. We found that Europe and neigh-
boring countries were characterized by a strong and well-synchronized alternation of
(sub)types, clearly distinguishable from patterns observed for the rest of the world.
This geographical structure proved to be valuable information for making predictions
about the relative abundances of (sub)types for the following year.

This forecasting problem is essentially new in the literature. Previous studies looked
at the ongoing influenza epidemic and predicted influenza incidence weeks in advance
[222, 223, 224, 225, 226]. Other studies focused on the evolution of influenza viruses,
considering genetic mutations and antigenic characteristics to predict the growth, de-
cline, and replacement of circulating clades for an individual influenza subtype/lineage
[46, 227, 228, 229, 230]. In this study, we investigated the conventional subject of in-
fluenza (sub)type distribution, while also posing a novel question—predicting their
relative abundances a year ahead. We showed that within the CoDA framework, it was
possible to define sophisticated statistical methods that substantially improve naive es-
timations. The goodness of predictions was highly variable, with the M4 HVAR algo-
rithm generally performing well for Group I countries (39 European and neighboring
countries) and for B and H3 (sub)types. In some cases, we got surprisingly accurate
results: for Group I countries, in 86% of the cases where we predicted negligible in-
fluenza B circulation for 2017-2019, influenza B was actually responsible for less than
10% of the cases. Predicting the relative abundances of (sub)types might help tailor in-
terventions, by identifying the cohorts most at risk, distributing vaccines accordingly,
informing public health practitioners, and allocating beds and intensive care in hospi-
tal wards.

We point out some limitations that can be enhanced by future research. First, we
did not consider vaccine coverage. However, it is clear that this element could im-
prove predictive models, as the amount of circulating (sub)types may to some extent
be the result of vaccine coverage. Unfortunately, global data on flu vaccine coverage is
currently not publicly available. Additionally, the inclusion of this type of data is chal-
lenging, both because vaccine efficacy largely varies over time and by (sub)type, and
also because vaccine efficacy is typically estimated against severe symptoms, making
it complicated to evaluate the vaccine’s impact on virus transmission. Second, we in-
cluded spatial dependencies only implicitly, by distinguishing countries in two groups
before the application of the M4 HVAR model. However, it would be of interest to ex-
plicitly incorporate spatial correlations, similar to the approach of Paul et al. in their
analysis of flu epidemics in the South of Germany [231]. Lastly, further research might
include demography, climate, and air travel.

We also specify that our forecast framework is applicable for periods of stable strain
circulation, as was the case for years 2010-2019. Following the COVID-19 pandemic,
the global circulation of influenza viruses was highly perturbed, making any predic-
tion more difficult.

Similar analyses can be applied to surveillance data of influenza at different spatio-
temporal scales or to any epidemiological data in the form of percentages. For example,
now that PCR swabs to simultaneously test for SARS-COV-2, Influenza, and RSV infec-
tions are available, the possibility arises to comprehensively investigate the intercon-
nected dynamics of these respiratory diseases (for previous studies in this direction see
[117, 119]). More broadly, there is a variety of circulating viruses with distinct strains
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capable of causing different diseases. For instance, enteroviruses encompass more than
100 strains, most of which result in asymptomatic infections, while some can lead to
serious conditions like hand-foot-and-mouth disease or polio [232, 233, 234]. Another
context where data in percentage form are often used concerns the monitoring of an-
tibiotic usage. As an illustration, the World Health Organization reported the propor-
tional consumption of antibiotics based on AWaRe categorization for 65 countries in its
latest published report [217].

4.5 Methods

4.5.1 FluNet data

FluNet collects influenza surveillance data from different countries and provides the
number of weekly cases classified by type/subtype [17, 18]. We determine influenza B
infections by summing B, B, and unspecified cases, and H1 infections by summing pre-
2009 pandemic H1 and post-pandemic H1 cases. It may happen that for some influenza
A samples the subtype is not specified. If so, we redistributed these counts between
H1 and H3 in accordance with the proportions of the classified cases reported in the
same week. In case no influenza A case was subtyped for a specific week and country,
we looked at the proportions of H1 and H3 in the five weeks centered around the
week or, alternatively, in the year. Later, we aggregated influenza B, H1, and H3 cases
over a one-year time frame and calculated the respective percentages to define the
relative abundance of the three influenza strains. The time frame of a year considered
in the analyses goes from April to April of the following year. More precisely, the
beginning of the year coincides with the first Monday following April 23. This date was
chosen so as to minimize the risk of splitting the influenza epidemic of a country in the
temperate areas into two consecutive years. Specifically, we looked at FluNet data from
1995 to 2019 for all countries and calculated the week that on average had the lowest
proportion of annual positive cases. In all analyses, we discarded countries-years with
fewer than 50 classified influenza cases. We also tested an alternative threshold of 500
cases for robustness check.

4.5.2 Log-ratio transformations

We used the isometric log-ratio (ilr) transformation to map points from the Simplex to
the Euclidean space (defined in section Results) and the additive log-ratio (alr) trans-
formation as an alternative map for robustness check [28]. This latter is given by the
formula 4.2: {

u = ln B%
H3%

v = ln H1%
H3%

. (4.2)

Nevertheless, these transformations are not defined when any component equals
zero. Therefore, we first replaced zero components with small percentages, by using
a Bayesian-multiplicative treatment [235, 236]. Such treatment assumes that the zero
counts are the result of insufficient sample sizes, rather than a real absence of the virus.

4.5.3 Definition of the mixing score

The mixing score is defined as the distance between the point in the Euclidean plane
(u, v), representing the (sub)type composition, and the boundary of the co-dominance
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region, taken with a positive sign when the point is within that region and with a
negative sign otherwise. Let’s recall that the boundary of the co-dominance region
in the simplex is identified by the points (B%, H1%, H3%) for which one component
corresponds to exactly 50%. The ilr (or alr) transformation defines the co-dominance
region in the Euclidean space. For example, the points such that H1%=50%, under the
ilr transformation are mapped into the coordinates (u, v(u)) such that

v(u) =
√

2
(

ln (eu
√

3/2 +

√
eu
√

6 + 4)− ln 2
)

.

4.5.4 Clustering of trajectories

Clustering techniques require the definition of (i) a distance between objects and (ii) a
procedure for grouping elements given their relative distances. In our analysis, we de-
fined the distance between two trajectories – represented in (u, v) coordinates – as the
average Euclidean distance of the corresponding points. Then we applied Ward’s link-
age hierarchical clustering (Ward Jr., 1963). As alternative clustering algorithms, we
tested the weighted linkage and the k-medoid clusterings, other than Ward’s linkage
method applied to the 29 countries which had at least 500 classified cases per year. See
[237, 238] for the k-medoid method, the web page of the scipy.cluster.hierarchy.linkage
python module for the other algorithms. Hierarchical clusterings provide a hierar-
chy of nested partitions, each one made of 1, 2, . . . to N groups. Here, we relied on
the widely used Silhouette coefficients [239] to retrieve the best partition. The optimal
partition consistently grouped countries into two groups, highly similar across the sen-
sitivity analyses (Supplementary Materials). The only exception occurred with Ward’s
linkage clustering, where the first split separated Qatar from all other countries. How-
ever, the latter were then further divided into two groups. This is in line with the
classification discussed in the results.

4.5.5 Forecasting of trajectories

We studied bivariate trajectories of compositions of the form (y1, . . . , yT), such that
yt = (u, v)′t = ilr ((B%, H1%, H3%)′t), with t = 1, . . . , T. Each composition corre-
sponded to one of four possible dominance states - dominance of B, H1 or H3, or co-
dominance. We used five methods for predicting the alternation of (sub)types one
year in advance. In particular, we considered a naive method by which we predicted
only the dominance state (M0 frequency-of-past-states), and four alternative methods by
which we predicted both the dominance state and the composition. For three of these
(M2, M3, and M4), we could also compute the confidence intervals of the predictions.
A summary of the observable that can be predicted by the approach (i.e. (sub)type
composition and/or dominance state) and of the evaluation scores that can be used for
each method is presented in the supplementary material.

We detail hereafter the forecasting methods we used:

• M0 frequency-of-past-states: the probability of observing a given dominance state
in year T + 1 is given by the percentage of times the state has been observed in
years 1 to T. Accordingly, the dominant state in year T + 1 is defined as the most
observed state in the past if that state is unique, or it is defined by uniformly
randomly choosing one of the most observed states.

• M1 H1-H3-alternation: the estimated composition is ŷT+1 = (u,−v)′T, or, equiva-
lently in the simplex, (B%T+1 = B%T, H1%T+1 = H3%T, H3%T+1 = H1%T)

′.
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• M2 average: the estimated composition is ŷT+1 = 1
T ∑T

t=1 yt, and the prediction’s
confidence interval is given by the empirical covariance matrix Σ̂ = 1

T(T−1) ∑T
t=1(yt−

ŷT+1)
′(yt − ŷT+1).

• M3 VAR: assuming that the trajectory has been generated by a VAR process of
lag p, then the composition of year t can be written as a linear function of the
previous p compositions:

yt = ν + A(1)yt−1 + · · ·+ A(p)yt−p + ϵt,

where ν is a vector of two intercept terms, A(I) are 2× 2 coefficient matrices, and
ϵt is Gaussian noise. Following Chapter 3 of [148], we define:

Y = (yp+1, . . . , yT),

B = (ν, A(1), . . . , A(p)),

Zt =


1
yp
...

y1

 ,

Z = (Zp, . . . , ZT−1),
U = (ϵp+1, . . . , ϵT).

Then, the VAR(p) process can be written as Y = BZ + U. The corresponding
least squares estimator is B̂ = YZ′(ZZ′)−1. The prediction for the year T + 1 is
computed as ŷT+1 = B̂ZT, and the prediction’s confidence interval is estimated
via the empirical covariance matrix corrected for short time series:

Σ̂ϵ =
T − p + 1

(T − p)(T − 3p− 1)
(YY′ −YZ′(ZZ′)ZY′).

• M4 HVAR: we consider groups of similar trajectories and we assume that each
trajectory followed a VAR process, such that the process for country c written
in the compact form is Yc = BcZc + Uc. Then, the hierarchical structure is im-
posed by assuming that the VAR processes for the trajectories in the group are
similar. Specifically, we define BC = W + VC, with W being the matrix of co-
efficients encoding the average behavior of the group, that is the same for all
the trajectories in the group, and VC being the coefficient matrix for the single
trajectory adjustment. Moreover, we assume that elements in (W, VC, UC) are in-
dependent random variables, sampled from distributions parametrized by some
latent variables. A detailed representation of the model is shown in Section 2.3.2.
For each coefficient, it is possible to write the likelihood of the model conditional
on the other parameters. Hence, coefficients can be estimated via a Gibb sam-
pling. For the conditional distributions and the code for implementing the Gibb
sampler, we followed [145] slightly modifying their model to introduce the inter-
cept terms. From the Monte Carlo chains, we obtained several predictions ŷT+1,
that we used to estimate the final prediction and the confidence intervals.

We compared model performances across several metrics. We defined the Domi-
nance State Accuracy as the percentage of dominance states correctly predicted, in or-
der to compare dominance state predictions, while we relied on probabilistic forecast-
ing evaluation scores to compare predictions of compositions. Specifically, for each
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country-year prediction, we used the Energy Score to compare the composition y ∈ R2

corresponding to the observation with the forecast distribution F defined by N samples
X1, . . . , XN , with Xi ∈ R2, from the posterior distribution. Then, all the energy scores
were averaged to obtain a single value for the model’s performance. The formula for
the energy score is

ES(F, y) =
1
N

N

∑
i=1
∥Xi − y∥ − 1

2N2

N

∑
i=1

N

∑
j=1

∥∥Xi − Xj
∥∥ ,

where the two terms take into account the calibration and the sharpness of the pre-
diction, respectively. It is worth noting that this is a multivariate generalization of
the more common Continuous Rank Probability Score, often used in epidemiology [146].
Moreover, in the case of point forecast, it coincides with the Mean Absolute Error, and it
is therefore also suitable for evaluating the M2 H1-H3-alternation method for which we
don’t have confidence intervals.

For robustness check, we computed alternative evaluation scores. The Dawid-Sebastiani
Score is the multivariate generalization of the Logarithmic Score [219], also commonly
used in epidemiology [146], and is defined as a function of the mean µX and covari-
ance matrix ΣX of the samples Xi:

DS(F, y) = − log(|ΣX|)− (y− µX)
′Σ−1

X (y− µX).

Finally, the Variogram Score is more suitable for evaluating the correct or incorrect esti-
mation of the correlations between components of the multivariate quantity [220] and
it is defined as

VSp(F, y) =
d

∑
i=1

d

∑
j=1

wi,j(|y(i) − y(j)|p − 1
N

N

∑
k=1
|X(i)

k − X(j)
k |

p)2.

We considered p = 0.5 and p = 1 with constant weights wi,j = 1 as standard choices.
All these probabilistic forecast evaluation scores are negatively-oriented, such that they
decrease when the forecast improves. Furthermore, they are proper scores, i.e. designed
to be optimized when the forecast distribution coincides with the true distribution of
the observations [219].

4.6 Code and data availability

Analysis was implemented in R (version 4.3.2) and Python (version 3.8.5). Other than
standard packages for data treatment, plots and calculations (mainly the Python pack-
ages pandas, matplotlib, numpy, os), we relied on the following packages for specific
tasks:

• zComposition 1.4.0-1 (R) for zero imputation in the pre-processing of compositions
[236];

• robCompositions 2.3.1 (R) for mapping compositions from the Simplex to the Eu-
clidean space and back [240];

• ternary (python) for drawing ternary plots [241];

• scipy 1.6.2 (python) for clustering analysis;
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• sklearn 1.3.2 (python) for clustering analysis and computation of some of the pre-
diction evaluation scores [242];

• R code developed by Lu and colleagues [145], based on which we performed the
VAR and HVAR predictions;

• scoringRules 1.0.2 (R) for calculation of proper scores for probabilistic forecast
evaluation [243].

Code and data for reproducible analyses are available at https://github.com/FrancescoBonacina/
coupled-dynamics-flu-subtypes.

4.7 Supplementary Materials

4.7.1 Table of computable quantities for each forecasting method

We used five different methods to forecast the (sub)type compositions one year in ad-
vance. In Table 4.3 we provide a summary of the observables that can be predicted
by each approach (i.e., (sub)type compositions and/or dominance states) and of the
evaluation scores that can be computed to assess the goodness of the predictions.

TABLE 4.3: Computable quantities for each forecasting method.
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FIGURE 4.5: Relative abundances of influenza (sub)types from April 2020 to April 2021.
Countries in gray didn’t report a minimum of 50 classified cases of influenza in the period.
For the other countries, the circle’s color represents the relative abundance of the (sub)types

according to the scale defined by the ternary diagram at the bottom left.

4.7.2 Additional Results

Geographical segregation of flu (sub)types in 2020-2021

From April 2020 to April 2021 only 26 countries reported a minimum of 50 classified
cases of influenza. An unusual spatial segregation of (sub)types occurred during that
period (Figure 4.5). Only 4 countries presented a situation of (sub)type co-dominance,
while in as many as 13 countries one (sub)type was responsible for more than 75%
of the cases. H3 was almost the only circulating influenza strain in seven countries
of South-East Asia (India, Nepal, Bangladesh, Cambodia, Vietnam, Laos, and Timor-
Leste). Influenza B accounted for more than 80% of flu cases in five countries (Saudi
Arabia, Haiti, China, Etiopia, Afghanistan) and it was the dominant strain in the other
American countries and in the Russian Federation. H1 circulated mainly in Togo,
Niger, Cameroon, Ghana and Egypt.

Detailed hierarchical clustering of trajectories in 2010-2019

Grouping of countries up to the six-group partition. In Figure 4.6 we report a diagram of
the grouping of countries identified by Ward’s hierarchical clustering algorithm, de-
veloped up to the six-group partition. Our country groups are also compared with the
Influenza Transmission Zones defined by the W.H.O.

Differences between groups in terms of trajectories. We compare average trajectories for the
different country groups identified by the hierarchical clustering to highlight the main
differences in patterns of (sub)type alternation (Figure 4.7). In particular, we compare
Group I vs. Group II (excluding Qatar, since it has a specific stand-alone behavior), and
Group I vs. the three individual subgroups that compose Group II - namely South and
Central America (II), Temperate North (II) and Tropics (II). The results indicate that tropical
countries (Tropics II) experienced very limited alternation of (sub)types during 2010-
2019, compared to the other groups. On the other hand, alternation of (sub)types in
South and Central America (II) and Temperate North (II) countries, although pronounced,
was not synchronized with Group I countries and that’s why those countries were
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FIGURE 4.6: Hierarchical clustering of country trajectories compared with the W.H.O. In-
fluenza Transmission Zones. The columns correspond to the country groups identified by
Ward’s linkage hierarchical clustering up to the six-group partition. The nested structure of
the clustering is specified by the dendrogram at the top. The rows designate the Influenza
Transmission Zones of W.H.O.. The 81 countries considered in the analysis are identified by
their three-letter iso-codes. We used blue and red to show the correspondence between our
clustering and the W.H.O. ITZs. The four countries in purple are the only ones for which the

two groupings do not match.

not grouped with Europe and neighboring regions. Furthermore, on average, Group
I countries had a greater circulation of influenza H1 compared to H3 (right column
in Figure 4.7), while the abundance of influenza B vs. influenza A (left column) was
similar in all the three groups. We further investigate the trend for the United States
of America and Australia as specific countries of the temperate regions included in
Group II.

Insights into the estimated HVAR models

In Figure 4.8 we report distributions of the VAR coefficients estimated through the M4
HVAR model for Group I and Group II trajectories (left and right panel, respectively).
The model’s lag was fine-tuned for each group by testing lags 1 and 2 and comparing
the average Energy Scores for predictions across all countries within the group and all
the predicted years (2017, 2018, and 2019). Lag=2 was chosen for Group I and lag=1 for
Group II. Let us make explicit that the VAR process for countries of Group I is defined
as (

u
v
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The same process without the last term was used to model Group II trajectories.
From Figure 4.8 we see that the VAR processes adjusted for different countries

through the M4 HVAR algorithm are similar to each other. We can then focus on the co-
efficients of a specific country to get an intuition of the functioning of the VAR process
that is valid for all countries. A VAR process of order p consists of a map that deter-
mines the coordinates of point t + 1, starting from points (t − p + 1, . . . , t). To make
graphical representation possible, we consider a VAR process of order 1. Specifically,
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FIGURE 4.7: Typical trajectories of (sub)type alternation by country groups. Bivariate tra-
jectories by group are compared by looking at average trends (solid line) with standard devi-
ation confidence intervals (shaded area). Trends for the individual coordinates are shown in
the two columns. Average values over the entire period are depicted with the dotted lines. A)
Comparison of Group I, Group II, and the United States of America. B), C), D) Comparison
of Group I with the different subgroups of Group II. In B) and C) the trajectory for Australia

is also shown as an additional comparison.

FIGURE 4.8: Distributions of coefficients of the HVAR models estimated for Group I (lag=2)
and Group II (lag=1) trajectories.
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FIGURE 4.9: Illustration of a VAR transformation. Here, we consider the VAR coefficients
estimated through the M4 HVAR model with lag=1 for the trajectory of Australia from 2010
to 2018. Specifically, points of the left panel are mapped into points of the right panel via the

transformation 4.3.

we consider the process estimated for Australia, which is defined as(
u
v

)
t
=

(
0.013
−0.448

)
+

[
−0.121 0.040
−0.001 −0.265

] (
u
v

)
t−1

(4.3)

.
In Figure 4.9 we illustrate the effect of the transformation on a grid of points defined

in the ilr coordinates. We notice that:

1. the offset of the transformation defines a point within the co-dominance region,
close to the level line H3%=50% (i.e. the bottom left boundary of the co-dominance
region);

2. points of the same color have reversed positions moving from the left to the right
plot. This means that the (sub)type abundances, in general, tend to reverse;

3. The transformation results in a contraction of the points toward the co-dominance
region, indicating that the strong dominance of a (sub)type is unlikely to be pre-
dicted.

4.7.3 Robustness checks and sensitivity analyses

Alternative computations of the mixing score over time

We computed (sub)type mixing scores considering alternative Euclidean coordinates
for the country-year relative abundances of (sub)types. In particular, we choose the
additive log-ratio (alr) transformation as an alternative to the isometric log-ratio (ilr)
transformation [28] for computing the Euclidean coordinates. The distributions of the
mixing scores over time are highly similar in the two cases (Figure 4.10) and the same
four atypical years stand out.

Alternative clusterings of trajectories

We identified countries with similar alternation of (sub)types in the period 2010-2019.
The clustering analysis discussed in the manuscript was performed via Ward’s link-
age algorithm applied on 81 country trajectories in ilr coordinates, and the optimal
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FIGURE 4.10: Comparison of the distributions of the degree of (sub)type mixing over time,
calculated under the alr transformation (upper graph) and the ilr transformation (lower

graph)

partition resulted in two groups with 39 and 42 countries each (Figure 4.3 and Figure
4.6). The 81 countries were selected because they reported at least 50 cases of flu clas-
sified by (sub)type for the whole period. To test the robustness of this classification
(hereafter named as the reference classification), we repeated the analysis considering
different clustering methods, different criteria for data inclusion, and different log-
ratio transformations.

Alternative methods

• We applied the weighted linkage hierarchical clustering (see [244]) on the 81 tra-
jectories in the ilr coordinates. The algorithm first separated Qatar from all the
other 80 countries, which were further split into two clusters of 39 and 41 coun-
tries. These latter exactly match the groups of the reference classification, except for
Mongolia and the Republic of Korea. However, we precise that, according to the
Silhouette coefficient, the 2-group partition was better than the 3-group partition,
which in turn was better than the subsequent partitions.

• We tested the k-medoid clustering on the same trajectories. This algorithm corre-
sponds to the better-known k-mean methods, where barycenters are substituted
with medoids - see chp. Partitioning Around Medoids in ([237]). In this case, the
2-group partition was the optimal one, with 39 and 42 countries in each group.
Seven countries changed groups with respect to the reference classification: Croa-
tia, Jordan, Mongolia, the Republic of Korea, the Russian Federation, Tunisia, and
Turkey.

Alternative criteria for data inclusion
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• To understand whether the less reliable estimates of the (sub)type relative abun-
dances had a significant impact on the definition of the clusters, we adopted a
more stringent country selection criterion. We considered only the 29 countries
that reported at least 500 cases of flu classified by (sub)types for each year from
2010 to 2019 and we applied Ward’s linkage clustering. The optimal partition
identified two groups. None of the 29 countries changed group with respect to
the reference classification.

Alternative log-ratio transformation

• The same 81 trajectories were considered in the alr coordinates and the Ward’s
linkage hierarchical clustering was applied. The optimal partition consisted of
three groups: the first two groups (39 and 41 countries, respectively) were identi-
cal to the groups of the reference classification, except Qatar which separated from
all the other countries and constituted the third group on its own.

Robustness of model performances for predicting the trajectories of (sub)type abun-
dances

Hereafter we compute alternative metrics to evaluate the model performances in pre-
dicting the trajectories of (sub)type abundances. In addition, we repeat predictions for
the same 81 trajectories expressed in alr coordinates. The results consistently demon-
strate the superior performance of the M4 HVAR model overall. For Group II countries,
it is not the best model, but still one of the top-performing (Table 4.4).

Robustness of model performances for predicting the (i) dominance/non-dominance
and the (ii) circulation/non-circulation of one specific (sub)type

Hereafter we compute alternative metrics to evaluate the model performances in pre-
dicting the (i) dominance/non-dominance and the (ii) circulation/non-circulation of
one specific (sub)type one year ahead. In addition, we repeat predictions for the same
81 trajectories expressed in alr coordinates. Results in table 4.5 show that H3 and B
are more predictable than H1 and for those (sub)types M4 HVAR overtakes the other
models (although its supremacy is less clear concerning predictions about B’s circula-
tion in Group II countries). For H1 predictions the M2 average model seems to perform
better, but M4 HVAR is still a competitive choice. Results are consistent for predictions
on trajectories in alr coordinates (Table 4.6).
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TABLE 4.4: Robustness of model performances for predicting the trajectories of (sub)type
abundances. Seven scores (on the columns) are used to evaluate predictions of relative abun-
dances of (sub)types one year ahead. Average scores are computed to compare predictions
for Group I countries, Group II countries, and for all countries, by using five different predic-
tion methods. Predictions are calculated for trajectories in both ilr and alr coordinates (blue
and red panel, respectively). Methods performing best by country grouping and score are
highlighted. ES, DSS, VS05, VS1, and Error Rate scores are negatively oriented, meaning that
superior performance is indicated by smaller values. In contrast, increasing values of Average

Precision (from the PR curve) and AUC ROC designate an improvement of the model.
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TABLE 4.5: Robustness of model performances for predicting the (i) dominance/non-
dominance and the (ii) circulation/non-circulation of one specific sub)type. Trajectories are

expressed in ilr coordinates.
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TABLE 4.6: Robustness of model performances for predicting the (i) dominance/non-
dominance and the (ii) circulation/non-circulation of one specific sub)type. Trajectories are

expressed in alr coordinates.
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Chapter 5

Tree-based conditional copula
estimation

This Chapter is based on the paper Tree-based conditional copula estimation [32] which
has been recently submitted. This work was carried out under the supervision of my
PhD advisors Olivier Lopez (Ensae IP Paris) and Maud Thomas (Sorbonne Université).

The code used for the simulations and the real-data application is publicly available at
https://github.com/FrancescoBonacina/tree-based-conditional-copula-estimation.

5.1 Abstract

This paper proposes a regression tree procedure to estimate conditional copulas. The
associated algorithm determines classes of observations based on covariate values and
fits a simple parametric copula model on each class. The association parameter changes
from one class to another, allowing for non-linearity in the dependence structure mod-
eling. It also allows the definition of classes of observations on which the so-called
"simplifying assumption" [161] holds reasonably well. When considering observations
belonging to a given class separately, the association parameter no longer depends on
the covariates according to our model. In this paper, we derive asymptotic consis-
tency results for the regression tree procedure and show that the proposed pruning
methodology, that is the model selection techniques selecting the appropriate num-
ber of classes, is optimal in some sense. Simulations provide finite sample results and
an analysis of data of cases of human influenza presents the practical behavior of the
procedure.

5.2 Introduction

Since Sklar’s seminal result, copula theory has emerged as a practical means of describ-
ing the dependence between random variables. Allowing one to distinguish between
the marginal behavior of each component of a random vector and the dependence
structure (represented by a copula function), Sklar’s theorem opens the way to flexible
modeling of various forms of dependence (see [29]). In this paper, we propose a new
method to perform conditional copula analysis based on regression trees and derive
consistency results for this procedure.

Various estimation procedures and analyses of copulas have been studied in the
statistical literature [245, 246, 247, 248, 249]. In the presence of covariates, conditional
copula analysis consists of fitting a copula function to the conditional distribution of a
random vector. From an application point of view, Dupuis and colleagues [250] have
shown their importance in modeling certain natural disasters such as hurricanes, or
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the dependence between different expense lines in actuarial problems. Lopez and co-
authors [251] and Farkas and co-authors [252] have used this type of model for insur-
ance claim management. Another important application, for example in finance, can
be found in [253]. More generally, the study of conditional copulas also appears par-
ticularly important in Vine copulas [254]. Previous studies [152, 157, 255] have studied
both semi-parametric and non-parametric procedures for performing this analysis. Fi-
nally, Fermian and Lopez [256] have examined the case of high-dimensional covariates
and relied on a dimension reduction approach to perform the analysis.

We propose here to use regression trees to perform this conditional copula analy-
sis. Regression trees, along with the Classification And Regression Tree (CART) algorithm,
were originally introduced by [124] and are now classic tools used for several appli-
cations (e.g. see [257, 258, 259]. Apart from the computational efficiency of the CART
algorithm, an interesting feature of this approach is the ability to construct classes of
individuals (based on their characteristics) with similar behavior. In the context of
copula analysis, this corresponds to classes of individuals with the same copula (i.e.
dependence) structure. This model can be seen as a means to easily generalize the
”simplifying assumption” considered by many authors (see for example [161, 260]).
According to this hypothesis, only the marginal distributions of each component de-
pend on the covariates, while the dependence structure does not vary with them. In
contrast, in our model, the copulas are different for each cluster determined by the
regression tree, and thus the simplifying assumption holds separately for each cluster.

The rest of the paper is organized as follows. In Section 5.3, we describe the gen-
eral framework of the regression trees and the algorithm used to fit them to the data.
Section 5.4 is devoted to proving the theoretical results on the consistency of this proce-
dure. Particular attention is paid to the part of model selection, known as the "pruning
step", which consists of selecting an appropriate sub-tree from the maximal tree ob-
tained by iterative partitioning of the data set. In Section 5.5, the practical behavior
of the model is investigated through a simulation study and a real data analysis. The
proofs of the theoretical results are gathered in the Appendix.

5.3 Regression trees for conditional copula analysis

5.3.1 Model and notations

We consider a set of observations (Yi, Xi)1≤i≤n consisting of independent identically
distributed copies of the random vector (Y, X), where X ∈ X ⊂ Rd are covariates, and
Y = (Y(1), . . . , Y(k)) ∈ Rk is a random vector of response variables Y(j), j = 1, . . . , k. The
marginal conditional cumulative distribution functions (c.d.f.) of the random vector Y
given X = x are defined as

F(j)(t(j)|x) = P
(

Y(j) ≤ t(j)|X = x
)

, t(j) ∈ R, j = 1, . . . , k.

From Sklar’s Theorem [261], the joint conditional c.d.f. F(t|x) = P(Y ≤ t|X = x) can
be expressed as

F(t|x) = Cx(F(1)(t(1)|x), . . . , F(k)(t(k)|x)), for all t = (t(1), . . . , t(k)) ∈ Rk. (5.1)

Where, for all x, Cx is a copula function, that is a c.d.f. on [0, 1]k with margins uniformly
distributed over [0, 1]. The copula function Cx in (5.1) is unique if the distribution of
Y is continuous, which is the assumption that we will make throughout the paper. In
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general, the analyses of the marginal distributions and the dependence structure are
therefore made separately.

In the following, we will consider a semi-parametric assumption as in [152] or [251]
by introducing a parametric family of copula functions C = {Cθ : θ ∈ Θ} with Θ ⊂
Rm. We denote cθ the copula density associated with Cθ, that is

cθ(u) =
∂kCθ(u)

∂u(1) . . . ∂u(k)
, u = (u(1), . . . , u(k)) ∈ [0, 1]k.

In the sequel, we assume that, for all x ∈ Rd, Cx ∈ C, meaning that there exists a
unique θ0(x) ∈ Θ such that

Cx = Cθ0(x). (5.2)

Our aim is then to retrieve the function θ0(x) from the data (Yi, Xi)1≤i≤n.
Our estimation strategy is based on regression trees. A tree T of size K is a partition

of X , that is, T = (Tℓ)ℓ=1,...,K where Tℓ ∩ Tℓ′ = ∅ for ℓ ̸= ℓ′ and ∪K
ℓ=1Tℓ = X . The sets

Tℓ=1,...,K are called leaves, and each leaf Tℓ is obtained as the intersection of conditions
of the type x(j)

−,ℓ ≤ x(j) ≤ x(j)
+,ℓ if X(j) is continuous, and of the type x(j) ∈ A(j)

ℓ where

A(j)
ℓ is a set of potential modalities for a discrete covariate. This particular structure

of the partition is associated with a binary tree structure, where the nodes of the tree
correspond to conditions on a given covariate and the leaves of the tree to the final clas-
sification. The CART algorithm described in Section 5.3.2 will make this tree structure
more obvious.

Given a tree T with K leaves, we thus consider the estimator of θ0(x) to be constant
on each leaf of T, that is, of the type ∑K

ℓ=1 θℓ1Tℓ(x), with θℓ ∈ Rm. In other words,
individuals are divided into K classes, for each of which the dependence structure is
described by a different copula (from the same parametric family, but with a specific
parameter θℓ). In the ideal case, the target function θ0(x) is constant on each leaf of the
tree T, meaning that θ0(x) = θ0

ℓ for x ∈ Tℓ, where

θ0
ℓ = arg max

θ∈Θ
E [log cθ(Ui)1Xi∈Tℓ ] .

cθ is the copula density associated with the copula function Cθ, and Ui is the random
variable defined by

Ui = (F(1)(Y(1)
i |Xi), . . . , F(k)(Y(k)

i |Xi)),

which has uniform margins over [0, 1], and is jointly distributed according to the c.d.f.
CXi = Cθ0(Xi).

However, in practice, a misspecification bias is expected, since the target function
θ0(x) is not a piecewise constant function while the estimator function is. For a given
tree T, the corresponding estimator θ̂(x|T) is defined as

θ̂(x|T) =
K

∑
ℓ=1

θ̂ℓ1x∈Tℓ ,

where

θ̂ℓ = arg max
θ∈Θ

1
n

n

∑
i=1

log cθ(Ûi)1Xi∈Tℓ ,

and (Ûi)1≤i≤n are pseudo-observations, that is the estimated versions of (Ui)1≤i≤n.
Typically, these pseudo-observations are the result of a preliminary estimation of

the marginal distribution, namely Û(j)
i = F̂(j)(Y(j)

i |Xi), but alternative procedures are
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possible. For example, a parametric model can be used to handle the margins. In Sec-
tion 5.3.3, we also discuss the possibility of relying on tree-based methods to estimate
the margins as well, although there is no obligation to use the same type of technique
for the dependence structure as for the margins. Therefore, in the following, we will
try to keep our results as general as possible, expressing convergence conditions that
this step should verify, but without imposing a specific method. However, let us point
out that an interesting feature of regression trees is their ability to deal with both quan-
titative and qualitative covariates, which requires relying on estimation techniques for
the margins that satisfy the same requirements.

The rest of the section is devoted to presenting our estimation procedure based
on regression trees. We describe the CART procedure consisting of two steps. First,
the construction of the maximal tree (Section 5.3.2), which determines the proper de-
composition of the covariate space X to obtain the regression tree T and deduce an
estimator θ̂(·|T). Second, the pruning step (Section 5.3.2), which corresponds to a se-
lection model step. However, fitting the dependence structure requires a preliminary
estimation of the margins, which is done once and for all before starting the algorithm.
Various methods may be used to deal with this preliminary step, the only requirement
being that they satisfy the conditions under which our theoretical results hold. Exam-
ples of possible methods to estimate the margins are presented in Section 5.3.3.

5.3.2 Regression tree estimation of the dependence structure

Regression trees provide an easy and transparent way to group observations that have
similar behavior in terms of the response variable Y. They constitute a nonparametric
regression model capable of reproducing highly nonlinear trends in the data and are
thus able to approximate a wide class of functions. In addition, they can include both
quantitative and categorical (non-ordinal) covariates.

Originally proposed by [124], regression trees are implemented through the CART
algorithm, which involves a two-step process. Initially, a maximal tree is constructed,
forming a binary structure that assigns observations to numerous classes (leaves), often
leading to overfitting. Subsequently, the maximal tree is pruned to identify the subtree
that offers the best compromise between complexity and generalization ability.

Section 5.3.2 describes how the construction of the optimal tree takes place, making
explicit our split criterion based on the maximization of the log-likelihood of the copula
mixture model. In Section 5.3.2, we define the penalization criterion and discuss the
pruning phase.

Construction of the maximal tree

Recall that, as mentioned before, the computation of the pseudo-observations Ûi is
done once and for all before starting the algorithm. Then, the CART procedure is
applied to (Ûi, Xi)1≤i≤n, with the aim of maximize the log-likelihood of the copula
mixture model. Such log-likelihood function can be written as the sum of the log-
likelihoods of the parametric copulas estimated for the individual leaves of the tree:

Ln(θ1, . . . , θK) =
K

∑
ℓ=1

( 1
n

n

∑
i=1

log cθℓ(Ûi)1Xi∈Tℓ
)
.

More precisely, the log-likelihood of the model is maximized conditionally on the co-
variates as a consequence of the recursive partitioning of the observations. In fact, at
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each split the observations are separated by looking at their values for one of the covari-
ates. Formally, if we denote by DP = (Ûi, Xi)i∈P the observations that belong to a cer-
tain node P (parent) and by RP(X) the condition of the covariates that identifies those
observations—such that RP(Xi) is 1 if (Ûi, Xi) ∈ DP, 0 otherwise - then the left and
right child nodes are determined by conditions of the type {X(j)

i ≤ s, (Ûi, Xi) ∈ DP}
and {X(j)

i > s, (Ûi, Xi) ∈ DP}. Such split is uniquely determined by the pair (j, s), with
j = 1, . . . , p and s ∈ R. (This is true for quantitative covariates, while in the presence
of qualitative covariates, the split is performed following Remark 1.)

Initially, all the observations are in the root of the tree, implying that the depen-
dence among the variables Ûi is modeled by a single copula with parameters θ0

root,
which are optimized using maximum likelihood estimation (MLE). Subsequently, each
split is carried out to maximize the increase in the model log-likelihood. This gain sim-
ply corresponds to the sum of the log-likelihoods estimated for the child nodes—once
more, evaluated in correspondence with the parameters optimized via MLE—from
which the log-likelihood of the parent node is subtracted. In practical terms, the opti-
mal gain, and thus the optimal split, is determined by testing all the possible splits. The
splitting process ends when further splits fail to improve the log-likelihood, or more
commonly, upon meeting specific stopping criteria. For instance, a common criterion
is setting a minimum number of observations per leaf.

The pseudocode summarizing the construction of the maximal tree is presented in
Algorithm 1.

Remark 1 The implementation of the CART algorithm illustrated in example 1 requires quan-
titative (or binary) covariates, for which an ordering of values is straightforward. For qualita-
tive variables with M > 2 modalities, the algorithm should include an ordering step prelimi-
nary to the split research, as suggested in [132]. Specifically, first, the modalities are sorted by
increasing values of the θ̂ parameter estimated by considering the observations associated with
each modality. Then, the M− 1 possible splits are evaluated and the optimal one is identified.
An example of this procedure is available in the code we implemented for the application on the
human influenza data (5.5.2).

Pruning step

Obtaining the maximal tree from the CART algorithm is not sufficient to have a proper
estimation of the objective function θ0, since this decomposition leads to overfitting. A
subtree must be extracted from this maximal tree. This subtree will achieve a proper
compromise between goodness of fit and complexity.

The complexity is here measured in terms of the number of leaves of a given tree
T. The selected subtree is thus obtained through the maximization of the following
penalized criterion,

θ̄(x) = arg max
θ̂(·|T)

1
n

n

∑
i=1

log cθ̂(Xi |T)(Ûi)− λdim(T), (5.3)

where the arg max is taken over all subtrees θ̂(·|T) of T, and dim(T) is the number of
leaves of T. This criterion could give the impression that one needs to consider all the
possible subtrees within the maximal tree, and then select the optimal one. Fortunately,
the particular shape of the penalty in (5.3) ensures that the best tree with K leaves
(according to this criterion) is a subtree of the best tree with K + 1 leaves [124]. This
selection is then performed through validation on a test sample or cross-validation.
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Algorithm 1: Construction of the maximal tree
Data: D← (Xi, Ûi)i=1,...,n

function StoppingCriteria(D):
#Define conditions to stop tree growth
#For example limit the minimum observations per leaf
return true if stopping criteria met, otherwise false

function FindOptimalSplit(DP):
#Initialization
best_gain, best_j, best_s← (0,−999,−999)

#Grid search over all the possible features and split values
for each possible (j, s) do

Dℓ ← DP[X j ≤ s]
DR ← DP[X j > s]
gain← LogL(Dℓ)+ LogL(DR)− LogL(DP)
if gain > best_gain then

best_gain, best_j, best_s← (gain, j, s)
end

end

return (best_j, best_s)

function BuildTree(D):
#Initialization
Rroot ← {∀X}
ListRulesInternalNodes← [Rroot]
ListRulesLeaves← [ ]

#Tree construction
while size(ListRulesInternalNodes)>0 do

#Retrieve the rule and the observations of the parent node to be split
RP ← ListRulesInternalNodes [0]
DP ← D [RP(D)]

if StoppingCriteria(DP) then
#Move the rule defining this node in the list of the leaves
ListRulesInternalNodes← RemoveItem(ListRulesInternalNodes, RP)
ListRulesLeaves← AddItem(ListRulesLeaves, RP)

else
#Find the optimal split and compute the rules defining the left/right
children
(j∗, s∗)← FindOptimalSplit(DP)
Rℓ ← RP ∧{X j∗ ≤ s∗}
RR ← RP ∧{X j∗ > s∗}
#Replace the rule of the parent node with the ones of its children
ListRulesInternalNodes← RemoveItem(ListRulesInternalNodes, RP)
ListRulesInternalNodes← AddItem(ListRulesInternalNodes, Rℓ)
ListRulesInternalNodes← AddItem(ListRulesInternalNodes, RR)

end
end

return ListRulesLeaves
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5.3.3 Estimation of the margins

Let us consider a given margin Y(j). If the components of X are all continuous co-
variates, a simple non-parametric estimator can be obtained via, for example, kernel
smoothing. Following [255], it writes

F̂(j)(t(j)|x) =
∑n

i=1 K
(

Xi−x
h

)
1

Y(j)
i ≤t(j)

∑n
i=1 K

(
Xi−x

h

) , (5.4)

where h > 0 is the bandwidth and K the kernel smoother. Several choices are possible
for K (e.g. see [157]). In general, K(x) = ∏d

j=1 k(x(j)), with k a positive function such
that

∫
k(u)du = 1. As it is classical for kernel estimators, the rate of uniform conver-

gence is O(h2 + [log n]1/2n−1/2h−d/2) [262], where h2 corresponds to the bias term.
On the other hand, this estimator is not valid if X contains some qualitative compo-

nents. In this perspective, consider the case where X has M modalities, then, a possible
non-parametric estimator is

F̂(j)(t(j)|x) = 1
nx

n

∑
i=1

1
Y(j)

i ≤t(j)1Xi=x,

where nx = ∑n
i=1 1Xi=x. Note that since the covariates are assumed to be random, so is

nx. If nx were not random, the rate of convergence would be typically the same as for
an empirical c.d.f., that is n−1/2

x .
However, this approach quickly reaches its limits since, when M is large, the num-

ber of observations such that Xi = x becomes quite small, diminishing considerably
the rate of convergence. An alternative is to build classes of modalities, that is decom-
posing the set of covariates into m < M modalities, as is the case if regression trees are
also applied to the margins. Consider this decomposition into m modalities, and let
M(x) denote the class to which x belongs to, and

F̂(j)(t(j)|x) =
∑n

i=1 1
Y(j)

i ≤t(j)1Xi∈M(x)

∑n
i=1 1Xi∈M(x)

.

In this case, a bias term appears, since F̂(j)(t(j)|x) converges towards P(Y(j) ≤ t(j)|M(X) =
M(x)).

An alternative way to proceed is also to consider a parametric model for the mar-
gins, like, for example, Generalized Linear Models [263]. In this case, and under proper
assumptions, the convergence rate in the estimation of the margins can become n−1/2,
up to a strong assumption on the distributions.

Due to the variety of possible approaches in estimating the margins, we will keep
the rest of the paper as general as possible regarding this point, only requiring generic
convergence assumptions on this preliminary step.

5.4 Consistency results

This section is dedicated to presenting the main theoretical results that validate the
asymptotic behavior of the copula tree estimation procedure. We gather and discuss
the list of assumptions required to obtain these results in Section 5.4.1. Moving on
to Section 5.4.2, we explore the consistency of a single tree (with a given number of
leaves K that may tend to infinity). We chose to focus on the stochastic part of the
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error, while the approximation error is expected to decrease with K. The rate of the
decrease depends on the specific shape of the target function θ0(x), which remains
an open problem in the regression tree literature. In Section 5.4.3, we investigate the
ability of the penalized criterion to achieve a similar performance as if the optimal
number of leaves were known.

5.4.1 Conditions and assumptions

First, Assumption 3 controls the rate of consistency of the pseudo-observations, which
represents the c.d.f. of the margins.

Assumption 3 Assume that

sup
i=1,...,n
j=1,...,k

∣∣∣∣∣U
(j)
i

Û(j)
i

+
1−U(j)

i

1− Û(j)
i

∣∣∣∣∣ = OP(1) . (5.5)

For some 0 < α < 1/2,

sup
i=1,...,n
j=1,...,k

∣∣∣∣∣∣∣
Û(j)

i −U(j)
i[

U(j)
i (1−U(j)

i )
]α

∣∣∣∣∣∣∣ = OP(εn), (5.6)

for some sequence εn that tends to 0 as n tends to infinity.

Assumption 5.5 is here to control the behavior of the pseudo-observations near
the border of [0, 1]k. If the margins are estimated via empirical distribution functions,
this assumption easily holds from Remark ii in [264]. In case this assumption would
not hold for more complex estimators, it can be avoided through the introduction of
trimming, i.e., by removing those points too close to the boundaries of the unit square.
This would introduce a bias that can be controlled through (5.6) (see remark 2).

As it will appear in the theoretical results of Sections 5.4.2 and 5.4.3, this rate is
expected to go faster to zero than the part related to the estimation of the tree itself,
otherwise it will be predominant. It is important to note that (5.6) is similar to the
slightly stronger condition

sup
t∈R

j=1,...,d

∣∣∣∣∣ F̂(j)(t|x)− F(j)(t|x)[
F(j)(t|x)(1− F(j)(t|x))

]α

∣∣∣∣∣ = OP(εn).

If we consider the estimation of the (unconditional) c.d.f. F(j)(t) = P(Y(j) ≤ t) by the
empirical distribution function, this condition is easily satisfied with εn = n−1/2 (see
Example 19.12 in [131]). In the case of the kernel-based estimator, Section 5.7.5 shows
that the rate is slower, namely εn = (h2 + [log n]1/2n−1/2h−d/2), and, in the case of
discrete covariates, Section 5.7.6 shows that εn = n−1/2.

Before presenting the rest of the assumptions, we introduce two conditions on
classes of functions which will be necessary in the following.

Condition 4 A class of functions F = {u 7→ φθ(u) : θ ∈ Θ} ⊂ L2(Rk) (for some k > 0) is
said to satisfy Condition 4 if

|φθ(u)− φθ′(u)| ≤ B(u)∥θ− θ′∥1, u ∈ [0, 1]k
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where B is a function in Rk such that E[B(U)2] < ∞.
For such a class, there exists an envelope function, that is a function Φ such that, for all

θ ∈ Θ, |ϕθ(u)| ≤ Φ(u) and E[Φ(U)2] < ∞. Taking any point θ̃ ∈ Θ, Φ can be chosen as
Φ(u) = φθ̃(u) + diam(Θ)B(u), where diam(Θ) denotes the diameter of the compact set Θ.

Condition 5 A class of functions F = {u 7→ φθ(u) : θ ∈ Θ} ⊂ L2(Rk) (for some k > 0) is
said to satisfy Condition 5 if

1. there exist an envelope Φ and a universal constant A1 such that, for all φ ∈ F ,

|φ(u)| ≤ Φ(u) ≤ A1

k

∑
r=1

1
{u(r)[1− u(r)]}β1

, u ∈ [0, 1]k,

with 0 ≤ β1 < 1/2.

2. there exists a universal constant A2 such that for all φ ∈ F ,

|∂j φ(u)| ≤
A2{

u(j)[1− u(j)]
}β2

d

∑
r=1

1
{u(r)[1− u(r)]}β3

,

with 0 ≤ β2 ≤ 1, β3 < 1/2, and where ∂j denotes the partial derivative with respect to
the j−th component of u.

These conditions allow controlling the complexity of the class of functions and are re-
lated to classical assumptions used for the consistency of classical maximum likelihood
estimators (see [130]). The second condition is required to control the behavior of the
copula log-likelihood and of its derivatives close to the boundaries of [0, 1]d. These con-
ditions are similar to the one used in [246, 265]. They hold for many classical classes of
copula functions, like the Gaussian, Clayton, Frank, and Gumbel families.

We then consider the two following assumptions.

Assumption 6 Let
F1 = {u 7→ log cθ(u) , θ ∈ Θ} .

Assume that F1 satisfies Conditions 4 and 5.

Assumption 7 Let
F2 = {u 7→ ∇θ log cθ(u) , θ ∈ Θ} .

Assume that F2 satisfies Conditions 4 and 5.

5.4.2 Asymptotic theory for a single tree

In this section, we consider a tree T = (Tℓ)ℓ=1,...,K with K leaves.
Let

θ0 = (θ0
1 , . . . , θ0

K) = arg max
(θ1,...,θK)

K

∑
ℓ=1

E [log cθℓ(U)1X∈Tℓ ] ,

where the maximum is supposed to be achieved at a unique point (θ0
1 , . . . , θ0

K), and we
denote

θ0(x|T) =
K

∑
ℓ=1

θ0
ℓ1x∈Tℓ .

Proposition 2 presented below is a consistency result. To that purpose, we consider
the L1-norm to compare our maximum likelihood estimator θ̂(·|T) and θ0(·|T):
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∥θ̂(·|T)− θ0(·|T)∥1 =
∫
∥θ̂(x|T)− θ0(x|T)∥1dPX(x) =

K

∑
ℓ=1
|θ̂ℓ − θ0

ℓ |P(X ∈ Tℓ),

where PX is the distribution of the covariates X.

Proposition 2 Under Assumptions 3 to 6, and if n[K log K]−1 → ∞,

∥θ̂(·|T)− θ0(·|T)∥1 = oP(1).

By considering an additional assumption on the copula family, namely Assump-
tion 7, and conditions on the Hessian matrix, we obtain the convergence rate.

Theorem 3 Under Assumptions 3 to 7, and with the additional condition that for ℓ = 1, . . . , K,
the Hessian matrix ∇2

θ log cθ(θ
0
ℓ ) is invertible, then,

∥θ̂(·|T)− θ0(·|T)∥1 = OP

(
[K log K]1/2

n1/2 + εn

)
.

It is not surprising to notice that the stochastic part of the error deteriorates with K,
due to the increase in the complexity of the model. On the other hand, although this
part is harder to track, the approximation error is supposed to decrease with K, which
means that θ0(·|T) is supposed to be closer to the "true" target function θ0(·) when the
number of leaves of T increases.

5.4.3 Oracle property for the pruning step

Let us define the optimal subtree extracted from the maximal tree Tmax (which has
Kmax leaves) as

θ0(x) = arg max
θ0(·|T)

E
[
log cθ0(X|T)(U)

]
. (5.7)

Let K0 denote the number of leaves of θ0. If K0 were known, Theorem 3 shows that
one may expect a convergence rate of

√
K0 log K0/n for the stochastic part. The next

result shows that the penalized procedure has the ability to asymptotically achieve
this optimal rate even though the number K0 is unknown. This, of course, requires
conditions on the penalizing constant λ.

Theorem 4 Assume that the assumptions of Theorem 3 hold for all the subtrees of the maximal
tree with Kmax leaves. Then, if λ→ 0, and if λn1/2[Kmax log Kmax]−1/2 → ∞, it holds

∥θ̄− θ0∥1 = OP

(
[K0 log K0]1/2

n1/2 + εn

)
.

All the proofs are postponed to the Appendix section.

5.5 Empirical evidence

5.5.1 Simulation study

In this section, we present the functioning of the conditional copula analysis on simu-
lated data.
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The regression framework

We consider a bivariate random variable U = (U(1), U(2)), with uniform margins over
[0, 1] and distributed according to an Archimedean copula Cθ(X). Archimedean copu-
las is a standard family of copulas often used in modeling applications, see [266, 267].
They are determined by a single parameter θ ∈ R1 which is associated with Kendall’s
τ coefficient through a bijective relationship [245]. In our framework, θ, and thus also
τ, depends on two covariates X = (X(1), X(2)), which are random variables uniformly
distributed in [0, 1]. Moreover, we assume that Ui are samples of the true cumulative
marginal distributions of some bivariate response variables Y = (Y(1), Y(2)) condi-
tionally on the covariates X. Specifically, we assume normal distributions for these
margins, with the mean parameters being a linear function of X.

The first step of the simulations consists of generating synthetic data for (Xi, θi, τi, Ui, Yi).
Hence, our goal is to estimate the parameters θi (or τi) from (Xi, Yi), pretending not to
know the true observations Ui, as it is usually the case in a real data scenario. There-
fore, as a preliminary step to the conditional copula analysis, we first compute the
pseudo-observations. We do that by considering two different approaches, a paramet-
ric and a non-parametric one, which will result in two vectors of pseudo-observations,
namely V and W. Eventually, we fit the conditional copula model to both the V and W
pseudo-observations, other than to the true margins U for additional comparison. The
goodness of the three fits is evaluated against a benchmark model.

Definition of different scenarios

To investigate different scenarios, we consider three Archimedean copulas - the Clay-
ton, Frank, and Gumbel copulas. We also consider three types of dependence between
τ and the covariates (X(1), X(2)), which we report below:

(i) a step-wise function:

τi =


0.3 if X(1)

i < 0.4, X(2)
i < 0.75

0.5 if X(1)
i ≥ 0.4, X(2)

i < 0.75

0.7 if X(1)
i < 0.4, X(2)

i ≥ 0.75

0.9 if X(1)
i ≥ 0.4, X(2)

i ≥ 0.75

(ii) a steep sigmoid:

τi = 0.3− 0.2

1 + exp(−40(X(1)
i − 0.4))

− 0.4

1 + exp(−40(X(2)
i − 0.75))

(ii) a gentle sigmoid:

τi = 0.3− 0.2

1 + exp(−15(X(1)
i − 0.4))

− 0.4

1 + exp(−15(X(2)
i − 0.75))

With these constraints, having fixed the covariates (X(1), X(2)), we obtain nine dif-
ferent conditional copulas, from which we sample U observations. Let us specify that
these conditional copulas are defined such that Kendall’s τ coefficients always range
in the interval [0.3, 0.9], to ensure comparability.
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Finally, in all scenarios the response variables Y is defined as follow:{
Y(1)

i = Ψ−1(U(1)
i − 1− 0.2X(1)

i − 0.05X(2)
i )

Y(2)
i = Ψ−1(U(2)

i − 1 + 0.1X(1)
i − 0.2X(2)

i )

where Ψ is the c.d.f. of the distribution N (0, 1).

Pseudo-observation computation

We consider two alternative methods to compute the pseudo-observations.
First, in a parametric approach, we assume that the marginal distributions of Y(j)

conditionally on X can be approximated by normal distributions with variance fixed at
1. Thus, we estimate the mean parameter through a linear model, i.e. µ̂

(j)
i = LM(Xi),

and we compute the pseudo-observations V(j)
i = Ψ−1(Y(j)

i − µ̂
(j)
i ).

Second, to avoid assumptions on the form of the margins, we perform a kernel esti-
mation depending on the covariates as defined in (5.4). We consider a simple Gaussian
kernel, with the bandwidth h optimized depending on the scenario, specifically, we
used h = 0.4 for Clayton and Frank copulas, and h = 0.3 for the Gumbel copula. This
way, the pseudo-observations Wi are computed as empirical percentiles, where in the
calculation of the empirical cumulative distribution function the different observations
are weighted differently according to their distance in terms of covariates.

Model’s evaluation

As a reference model, we simply fit the Archimedean copula to U (and to V and W),
ignoring the additional information carried by the covariates. It means that we esti-
mate a unique value for τ, which corresponds to the estimation provided by the root
of the regression tree of the conditional copula model. Hence, the prediction errors of
the conditional copula model and of the benchmark model are compared. For compar-
ison, we consider the Mean Squared Errors for both the estimates of the τ coefficients
and the values of the cumulative copula and the log-likelihood values of the models
toward the observations/pseudo-observations.

Simulation results

For each one of the nine settings presented above, we build 500 triples of datasets, con-
taining 1000 observations Ui, 1000 pseudo-observations Vi, and 1000 pseudo-observations
Wi, respectively. Results are presented in Figure 5.1. In all scenarios, the conditional
copula model outperforms the benchmark model, both in terms of log-likelihood val-
ues and estimates for the τ coefficients and for the cumulative copula values. As ex-
pected, the predictions worsen when the dependence on the covariates changes from a
step function, which can be perfectly captured by a regression tree, to smoother func-
tions. Finally, no significant changes are noticed when models are fitted to observations
or pseudo-observations. We notice that the conditional copula model most of the time
identifies five or six groups of observations. That corresponds to a slightly overfitting
of the model, as four groups are expected.

5.5.2 Real data example

In this section, we present an application of the conditional copula model on epidemi-
ological data of cases of human influenza.
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FIGURE 5.1: Results of simulations. Results for the Clayton, Frank, and Gumbel copulas are
depicted on the different rows. For each copula, the results for the three types of covariate de-
pendence are reported on the x-axis. The six colors identify different models: red, orange, and
green are for the conditional copula model fitted on the observations U and on the pseudo-
observations V and W, respectively, while cyan, blue and magenta are for the benchmark
model. In the first two columns, we show results in terms of MSE for the τ estimates and
the cumulative copula estimates, in the third column in terms of log-likelihood. In the fourth
column, we report the distributions of the number of splits, i.e. the number of leaves minus
1, identified by the regression trees of the conditional copula models. Each boxplot represents

the results for 500 datasets of 1000 points each.
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The human influenza: context and data

Three main influenza strains co-circulate worldwide and infect humans: influenza
A/H1N1pdm, influenza A/H3N2, and influenza B. The relative proportions of the
three viruses are highly variable in time and space and the unpredictability of the
strains’ (co-)dominance patterns poses a major limitation to the mitigation of the up-
coming epidemic wave in terms of intervention design and vaccination. Here, we use
the conditional copula model to capture some trends of the coupled dynamic of in-
fluenza subtypes. In particular, first, we assume that we can use Archimedean copulas
to describe the dependence structure of the relative abundances of influenza subtypes
across regions and years. Second, we implement the conditional copula model to iden-
tify spatio-temporal patterns of such dependence structure.

The World Health Organisation provides data on influenza surveillance for sev-
eral countries, consisting of weekly counts of cases classified by subtype [17, 18]. We
consider data from 80 countries that reported a minimum of 50 classified cases per
year in the period from April 2010 to April 2019. Then, we aggregate counts annually
(from April to April) and for each country-year (800 observations in all) we compute
the proportion of cases of A/H1N1pdm, A/H3N2, and B. We consider the relative
abundances of subtypes as the response variables to be modeled with an Archimedean
copula, testing Clayton, Frank, and Gumbel families, and the year and the Influenza
Transmission Zone (ITZ) as the relevant covariates. The ITZs are 18 groups of coun-
tries with similar influenza transmission patterns identified by the W.H.O. (see [217]
for the precise definition of the groups). Before fitting the conditional copula model,
we perform a preprocessing step by applying an additive log-ratio transformation to
the relative proportion of subtypes [140]. This is a common procedure when work-
ing with percentage data [142, 205, 207], and it allows us to map bounded vectors
(A/H1N1pdm %, A/H3N2 %, B %)∈ S3 into unbounded vectors (Y(1), Y(2)) ∈ R2,
where S3 is the so-called 3-part simplex. In particular, we use the isometric log-ratio
transformation proposed by [144]:Y(1) =

√
2
3 ln B%√

A\H1N1pdm%∗A\H3N2%

Y(2) =
√

1
2 ln A\H1N1pdm%

A\H3N2%

Thus, the actual response variable is Y = (Y(1), Y(2)), with Y(1) describing the relative
abundance between influenza B and the average proportion of influenza A subtypes,
while Y(2) denotes the relative amount of A/H1N1pdm and A/H3N2.

Model implementation

Estimation of the margins. We consider regression trees to model the relationship
between the response variables Y(j) and the covariates year and ITZ. Both the covari-
ates are treated as categorical variables, meaning that a priori values have no precise
sorting and an ordering step is needed preliminary to the split search, as explained in
Remark 1. This allows maximum flexibility to the splitting procedure so that the tree
can effectively capture the trends in the data. Once the trees are optimized by cross-
validation, the pseudo-observations Û(j) are computed from a mixture of empirical
cumulative distribution functions defined over the groups of points identified by the
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optimal tree. That is

Û(j)(t(j)|X) =
K

∑
l=1

(
1
nl

nl

∑
i=1

1
Y(j)

i ≤t(j)1Xi∈T
(j)

l

)
,

with T (j)
l=1,...,K being the terminal nodes of the tree fitted on the Y(j) response variable.

Fit of the conditional copula model. We test two-dimensional Clayton, Frank, and
Gumbel copulas to model Û conditionally on the covariates year and ITZ, again treated
as categorical covariates. We implement a 3-fold cross-validation repeated 50 times to
optimize the pruning of the trees with Breiman’s rule used to identify the optimal tree.
The best conditional model is the one with the Frank copula, which leads to the highest
value of log-likelihood. It results in a tree with five leaves (Figure 5.2) which will be
discussed in the next paragraph.

Results and discussions

Thanks to the conditional copula model we were able to ameliorate the adjustment
to the data; the log-likelihood of the Frank simple copula on all the 800 Û pseudo-
observations was 1.2, and it increased to 13.8 for the Frank copula mixture model iden-
tified by the optimal tree.

In the estimation of the response variables Y(1) and Y(2), the years are used more
often than the regions to perform the splits, indicating that the relative abundances of
B vs. A and A/H1N1pdm vs. A/H3N2, taken independently, varied more in time than
in space (see Figures 5.3 in the Appendix). In other words, to a first approximation, we
find consistent temporal dynamics worldwide, going a step further we also identify
significant spatial patterns. It is interesting to note that each time the spatial informa-
tion is used to perform the split, European regions are grouped together, sometimes
with other neighboring regions (mainly North Africa and Western and Central Asia),
and always separated from countries of the southern hemisphere. These spatial coun-
try groupings overall match well the geographical clustering found in other studies
with different methods (Cf. Chapter 4). Previous studies found evidence for an annual
reseeding of influenza viruses from tropical and subtropical countries to temperate
regions, especially for A/H3N2 viruses [15, 75, 99, 100]. These dynamics could also
contribute to determining the patterns in subtype compositions that emerged from our
analysis. However, our purely descriptive analysis does not allow us to speculate on
any underlying mechanism.

Once Û(1) and Û(2) are computed, the conditional copula model identifies signifi-
cant changes in the pseudo-observations dependence across space and time. It results
in a tree with five leaves, characterized by different degrees of correlation (Kendall’s τ
among the Û(1) and Û(1) pseudo-observations range from -0.09 to 0.3). However, we
note that a single leaf contains most of the data points (630 out of 800), meaning that
the simplifying assumption would probably provide a reasonable approximation for
the majority of the countries-years in our analysis. However, the other leaves allow us
to refine the fit of the data and further separate a few country years that are mainly
characterized by a proportion of B infections higher than the average.
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FIGURE 5.2: Optimal tree identified by the Frank conditional copula model applied to data
of relative abundances of influenza subtypes across countries and regions. Data on the rela-
tive abundances of influenza subtypes are considered for 800 countries-years (corresponding
to the 800 points in the top ternary plot). Similarly, for each node of the tree, a simplex rep-
resents the subtype relative abundances of the countries-years clustered in the node. We use
a ternary color code to distinguish countries-years with dominance of A/H1N1pdm (cyan),
A/H3N2 (pink), and B (yellow). For each split, the condition used to partition the observa-
tions is indicated. From top-left to bottom-right, the number of observations in each leaf is
630, 120, 16, 20 and 14. In the same order, Kendall’s τ coefficients equal -0.06, -0.09, 0.3, -0.03,

and 0.25.
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5.6 Conclusion

In this paper, we proposed a new methodology to model conditional copulas, which is
based on regression trees. The technique is applicable under the assumption that the
conditional copulas all belong to the same family of parametric copulas, with the as-
sociation parameter changing with the value of the covariates. The procedure presents
many advantages. First, the tree structure theoretically allows capturing any form of
the conditional association parameter. Second, the simplicity of the final model, if re-
stricted to a single leaf of the tree, allows one to obtain a tractable output. We note that
our approach allows a relaxation of the simplifying assumption [161], but this remains
valid for each of the subsets of data identified by the tree. Another interesting feature
is the ability to deal with quantitative and/or qualitative covariates.

In addition, let us point out that this method can be easily extended to the case
where several families of copulas are tested at each node. This would give a more
complex final structure, since not only the association parameter but also the copula
family could vary from one leaf to another. However, it would increase the complexity
of the implementation of the algorithm. Finally, let us note that the potential weakness
of the procedure is its instability. Like every regression tree procedure, our method
can be very sensitive to new incoming data, as new information may considerably
change the structure of the tree and the classes that are made. Careful attention should
be given to this aspect. On the other hand, a direct extension that could reduce this
instability would be to consider the corresponding random forest algorithm, i.e., com-
puting many small copula trees on separate bootstrap samples and then aggregating
them. The aggregation of these trees would be a way to stabilize the result, but of
course, would reduce the interpretability of the model.

R codes: The R codes are publicly available at https://github.com/FrancescoBonacina/
tree-based-conditional-copula-estimation.

5.7 Appendix

The Appendix section is organized as follows. We first start with preliminary results
that are needed to prove our results in Section 5.7.1, including some results on the com-
plexity of the class of functions defined by the model in Section 5.7.1, and section 5.7.1
provides a general result that will be used repeatedly to handle deviations of the score
function. We then prove Proposition 2 in Section 5.7.2, Theorem 3 in Section 5.7.3, and
Theorem 4 in Section 5.7.4. Results on the convergence rates of the margins are then
shown in Sections 5.7.5 and 5.7.6.

5.7.1 Preliminary results

In all this section, let us denote

F =

{
(u, x) 7→ ϕ(u; x) =

K

∑
ℓ=1

φℓ(u)1x∈Tℓ with for ℓ = 1, . . . , K, φℓ ∈ F satisfying Condition 4

}
,

and, for ϕ ∈ F, , and

Z(ϕ) = E [ϕ(U; X)] , Z∗n (ϕ) =
1
n

n

∑
i=1

ϕ(Ui; Xi) and Ẑn(ϕ) =
1
n

n

∑
i=1

ϕ(Ûi; Xi) .

107

https://github.com/FrancescoBonacina/tree-based-conditional-copula-estimation
https://github.com/FrancescoBonacina/tree-based-conditional-copula-estimation


Chapter 5. Tree-based conditional copula estimation

Bracketing numbers

We first introduce the concept of bracketing numbers to measure the complexity of a
class of functions F . For ε > 0, a ε−bracket [a, b] is the set of functions f such that for
all x ∈ Rd, u ∈ Rk, a(u, x) ≤ f (u, x) ≤ b(u, x), with the condition that∫

(a(u, x)− b(u, x))2dP(u, x) ≤ ε2 .

We then define N (ε,F ) as the minimal number of ε-brackets required to cover the
class of functions F . More details on bracketing numbers can be found in Chapter 19
of [131], and in Chapter 2.2. of [130].

Lemma 5 For ε > 0,

N (ε,F) ≤
(

Km/2C1∥Φ∥m
2

εm

)K

,

for some constant C1 depending only on Θ and m.

Consider an element ϕ ∈ F. It can be written as ϕ = ∑K
ℓ=1 φℓ1x∈Tℓ , where each φℓ is

in F , and satisfies Condition 4. Then, from Example 19.7 of [131], for each ℓ = 1, . . . , K,
for all ε > 0

N (ε,F ) ≤ C1(m, Θ)∥Φ∥m
2

εm ,

where C1 is a constant depending on diam(Θ) and m.
Therefore, for each φℓ, the set of εK−1/2-brackets [ai(ℓ), bi(ℓ)] for i = 1, . . . , Km/2C1(m, Θ)∥Φ∥m

2 ε−m

with ai(ℓ) ≤ bi(ℓ) covers F .
Now, for i = 1, . . . , Km/2C1(m, Θ)∥Φ∥m

2 ε−m, define

ai(u, x) =
K

∑
ℓ=1

ai(ℓ)(u)1x∈Tℓ ; bi(u, x) =
K

∑
ℓ=1

bi(ℓ)(u)1x∈Tℓ . (5.8)

Clearly, ai ≤ bi and ϕ ∈ [ai, bi]. Moreover,

∫
(bi(u, x)− ai(u, x))2dP(u, x) ≤

K

∑
ℓ=1

∫
(bi(ℓ)(u)− ai(ℓ)(u))

2dP(u) ≤ ε2.

Thus, the set of brackets [ai, bi], for i = 1, . . . , Km/2C1(m, Θ)∥Φ∥m
2 ε−m defined in

(5.8) and deduced from the brackets [ai(ℓ), bi(ℓ)] are ε-brackets covering F, and their
number is less that (

Km/2C1(m, Θ)∥Φ∥m
2

εm

)K

,

leading to the result.

General results on sums involving pseudo-observations

The first result of this section shows how to replace pseudo-observations Ui by their es-
timated version Ûi in studying the asymptotic behavior of sums involving these quan-
tities. Going back to Ui then simplifies considerably the study of such quantities, since
one goes back to classical i.i.d. quantities.
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Lemma 6 Assume furthermore that there exist 0 ≤ β1, β3 < 1/2,, 0 ≤ 1β2 < 1 and two
universal constants A1 and A2 such that for all φ ∈ F satisfies Condition 5.

Then, under Assumption 3,

sup
ϕ∈F

∣∣∣Ẑn(ϕ)−Z∗n (ϕ)
∣∣∣ = OP(εn),

with εn tends to 0 when n tends to ∞.

First, recall that

sup
ϕ∈F

∣∣∣Ẑn(ϕ)−Z∗n (ϕ)
∣∣∣ = sup

ϕ∈F

∣∣∣∣∣ 1n n

∑
i=1

{
ϕ(Ûi; Xi)− ϕ(Ui; Xi)

}∣∣∣∣∣ .

Then, from a Taylor expansion,

1
n

n

∑
i=1

{
ϕ(Ûi; Xi)− ϕ(Ui; Xi)

}
=

1
n

n

∑
i=1

k

∑
j=1

∂jϕ(U
(1)
i , . . . , Ũ(j)

i , . . . , U(k)
i ; Xi)

[
Û(j)

i −U(j)
i

]
,

where Ũ(j)
i is between U(j)

i and Û(j)
i . From Condition 5,

|∂j φ(u)| ≤
A2

[u(j)(1− u(j))]β2

k

∑
r=1

1
[u(r)(1− u(r))]β3

, j ∈ {1, . . . , k},

Thus,

|∂jϕ(U
(1)
i , . . . , Ũ(j)

i , . . . , U(k)
i ; Xi)| ≤

A2

[Ũ(j)
i (1− Ũ(j)

i )]β2
×
{

∑
r ̸=j

1

[U(r)
i (1−U(r)

i )]β3
+

1

[Ũ(j)
i (1− Ũ(j)

i )]β3

}
.

Note that
1

Ũ(j)
i (1− Ũ(j)

i )
≤ sup

i=1,...,n

(
U(j)

i

Û(j)
i

+
1−U(j)

i

1− Û(j)
i

)
1

U(j)
i (1−U(j)

i )
,

leading to

|∂jϕ(U
(1)
i , . . . , Ũ(j)

i , . . . , U(k)
i ; Xi)| ≤

A2[max(1,
(

U(j)
i

Û(j)
i

+
1−U(j)

i

1−Û(j)
i

)
]β3

[U(j)
i (1−U(j)

i )]β2

{
k

∑
r=1

1

[U(r)
i (1−U(r)

i )]β3

}
.

Let

Zi =
k

∑
r=1

1

[U(r)
i (1−U(r)

i )]β3
.

Since β3 < 1/2, E[Z2
i ] < ∞. Hence,

∣∣∣Ẑn(ϕ)−Z∗n (ϕ)
∣∣∣ ≤ A2

n

k

∑
j=1

n

∑
i=1

Zi

[U(j)
i (1−U(j)

i )]β2−β′
sup

i=1,...,n
j=1,...,k

∣∣∣∣∣∣∣
Û(j)

i −U(j)
i[

U(j)
i (1−U(j)

i )
]β′

∣∣∣∣∣∣∣
× sup

i=1,...,n
j=1,...,k

(
U(j)

i

Û(j)
i

+
1−U(j)

i

1− Û(j)
i

)β3
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with β′ = min(β3, α). Then, first, from Cauchy-Schwarz inequality,

E

{ Zi

[U(j)
i (1−U(j)

i )]β2−β′

}2
 ≤ E[Z2

i ]
1/2E

[
1

[U(j)
i (1−U(j)

i )]2[β2−β′]

]1/2

< ∞ .

Second, from Assumption 3,

sup
i=1,...,n
j=1,...,k

∣∣∣∣∣∣∣
Û(j)

i −U(j)
i[

U(j)
i (1−U(j)

i )
]β′

∣∣∣∣∣∣∣ = Op(εn) ,

and

sup
i=1,...,n
j=1,...,k

∣∣∣∣∣U
(j)
i

Û(j)
i

+
1−U(j)

i

1− Û(j)
i

∣∣∣∣∣
β3

= OP(1) .

Remark 2 If (5.5) does not hold, the estimation procedure can be modified by introducing some
trimming, that is multiplying each term of the log-likelihood by 1

min(1−Û(j)
i ,Û(j)

i )≥ηn
. If ηn tends

to zero slower than εn, Û(j)
i ≥ U(j)

i /2 for n large enough due to (5.6) for the indexes i where
this indicator function is not zero. However, the introduction of trimming induces some bias
for the estimator, which can be controlled thanks to Assumption 6.

With at hand Lemma 6 and the complexity bound of Lemma 5, one can derive the
main result of this section, which will be used several times in the proof of our main
theorems.

Proposition 7 Assume furthermore that there exist 0 ≤ β1, β3 < 1/2, 0 ≤ /β2 < 1 and
two universal constants A1 and A2 such that for all φ ∈ F satisfies Condition 5. Then,

sup
ϕ∈F

∣∣∣Ẑn(ϕ)−Z(ϕ)
∣∣∣ = OP

(√
K log K

n
+ εn

)
.

Writing

sup
ϕ∈F

∣∣∣Ẑn(ϕ)−Z(ϕ)
∣∣∣ ≤ sup

ϕ∈F

∣∣∣Ẑn(ϕ)−Z∗n (ϕ)
∣∣∣+ sup

ϕ∈F
|Z∗n (ϕ)−Z(ϕ)|

For the first term, from Lemma 6,

sup
ϕ∈F

∣∣∣Ẑn(ϕ)−Z∗n (ϕ)
∣∣∣ = OP (εn) .

For the second term, introduce for δ > 0, J(δ,F) =
∫ δ

0

√
logN (ε,F)dε. From Corollary

19.35 of [131],
√

nE

[
sup
ϕ∈F
|Z∗n (ϕ)−Z(ϕ)|

]
≤ A3 J(∥Φ∥2,F),

for some universal constant A3 ≥ 0. Then, from Lemma 5,

J(∥Φ∥2,F) ≤
∫ ∥Φ∥2

0
K1/2

{
m
2

log K + log(C1∥Φ∥m
2 ) + m log

(
1
ε

)}1/2

dε.
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Hence,
√

nE

[
sup
ϕ∈F
|Z∗n (ϕ)−Z(ϕ)|

]
≤ C2(m, Θ)

√
K log K.

5.7.2 Proof of Proposition 2

We are now ready to prove Proposition 2.
Recall that

∥θ̂(·|T)− θ0(·|T)∥1 =
K

∑
ℓ=1
|θ̂ℓ − θ∗ℓ |P(X ∈ Tℓ),

so that it suffices to show that

sup
ℓ=1,...,K

|θ̂ℓ − θ0
ℓ| = oP(1). (5.9)

Let

L̂n(θ1, . . . , θK) =
1
n

n

∑
i=1

K

∑
ℓ=1

log cθℓ(Ûi)1Xi∈Tℓ ,

L∗n(θ1, . . . , θK) =
1
n

n

∑
i=1

K

∑
ℓ=1

log cθℓ(Ui)1Xi∈Tℓ ,

L(θ1, . . . , θK) = E

[
K

∑
ℓ=1

log cθℓ(Ui)1Xi∈Tℓ

]
.

From Corollary 3.2.3 of [130], (5.9) holds if

sup
θ1,...,θℓ

|L̂n(θ1, . . . , θℓ)−L(θ1, . . . , θℓ)| = oP(1).

Let us introduce

F1 =

{
(u, x) 7→

K

∑
ℓ=1

log cθ(u)1x∈Tℓ with θ = (θℓ)ℓ=1,...,K ∈ ΘK

}
. (5.10)

From Assumption 6, Proposition 7 applies to F1, leading to

sup
θ1,...,θℓ

|L̂n(θ1, . . . , θℓ)−L(θ1, . . . , θℓ)| = sup
ϕ∈F1

|Z∗n (ϕ)−Z(ϕ)| = OP

(√
K log K

n
+ εn

)

which tends to zero under the condition on K and the result follows.

5.7.3 Proof of Theorem 3

Introduce

L̇n(θ1, . . . , θK) =
1
n

K

∑
ℓ=1

n

∑
i=1
∇θ log cθℓ(Ûi)1Xi∈Tℓ ,

L̇(θ1, . . . , θK) =
K

∑
ℓ=1

E [∇θ log cθℓ(U)1X∈Tℓ ] ,
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and

F2 =

{
(u, x)→

K

∑
ℓ=1
∇θ log cθℓ(u)1x∈Tℓ : (θℓ)l=1,...,K ∈ ΘK

}
.

From Proposition 7,

sup
θ1,...,θℓ

∣∣L̇n(θ1, . . . , θK)− L̇(θ1, . . . , θK)
∣∣ = OP

(
[K log K]1/2

n1/2 + εn

)
. (5.11)

Then, write

L̇(θ0
1 , . . . , θ0

K)− L̇(θ̂1, . . . , θ̂K) =
{
L̇(θ0

1 , . . . , θ0
K)− L̇n(θ

0
1 , . . . , θ0

K)
}

+
{
L̇n(θ

0
1 , . . . , θ0

K)− L̇n(θ̂1, . . . , θ̂K)
}

+
{
L̇n(θ̂1, . . . , θ̂K)− L̇(θ̂1, . . . , θ̂K)

}
.

The rates of the first and last brackets in this decomposition are given by (5.11), while
the middle one is{

L̇n(θ
0
1 , . . . , θ0

K)− L̇n(θ̂1, . . . , θ̂K)
}
= L̇n(θ

0
1 , . . . , θ0

K),

has also the same rate. This shows that∣∣∣L̇(θ0
1 , . . . , θ0

K)− L̇(θ̂1, . . . , θ̂K)
∣∣∣ = OP

(
[K log K]1/2

n1/2 + εn

)
.

From the assumption on the Hessian matrix, and since Proposition 2 applies (which
guarantees that each θ̂ℓ is in an arbitrary small neighborhood of θ∗ℓ for n large enough),
we get ∣∣∣L̇(θ0

1 , . . . , θ0
K)− L̇(θ̂1, . . . , θ̂K)

∣∣∣ ≥ a∥θ̂ − θ0∥1,

for some a > 0, from a Taylor expansion, and the result follows.

5.7.4 Proof of Theorem 4

Let θ̂K denote the best tree with K leaves, with respect to the log-likelihood (and θ0,K

its corresponding limit), and K̂ denote the number of leaves of θ̄.
Write

θ̄− θ0 = [θ̂K0 − θ0]1K̂=K0 + ∑
K ̸=K0

[
θ̂K − θ0

]
1K̂=K.

Let R = ∑K ̸=K0

[
θ̂K − θ0,K

]
1K̂=K, and note that

P(R ≥ t) ≤ P(K̂ > K0) + P(K̂ < K0).

The result is then shown if we prove that P(K̂ > K0) and P(K̂ < K0) tend to zero
when n tends to infinity, which is done below studying each probability separately.

First case: P(K̂ > K0). We will use the notation LK
n to denote the log-likelihood as-

sociated with θ̂K. If K̂ > K0, this means that there exists some K0 < K < Kmax such
that

LK
n −LK0

n ≥ λ(K− K0),
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that is
LK

n (θ̂
K)−LK

n (θ
0,K) ≥ λ(K− K0),

since LK
n (θ

0) = LK0

n (θ0,K) for K ≥ K0. Whence,

P(K̂ > K0) ≤ P(∃K > K0 : LK
n (θ̂

K)−LK
n (θ

0,K) ≥ λ(K− K0)).

Since λ(K− K0) ≥ λ, and since LK
n (θ̂

K)−LK
n (θ

0,K) ≤ LKmax
n (θ̂Kmax)−LKmax

n (θ0,Kmax),

P(K̂ > K0) ≤ P
(
LKmax

n (θ̂Kmax)−LKmax
n (θ0,Kmax) ≥ λ

)
. (5.12)

In the proof of Proposition 2, we showed that

LKmax
n (θ̂Kmax)−LKmax

n (θ0,K) = OP([Kmax log Kmax]
1/2n−1/2 + εn).

Hence, the right-hand side of (5.12) tends to zero provided that λn1/2[Kmax log Kmax]−1/2 →
∞.

Second case: P(K̂ < K0).
In this case LK

n − LK0

n ≤ L(K0−1)
n − LK0

n . From the proof of Proposition 2, L(K0−1)
n −

L∗(K0−1) = OP([K∗ log K0]1/2n−1/2), and L(K0)
n − L∗(K0) = OP([K∗ log K0]1/2n−1/2).

Then, similarly to the first case,

P(K̂ < K0) ≤ P

(
L(K0−1)

n −L∗(K0−1) −LK0

n + L∗K0 ≥ λ

2

)
+P

(
L∗(K0−1) −L∗K0 ≥ λ

2

)
.

The first probability tends to zero under the same conditions as in the first case, while
the second is equal to 1L∗(K0−1)−L∗(K0)≥λ/2, since the quantity L∗(K0−1) − L∗K0

is deter-
ministic. This indicator function tends to zero when n tends to infinity if λ tends to
zero.

5.7.5 Convergence rate for the margins for kernel estimators

In this section, we show that Assumption 3 holds for the kernel estimator (5.4). This
is a consequence of Theorem 4 in [262]. We show the result under three additional
assumptions on the model:

1. the density of X is bounded away from zero on X , that is infx∈X fX(x) > 0;

2. we have

sup
x∈X ,y

∣∣∣∣∣ F(j)(y)
F(j)(y|x)

+
1− F(j)(y)

1− F(j)(y|x)

∣∣∣∣∣ ≤ a,

for some finite constant A;

3. the kernel function is a continuous and bounded function, symmetric around 0,
such that

∫
u2K(u)du < ∞, the density x 7→ fX(x) and x 7→ F(j)(t|x) are twice

continuously differentiable with respect to x, with uniformly bounded deriva-
tives up to order 2.

The first assumption is required to avoid the denominator, in the kernel weights, going
too close to zero. The second one is a way to consider that there is some kind of uniform
domination of the behavior of the conditional distributions when x changes. Finally,
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the third assumption is classical in kernel regression and will help to control the bias
term involved in smoothing techniques.

Introducing the kernel estimator of the density of X,

f̂X(x) =
1

nhd

n

∑
i=1

K
(

Xi − x
h

)
,

we can write, for t ≤ 1/2,

f̂X(x)
F̂(j)(t|x)[

F(j)(t|x)(1− F(j)(t|x))
]α =

1
nhp

n

∑
i=1

K
(

Xi − x
h

)
ft(Y

(j)
i ),

where

ft(y) =
1y≤t[

F(j)(t|x)(1− F(j)(t|x))
]α ≤

1
[F(j)(y|x)]α[1− F(j)(1/2|x)]α

≤ Aα

[F(j)(y)]α[1− F(j)(1/2|x)]α
.

Since

E

[(
1

[F(j)(Y(j)
i )]α

)p]
< ∞,

for some p > 2 for α < 1/2, and since the covering number of the class of functions
ft is controlled (see Example 19.12 of [131]), then Theorem 4 of [262] applies, showing
that

sup
t≤1/2,x

∣∣∣∣∣ 1
nhd

n

∑
i=1

K
(

Xi − x
h

)
ft(Y

(j)
i )−E

[
ft(Y

(j)
i )K

(
Xi − x

h

)]∣∣∣∣∣ = OP

(
[log n]1/2n−1/2h−d/2

)
.

Then, from a Taylor expansion and the third assumption of this section, we get

E

[
ft(Y

(j)
i )K

(
Xi − x

h

)]
= E

[
ft(Y

(j)
i )|Xi = x

]
fX(x) + O(h2).

Let us note that this h2 rate can be improved if one uses a degenerate kernel with a
sufficiently high number of moments equal to zero. Then, from the rate of uniform
convergence of f̂X(x) from Theorem 1 of [262], we get

sup
t≤1/2,x

∣∣∣∣∣ F̂(j)(t|x)− F(j)(t|x)[
F(j)(t|x)(1− F(j)(t|x))

]α

∣∣∣∣∣ = OP(h2 + [log n]1/2n−1/2h−d/2).

Studying the supremum for t > 1/2 can be done in the same way, by studying 1− F(j)

instead of F(j).

5.7.6 Convergence rate for the margins for discrete covariates

For discrete covariates, recall that

F̂(j)(t|x) =
∑n

i=1 1
Y(j)

i ≤t
1Xi∈C(x)

∑n
i=1 1Xi∈C(x)

.
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From the central limit theorem,

1
n

n

∑
i=1

1Xi∈C(x) = P (X ∈ C(x)) + OP(n−1/2).

The upper part can be studied using similar arguments as Example 19.12 of [131], notic-
ing that the class of functions ft(Y

(j)
i )1Xi∈C(x) (where ft is defined in section 5.7.5) has a

similar covering number as the class of functions ft. This leads to

sup
t,x

∣∣∣∣∣ 1n n

∑
i=1

1
Y(j)

i ≤t
1Xi∈C(x) − F(j)(t|x)P (X ∈ C(x))

∣∣∣∣∣ = OP(n−1/2).

Then, we get

sup
t,x

∣∣∣∣∣ F̂(j)(t|x)− F(j)(t|x)[
F(j)(t|x)(1− F(j)(t|x))

]α

∣∣∣∣∣ = OP(n−1/2).

5.7.7 Regression trees for margin estimation in the real data example

We report here the regression trees resulting from the fits of the variables Y(1) and Y(1)

as functions of the covariates year and Influenza Transmission Zone. (see Section 5.5.2).

FIGURE 5.3: Optimal trees for margins estimation. Years and Influenza Transmission Zones
are classified by regression trees to approximate the response variables Y(1) (plot A) and Y(2)

(plot B). The coefficients of determination of the two fits are 0.29 and 0.5, respectively. For
each node, the average value of the response variable and the percentage of the observations

included are indicated.
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Chapter 6

Conclusions and discussions

The research projects presented in this thesis were motivated by the need to under-
stand and anticipate the patterns of influenza circulation on a global scale. Many types
and subtypes of influenza viruses co-circulate worldwide contributing to annual epi-
demics. Their dissemination follows heterogeneous trends in space and time, shaped
by the interplay of multiple factors: human behavior, population susceptibility shaped
by previous infections and vaccination, and seasonal effects. Moreover, the annual cy-
cles of influenza circulation might be altered by the occurrence of major epidemiolog-
ical events. Since the 1950s, four new influenza variants emerged causing pandemics
and, more recently, the measures applied during the COVID-19 pandemic disrupted
the influenza circulation. In this thesis, we proposed novel statistical approaches to
investigate the spatio-temporal patterns of influenza circulation. We tackled the prob-
lem from a global perspective, analyzing data from FluNet, a public repository for the
virological surveillance of human influenza worldwide.

During the COVID-19 pandemic, influenza circulation was strongly altered, mak-
ing it critical to assess the situation. This was especially needed to anticipate possible
post-pandemic scenarios. In Chapter 3, we quantified the impact of the COVID-19
pandemic on influenza circulation from April 2020 to September 2021. We found that
influenza circulation was significantly lower (by about two orders of magnitude) than
the pre-pandemic levels, worldwide and throughout the study period.

At the time of our analyses, the evidence of the massive drop in influenza circula-
tion raised concerns about the particularly severe influenza outbreaks that could have
possibly occurred following the relaxation of the anti-COVID-19 interventions. Indeed,
the stop of influenza circulation for around two years determined an increase in pop-
ulation susceptibility, especially among children. In 2022, some authors investigated
this aspect and used models to predict the epidemic size of the upcoming season (i.e.
the winter season of 2022-2023) in several countries. The results of Lei and colleagues
[268] and Ali and colleagues [269] were particularly alarming, with epidemic sizes es-
timated up to 4-5 times the typical size of pre-pandemic seasons, as a consequence of
an increase in population susceptibility estimated between 10% and 60% [269]. Other
authors estimated more conservative increases in susceptibility ([-1.6%,8.2%]) for five
European countries [270]. Nowadays, predictions can be compared with the number
of cases reported in 2022, 2023, and 2024. Still, this is difficult because of the fact that
surveillance of respiratory infections changed in many countries after the pandemic.
However, looking at W.H.O. influenza summary reports, it appears that overall the
impact of influenza epidemics in years 2022, 2023, and 2024 was not greater than in
the pre-COVID-19 seasons [271, 272], although some critical epidemics have occurred
locally, as was the case for the last influenza season in Italy [273]). If on the one hand
flu seasons were overall less severe than expected, on the other hand, many countries
experienced out-of-season flu circulation, coinciding with the timing of the relaxation
of the anti-COVID-19 measures. In Europe, the 2021-2022 influenza winter season did
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not start until February 2022 and peaked in late March, probably delayed by the strong
measures still in place in the previous weeks [274]. Similar dynamics were observed in
Senegal [275] and Brazil [276]. In addition, the duration of the 2022 and 2023 epidemics
changed in several regions of the Southern Hemisphere ([51]). This unprecedented sit-
uation provides a favorable context for studying the role of immunity and its waning
on the spread of seasonal influenza [277].

Several studies have shown that non-pharmaceutical interventions (NPIs) played
a key role in suppressing influenza and other diseases during the pandemic [6, 19,
278]. However, the effectiveness of interventions can vary widely from country to
country, depending on the epidemiological situation and the combination of many
socio-demographic, geographic, and meteorological factors. In Chapter 3, we also in-
vestigated this aspect by using regression tree-based methods to identify factors as-
sociated with influenza reduction in different countries and trimesters. We then clas-
sified the countries and trimesters into five groups with similar levels of influenza
reduction. As a general trend, we found that countries with high reported COVID-
19 impact and strong domestic restrictions (mainly from temperate regions) experi-
enced a more pronounced decline in influenza, while tropical countries, characterized
by younger populations, lower reported COVID-19 impact, and fewer restrictions, re-
ported some influenza circulation, albeit limited. However, two particular groups of
countries-trimesters stood out. On one side, the United States and European countries
experienced a limited decline in influenza in the spring of 2020, despite the stringent
domestic pandemic control measures. On the other side, a few isolated countries (New
Zealand, Australia, Japan, and South Korea) have halted influenza circulation by mas-
sively reducing international travel, while applying mild domestic interventions.

In our analysis, we included data on changes in mobility (both local and interna-
tional) as proxies of the impact of non-pharmaceutical interventions. These variables
proved to be more informative than other variables simply encoding the implemented
regulations (e.g. number of days of school closures), as the firsts are less prone to defi-
nition ambiguities and more suitable to capture actual people’s behaviors. Our analy-
sis suggests that flight interruption measures had a decisive effect, consistent with pre-
vious evidence of annual reseeding of flu in temperate regions driven by global virus
circulation. Recently, Pendrey and colleagues [279] further investigated this aspect in
an analysis of influenza resumption in Australia between November 2021 and April
2022. However, we also found that flight interruptions were effective only for the iso-
lated countries and only when applied with unprecedented rigor (air travels reduced
by more than 90% in the isolated countries, compared to the pre-pandemic situation).
For instance, we found that a 94-97% reduction in flights in Vietnam in 2020-2021 did
not prevent the introduction of influenza viruses from neighboring Cambodia, likely
due to traveling flows through land borders. Investigating a different context, Bajardi
and co-authors have already shown that a 40% reduction in flights in Mexico dur-
ing the 2009 pandemic had a limited effect on slowing the spread of the virus. These
findings underscore the importance of evaluating the impact of non-pharmaceutical
interventions on the propagation of infectious diseases. A task that is nowadays more
and more feasible, thanks to the increasing accessibility of data, even if the integration
of such data into mathematical models remains challenging [280].

The statistical approaches based on regression trees proved to be particularly use-
ful in our large ecological study of Chapter 3, which included a high number of vari-
ables, with possibly several confounding factors. Those methods help in summariz-
ing complex scenarios into simple classifications. In our case, we obtain an effective
country-trimester classification that describes well the trends in influenza decline ob-
served during the COVID-19 pandemic.
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In Chapters 4 and 5, we examined the coupled dynamics of influenza (sub)types
(i.e. influenza A\H1N1, A\H3N2, and B). Even though the (sub)type composition
affects the burden of seasonal epidemics, it is often neglected in epidemiological mod-
els and statistical analyses, especially in multi-country analyses. In our studies, we
exploited data from FluNet to carry out a multi-country analysis. To enable compar-
isons between countries with different surveillance systems, we considered the relative
proportions of infections by (sub)type rather than the absolute counts. Such percent-
age data were pre-processed by using proper log-ratio transformations from Compo-
sitional Data Analysis (CoDA), so as to obtain data in the Euclidean metric space. This
eased the formulation of statistical analyses to answer relevant epidemiological ques-
tions. This pre-processing step was adopted in both Chapter 4 and Chapter 5.

In Chapter 4, we first investigated the change of (sub)type mixing worldwide from
2000 to 2022. We summarized those trends through visualizations and detected four
years in which (sub)type mixing displayed an anomalous decrease. This happened in
2003-2004, as a consequence of the Fujian flu, in 2009-2010 due to the swine flu pan-
demic, and in 2020-2021 and 2021-2022, due to the COVID-19 pandemic. The mixing
score defined for this analysis can be used to follow the evolution of (sub)type mixing
in the first years after the COVID-19 pandemic. Our findings revealed a geographical
segregation of (sub)types that started in 2020-2021 and continued in 2021-2022 accom-
panied by a global resurgence of A\H3N2. More recently, WHO reported a strong
dominance of A\H3N2 throughout 2022, albeit with important differences for African
and South Asian regions where also A\H1N1 and B circulated ([271, 272]). The mixing
score provides a synthetic metric to quantify these changes and compare the pre- and
post-COVID-19 pandemic situation.

We then analyzed in more detail the 2010-2019 period - enclosed between the swine
flu pandemic and the COVID-19 pandemic, respectively - that corresponds to the longest
period of stable influenza activity worldwide. We aimed to identify spatial patterns in
the coupled dynamics of the (sub)types. In Chapter 4, we defined country trajectories
of (sub)type relative abundances (again, defined within the CoDA framework). Past
studies had already discovered some spatio-temporal trends, such as the different mix-
ing of (sub)types in temperate and tropical regions [52], or the alternating dominance
of A\H1N1 and A\H3N2 [54]. CoDA allowed us to further investigate these aspects:
(i) through clustering of trajectories we identified regions of the world characterized
by similar patterns of (sub)type alternation, and (ii) we integrated this information into
a probabilistic prediction model for the forecast of (sub)type compositions one year in
advance. This is a novel problem in the literature of influenza epidemiology. The
statistical framework we employed allowed us to improve the predictions obtainable
from naive methods (e.g., considering simple averages of past observations). Our pre-
dictions, although with wide confidence intervals and highly variable accuracy across
countries, provide valuable information. In particular, for the group of countries that
includes Europe and some neighboring countries, we were able to predict with rel-
atively good precision whether B or A\H3N2 would have been negligible (<10% of
infections) and whether A\H3N2 would have been dominant (>50% of infections).
Results such as these can help identify at-risk age groups, target vaccine distribution,
and organize hospital patient care.

In Chapter 5, we focused on the same data from 2010 to 2019 but explored different
statistical techniques. In particular, we defined a conditional copula model, to describe
the dependence between the (sub)type relative abundances, conditionally upon the
year and the geographical region. We decided to adapt this type of model (i.e., con-
ditional copulas) to allow the inclusion of categorical covariates, which is often useful
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in epidemiology and many applied research settings. This was achieved by integrat-
ing regression trees with copulas. Our main objective was to formulate the model and
study its asymptotic consistency. In addition, we applied it to (sub)type data and re-
covered some patterns in line with the findings of the previous analyses. Overall, both
the studies presented in Chapters 4 and 5 suggest that (i) the relative proportions of
the (sub)types vary more in time than in space, and (ii) the main spatial divide is be-
tween Europe, together with a few neighboring countries, and the rest of the world.
The influenza literature often distinguishes between Northern and Southern Hemi-
sphere countries, which differ in the timing of influenza epidemics (with countries in
the intratropical belt showing more complex patterns). Our analyses suggest that other
spatial patterns emerge regarding subtype composition, which only partially overlap
with the North vs. South classification.

The flexibility of the tree-based conditional copula model can be improved by si-
multaneously exploring multiple families of copulas at each split of the tree estimation.
This would allow a better approximation of different types of dependence for the dif-
ferent groups of observations. For example, this may occur in the scenario where, for
specific values of the covariates, the dependence structure is dominated by the tails of
the marginal distributions. In addition, regression trees are known to produce results
that may be unstable even for small variations in the input data. Therefore, an exten-
sion to random forests could be defined to improve the stability of the model. Both
proposals go in the direction of providing better performing estimators, but at the ex-
pense of model interpretability. In addition, it must be considered that the computa-
tional cost of the model may increase significantly and become prohibitive, especially
for copula families for which direct parameter estimation (i.e., by inverse-tau method)
is not possible.
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