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Part 1

General context and framework



At the end of the nineteenth century, classical physics, which includes among others,
electromagnetism, statistical mechanics, thermodynamics and classical mechanics, was able
to describe accurately many different physical systems, through, for example, Maxwell’s
equations and Newton'’s classical laws of motion.

However, classical physics was lacking explanations for various phenomena, such as Mer-
cury’s perihelion, black-body radiation, internal structure of atoms and people were having
trouble finding the so-called aether, a postulated medium for the propagation of electromag-
netic waves.

In the twentieth century, a complete change of paradigm appeared, as new fundamental
theories emerged, which are the basis of what is known today as modern physics : relativity
and quantum mechanics. These theories were able to address many of the unanswered
questions from classical physics.

Based on that, two major fundamental physics theories arose, which respectively describe
the infinitely big and the infinitely small : general relativity (GR) and the Standard Model of
particle physics (SM). They are considered as the most rigorously and extensively confirmed
theories of all time through experiments. As imperfect physics theories, it still remains open
questions, one of which is the inability to reconcile the two theories into a single theory of
everything. Another major issue arising from these theories, and relevant for this thesis, is
the nature of dark matter, a hypothetical form of matter, abundantly present in the universe,
which we can only notice through its gravitational effect. In this opening part, we will first
introduce the theoretical framework, necessary for the understanding of the dark matter
puzzle. After reviewing the key concepts related to dark matter relevant for this thesis, we
will focus on one specific class of solutions as for the microscopic nature of dark matter, ultra-
light dark matter. Afterwards, we will discuss the main aspects that characterize ultralight
dark matter, which will work as a basis of the next chapters of this thesis.



Chapter 1

Special relativity

Special relativity is a pillar of modern physics as it is the first theory of space and time,
as two parameters of a deeper mathematical object : a four-dimensional spacetime. The
theory, developed by Einstein in 1905 [1], addressed the inability to reconcile Maxwell’s
electromagnetism with classical mechanics. It is based on two postulates : the principle
of relativity and the invariance of the speed of light. The former states that the laws of
physics are the same in every inertial reference frame, i.e with zero net acceleration. The
latter states that the speed of light in vacuum is invariant and always equals c in all global
inertial reference frames. From these two postulates, one can show that the speed of light c
is the maximum velocity allowed by special relativity, from the principle of causality.

The main idea behind this theory is that time is no longer an absolute parameter but
depends on the velocity of the reference frame. Before the development of special relativity,
if one wanted to transform time and space coordinate from one reference frame R to another
frame R’ where the latter travels with constant velocity v in the x direction, compared to the
former, one used the non-relativistic Galilean transformations, i.e

ct'=ct, x'=x-vt,y=y,z=z. (1.1)

Instead, Lorentz transformations transform the time coordinate as a linear combination of
initial time and space coordinates, i.e (for the same situation as before)

ct' =y (ct - %) , X' =vy(x—vt), (1.2)

where the y and z coordinates are unchanged, and where y = 1/4/1 — (v/c)? is the Lorentz
factor. The first equation transforms the quantity ct, instead of time ¢ alone, to make sure
that all components have the same unit of length. One can see that Lorentz transformations
deviate notably from Galilean ones when v approaches the speed of light c, in which case
effects of time dilation (moving clock ticks slower than resting one) and length contraction
(moving observer measures contracted length of objects in the direction of movement) appear.
The symmetry group of Lorentz transformations is the Lorentz group which includes space
rotations and boosts.

The comprehension of space and time as two sides of the same coin is the basis of the

existence of four-vectors X# = (X, X), which is a four-dimensional generalization of usual
vectors in 3-space X. The components of four-vectors transform in a specific way under
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CHAPTER 1 SPECIAL RELATIVITY

Lorentz transformations. In a situation similar than previously, the component of a four-
vector X" in a given inertial frame transforms in X’* in another inertial frame, which moves
in the x-direction with velocity v with respect to the first one, as

X' = AF XV (1.3a)

where we introduce the A matrix of Lorentz group (the group of all Lorentz transformations)

oo
u —);—U )/C 00
— [
A=1TE0 T ol (1.3b)
0 0O 01

as the transformation matrix of Eq. (1.2). There exist four-vectors describe many properties
of objects, in particular the four-position x*# = (ct, X), the four-momentum p* = (E/c, p),

where E is the energy, or the electromagnetic four-potential A* = (¢/ c,g), where (j),/i are
respectively the scalar and vector potentials.

In a (flat and cartesian) four dimensional spacetime (i.e with no energy or gravity in-
volved), distances are computed using the line element

ds® = —c*dt* + dx* + dy* + dz* = ny,dx"dx”, (1.4)

where 1), is the Minkowski metric. This rank-2 tensor is central in special relativity and
general relativity (where it will be generalized to g, which in general differs from n,, to
account for energy content of spacetime) as it is used to describe e.g. time, distances and
curvature.

The theory of special relativity has been confirmed experimentally many times in various
systems. In particular, it allowed to understand why one were able to detect cosmic muons
on Earth ground. Muons are unstable particles which can be produced in cosmic showers
when highly energetic particles enter the Earth atmosphere and recoil with atoms. They
are relativistic particles, i.e they travel at a speed close to ¢, but they are unstable and have
a lifetime of around 2.2 us, after which they decay to lighter particles. Considering their
lifetime and altitude at which they are produced, it is only through time dilation that their
detection on ground can be explained.

Special relativity is very important in various fields of physics, and in particular it is
a pillar of the two cornerstones of fundamental physics that will be discussed in the next
chapters : general relativity and the Standard Model of particle physics.



Chapter 2

Quantum mechanics

Quantum mechanics is the theory that describes phenomena at very small scales (typically
at the level of atoms or small molecules, i.e 107'° m, and below).

As its name suggests, it is based on the quantization of physical quantities. This has
mainly two consequences. The first one is the discovery of particles, as quanta of energies,
such as photons. This allows to explain many experimental results, like the photoelectric
effect or the Compton effect [2]. This is at the origin of the wave-particle duality, i.e the
fact that some systems, such as light or atoms, can be described by a wave or by a particle,
depending on the specific experiment considered. The second consequence is that the energy,
the momentum, the angular momentum or spin of quantum systems can only take discrete
values, while classical mechanics allow a continuum spectrum of numerical values for such
quantities.

When shining light through a material, some electrons of the material are ejected, because
the energy of light is larger than the binding energy of the electron in the atom. This is the
photoelectric effect. If one measures the energy of the electrons E as function of the frequency
of the incident light w, one finds a linear dependence, whose slope is the so-called Planck
constant 1, i.e E = hiw. The Planck constant, also known as the quanta of action, is a
fundamental quantity of quantum mechanics, as it is at the basis of quantization. Similarly
to the speed of light c in special relativity, quantum mechanical effects start to be relevant
when the action of the system is of order 7. This is the reason why, macroscopically, when
the system’s action is much greater than /i, quantum mechanics is negligible and classical
mechanics works well.

As a probabilistic theory, it is fundamentally different from classical mechanics which is
deterministic. Indeed, in the latter, if the initial position and velocity of an object is known,
then it is possible to compute the motion of such object at any point in time. Quantum
mechanics, however, describe the state of a particle with a wavefunction, usually denoted 1,
a complex function of the state. By the Born rule, the square modulus of the wavefunction
[ (s)|? gives the probability of finding the particle in a given eigenstate s.

Quantities that can be measured experimentally are known as observables, and are de-
scribed by hermitian operators, i.e matrices with real eigenvalues. As the eigenvectors of a
given observable A form an orthonormal basis, a physical state i) can be expressed as the
superposition of eigenstates of A. This is what is known as the superposition principle [2].

Assuming we want to measure two quantities of a quantum state ¢ that are represented
by two observables that are canonically conjugate variables, such as the position X and
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CHAPTER 2 (QUANTUM MECHANICS

the momentum P, the dispersion of both operators around their expectation values obey
APAX > h/2 [2], which is known as the Heisenberg uncertainty principle. This means
that there exists a fundamental limit on the knowledge of both conjugate variables of a
system when measuring them simultaneously. This uncertainty exists between any pairs
of conjugate variables, for example time and energy, which are canonically related through
Schrodinger equation (see below).
The fundamental equation of quantum mechanics is the Schrodinger equation [2]

L dy

ih i Hy, (2.1)
which describes the evolution of a quantum state ¢ using the Hamiltonian operator H, which
describes the total energy of the system (kinetic and potential). In a sense, it is the quantum
generalization of Newton’s second law of motion.



Chapter 3

General relativity

10 years after its famous annus mirabilis, Einstein published in 1915 its first paper [3] on
general relativity (GR) which extends the laws of special relativity to gravitational fields.
GR is a theory of gravitation which revolutionized our view of gravity. At that time, New-
ton’s theory of gravitation was the leading framework, and despite explaining various phe-
nomena, lacked explanation of several effects, such as Mercury perihelion precession. In
Newton’s theory, gravity is a force that acts instantaneously from the emitter to the receiver,
which breaks causality and therefore special relativity. Instead, Einstein introduces the same
four-dimensional spacetime as special relativity, but which curves under the energy-matter
distribution of the manifold. In this sense, gravity is simply the curvature of spacetime,
affecting the motion of freely falling massive objects through the curvature of the geodesics
they follow. The effects of GR are visible when velocities are close to the speed of light and / or
when gravitational field becomes strong (when deviations from flat spacetime are non neg-
ligible). When these conditions are not fulfilled, GR is well approximated by Newtonian
mechanics.

This theory is one of the most successful theory ever created, as it was tested experimen-
tally in various situations for more than 100 years now, and has never been disproved.

3.1 Equivalence principle

In addition to special relativity, the second pillar of GR is known as the equivalence principle
(EP) between gravitation and acceleration. EP includes three different forms : the weak EP
(WEP), the Einstein EP (EEP) and the strong EP. Here, we will be interested in the EEP which
includes three different facets [4]. The first one is the WEP also known as the universality
of free fall (UFF) which states that all bodies fall with the same acceleration in the same
gravitational potential, no matter their composition. In other words, gravity is universal.
It is satisfied if the gravitational theory is metric (which is the case for GR), which means
that all matter fields are universally coupled to gravity. UFF implies that the gravitational
mass (which appears in Newton’s gravitational law) is equivalent to the inertial mass (which
appears in Newton’s second law). The second hypothesis is the Local Lorentz Invariance
(LLI) whose principle is that the results of any local experiment, where gravity effects are
excluded, do not depend on the position and velocity of the reference frame. The third
principle is the Local Position Invariance (LPI), stating that results of any experiment do not
depend on the spacetime position of the laboratory. This principle is closely related to the

10



CHAPTER 3 (GENERAL RELATIVITY

steadiness of fundamental constants of nature [4].

3.2 Einstein field equations

The central GR equations are 6 independent metric g, field equations, which are known as
the Einstein field equations (EFE) [3]

8nG
G[JV = C—4T‘uv - Ag‘uv (31)

The left-hand side contains only the Einstein tensor G, which contains second order deriva-
tives of the metric. It involves in particular the Ricci scalar, which describes the curvature of
spacetime. The right-hand side represents the matter-energy content. The tensor T, is the
stress-energy tensor of all matter and energy of spacetime. The constant 87G/c*, which in
the following will be denoted as «x is important on dimensional level (to relate TW compo-
nents in J/m?> units with G uv components in units of m~2), but it also indicates the entity of
the phenomena involves, i.e in that case gravitational physics (through G) with relativistic
effects (through c). In addition to these terms whose links were theoretically demonstrated
by Einstein in his original papers from GR’s first principles, Ag,,, where A stands for the
cosmological constant, was included to take into account the acceleration of the expansion
of the Universe. This constant can be interpreted as a perfect fluid with negative pressure
whose nature is not understood, and which is usually denoted as dark energy (see below).

John Archibald Wheeler said "Space tells matter how to move, matter tells space how to
curve" [5], which is a very simple statement to describe EFE and to show their non linearity.
The non linearity of Einstein field equations make them very complicated to solve, and
only partial solutions or solutions in very easy systems (such as the Schwartzschild solution
describing the vacuum solution of EFE outside a spherically symmetric body with no charge
or angular momentum) have been found. A whole branch of GR studies aims at solving EFE
in peculiar systems using numerical methods, known as numerical relativity.

Despite being non linear, EFE are very similar in their form to Maxwell’s equations of
electromagnetism (EM) where distribution of matter (charges and currents in EM) sources
curvature of spacetime (electromagnetic fields in EM).

3.3 Experimental successes

Overall, GRis a very successful theory as it predicted a large number of experimental results
or explained various misunderstood phenomena.

Most solar system gravitational physics can be accurately described by Newtonian physics
because the gravitational field is weak and the velocities are small (compared to speed of
light c). However, the precession of the orbit of Mercury does not exactly follow Newton’s
predictions [6]. Thanks to GR corrections, which are necessary since the Sun’s gravitational
potential on Mercury starts to be large, this discrepancy was solved.

Other effects from GR at Solar system scale were experimentally verified. Some of them
are the gravitational redshift [7] and Shapiro time delay [8], where both effects describe how
light frequency and geodesics, despite being massless particles, are also affected by massive
objects. The former states that two clocks located at different gravitational potential will
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CHAPTER 3 (GENERAL RELATIVITY

not tick at the same rate, the one located in a weaker gravitational potential ticking faster.
Even though the effect is small, this correction is necessary to ensure the Global Navigation
Satellite System (GNSS) to work as expected. The latter, predicted by Irwin Shapiro [Y],
describes how the propagation time for a light ray depends on the gravitational potential
encountered by photons, more precisely how a time delay appears in signal when light
travels close to a massive object. It was experimentally confirmed by the emission towards
bodies close to the Sun (Mercury or Venus) and measuring the light round trip time, affected
by the Sun’s gravitational potential [10].

At galactic scale, GR predicts gravitational lensing effects, which describe how light
geodesics are curved around galactic objects, such that the galaxy acts as a lens. As a
consequence, several effects can be observed such as the Einstein ring, where the same
astrophysical object is observed at all locations around the lens galaxy if source, lens and
observer are perfectly aligned, making a light ring around the galaxy.

A very important field of research resulting from GR is the standard model of cosmology.
This model aims at describing the evolution of the universe. In its simplest form, the universe
is assumed homogeneous and isotropic on large scales, such that the spacetime metric is
the Friedmann-Lemaitre-Robertson-Walker (FLRW) metric g, = det(-1, a%(t), a?(t), a%(t))
in our sign convention, where a(t) is the dimensionless scale factor accounting for the
expansion of the Universe. This metric essentially describes a flat expanding universe.
The standard model of cosmology [11] provides good theoretical account for the Cosmic
Microwave Background (CMB), the large scale structures and the accelerating expansion of
the Universe. Based on measurements from e.g. [12], the energy content of the Universe is
5% of ordinary baryonic matter, around 25% of non-baryonic matter, more commonly known
as cold dark matter (CDM) (see Section 5.1) and about 70% of an unknown dark energy (A),
responsible for the expansion of the Universe. Following these observations, the standard
model of cosmology is referred to as ACDM-model.

Finally, the recent measurement of gravitational waves (GW) by the LIGO/VIRGO col-
laboration [13] is an important discovery, as it validates even more GR but it also provides
a new way of observing the Universe. GW are currently visible as emitted by extremely
massive objects such as black holes or neutron stars, therefore their detection allows to test
GR in strong gravitational field regimes. Moreover, the Universe being transparent to GW
(there exists no structure that can absorb them or reflect them) which is not the case for EM
waves, GW can be used to discover new regions of the Universe.

3.4 Limits

As described earlier, EFE Eq. (3.1) contains an heuristical term, related to the acceleration
of the expansion of the Universe, by some unknown energy. The simplest form of energy
is the cosmological constant, with constant energy density over whole spacetime, but other
models assumed e.g scalar fields as the cause of the acceleration of expansion. Some efforts
were made to explain dark energy by the vacuum energy of the Universe, but it leads to a
discrepancy between theory and observations of more than 120 orders of magnitude [14].
This leads to what is known as the cosmological constant problem.

As shown in EFE through the constant ¥ = 8nG/c*, GR is a theory combining gravitation
and special relativity. However, it does not include quantum mechanical effects (which
are relevant when the action is close to /7). While GR describes accurately physics of the
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CHAPTER 3 (GENERAL RELATIVITY

macroscopic scale, another theory is needed to predict physics of the microscopic scale,
namely quantum field theory, whose principles will be detailed in the next section. Running
backward in time in the cosmological evolution of the Universe, one should arrive at the
conclusion that there was a time in the history of the Universe, where its full energy content
was compressed into a very small spacetime region such that temperature, energy density,
etc.. were extremely high. In such a case, our current theories (GR and the Standard Model
of particle physics (SM), see next section) are not valid anymore because both gravitational
and quantum mechanical effects must be taken into account at the same time, which GR and
SM are individually not able to do. A new high energy theoretical framework, sometimes
referred to as quantum gravity, including both theories is therefore needed in order to
understand the physics of the early universe. In this sense, even though the current standard
model of cosmology assumes an initial Big Bang singularity as "birth" of the Universe and
then an inflationary epoch that stretched spacetime at an exponential rate, one does not have
any complete proof of their existence.

As stated in Section 3.1, the equivalence principle is very important in GR and is the
basis of metric theories, i.e an universal coupling between gravity and all types of matter.
However, this principle is only heuristical, i.e it is only supported by observations of test
masses which fall at the same rate. In particular, it is not based on an underlying symmetry
of the universe [15], in contrast of e.g gauge principle, as we shall see in the next section.
It is also very intriguing that gravitation does not rely on any internal charge, compared to
other well known fundamental interactions, such as electromagnetism. Therefore, in some
theoretical scenarios, EP is expected to be broken at some scale, see e.g. [16—18], which would
naturally invalidate GR, as a metric theory.

Last but not least, the problem of dark matter, which is the most relevant limit for this
thesis. Together with the Standard Model of particle physics (see Section 4), GR does not
predict the existence of dark matter, a new form of matter, different from baryonic matter
that we are able to describe microscopically (see Section 4), and which, in our current
understanding, only interact gravitationnally with visible matter. As we shall see in Section
5, its introduction allows one to explain various cosmological phenomena.

13



Chapter 4
The Standard Model of particle physics

The second cornerstone of fundamental physics, describing the interactions between ele-
mentary particles at the microscopic scale is the Standard Model of particle physics (SM). As
its name suggests, it is based on quantum mechanics. Many scientists consider SM as the
most successful theory ever created.

In the fourth century before J.-C., Democritus argued that atoms were the fundamental
bricks of matter, and therefore could not be cut. It is only in the nineteenth and twentieth
centuries that scientists such as Joseph Thomson and Ernest Rutherford discovered the
electron and the proton.

Later in the twentieth century and after the work of Werner Heisenberg, Max born
and others on the creation of quantum mechanics on one side and Albert Einstein with
its relativistic theory on the other side, the first attempts of quantizing the electromagnetic
tield were made by Paul Dirac. This is the birth of quantum field theory (QFT) which
states that particles are not the most fundamental bricks of the universe, but are simply
quantum excitation of something more fundamental : quantum fields. This is the theoretical
framework at the basis of the SM.

4.1 Symmetries

As a relativistic quantum theory, QFT enjoys the symmetries of quantum mechanics, i.e
space rotations and translations, and time translations, and of special relativity, i.e Lorentz
symmetry. Space translations extend Lorentz symmetry to Poincaré symmetry. Another
important symmetry of particle interactions is what is known as gauge symmetry. The
various quantum fields introduced to describe the interactions between particles are not
observables, i.e they cannot be measured. Therefore, the observables do not depend on the
way we define those fields. The degree of freedom to shift or rotate the quantum fields is
gauge symmetry.

4.2 Gauge groups
The current version of SM is based on three different gauge groups, which form the three
fundamental interactions between particles that SM is able to describe accurately : electro-

magnetism described by quantum electrodynamics (QED), the strong interaction, described
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CHAPTER 4 THE STANDARD MODEL OF PARTICLE PHYSICS

by the quantum chromodynamics (QCD) and the weak interaction.

421 QED

Quantum electrodynamics [19-21] is a quantum generalization of the classical Maxwell’s
equations for electromagnetism. It is based on a U(1) gauge symmetry. The gauge field
associated with this symmetry is the electromagnetic four-potential A# and the gauge particle
(force carrier) is the photon. The gauge symmetry implies that the group transformation
is ', with g the electric charge. This means that QED is an abelian theory in the sense
that the group operations are commutative. The consequence of that is the gauge boson of
the symmetry, the photon, must be neutral under the symmetry transformation. Therefore,
photons cannot self interact. These are the reason why the photon is electrically neutral
and that Maxwell’s equations (or their relativistic version) are linear. In addition, as gauge
bosons, photons must be massless.

4.2.2 Weak interaction

Weak interaction [22] is based on a SU (2) symmetry, which stands for special unitary matrices
of dimension 2. There are three gauge fields associated with this symmetry : they are known
as the W* bosons, which are electrically charged and the Z° boson, which is neutral. All
fermions are affected by the weak interaction whose particular effect is to change the flavor
of such fermions, i.e their fundamental nature. Weak interaction is the only charge (C) and
charge-parity (CP) symmetry breaking interactions (for example, a broken CP symmetry
means that a left handed fermion and right handed antifermion do not interact in the same
way under the weak interaction). In addition, while they are gauge bosons, W*, 7Y are not
massless (their mass is ~ 100 GeV/c? [23]), and this implies that weak interaction is a very
short-range interaction. The generation of mass for W* and Z° bosons is known as the Higgs
mechanism and will be discussed in Section 4.3.

423 QCD

The strong force (also known as the quantum chromodynamics (QCD)) [22] describes the
interactions between gluons and quarks, which are the particles components of baryons, such
as protons or neutrons. The associated conserved charge of the symmetry is an additional
quantum number that only quarks and gluons possess, called the color charge, hence the
name of the theory. There exists six different color charges : red, blue, green, anti-red, anti-
blue and anti-green. The idea behind this formulation of color is that some combinations of
colorful states can be colorless, e.g a mixture of red - green - blue state or red - anti-red does
not carry color. Each quark carries one color, while gluons, the QCD force carriers carry
two different colors. There exists eight independent gluon color states, which represent the
generators of the SU(3) gauge symmetry.

These bring two important consequences for the theory. The first one is that, contrary to
QED, gluons carry the conserved charge of the symmetry, therefore they can interact with
themselves, i.e QCD is a non-abelian gauge theory. The second one is the color confinement.
There exists no bound states which is colorful, i.e quarks cannot be isolated, and therefore
cannot be observed alone. Only colorless bound states composed of two (mesons, like pions)
or three (hadrons, like protons and neutrons) quarks can be observed.
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4.3 Higgs boson

At energies larger than what is known as the weak scale (E = 246 GeV), weak interaction and
electromagnetism are unified into a single interaction, known as the electroweak interaction
[22]. Gauge symmetry is required for any quantum theory to be valid, since it is related
to the fact that the definition of the field (up to shift and rotation) should not impact the
physical observables. Therefore, at this energy scale, in order for the electroweak theory to
be gauged, fermions and gauge bosons, including W*, must be massless.

However, we know from various experimental results that fermions are not massless,
which means that one needs a mechanism to arise between this highly energetic state and
the lower energy state of the current experiments and of the world we are living in.

In order to address this issue, one can introduce a massive scalar field ¢ with a new
U(1) gauge symmetry and a quartic potential. When the energy of the system gets below
the electroweak scale, the potential of the field changes and gets the form of a Mexican hat,
where the vacuum state is not aligned with the zero-particle state (¢) = 0. The vacuum
states are therefore degenerate, and in order to minimize the energy, the system must choose
one of its vacua with a given state (¢min) # 0, which does not correspond to the zero-particle
state. One says that the U(1) symmetry has been spontaneously broken. The difference
between vacuum state and zero-particle state is known as the vacuum expectation value
(vev) of the field, therefore, by spontaneously breaking the symmetry, the field acquires a
non-zero vev. Since the vacuum state ¢min does not correspond to the zero-particle state,
it contains a non-zero number of particles. If we now assume that the SM fermionic and
bosonic fields, initially massless, interact with the field ¢ in its vacuum state ¢min, they
effectively get "weighed down" by those interactions, i.e they behave as massive particles. In
the SM, ¢ breaks three degrees of freedom (out of four) of the original electroweak symmetry
group SU(2) x U(1), and therefore only three gauge bosons (out of four), W*, Z,, gain mass
after symmetry breaking. This is the reason why the photon remains massless.

This mechanism, i.e fields acquiring mass by interacting with another field that sponta-
neously break symmetries, is known as the Higgs mechanism. We call ¢ the Higgs field, and
its associated quantum is the Higgs boson. This idea was developed by three independent
groups [24-26], and Peter Higgs and Francois Englert received the Nobel Prize in 2013 for
this discovery.

4.4 Matter content

In addition to the Higgs boson and the interaction carriers described in the previous sections,
i.e the photon y, the two W* bosons, the Z° boson and the eight gluons g, one needs to
describe the matter content of the universe, i.e the fermions [22].

There exist three generations of fermions, : the first, second and third generations.
From one generation to another, fermions are quite similar, the only relevant parameter
to distinguish them is the rest mass increase (or equivalently the lifetime decrease because
decay to lighter particles is energetically favored) from generation N to generation N + 1.
All fermions are also distinguished by the interactions they are sensitive to, i.e if there are
charged over the gauge group associated to that interaction. First, we have the leptons,
which carry electric charge and weak charges (weak hypercharge, weak isospin), therefore
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Figure 4.1: All fundamental particles of the Standard Model (with the hypothetical graviton),
with their electric charge, color charge, mass and spin (Credit : CERN)

they can be involved in electromagnetic and weak interactions. Among the leptons, we find
the electron e~ and the electron neutrino v, (first generation), the muon =~ and the muon
neutrino v, (second generation), and the tau 7~ and the tau neutrino v; (third generation).
Second, we have the quarks which, in addition to electric and weak charges, carry color
charge, which allows them to be sensitive to the third fundamental interaction, the strong
force. There exist in total six different quarks. The first generation contains the up u and
down d quarks, the second generation contains the strange s and charm ¢ quarks, and the
third generation contain the top t and the bottom b quarks.

Note that for each fermion, there exists an antifermion which has the same mass, but car-
ries opposite charges, implying that a given antifermion is sensitive to the same interactions
as its associated fermion.

The whole zoo of fundamental particles is summarized in Fig. 4.1, where electric charge,
color charge, spin and mass of each particle are provided.

4.5 Lagrangian

The action of the theory is a number and can be calculated by integration of the Lagrangian
L over the four dimensional spacetime measure d*x on a given manifold. This implies that
the Lagrangian must be a scalar under Lorentz transformation, i.e a Lorentz scalar.

The full Lagrangian of SM being extremely lengthy, a reduced version can be used for
our practical purposes [27]

1 e
L= —ZF“ Fuy + iV + W)V + hc. + |Dyop|* = V() (4.1)

The first term, represented by the contraction of the interaction carriers fields strength
tensors F*V with themselves (to construct a Lorentz scalar), gathers the kinetic energies of
all interaction carriers. Depending on the particle, this term allows self interaction (e.g for
gluons) or simply kinetic energy (e.g for photons).
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The second term includes the interaction between force carriers and the fermionic matter
fields (leptons and quarks), represented by the spinor W, which is a mathematical object
used to describe half-integer spin particles, i.e fermions. The I} is the mathematical operator
of gauged covariant derivative, which is a generalization of the partial derivative d to which
we incorporate the gauge fields to account for fermion-boson interactions.

The third (respectively fourth h.c. for hermitian conjugate) term account for the interaction
between fermionic (respectively antifermionic) matter fields and the Higgs field ¢, which
gives rise to the mass of the fermions. y;; represents the various components of the Yukawa
matrix and describes the coupling constant of a given fermion to the Higgs field.

The fifth term describes the interaction of the weak force bosons with the Higgs field,
such that they acquire mass.

Finally, the sixth term represents the potential energy of the Higgs field, which has the
form of the so-called "Mexican-hat". As mentioned before, this implies an infinite number
of different potential minima, leading to spontaneous symmetry breaking when the field
chooses a particular one. This idea is at the basis of the Higgs mechanism for the generation
of mass for many of the gauge and fermions fields.

4.6 Experimental successes and limits

After the theoretical completion of the SM, several particle accelerators were built, in par-
ticular at CERN, in Geneva, Switzerland, to test experimentally this theory. It consists of
beams of particles with large kinetic energy which collide in order to produce large mass
particles, to observe them through decay products. More than 40 years ago, the first particle
accelerator built at CERN was the Super-Proton-Antiproton-Synchrotron (SppS), then came
the Large Electron-Positron Collider (LEP) and finally the Large Hadron Collider (LHC); and
the main difference between these accelerators (except the nature of particles colliding) is
the kinetic energies reached by the colliding particles, and therefore one is able to produce
particles with higher and higher masses.

Since their launch, they allowed scientists to observe the W and Z bosons, gluons, the ©
lepton and the top and bottom quarks. More recently, in 2012, the Higgs boson was found
[28] at LHC, which implied that all particles theoretically predicted by the SM have been
experimentally detected.

SM has still issues explaining various physical phenomena. First, as explained in the
previous chapter about GR, there is still no unification between QFT and GR, i.e no one has
shown how to quantize gravity, i.e explain gravitation interaction completely from quantum
fields and particles.

Additionally, some fine-tuned problems arise in SM, such as the strong CP problem.
In short, QCD is theoretically allowed to break the Charge-Parity symmetry, which would
be visible experimentally by measuring a non-zero electric dipole moment of the neutron.
However, this measurement is consistent with zero with high accuracy [29], leading us to
think that QCD preserve CP symmetry. This problem will be more deeply studied in Chapter
8.2 on axions. Finally, one of the major issues in fundamental physics is the microscopic
nature of dark matter, which is still unknown, and which is the main topic of this thesis.
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Chapter 5

Dark matter

As quickly stated in Section 3, a non baryonic matter, more commonly known as dark
matter (DM) was first introduced to explain astrophysical observations at galactic scale,
as we shall see in the following. Then, it was added into the cosmological equations in
order to match various other observations, at the cosmological scale. In the first part of this
section, we review the various observations that led to the conjecture of DM, based on the
gravitational interaction between DM and the rest of the content of the Universe, and which
essentially implies that DM, as its name suggests, is massive. Then, in the second part, we
review the various possibilities as for the microscopic nature of DM, and in particular we
introduce ultralight dark matter (ULDM) candidates, which will as serve as a foundation for
the following chapters.

5.1 Some smoking guns of existence of dark matter

In this section, we will discuss some astrophysical and cosmological hints for the existence
of DM.

5.1.1 Galaxy rotation curves

The first historical hint of DM was made in the 1930s by Fritz Zwicky. He measured the
velocity v of stars of the Coma galaxy clusters as function of their distance to the galactic
center R and by using the virial theorem, he deduced the total mass M of the galaxy cluster

[50]

M? ZR
GR — M o % . (5.1)

Mov? «

However, the total mass (~ 3 X 10'* solar masses), deduced by the dynamics of the cluster is
much larger than the total luminous mass (~ 8 X 10! solar masses), deduced by the number
of galaxies inside the cluster. DM was first introduced to account for this missing, non
luminous, mass.

Afterwards, several observations of different galaxy rotation curves, i.e the measurement
of the velocity of stars as function of their distance to the galactic center, indicate that non
luminous mass has to be added. As it can be seen from Fig. 5.1, the discrepancy between
the measurement of the mass from luminous objects and the measurement of mass through
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Figure 5.1: Velocity profile of the NGC 6503 galaxy (from [31]). The measured velocity are
shown with dots and corresponding error bars. The velocity curve that fits the amount
of luminous matter and gas do not fit the observations, and one needs to add a "halo"
component, which corresponds to dark matter.

stellar dynamics becomes significant at large distance to the galactic center, which implies
that DM would be spherically distributed, encompassing the whole galaxy.

5.1.2 Gravitational lensing

Gravitational lensing, another observation at galactic scale, reveals the presence of an invis-
ible mass. As detailed in Section 3, GR allows massive objects to curve the geodesics of
light such that they act as a lens. By detecting the deviated photons on Earth, one is able
to reconstruct the mass distribution of the massive object that bent their trajectories. Such
measurement was done using the bullet cluster as lens [37] in addition to the measurement
of the visible mass distribution inside the cluster. As it is shown in Fig. 5.2, the measurement
of the cluster mass reconstructed from gravitational lensing is shown in blue, while the X-ray
measurement, reveals in pink the location of the "visible" mass, which is mostly made of gas.
One can clearly see that both distributions do not coincide, which leads us to the conclusion
that most of the mass in the cluster is invisible, i.e is DM.

5.1.3 Cosmic microwave background

At cosmic scale, the measurement of the Cosmic Microwave Background (CMB) suggests
the existence of DM. In the Standard Model of Cosmology, about 300 000 years after the
presupposed Big-Bang, while the temperature of the universe fell down to ~ 3000K, electrons
and baryons were able to recombine and form atoms. This epoch, known as recombination,
also marks the time of decoupling between such neutral atoms and photons, such that the
latter were able to freely propagate through space, thus making the universe transparent. At
that moment, the whole universe was immersed in a 3000 K photon bath. With the expansion
of the universe, the wavelength of those photons were stretched such that their temperature
is roughly 2.7 K today, which corresponds to a microwave wavelength. This phenomena is
known as the CMB, and was first measured by Penzias and Wilson in 1964, which valued
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Figure 5.2: Composite image of the bullet cluster, where the blue area shows the gravita-
tional lensing measurement of the mass and the pink area is the X-ray measurement of the
visible mass in the cluster. X-ray: NASA/CXC/CfA/ M.Markevitch et al.; Lensing Map:
NASA /STScl; ESO WFI; Magellan/U.Arizona/ D.Clowe et al. Optical image: NASA /STScl;
Magellan/U.Arizona/D.Clowe et al.

them the Nobel prize in 1978. The Planck satellite measured with great accuracy the CMB
temperature map [33], and the collaboration was able to measure its power spectrum which
is with exceptional agreement with the presence of non baryonic matter, i.e DM, which
accounts for ~ 26.5% of the total energy density of the universe [33]. In short, temperature
anisotropies of the CMB are linked to the density anisotropies at the time of recombination,
which depends on the densities of baryons, DM and photons and their interactions. As DM
mainly interact gravitationally with the rest, it collapsed and formed dense regions before
decoupling. Through gravitational redshift, photons imprinted those different gravitational
potentials and this is why we see temperature anisotropies of those photons in the CMB.

5.2 Dark matter candidates

Despite the current gravitational evidence of the presence of DM in the universe, through
the various observations, described in the previous section, we still have no clue on the
microscopic nature of DM, i.e the fundamental particle behind it, its intrinsic properties
and its interactions with SM fields. Our current understanding of the microscopic world, in
particular from QFT, requires the introduction of an underlying field, which will be denoted
in the following by the DM field.

In the Standard Model of Cosmology, the DM field decouples quickly from the rest
of the energy, i.e baryons and photons, during the early times of the Universe. Before
recombination, from the observation of the CMB, one can conclude that the energy density
is not exactly the same everywhere in space, i.e there are some underdense and overdense
regions. Overdense regions, containing more DM, baryonic matter and photons, attract more
mass, therefore the interaction between baryonic matter and photons increase locally, creating
pressure force. This creates sound waves propagating outwards from the overdensities.
At the time of recombination, baryons and photons decoupled, which led the photons to
propagate freely and which relieved the pressure away. At this point, the left behind DM
and baryons stopped propagating but they still formed an overdensed regions of matter,
which many believe is the seed of galaxies that we see today. The distance travelled by the
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Figure 5.3: Mass scale of DM candidates, from massive primordial black holes to the light
fields, from [36].

sound wave is known as the sound horizon and by measuring the two-point correlation
function of the distance between galaxies, we expect to see a bump in the distribution,
corresponding to the sound horizon (magnified by the expansion of the universe), what is
known as the Baryonic Acoustic Oscillations (BAO) peak.

In this process, DM and baryonic matter attract each other gravitationally to form the
galaxies we see today. We define the de Broglie wavelength of the field, as the typical
wavelength at which one can describe DM as a matter wave (see Section 5.2.3)

27th eV
AB - 1078 . 5.2
PM ™ mpmopm (mDMCZ) m &2

This wavelength is associated to the momentum of the DM wave mpyvopm = fikpm, where
kpm is its wavenumber. Since DM allowed the formation of large scale structures, in particular
galaxies, we require the DM de Broglie wavelength to be at most of the typical size of dwarf
galaxies [34], corresponding to the primordial galaxies to form and which are roughly 1000
light years diameter long. This makes a lower bound on the DM mass to be mpmc? 2 10722
eV [34].

There is no observational evidence for an higher bound on the DM mass candidate.
However, out of all the possible candidates, the most massive objects which could explain
DM would be primordial black holes (PBH) with maximum mass of about 102 solar masses
[35] (which is equivalent to ~ 10*® g). This corresponds roughly to a mass of 10° eV /c?, such
that, overall, the bounds on the mass of the DM candidates are

10722 eV < mpmc? < 10%% eV . (5.3)

This means that the range of possible mass for the DM candidate covers 90 orders of magni-
tude, implying that its search constitutes an experimental challenge.

Multiple DM candidates exist, depending on the mass, and are summarized in Fig. 5.3.

5.2.1 Macroscopic mass scale
As stated previously, DM with very large mass, typically larger than 10'° g [35] (which

corresponds to ~ 10°° eV /c?) would be constituted of PBH. This kind of black holes would
theoretically be generated by inflation [35].
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5.2.2 Particles mass scale

At lower mass, typically from 1 eV/c? to 10" GeV/c? (which corresponds to the Planck
mass), DM would be made of fermionic particles. As shown in Fig. 5.3, several theoretical
models exist, such as sterile neutrinos, but the most studied ones are weakly interacting
massive particles (WIMPs), which arise in beyond the Standard Model scenarios. As their
name suggests, they are weakly interacting with SM particles and their mass is large, in
the GeV-TeV scale, therefore they can be detected in particle accelerators, such as at LHC.
Historically, WIMPs were thought to be the most promising DM candidates but lacking a
detection at LHC, other models arose, in particular with particles with lower mass.

5.2.3 Classical fields mass scale

In the 10722 eV/c? to 1 eV/c? mass range, we find DM candidates denoted as ultralight
dark matter (ULDM) candidates. At such low masses, by computing the number density,
i.e the average number of particles occupying a box with phase space volume (/\%]13\/[)3 as
(N) = (Agp/?)® where ¢ is the distance between particles, we find that

(N)

2mthc?)? !
_ pom(2mhc?) 2106( leV ) , (5.4)

B (mpmc?)*ol, mpmc?

where we used the de Broglie wavelength of the field Eq. (5.2) and inserting DM parameters,
especially DM energy density in the Milky Way ppum = 0.4 GeV /cm?® [37] and galactic velocity
vpm = 1072 ¢. Eq. (5.4) means that for DM particles with masses lower than roughly 10 eV, the
average occupation number is much larger than 1, implying that the underlying particle is
necessarily a boson, due to the Pauli exclusion principle. For sub-eV masses, this occupation
number is so large, there is no need to study particles individually, and a standard classical
tield theory is enough to describe the field.

An important requirement for the field to be a suitable DM candidate is that it behaves
as cold dark matter (CDM) at cosmological scales [35], i.e as pressureless matter (P ~ 0) and
that its energy density redshiftes as a=>, with a the cosmological scale factor. As we shall see
in Chapter 7, all ULDM models (i.e with mass between 10722 to 1 eV.) fulfill this requirement
since the angular frequency of the field exceeds the Hubble constant today.

ULDM includes a large number of models, which depend on the nature of the field,
scalar, pseudo-scalar, vector and tensor, and each model has different couplings to SM fields,
leading to different observable phenomenology. As we shall see in Chapter 8, a various
number of ULDM models are studied in this thesis, namely scalar, pseudo-scalar and vector
tields, and their respective phenomenology is derived.

5.3 Ultralight dark matter intrinsic characteristics

In this section, we discuss some of the ULDM characteristics that are central for its detection.
In Table 5.1, we summarize the experimental values for those ULDM parameters.
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Table 5.1: ULDM intrinsic parameters

Parameters Symbol Numerical value Unit
Local energy density PDM 0.4 [37] GeV/cm®
Rest mass MDM [107%2; 1] eV /c?
Coherence time 7(fom) 10°fon, s
DM mean velocity in heliocentric frame UDM 3% 10° [39, 40] m/s
DM velocity dispersion o 1.5 x 10° [39] m/s

5.3.1 Rest mass
As it was mentioned in the last section, the mass of ULDM candidates is contained in

1072 eV < mpmc? S 16V. (5.5)

5.3.2 Local energy density

Several methods exist to estimate the dark matter energy density, and this, at different
scales (e.g. galactic or local) [40]. Here, we are only interested in the DM energy density
in the vicinity of the Sun, as it is what experiments on Earth will be sensitive too. Such
density can be estimated by a parametric fit of the entire rotation curves of the galaxy (global
method) ppm(r) as function of the distance  to the galactic center. Recent determinations of

ppm(r = 1) = ppm points towards [40]
ppm = 0.4 GeV/cm3 . (5.6)

Eq. (5.6) means that the total DM energy contained in a sphere of radius ~ 30 astronomical
units (AU) (which corresponds approximately to the Sun-Neptune distance) is ~ 10713 M.
This shows how DM is locally subdominant, and therefore, how its gravitational impact on
the orbit of the surrounding bodies is completely negligible [40].

5.3.3 Velocity distribution and coherence time

Galactic DM models assume that DM follows a spherical distribution around galaxies, mak-
ing the so-called DM halo, as explained in Section 5.1. During its formation, the DM halo
virialized, and therefore, acquired a non-zero velocity dispersion ¢,. More precisely, in
the heliocentric reference frame, we assume the galactic DM follows a Maxwellian velocity
distribution §(7) [41]
1 _Go)”
F@) = ———ze (5.7a)
(2n05)3/ 2

where U = Upwm is the mean velocity of the Solar system in the galactic frame and o, is
the dispersion (virial) velocity. Eq. (5.7a) can be integrated over a full sphere to become a
distribution over the magnitude of the velocity, i.e [42]

2.2
2 _v UM
F(0) =1/ =——¢ 2% sinh (WZM) (5.7b)
Tt 0pyODM oy
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Since the DM frame moves compared to any laboratory frame on Earth with a velocity
following the distribution Eq. (5.7b), the DM field itself acquires a kinetic energy E; =
mpmo?/2 in addition to its rest energy E = mpyc? such that the measured DM frequency

meas. ; : .
DM isin reality

2
Fmeas. () = foug (1 + U—) ) (5.8)

where

MDMC
fom = =, (5.8b)

is the intrinsic DM Compton frequency. In the following of this manuscript, when deriving
sensitivities of experiments to ULDM fields at a given frequency fpm, the kinetic energy
correction in Eq. (5.8a) will be neglected at leading order, such that we will consider the
observed DM frequency fr® to be equal to the intrinsic DM frequency fpm.

Nonetheless, using Egs. (5.7b) and (5.8a), we can now construct a frequency distribution
which reads [43]

fmeas‘
+2c2(1--DM

\/7 by fom VDME meas.
meas.\ — 203 sinh 2 ( DM _ 1) . 5.9
SUom ) = fDMUDMG v o2 fom ©9)

This equation essentially means that, a more rigorous modeling of galactic DM implies
that we cannot model the field as monochromatic : it is a stochastic sum of N different fields
oscillating at different frequencies, which all follow the distribution Eq. (5.9) [44].

The frequency broadening Eq. (5.9) induces a characteristic coherence time of the field
T(wpm). For periods shorter than the coherence time, the field behaves as monochromatic
(i.e with only one amplitude and phase, but which are still stochastic), while for times longer
than the coherence time, the field is a superposition of plane waves with different frequencies.
One can compute the first (mean u fmeas.) and second (standard deviation 6 foa ) moments
of the frequency distribution by integration over its domain of definition ([ fpm, +00[). They
are given by

B vDM + 302
‘uflgnl\ias. = fDM 1 + T ~ fDM (510a)
DM
 fmeas. — f ob, + 1002, 02 + 150 (5.10b)

such that we can define the coherence time of the field as
1 2c? _10°

fmeas 2 > > 2 ~ fDM ’
fDM\/vDM +1002, 02 + 150

7(fom) =

(5.11)

where we used vpy ~ 2.33 X 10° m/s = 1073 ¢ [39] and 0, ~ TJDM/\/E ~ 5x 107 ¢ [39]. Note
that for these calculations, we neglected the truncation of the velocity distribution Eq. (5.7a)
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at the galactic escape velocity vesc ~ 5.5 X 10° m/s as it was done in [39]. However, it can be
shown analytically that it would lead to a slight change in mean and standard deviation of
the frequency distribution (of less than 10%), i.e it will not alter significantly our estimates.
While, in the following of this manuscript, we will model DM as a single monochro-
matic field, and not as a superposition of fields oscillating at different frequencies following
Eq. (5.9), we will still take into account the coherence time of the field when deriving the
various sensitivities of experiments to DM, and we show here why. Let us assume a given
(linear) coupling C between DM and any SM sector (electromagnetic, fermionic, etc..) which
induces a given signal s(f) in our apparatus. Very generically, the signal searched for s(t) is

s(t) = [Xs] Ccos (2m fpomt + D) , (5.12)

where we factorize the coupling C from the rest of the amplitude of the signal [X;]. If the
total time of integration of the experiment Typs is much shorter than the coherence time, i.e
Tobs < T(fom), Eq. (56.12) is fully valid; i.e the signal is monochromatic, and the experiment
sensitivity on the coupling at frequency fpu is simply

1 /Ss(fDM)_\/SNR Sn(fom)
C(fDM)—[XS] T = [X] To (5.13a)

where S, S, are respectively the signal and noise power spectral densities (PSD) of the
experiment and the SNR (signal-to-noise ratio) is defined as the ratio of signal to noise PSD,
i.e S;/S,. The SNR is used an an estimator of the signal strength, and it is useful in data
analysis because it fixes a detection threshold in frequency domain, for possible discovery of
new physics, compared to statistical anomaly.

Note that in this regime, where Tops < T(fpm), a correction factor to the sensitivity arises
due to the stochastic nature of the amplitude of the field [45]. In our case where we will
always consider a 68% detection threshold (i.e. SNR = 1), this correction factor induces a loss
in signal of ~ 1.5%.

On the other hand, when the integration time is much longer than the coherence time
of the field, i.e Tops > 7(fpm), this means that the signal searched for and parameterized
by Eq. (5.12) is no longer coherent, i.e. it should be modeled as a sum of several stochastic
harmonics, as we discussed it before. Another method to analyse the data is to cut the dataset
in fragments with duration smaller than 7(fpm) and search for a coherent signal in each of
these blocks of data. In such a case, the experimental sensitivity to the coupling is reduced
and becomes [46]

VSNR | Su(fom)

VTopsT(fom)

C(fom) = (5.13b)

1As it is pointed out in [45], this correction factor depends on the nature of the signal, i.e if the apparatus
couples to the field itself or e.g. to its gradient. However, we will neglect this subtlety, because for gradient
coupling, the exact value of this correction factor highly depends on how the sensitive axis of the experiment
evolves with time, and therefore it must be calculated case by case [45].
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Alternatives to dark matter

As we saw in Section 5.1, the various indicators of DM arise by using GR as our theory of
gravitation and Newtonian mechanics as its small velocity and weak field limit. Another
possibility to overcome the DM problem would be somehow to modify those theories of
gravitation, to match again theory with observations. The most famous alternative theory to
Newton’s second law is MOND (MOdified Newtonian Dynamics) introduced by Milgrom
in 1983 [47]. The main idea of MOND is to explain the galaxy rotation curves by introducing
an universal acceleration a9 ~ 10719 m/s? [47] in order to avoid smaller acceleration for stars
very far away from center of galaxies. For a body of mass m, Newton’s second law then
becomes

F=mu (f—o) g, (6.1a)

where g is the gravitational field and pu(x) is an asymptotic function that tends to 1 for x > 1
and to x when x < 1. Therefore, in extreme weak acceleration environment such that ¢ < ao,
Eq. (6.1a) becomes
2
F=ms. (6.1b)
ao
A relativistic version of the MOND paradigm called TeVeS for Tensor-Vector-Scalar gravity
was developed in 2004 by Bekenstein [45].

While the MOND theory and its extensions suffered for a long time to explain various
phenomena, in particular in cluster of galaxies [49], and therefore would still require DM,
recent studies (see e.g. [50-52]) were able to solve these problems. Nonetheless, in this thesis,
we will be interested in solutions for dark matter involving new particles, and not through
modified gravity.
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Chapter 7

Cosmological evolution

7.1 Action

In this section, we will show how a light bosonic field can act as CDM at cosmological scales.
In the following of this manuscript, we will be interested in several types of light fields : a
scalar field ¢, a pseudo-scalar field 2 and a vector field ¢*.

The dynamics of such fields are encoded in their action which we define as

1 [ R 1
9= 2 / Peyg | - s 0000 - 50 R0 Loty ]+Lmt[wi,¢]] (7.1a)
1 (R 1 ( ) "
Sa = - / d4X\/—_ :E - gg‘u 9 9 a— 2 + LSM[\P ] + Llnt[\yl/a]l (71b)
Spn = = / d4X\/_ 211 4[JOgW aﬁ(PHaCPvﬁ - Z(LD ) + Lom[Vi] + Lint[‘yi/qby]l (7.1c)

for the scalar, pseudo-scalar and vector fields, where x = 8nG/ c*is the Einstein gravitational
constant, (i is the vacuum permeability, ¢ = det(gyy) and ¢y = dudy — 1@, is the PF field
strength tensor. We choose a convention where the scalar ¢ and pseudo scalar a fields are
dimensionless, while the vector field ¢* has units of V.s/m, as the usual EM potential. In
each expression, the first three terms represent the gravitational action which contains GR
(through the Ricci scalar R) in addition to the kinetic and potential energy of the new field,
while the last term represents the coupling of the new field with existing SM fields. In this
section, we will focus on the former while the latter will be considered further away as it is
responsible for the possible observed phenomenology for direct DM detection.

In Eq. (7.1), we choose a convention on the scalar field normalization factor in front of the
kinetic and potential terms, such that it matches the 1/4 normalization of the vector kinetic
term!. Other conventions exist with a different normalization factor, e.g in [1], which can be

recovered by a simple redefinition of the field ¢ — V2¢.
In general, the potential for the various fields is a polynomial expansion of the field.

For those respective normalization factors, one can show that integrating by parts the vector field La-
grangian leads to a term d, " 0" ¢, /2, which is similar to the scalar field kinetic term.
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Without loss of generality, considering a scalar field ¢, it has the form

2.2
msc
¢

V(@) = —3 % + up> + Aot + .. (7.2)

where the first term is the mass term with m, the mass of the field. The second and third
terms represent respectively cubic and quartic self interaction of the field with strength 1, A,
in units of [L72]. Higher order self interactions are not represented.

In all models of interest in this manuscript, self interactions will not be considered, such
that the potential of the field reduces to the mass term, with mass m, m,, my respectively
for the scalar, pseudo-scalar and vector fields. Therefore, the GR action is invariant under
{$p,a,p*} — {—¢,—a, -} parity transformation, such that both scalar and pseudo-scalar
tields have the exact same dynamics at the GR level (i.e neglecting their respective interactions
with SM fields). In addition, each vector field spatial component ¢’ (which are the only
relevant degrees of freedom?) can be described by a scalar field ¢;;, which obeys the following
action

Grav. 1 4 1 3% leJCZ 2
Sou =3 | 4XV=8 T 3u¢u9v¢u—w¢u (7.3)

in the Coulomb gauge, up to a total derivative, and neglecting GR for practical purposes.
Eq. (7.3) has a very similar form of the action of a pure scalar field ¢, described in Eq. (7.1a)
(up to a constant due to the difference in units between scalar and vector fields). Therefore,
we will only derive the cosmological evolution of a pure scalar field, whose result will be
easily extended to pseudo-scalar and vector fields.

7.2 Klein Gordon equation in an expanding Universe

Let us first discuss scalar fields. As noted in the end of the last section, neglecting their
respective interactions with SM fields, both scalar and pseudo-scalar fields have the same
dynamics, such that we will only make the calculations in the case of a pure scalar field ¢.
From Eq. (7.1), the Lagrangian describing the kinetic and potential energies of the new scalar
field is

VR g

C2
ry=-Y8 (guvay¢av¢+ sz ¢2) (7.4)

We represent the universe as flat, homogeneous and isotropic and described using the
Friedmann-Lemaitre-Robertson-Walker (FLRW) metric defined as

guv = diag (—1,a2(t), az(t),a2(t)) (7.5)

2Solving the equations of motion for the vector field, one can show that there is no ¢° term, therefore the
temporal component of the field is non dynamical. This naturally yields that its three degrees of freedom (the
mass and the two polarization states) can be described by its spatial components only.
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with a the scale factor, such that 4/=¢ = a3(t). Using the Euler-Lagrange equation, we obtain
the equation of motion of the field ¢

m2 c2

9, (—a3(t)c9“qb) + %a?’(t)gb =0 (7.6a)
m2 c2
= O¢ — 31:;(% - 7;7’2 ¢ =0 (7.6b)

where O = 1V d,,0, is the d’Alembertian operator, with 17, = diag(-1,1, 1, 1), the Minkowski
metric, the dot represents derivative with respect to time and where we defined H(t) =
a(t)/a(t), the Hubble constant. As it can be seen from Eq. (7.6b), the unit of the field does not
impact the equation of motion, since it is a linear differential equation. Therefore, the vector
tield will follow the exact same Klein-Gordon equation, despite its different unit.

Eq. (7.6b) describes a damped harmonic oscillator. At early times of the universe, when
H > mgc?/h, the solution of this equation is a constant ¢ — ¢y, i.e the field is frozen at ¢
and behaves effectively as massless with a flat potential. Assoonas H ~ mc?/h, the potential
of the field gets curved by the mass, and as long as ¢ does not exactly correspond to the
local minimum of the potential, the field rolls down the potential and gets massive. When
H < mgc?/h, such that we can neglect the field friction, the solution of the Klein-Gordon
equation is an oscillating solution of the form

(t, %) = Ppocos(wpt — kg - ¥ + D) (7.7a)

where ¢, @ are respectively the amplitude of oscillation and a phase and where

IKy| = \/wé 2 — m2c2 /i (7.7b)

is the wavevector of the field. A vector field will oscillate in the exact same manner, but with
a vectorial amplitude, i.e

oH(t, X) = YH cos(wyt — Ku-%+ D) (7.8)

This generation of field oscillation, with non-zero amplitude, which as we shall see in the
next section leads to a non-zero energy density for the field, is more commonly known as the
misalignment mechanism. Indeed, if by any chance, ¢ corresponded to the exact potential
minimum, the field would not oscillate, and as a consequence would still be effectively
massless.

In the following of this manuscript, we require the field to oscillate, such that the necessary
condition H < mgc?/h equates to

me > 1078 eV/c? (7.9)

with the current value of the Hubble constant Hy ~ 10718 s71. Note that this condition is
looser than the bound of DM mass from observations Eq. (5.3).

7.3 Oscillating field as cold dark matter

We now focus on the energy density and pressure of such fields, and we show that they
behave at cosmological scale as cold dark matter, i.e pressureless matter with equation of
statew = P/p ~ 0.
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7.3.1 Scalar field

Still neglecting interaction, the stress-energy tensor of the scalar field T#" can be defined
from the field Lagrangian Eq. (7.4), as

2 O0(v=8Ly)
V-8 08w

TH = (7.10a)

2.2
1 m(PC
= —F——|o(v-9) [-g"" MoREs 21+ =g (-0¢" 9,0, 7.10b
N0 T (6( g)( 8" 0updvp = —5—¢%| + V=g (~08"9uddr@) | (7.10b)
where we only vary the metric parameters. Using Jacobi’s formula, we have
1
5V=F = V88" 68 7.11a)
68" = —g"¢"P6gup (7.11b)

which simplifies the stress-energy tensor expression to

m2, C2
—gh" (%aaqbaw + ;7¢2) + 04909

K

TH = (7.12)

For simplicity, we assume the field behaves as a perfect fluid at cosmological scales, such
that its stress-energy tensor has the form

P v 1%
TH = (p + c_z) utu” + pgt (7.13)

where P, p are respectively the pressure and energy density of the fluid and u* its 4-velocity.
By identification with Eq. (7.12), we find the average pressure over several field oscillations
to be

2.2
msc
¢

(P) = —% <%8aqb8“qb t = ¢2> =0 (7.14a)

while the average energy density is defined as the 00 component of the stress-energy tensor,
e

m2 CZ o 2 0)2 ¢2
e tfpore Lo o

where we used Egs.(7.7a), (7.7b), and (A + B cos(2wt + @)) = A. The observed equation of
state of the field is defined as
) _

o) 0, (7.15)
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Therefore, the scalar field behaves cosmologically as a pressureless fluid, i.e cold dark matter
with energy density

2 12

¢ _
ZKCZ = PDM (716)

(p) =

where ppy is the local DM energy density, such that we define the amplitude of oscillation
of all scalar ULDM candidates to be

\/167'(G PDM
= — 7.17
Po v: (7.17)
In conventions where the scalar field Lagrangian Eq. (7.4) is multiplied by 2 compared to
ours (e.g in [1], with the redefinition of the field ¢ — V2¢), the associated amplitude of the

scalar field is ¢g = /8 Gppm/wyc. We shall see in Chapter 8 that the observables of interest
remain unchanged, as these fields redefinitions are unphysical, as expected.

7.3.2 Vector field

From Eq. (7.1c), we can define the vector field Lagrangian as

1 vV ,ap mlzlcz %
Lo == VF | 88 buathup = 3 L8 duhs | (7.18)
The vector field equation reads
mg,c?
Pt — 7(;5” =0, (7.19a)

where we assumed an expanding Universe, with H < my c?/h, such that the Hubble constant
is neglected. Taking the divergence of Eq. (7.19a) and using the antisymmetric property of
¢*V, we find the continuity equation of ¢* i.e

Dyt =0, (7.19b)

While a similar equation can be found in electromagnetism by choosing the Lorenz gauge,
Eq. (7.19b) is genuinely a field equation, which means that we are still free to choose a gauge.
As in the scalar field case, the stress-energy tensor of the vector field is defined as

m2 c2

i m2 c2
2 oyTzLy) 8" (10up0 + B 0u0) 9oy + o gkgr
,/_g 5g‘uv B Lo

where we used again the antisymmetricity property of ¢!". We now assume an equivalent
form of the plane wave solution Eq. (7.8), ¢ = YHR[e*#*"] (forgetting about the irrelevant

TH =

. (7.20)
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phase), such that each field term of Eq. (7.20) can be written as

Gap®? = 2| (iR ) (ik*YPRI™])  (ikpYaR]) (ik VPRI

(7.21a)

Ga9” = (YaRIe™]) (YR[e™]) (721b)

PPy = (ik“Y“R[e”‘”"“] - ik“Y“R[eikﬂ"“]) (ikawﬂ[e”‘u’f“] - ikVYaR[eikﬂ“]) (7.21¢)

ot = (YURI™ ) (YRI]) (7.214)
Considering

(Rlae ™" |R[b"e"™"]) = ZR[a"b!] 7.22)

where the star denotes the complex conjugate, the average over several oscillations of the
stress-energy tensor of the vector field can be written as

Y“YV

—gh (ERaK Y YP + S, Y+ Bk YR + TR Y+

m (7.23)

where we used k,Y* = 0 from Eq. (7.19b). Using the same identification with perfect fluid
as before, we find that the average pressure is

2 .2

m
P ko k®Y;YP +
(P = o < P 4h2

Y, W> =0 (7.24a)

since ktk; = —(wu/ c)? + |l_<)u|2 and using Eq. (7.7b). The average energy density is

wy

m2 c? 2 m2 c?
(p) = %Gkakayﬁyﬂ + Yo Y + k KA + 2 (T) Yo Y* + (Yo )2>

412 212
W2

= zyoizy AL (7.24b)

Then, the amplitude of the total vector field is simply

2uoppmc?

2
u

Y, Y® = (7.25a)

w

Due to the small galactic velocity in the DM halo, the temporal contribution of the dot

product in the previous equation can be neglected. Indeed, parametrizing Y* = (¢/c, Y), we
have

A c Vi oVl DM AGETY Y
Y Y = - (—) L YP=- (—) (Fu-¥) + 172 = 22 (o, ¥) + PP~ VP, (725b)
c Wy c
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where we used the continuity equation k,Y# = 0 to set ¢/c = (Eu . ?)c Jwy and I?u =
—wyPpm/c? = —wyvpméy/c?. This implies

v2toppme

wy

Y| = (7.26)

Eq. (7.26) is a good approximation for experiments where the propagation of the field is

negligible, since we assume ky; = 0, such that Y? = 0 (from k,Y# = 0). Note that Egs. (7.17)
and (7.26) are related by the change 1o — «, as expected from the respective Lagrangian
densities.

7.4 Expressingthe dark matterfield in various reference frames

7.4.1 Galactic frame

In the galactic frame, which is assumed to be the local DM rest frame?, the expression of the
(scalar) field Eq. (7.7a) reduces to

¢ = Pocos(wyt + D) (7.27)

with hiwg = mgc?, since |I_c)¢| = 0 on average in this frame. However, for experiments lasting
longer than the typical coherence time of the field Eq. (5.11), one must take into account
the velocity distribution introduced in Eq. (5.7a). In this case, the mean velocity of the
distribution is v — vglfv[ = 0, while the frequency dispersion is given by Eq. (5.10b) (with
vpm = 0) 6ng ~5x 107 fy.

The form of the field Eq. (7.27) will be used in our study of atom interferometry probes
of ULDM in Chapter (13). As mentioned previously, we will neglect the frequency broad-
ening due to the velocity distribution Eq. (5.7a), such that we will consider DM as a pure
monochromatic field.

7.4.2 Laboratory frame

Eq. (7.7a) is the exact solution of the ULDM field in any other reference frame, in particular
laboratory frames on Earth. In such cases, the field is propagating with velocity |ppm| ~ 10~3¢
(see Table 5.1, and neglecting the Earth velocity around the Sun, |Ogan| ~ 3 10* m/s, which
averages to 0 over the year.).

We would like to know if it is still possible to neglect the propagation term Iz(P - X for the
sensitivity estimates of the various experiments under consideration in the following of this
thesis. To answer this question, the first point is to know whether the experiment couples
to the field itself or to its gradient. In the latter case, it is clear that the full form of the field
Eq. (7.7a) must be used, otherwise its gradient becomes 0.

In the former case, in order to neglect the propagation, and therefore considering the
tield as a pure standing wave, the main requirement is that the de Broglie wavelength of the

3Note that we can find a rest frame of DM because the field is massive, as opposed to the electromagnetic
field.
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field /\%]13\4 must be much larger than the length scale of the experiment lexp, i€, in terms of
DM mass

1
lop < 10-3( eVZ) m. (7.28)
M¢C

Aswe shall see in the corresponding chapters, this requirement is fulfilled for the experiments
detailed in Chapters 9, 10, 11 and 12, therefore we will assume the field to be homogeneous
over the full size of experiment with the form

¢ = ¢Pocos(wpt + D) (7.29a)
with
2 .4 2 2
- 12 myc MeC 2 mge
_ 2 - _ "o bm\* o
Wy = \/ Ko 24— = ——1+ ()~ = (7.29b)

where we used |ky| = 27 /A9 “and where we neglected the (vpam/c)? ~ 1076 correction. One
¢ DM &

can easily notice that this form is equivalent (up to (vpm/c)? corrections) to the one in the
galactic frame Eq. (7.27).

In Chapter 15, we will be interested in the direct detection of ULDM fields by a space-
based experiment, LISA, which couples to the gradient of the field. and therefore, we will
consider the exact form of the field Eq. (7.7a).
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Chapter 8
Couplings to Standard Model fields

8.1 Scalar field

8.1.1 Theoretical motivations

A scalar particle is the simplest model of ULDM. Light scalar fields appear in various
theoretical models, such as dilaton and moduli fields in string theory [2], or the relaxion field
to understand the electroweak hierarchy problem, i.e the large energy difference between
the electroweak scale (set by the Higgs field vacuum expectation value v ~ 246 GeV) and
the gravity scale (set by the Planck mass Mpc? ~ 10! GeV) [3]. As we shall see in the
following, a coupling between such scalar field with SM fields naturally leads to violation of
the equivalence principle, which is expected to happen at some scale, as discussed in Section
3.4.

8.1.2 Rest mass and transition frequency oscillations

We define the linear interaction Lagrangian of a dimensionless scalar field ¢ appearing in
Eq. (7.1a) as [1]

d d.B3 _
% 4—};Pvaw_ Zgg'i_GﬁvGauv_ Z (dmi+ymidg)mi¢i¢i , (8.1)

where as stated previously, our convention in the scalar field normalization implies an
additional 1/V2 factor compared to [1, 4]. FH¥, G represent the electromagnetic and
gluonic strength tensors respectively, 1o is the vacuum magnetic permeability, g3, 53 are the
dimensionless QCD coupling constant and QCD beta function for the running of g3, m;
the mass of the fermions fields in units of energy, with spinors 1; and y,,, the anomalous
dimension giving the energy running of the masses of the QCD coupled fermions. The d;
represent the dimensionless coupling constants between the scalar dilaton and the different
matter fields.

Since the energy scale we are interested in is very low (compared to second generation
leptons’ masses), this low energy effective Lagrangian involves only the low mass fermions,
i.e the electron, up and down quarks, as can be noticed in the last term in Eq. (8.1).

These interactions between the SM particles and the dilaton lead to variation of several
fundamental constants of Nature in SM, namely the QCD energy scale Aqcp, the EM fine

-Lint =

i=e,u,d
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CHAPTER 8 COUPLINGS TO STANDARD MODEL FIELDS

structure constant «a, the electron mass m, and the light quark masses m;, with i = {u, d}.
Specifically, assuming the usual EM kinetic term in addition to the coupling of the dilaton to
the EM sector (which is the first term of Eq. (8.1)), one has

1 d. 1

£o-L (1 _ et S
dpo\ V2 4ao(1 + %2)

where we used the Taylor expansion of the term in brackets as d.¢p < 1. Since o « a, this
Lagrangian leads to a small dependency of the fine structure constant on the scalar field as

) Fu FY ~ — Fu FH7, (8.2)

a(p) = (1 + gl\j;b) a, (8.3a)

where a is the bare value of the fine structure constant, i.e without the dilaton-EM coupling.
The other constants of Nature evolve as [4]

d
A3((]5) =11+ gTZb) As, (83b)
me(p) =1+ dm%) Me , (8.3¢)
mi(AQCD)(¢) =(1+ dil/gp) mi(AQCD) . (8.3d)

If one of these couplings is non-zero, the corresponding variable would not be constant at
two different spacetime positions where the field ¢ takes different values, hence the violation
of the local position invariance, or more generally of the equivalence principle. Following
the work of [4], we introduce the mean light quark mass 71 = (m, + m;)/2 and the difference
of light quark masses 6m = m; — m,. Following Eq. (8.3), the numerical value of these new
parameters will change as

dind
() = (1 4 i, (8.3¢)
)
démqb
5m(ep) = (1 + 5m, (8.3f)
V2
with
_ mudm” + mddmd
dii = my +my (8:38)
dy,, —m,d
dypy = dma = Mulm, (8.3h)
mg —my

Following [4], we can define dimensionless dilatonic mass and frequency charges for the
atom A respectively given by

dl (d)

[Qala = %ﬁqﬁ (E CYA/‘/E) , (8.4a)
B dnwa()

[Q5)a = T , (8.4b)
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Atomic Ome | Omm. | OQma | Qmom | Quae Qi Qu,om
[x1073] | [x1073] | [x1073] | [x1073] [x1073] | [x1073]
195p¢ [5] 4278 | 0.220 | 8525 | 0.340 - - -
8BTi [5] 2282 | 0.253 | 8258 | 0.138 - - -
8Rb 2.869 | 0.234 | 8395 | 0254 |234][6]| -67[6] |-17.3[0]
8Rb 2961 | 0.239 | 8398 | 0.220 —~ -~ —~
40Ca 2409 | 0275 | 82.08 0 2.02[7] | 0.0007 0
#Ca 2116 | 0250 | 8229 | 0.155 2.02 | 0.00065 | O(1077)
865y 3.074 | 0243 | 84.06 | 0.198 2.06 | 0.00030 | O(1077)
875y 3.027 | 0240 | 84.05 | 0.215 |2.06[8] | 0.00030 | O(1077)
83y 2980 | 0.238 | 84.03 | 0.232 2.06 | 0.00030 | O(1077)
71yp 4114 | 0225 | 8514 | 0308 |2.31[9] | 0.00015 | O(1077)
176yp 3957 | 0219 | 85.05 | 0.348 2.31 | 0.00020 | O(1077)
Y6Hg 4469 | 0224 | 8535 | 0312 |281[7] | 0.00013 | O(1077)
02Hg 4.291 0.218 | 8525 | 0.353 2.81 | 0.00010 | O(1077)
SiO, 1.607 | 0275 | 79.62 | 0.003 - -~ -
73%Au-27%Pt | 2204 | 0432 | 8527 | 0.337 —~ - —~

Table 8.1: Dilatonic charges for some species of atoms. The transition is hyperfine for ¥ Rb
and optical for the rest. The charges are derived from Egs. (8.4a), (8.8) and (8.9). The value
of Qu,m, is universal for all atomic transitions, see Egs. (8.8) and (8.9), so it is not provided.
As we shall see in Chapter 13 and Chapter 15, we will not consider the atomic transition of
195pt, 48Ti, 87Rb, Au-Pt and SiO,, reason why their frequency charges are not provided.

which encode the spacetime variation of the mass and of the transition frequency of the
atom A. In Eq. (8.4a), we show in parenthesis the relation between our definition of the mass
charge with the previously defined coupling function in [1, 4]. In a general frame (i.e where
the gradient of the DM field is not neglected), using Egs. (7.7a) and (8.4), the rest mass and
transition frequency of an atom A oscillate as

V161G ppml[ Q2 14

a)(pc

V161G ppm[ Q414

a)¢c

ma(t, X) = mS (1 + cos(wgt — 124, X+ D), (8.5a)

walt, %) = (1 + cos(wet — E¢ X+D)], (8.5b)

where mg, a)g are respectively the unperturbed rest mass and transition frequency of A.

The rest mass depending differently on all the varying constants of Nature, we can define
partial dilatonic mass charges Q,; such that [4]
1

[Qatom], = G (Q?\Z(,)nr?e(dw —dg) + Qi e + QA (i — dg) + Qi 5, (dom — dg)) , (8.6a)
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with [4]
B 0.036 (A=27) 4 Z(Z-1)
QM,rﬁ =0.093 — A1/3 — OOZT -14x%x10 W P (86b)
A-27
Qm,sm = 0.0017 1 (8.6¢)
Z
Qum, =5.5x107—, (8.6d)
_ Z Z(Z-1)
Qme = (—1.4 +827 + 77— | 1074, (8.6€)

where A and Z are respectively the mass and charge numbers of the atom and where the
couplings d; are the ones defined in Eq. (8.3).

The frequency charge depends on dilatonic charges Q, x and on the dilaton/matter
coupling coefficients dx (see e.g. [1])

1
15 1a = 5 (QUER (d, — ) + QU™ + QUT" (dn = d) + QU (dom = ) - 67

In case of hyperfine transitions, we have fatom o ake(m,/ mpy)(mg/ Aqcp) [10], where kg, kg
represent respectively the sensitivity coefficients of the hyperfine transition to the fine struc-

ture constant and to the ratio of the light quark masses 1, to the QCD mass scale Aqcp ratio.
Subsequently, the corresponding dilatonic frequency charges are

e =1, (8.8a)
P = ke, (8.8b)
QP = -0.048 + ky, (8.8¢)
QYP =0.0017 +k,, (8.8d)

where we used the dependency of the proton mass to the light quark masses dInm,/dIni =
0.048, dInm,/d1In 6m = —0.0017 [4].

The optical transition frequencies depend mainly on the electron mass and on the fine
structure constant f tom o« (mempy)a®Caom /(m, + my) [11, 12] (Where my is the total nu-
cleus mass and €atom accounts for the relativistic correction that determines the frequency
dependence on «a). Therefore, the frequency dilatonic charges write

=1, (8.9a)
S)}?; =2+ €atom , (8.9b)
¢ 2.6%x107°
Q:,pm ~ A (8.9¢)
A-2Z
Q= 9.0x 1077 yE (8.94)

where for the third charge Q p , we assumed m, = my,. In Table 8.1, we show the dila-

tonic mass and frequency charges for some atoms and corresponding atomic transitions (in
particular, for each optical transition, we consider the intercombination line (ICL), i.e the
transition 'Sy —3 P, see Table 8.2).
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Species Transition Frequency (rad/s)
8gr 552155 — 5s5p 3Py 2.73 x 101
0Ca  4sd4s 'Sy — 4sdp 3P, 2.87 x 10"
7Ivb 65215y — 6s6p 3Py 3.39 x 10%°

YHg 65215y — 6s6p 3Py 7.45 x 101

Table 8.2: Some optical transition frequencies of interest.

8.1.3 UFF violating acceleration of a test mass

The point mass action [4]
Smal 011 == ) [ dena(t, D + E1, ), (8.10)
A A

describes the motion of an ensemble of particles with rest mass energy mac? and internal
energy EMt = hiw,, with wy the transition frequency of the body under consideration®. ¥;
are the different SM fields, d7 is the proper time interval defined as c?d1? = —gapdx*dxP,
where g, is the spacetime metric. The body A has its own composition therefore its own
coupling with the dilaton field. The equivalent Lagrangian description reads

B - hwa(t, X)) | dxt dxv
LA = - (mA(t,X)C + f) _gwﬁﬁ , (811&)

which, for non relativistic velocities and considering flat spacetime, i.e 17, = diag(-1,1,1, 1),
can be approximated by

2
Ly=— (mA(t, J?)CZ + th(t,f)) (1 - %) , (8.11b)

to first order in (v4/c)? (where v4 is the coordinate velocity of the atom). Using Eq. (8.5), a
simple Euler-Lagrange derivation of Eq. (8.11b) gives

- ] \/167'(GpDM

0
- >\ - _ 2
aa(t,x) = [a)(PZ)A k¢C woc

n .
([Qﬁ]d + (044 mz)fz) sin(wgt — kg - X + @), (8.12)
A

at lowest order in v4/c, where the superscript 0 indicates the bare value of the quantity,
at zeroth order in the field ¢. In addition, we considered the lowest order expansion in
factors of ha)g / mgcz, as in general mlec2 > hw%. As we have seen previously, the various
[Qf/f]d, [Q#], charges are atom-dependent, implying that the acceleration Eq. (8.12) leads to
a violation of the UFF.

1This contribution will only be relevant for atoms, see Chapter 13.
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8.2 Pseudo-scalar field

8.2.1 Theoretical motivations

The QCD Lagrangian in SM reads
1 - ,
Loco = —7G1,G™ + 7, (ilz) - mqezgq) w,, (8.13)

where the first term represents the kinetic energy of the non abelian gluon gauge field,
through the strength tensors GZV with 4/J/m3 units, the second term represents the inter-

action between gluons and quarks W, (Ip = y#D,, where y* are the dimensionless gamma
matrices?) and the third term is the quarks mass term. One could add to this Lagrangian a
total derivative term (which would not change the fields equations of motion) of the form

g3
32772

Lo=06 Gy, G, (8.14)

where G = elvpPo Gps/2 s the dual gluon field strength tensor, with superscript 4 running
over the 8 gluon fields. Despite leaving the equations of motion invariant, the Lagrangian
Eq. (8.14) breaks CP (Charge-Parity) symmetry if the O parameter, being an angle, is different
from 0 or 7 [13]. To test CP symmetry of QCD, one can measure the neutron electric dipole
moment d,, whose best upper limit constraint is |d,| < 3 X 1072 e.cm (90% confidence level)
[14], which translates into an upper limit of the O parameter to be 0 < 10710 [13]. This
extremely small value is puzzling because we should expect 6 ~ O(1)3, and makes the so-
called strong CP problem. In the 1970s, Peccei and Quinn [15] proposed a solution to solve
this problem : promote the previously fixed 0 parameter to a dynamical massive field with a
potential with a zero minimum, such that 0 relaxes naturally to 0 [16—18]. More precisely, a
new U(1)pg symmetry is introduced which is spontaneously broken at a given energy scale
fa. The QCD axion is the Goldstone boson of this broken symmetry, which acquires a mass 1,
via its interaction with pions. See [19] for a complete review of the Peccei-Quinn mechanism.
One can show that the QCD axion mass is inversely proportional to f,, and that it also couples
to the photon, nucleon, electron fields and nucleon electric dipole moment with respective
couplings ¢4, an/ mnc2, Qae/ mec?, g4 (with my, m, the nucleon and electron mass). All
these couplings are proportional to 1/f, such that the first three have units of 1/energy
and the last coupling g; has units of C.m /] (because it is also proportional to d,)[20, 21].
Therefore, there is only one free parameter of the theory, which is the QCD axion mass.
One can define a more generic pseudo-scalar field, the Axion-Like-Particle (ALP) a which
couples to the same fields and has the same mass as the QCD axion, but where the relation
of proportionality between all the parameters disappears, i.e all couplings and mass are free
parameters of the theory. Therefore, ALP does not solve the strong CP problem, but is still a

2The gamma matrices are a set of 4 X 4 matrices which allow one to construct Lorentz scalar with fermionic
spinors. These are the 4-dimensional generalization of Pauli matrices.

3In reality, 6 = Oqcp + 6; where Oqcp is a contribution from QCD and where 0, is a contribution from
electroweak sector (coming from the quark masses), which are two very different sectors, therefore one should
not expect those two contributions to cancel each other exactly.
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DM candidate, as shown in Section 7.3. The dimensionless ALP field is defined as

hced a
6 = ‘/%ﬁ’ (8.15)

where /ic5/8nG ~ 2x 10 GeV = Ep is the reduced Planck energy (which is usually defined
in terms of the inverse of the x parameter, reason for the 87 factor [4]) and its full interaction
Lagrangian can be written as [20]

g§ 4 g ~a iy 8ay v gaNhC = U
Lint =Ep RJTLIGWG e — 4{10[11:#1/1: + szczaya\PN)/ ysWN+
hic - c -
ij; 2 IuaWeytysWe + Egda\yNvaV5\PNFW , (8.16)
e

where Wy, W, are respectively the nucleon and electron fermion fields, where y5 = iy%y1y?y3

the fifth gamma matrix and o*" = [y¥#, y"]/2.

8.2.2 Axion electrodynamics

Following Egs. (7.1b) and (8.16) in flat spacetime (1/=¢ = 1) and using space positive metric
guv = det(-1,1,1, 1), we write the Lagrangian describing the interaction between the classical
dimensionless axion pseudo scalar field a with mass m, and EM through the coupling ¢,,

[13]

2.2
aC Say

1 m ’ -
-E F, F* 17
a P4H0a uv ’ (8 )

1 , 1
L= —4—HOPWF”V +judlt = 5 duadta - =55

where the EM gauge field A* has usual units of V.s/m and where Ft is the dual electro-
magnetic strength tensor defined as

~ 1
PV = ZelPOF,, = eMPO9, A, (8.18a)

with e*"P? the antisymmetric 4-dimensional Levi-Civita tensor, which has the following
properties

etPI = g““g"ﬁgp‘sgaéeaﬁéy , (8.18b)

€0ijk = €ijk , (8.18¢c)

where €;ji is the usual 3-dimensional Levi-Civita tensor. Using these properties, one can
show that

N

Fu F* =4 — (8.19)
where we defined d,, = (d¢/c, %), jt = (pc,f) and A = (qb/c,/i) with cp,fi respectively the
scalar and vector potentials and introduce the electric and magnetic fields defined as

Vo - A, (8.20a)
A. (8.20b)

ol M
[l
<1
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The equation of motion of the axion and photon fields are derived from the usual Euler-
Lagrange equations and reads [22, 23]

2.2
(D—7z§:)a::i£§gwﬁ-§, (8.21a)
for the axion field and
OA" — 9”9, AY + Epguy(dua)et P dpAs = —oj", (8.21b)
for the photon field. We can treat separately the temporal and spatial part of Eq. (8.21b), i.e
O¢ + d1dyA* + cEpgay€ijr(dia)djAx = —yopc2 , (8.22a)
OA' — 9'9, A" + Epgay€''P?(9ua)dpAs = —pioj' - (8.22b)

Using the temporal equation Eq. (8.22a), the definition of the electric and magnetic fields
Eq. (8.20) and the zero divergence of the magnetic field, we obtain

V. (E - cEpgaVaﬁ) = eﬁ , (8.23)
0
which makes the modified Gauss’s law. From the spatial equation of motion, Eq. (8.22b), we

obtain

- - - JE\ E s e o
VX B =y (j+<—:0§) —Tpgay(ziB+Va><E), (8.24)
where the dot represents derivative with respect to time and which corresponds to the
modified Ampeére’s law.
Egs.(8.23) and (8.24) together with the two unchanged Maxwell’s equations form what is
more commonly known as axion electrodynamics [22, 23]

V. (E - cEpgayaE) = eﬁ , (8.25a)
0

- - 0B
VXE+— = .25b
X E + T 0, (8.25b)

- E E = = = = =g

o (] + eoaa—t) - Tpgay(dB +VaxE)=VXB, (8.25¢)
V.B=0. (8.25d)

The various new terms of Eq. (8.25) break the electric-magnetic duality which is present
in the usual Maxwell’s equations : in vacuum, these equations are not invariant under the

change (E, 1§) — (c1§, —E/c).

8.2.3 Vacuum birefringence and dichroism

We now focus on the spatial equation of motion of the EM field Eq. (8.22b). We assume
propagation in vacuum j = 0, both temporal and Coulomb gauges for the EM field Ap = 0
and V - A = 0* and the axion field is spatially homogeneous at the scale of the experiment®

*Out of the four degrees of freedom encoded in the 4-potential A¥, only 2, representing the photon polar-
ization states, are physical, reason why we can fix two gauges.
5As shown in Eq. (7.28), the constraint on the axion mass depends on the size of experiment considered.
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such that the form Eq. (7.29) is valid. Then, Eq. (8.22b) becomes [24]
Aj — c*V?A; + cEpgayti€ijrdiAr = 0. (8.26)

We can decompose A; into the left and right circular polarization modes of the photon
with wave number k as

3
Ai(t,x):/%(A;(t)ef+A;(t)ei")elk'x. (8.27)

Without loss of generality, if we assume the propagation direction to be along the Z direction,

k = (0,0, k), the normalized right/left helicities of the photon can be expressed as e* = eR =

(1,-i,0)/V2 and e~ = ek = (1, ,0)/V2 such that
eijkkje]-f = J_rike;—“ . (8.28)

Then, we can write two separate equations of motion for both polarization modes [24]

. Ep A/167G
At K22 (1 + 22 If DM in(wat +®)| A* =0 (8.29a)
C
AT 412 (1 -2y If M3 in(wat + @) A7 =0, (8.29b)
Cc

where we used Eq. (7.17). Considering the plane wave ansatz A (t) = (7 exp(—i(w=+t — k- X)),
Eq. (8.29) leads to

sin(w,t + D), (8.30)

ws = key|1 = — p
c

or in other words, the dispersion relation of the right/left circular polarizations is modified
such that they travel with different phase velocities c. = w./k, respectively

c: =c\|1=x — 2
C

sin(w,t + ). (8.31)

Note that Eq. (8.30) leads also to a modification of the group velocity of the left and right
polarization of light

sin? (w,t + @)

161G ppMmE2 ¢2
_ 90s ~ c( + PDM=pSay (8.32)

8k2c4

3
+ 0 - 2
C

This modification of the group velocity does not break special relativity since we now assume
that light propagates inside a medium full of axions, which is not pure vacuum.

In other words, vacuum becomes birefringent in presence of an axion background. Exper-
iments such as DANCE [25], LIDA [26] or ADBC [27] attempt to detect axion-photon coupling
through this effect.
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We now study dichroism effects from axion-photon coupling. To do so, we focus specifi-
cally on the axion-photon interaction Lagrangian, written in terms of electric and magnetic
fieldsi.e

Loy = EpSaF . B (8.33)
.“OC
In a medium of permittivity € and permeability u and where external electric and magnetic
tields Ep and By are applied, the modified Maxwell’s equations Egs. (8.23) and (8.24) show
that the axion field is a source of electric charge p, and current density j, [13]

Pa = ecEpgaﬁa By (8.34a)
= HEP = > =
o= gy (aBo +Va x EO) , (8.34b)

implying a conversion between axions and photons.

As derived in [13], if we assume light propagating in the z direction whose polarization
lies in the x — y plane and a static and homogeneous magnetic field polarized along the x
axis By = Boéy, with no electric field, the photon-axion conversion will happen in the same
direction as the B polarization direction. This means that the polarization component of
light along the x-direction is depleted, implying a rotation of the plane of polarization. This
is what is called dichroism. The conversion probability is given by [13]

h gay . gL
P(y - a,L) = \/7\/7”0 Buc? (7) , (8.35a)

where L is the travelling distance, q is the difference in wavevector between axions and
photons, ie g = |i€a - Ey| and B, = |Ea|/wa = v,/c? with v, the speed of incident axions.
Note that, by energy conservation, w, = w,, since the static magnetic field does not transfer
energy.

In addition, the relative phase between the polarizations parallel and perpendicular to the
magnetic field changes, and light acquires ellipticity [13]. If we assume plane wave solutions
for axions and photons, one can show that the y — a conversion leads to a modification
of the dispersion relation of photons of x polarization, which depends on the amplitude
of the magnetic field in this direction. This is equivalent to a relative phase added to the
x-polarization compared to the y-one that reads [13]

FlC gay 0

o(L) = (gL = sin(qL)) - (8.35b)
8.2.4 UFF violation through the coupling with gluons

We now consider the coupling between the ALP and gluons which reads, from Eq. (8.16),

2

83 gs
_Ga G =
Ero - 2

Lo = Relod (8.36)
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In [12], it is shown that the interaction Lagrangian from Eq. (8.36) induces a dependency of
the mass of pions to the axion field, which implies a dependency of the mass of nucleons
and atomic binding energy on the axion field. More precisely,

dlnmy _ dlnmy d1n (m2)
d(6%)  dln(m2) 9(6?) '

(8.37)

where my is the rest mass of the nucleon N. As a consequence, the mass of any atom will
also depend on the axion field and its coupling strength with gluons. In this sense, we can
define the dimensionless axionic mass and frequency charges of an atom A as

(9 1 atom

Q3™ = = 23 (rg;) (8.38a)
8 1 atom

Q™ = =5 o™ (8.38b)

in a similar way asin Eq. (8.4). Therefore, a similar oscillation on both rest mass and transition
frequency of an atom A arise

8nGppmE2[Q4 -
ma(t, ¥) = m (1 il o r Qs c05(2(wat — kg - X + D)) |, (8.39)
252
8nGppmEZ[QA -
walt,X) = a)ffl (1 + pDzM 2P2[Q lo cos(2(w,t —k; - X + D)) | . (8.39b)
a wﬂc

We made a redefinition of the unperturbed mass as mg — mg(l +8nG pDMEIZ, [QA1./ f2w?c?),
and similarly for the frequency. Then, the axion-gluon coupling would induce a UFF violat-

ing acceleration on the atom A of the form

Q41 + (01,24 | ok, %
Mla wla > sm(Zwat 2ka-x+2CD),

N N o - 161G DME2
aa(t,x) = [a)avA - kacz] # 5
h msc

2.2
w5 C a

(8.40)

where we did not include contributions from the axion spin-induced fifth force (see e.g. [28]),
because we are only interested in the oscillating solution. Now, we wish to get an analytical
expression for both axionic charges.

The rest mass of an atom, with charge number Z and neutron number N, can be parame-
terized as

matomC2 = mconst.c2 + Epind = Z(mp + me)cz + Nmy, c?+ Ebind , (8.41)
where m,, m., m, are respectively the rest masses of the proton, the electron and the neutron,
and where mconst., Epind Tepresent respectively the rest mass of the particle constituents of

the atom (proton, neutron, electron) and the nuclear binding energy.
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Nucleons rest mass

In [12], it is shown the pion mass is & dependent and influence the nucleon mass my through

oInmn 606, (8.42a)
dlnm?
9 1In m?> mymgy
m__ = ~0.109 8.42b
207 " 20my + maP (8420)
dln my
~ —0.065, 8.42
2(02) (8.42¢)

such that, for an atom made of (N+Z) nucleons, the contribution of the nucleons rest mass
to the atom rest mass to the axionic charge is given by

_ 311’17?11\[
const. B 8(92)

Q3™ s ~ —0.065, (8.43)

meaning that it is independent of the number of nucleons inside the atom, or in other words
of the atomic species.

Binding energy of the nuclei

Let us now focus on the contribution of the binding energy of the nuclei to the axionic mass
charge and show that it is composition dependent.

As computed in [4], the binding energy of the nuclei depends to first order on the mass
of the pions and therefore, following Eq. (8.42), on the ALP. We will now use the results from
Section IV of [4] to infer the analytical expression of the dependency of the binding energy
to the ALP and to the mass number A and the charge number Z.

Four different interactions contribute to the binding energy [4]: the central force E entral
coming from the isospin symmetric central nuclear force, the asymmetry energy Easym, i.e
the residual energy from the asymmetry between neutrons and protons inside the nucleus,
the Coulomb force Ecoulomb depending on how tightly the nucleons are packed together and
the pairing energy Epairing leading to

(A—27)

Z(Z -1 Epairi
Ebind = Ecentral + EasymT + E Coulomb ( ) _5 pairing

Al/3 Al/2

) (8.44)

where 6 = +1 respectively for even-even and odd-odd number of protons-neutrons in the
nuclei, and 6 = 0 otherwise.

Central force This interaction comes from the isospin symmetric central nuclear force,
which is the dominant contribution in the binding of heavy nuclei [4]. The dominant
interactions are an attractive scalar ns and a repulsive vector ny, and [4] shows that the
former is more sensitive to the pion mass, implying in our case

aECentral - aECentral 8775 dIn m721
2(62) s  Inm: A62)

(8.45a)
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with [4, 29]
Ecentral & —(120A4 — 97A*P)ns, (8.45b)
J
IS _ _ _0.35MeV. (8.45¢)
dlnm?2

Asymmetry energy The residual energy from the asymmetry between neutrons and pro-
tons inside the nucleus contains two components : 1) from the Pauli exclusion principle,
requiring that when there are more neutrons than protons, the extra neutrons are in the
higher energy states than the protons; and 2) from the nuclear force, which is more attractive
for a neutron and a proton than with a pair of neutrons or a pair of protons. The asymmetry
energy depends mainly on the scalar coupling strength between the nucleons Gg [4] implying

8EAsym _ aEAsym &GS 811’17}’172.[

_ , 8.46
2(02) ~ 9Gs Jlnm2 (0 (8.46a)
with [4, 2]
aEAsym 8G5
= ~19 MeV . 8.46b
dGs Jdlnm? ¢ ( )

Coulomb force The Coulomb energy has a dependency on the strong interaction coupling
terms since it depends on how tightly the nucleons are packed together. It can be shown that
this contribution depends on the same scalar coupling as the asymmetry energy, hence

aECoulomb _ aECoulomb aGS 311’1771721
0%~ 9Gs Jlnm2 9%

(8.47a)

with [4, 29]

aECoulomb aGS
dGs  Jdlnm?

= -0.13 MeV . (8.47b)

Pairing energy The pairing interaction contributes to binding energy and its numerical
value is [29]

Epairing = 12 MéV . (8.48)

[4] shows that this contribution is subdominant for all atoms, due to its dependency to mass
number A, compared to the other interactions, hence we will not consider the pairing energy
in the calculation of the axionic charges of atoms.

Adding all contributions together, we get the analytic expression for the axionic mass
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charge

[ atom] — 1 amatom
M Matom 0 (02)
_ 1 ( a(mlres.t masscz) aEbind )

2(62) 2(62)

MatomC?

1 A —27)? Z(Z -1
~ —0.065 rest mass Mev (—4.578A +3.701A2/3 + 2.071¥ + o.omg)
matom matomc A1/3
3.98 (A—-27)? Z(Z -1) S 3
~ —0.065 + FA( 492+ S 4222555 $ 1507 X 10 ) x 1073 . (8.49)

At the last line, we considered Myest mass/Matom = 1+ {Ebind)/Mamuc> With (Eping) ~ 8 MeV, the
average binding energy per nucleon and 7,m, the atomic mass unit [4]. Also, we factorized
F4 = AMamu/Matom Which is of order unity at first order for all species of atoms (the relative
error is O(1073))[4].

Now, we focus on the axionic frequency charge. We will first consider hyperfine atomic
hyp

atom

transitions (w,; ) which are impacted by the axion-gluon coupling from Eq. (8.36) as [12]

81ncu2t)$n_ ding _8lnmp 8lnm% (8.50)

2072 \olnm2 olnm2) 907 ’

where g is the nucleon g-factor whose dependence on pion mass is given by [17]

1 ol dln
N8k, 28k, 28 017K, (8.51a)
dlnm?2 dlnm?2 dlnm?2
with
1
N8 025, (8.51b)
dlnm?2
1
28~ 2017, (8.51¢)
dlnm2

where ¢, (g) respectively the neutron (proton) gyromagnetic factors and Kj,, K, and Kj, co-
efficients computed from chiral perturbation theory (nuclear shell model). These coefficients
are not measurable, but they are related to observable parameters, namely, the sensitivity
coefficient of the nuclear magnetic moment to light quarks masses «,, to strange quarks
masses ks and to light quarks masses over QCD energy scale x through [10]

iy = —0.118K,, — 0.087K,, , (8.52a)
Ks = 0.0013K, — 0.013K,,, (8.52b)
K = —0.12K,, — 0.10K, — 0.11K . (8.52¢)

Using Egs. (8.42), (8.50), (8.51) and (8.52), we define the dimensionless axionic frequency
charge of the atom as

[Qam], ~ (~16.8k — 5.69%, + 25.1xs +0.65) x 1072. (8.53)

@
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In particular, Eq. (8.53) is relevant for 8 Rb hyperfine transition, whose associated x parame-
ters are x = —0.016, x; = —0.046, x5 = —0.010 [10].

Table 8.3: Axionic charges for some species
of atoms. The transition is hyperfine for 3 Rb
and optical for the rest (as in Table 8.1, all
of the optical transition are the 'Sy —3 Py
ICL transition, see Table 8.2). The charges
are derived from Egs. (8.49), (8.53), (8.54) and
(8.55). As we shall see in Chapters 13 and 15,
we will not consider the atomic transition of
195p¢, 48T4, SiO, and Au-Pt, reason why their
frequency charge is not provided.

Species Om [x1073] Quw [x1073] | Letusnow consider optical transitions whose
195D [5] -69.065 _ frequency does depend neither on the nu-
. cleon g-factor nor on the proton mass at low-
Ti[5] -68.770 B est order. This implies that the axionic fre-
8Rb -68.920 9.30 [10] quency charge at lowest order is 0. Higher
85RDb -68.924 _ orc'ier‘cc;ntributionshwoulq lead fco ?oq}zero
, t
100, 68715 0.00188 axionic frequency charge, in particular if one
considers its dependence on the fine struc-
#Ca -68.738 -0.182 ture constant & which arises at loop level [30],
86Gy -68.933 -0.554 or to the ngclear charge radius [31] and are
87, -68.932 0552 therefore h1‘gh1'y sup‘pressed. We now com-
08 pute the axionic optical frequency charge of
Sr -68.932 -0.00550 an atom A, considering both of these effects
71yb -69.054 -0.0121 for some atomic optical transition. Using the
176y, -69.043 -0.0119 dependence of optical transition on the fine
196 structure constant «, the gluon-photon cou-
Hg -69.077 -0.00684 pling at loop level leads to a charge
22Hg -69.066 -0.00677
. 2
SiO, 68.442 - [04], = ch(:’L—ezA)“, (8.54a)
73%Au-27%Pt -69.067 - "

where cf, is the parameter encoding the
explicit symmetry-breaking, generating the
one-loop coupling. While for QCD axion,
this parameter is O(1), it is much smaller in
the case of ALP (due to the introduction of
an additional dark sector, e.g a dark photon,
see [30]). It is nevertheless possible to have
cr, ~ 1072 [30]. Therefore, the corresponding
axionic charge is, e.g. for 171D,

[QYP], ~1.2x 1078, (8.54b)

The second contribution, arising from the coupling of the ALP to the nuclear charge radius

has the form [31-33]

[Q41a

- 8ln(r12\]) dlnm?2 9(0)?

JIn(r? 2 _ BFIlnm?
_ dlnwap n( N>8lnmn :ﬁ_M (rf\l)+g(1’?\;> ,
wa J(0)? C1

(8.55a)

where (rlz\]), <ri,) arerespectively the mean squared and quartic charge nuclear radius, F is the
difference in field shift factor between excited and ground state, § = d ln(rzz\]) /dInm?2 = -0.2
[31] and Cq, C; are Seltzer coefficients, to account for higher order radial moments in the
computation of the field shift (which are relevant for heavy atoms) [33] . For 7!Yb optical
transition, F = —27 X 10.955 GHz/fm? [34], ry = 5.2906 fm [35], C; = 6.23 x 107 and
Cy = —0.579 [32], which leads to

[QYP], ~ -1.21 x107°.

@

(8.55b)
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For other atomic transition, we will use the fact that the field shift F (r12\1> approximately scales

as Z2/ A3 [33]. Note that, as expected, those two contributions are at least two orders of
magnitude smaller than the axionic charges of hyperfine transitions (see Table 8.3).

8.3 Vector field

8.3.1 Theoretical motivations

In addition to the current SM gauge group SU(3) x SU(2) x U(1), many theories predict
an additional gauge group which would resolve various particle physics and /or cosmology
problems, e.g. the YMSM model solves DM, neutrino masses and baryogenesis by incor-
porating three right-handed SU(2)g x U(1) neutrinos [36]. The minimal gauged extension
would be an additional U(1) symmetry, carried by a new vector field, coupled to a local
gauge symmetry current, in particular a linear combination of the baryon number B, the
lepton number L and the hypercharge Y [37, 38]. Supersymmetry predicts a coupling to the
B —L current [37, 38]. This new vector field, sometimes referred as U-boson, heavy photon or
dark photon (DP), would induce a new force, proportional to the current to which it couples.

8.3.2 Oscillating electric field through the coupling with photons

We now are interested with the interaction of the DP vector field ¢* of mass my with EM.
Using Eq. (7.1c), the Lagrangian describing such interaction is given by [39]

2 .2

w T Ay 4y1q v 2 T :

4o 2uoh

where x is the dimensionless kinetic mixing coupling parameter which characterizes the
coupling between the DP and the EM field.
In order to ease the calculations, we make a non-unitary transformation of the fields, i.e

[40]
AF = A 4 x ot (8.57)

while ¢* remains unchanged at first order in x. This allows us to redefine the fields in terms
of mass eigenstates called massless and massive photons, which couples to the standard EM
current. Using this change of variable, Eq. (8.56) becomes, at first order in yx,

L=— L FE it (A L g T 858
=gt Pt ( “_X%)_él_uoq) %V_W(P Pu s (8.58)
with Fy, = F uv — XPuv- The field equations read
I FP* = uoj?, (8.59a)
m2 C2
Paf = —xpoff = ——¢F. (8.59b)

56



CHAPTER 8 COUPLINGS TO STANDARD MODEL FIELDS

The antisymmetry of both strength tensors leads to the conservation of the electromagnetic
4-current d, j* = 0, and the continuity equation for the DP field d, ¢# = 0, as shown in Section
7.3.2. Using the Lorenz gauge for EM, 9*A,, = 0, Egs. (8.59) become

nAP = —uoj?, (8.60a)
m?,c?
0¢f = ——¢F + xuof”, (8.60b)
where 0 = ntd,d, = —Cl—zé?tz + V2. These equations admit two classes of solutions in vacuum

(where the current vanishes): a massless vector field (standard EM) and a massive one, the
latter being characterized by solutions :

PFf = YPelkur'+® (8.61a)
AY =0, (8.61b)

.2
where k k! = —(wir/c)? + )ku‘ = —macz/hz, as derived in Eq. (7.7b), and where Eq. (8.61a)

is equivalent to Eq. (7.8). As can be noticed from Eq. (8.57), this solution induces an ordinary
electromagnetic field in a vacuum (see also [39])

AP = —yYPBeikux+® (8.62)

Due to the coupling between the DP and the EM field (coupling characterized by the mixing
parameter y), the DP field will induce a small electromagnetic field, whose strength is pro-
portional to x and to the DP field amplitude, see Eq. (8.62). Then the induced electromagnetic
tield consists in an oscillating electric and magnetic fields of the form [39]

. 0 j . ) N
Ely = —% - 0% = x (kY0 = @uYT) sin (wut = ku - ¥ + @) (8.63a)
J
BéM = eijkajAk = —)(e,-]-kk{IYk sin (a)ut — Izu X+ (D) , (8.63b)

The magnetic component is suppressed by a factor vpy/c ~ 1073, therefore only the electric
field component will be considered in Chapters 10 and 11. In addition, if one considers that

ku = 0, we have Y? = 0 using the continuity equation k,Y* = 0, and the electric field does
not propagate, i.e

E = —xwuY!sin(wyt + @) (8.63¢)
DM

where its amplitude is directly related to the local DM density (from Eq. (7.26))

EDM‘ = XC’\/Q.‘UQPDM . (863d)
The idea of several experiments searching for DP is to focus this small electromagnetic field
in order to enhance it and hopefully make it detectable [41-46].
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8.3.3 UFF violation through the coupling with the B — L current

We now study the interaction between the vector field and the B — L current jg_L through
the coupling €, which reads [47, 48]

202 .
4H0¢ "ur = Ot e P (8.64)

where the coupling is parameterized with respect to the usual EM charge e. Varying Eq. (8.64)
with respect to ¢ leads to its field equation

2 2
Ayt = —

o + oeejly ;- (8.65)

The conservation of the B—~L current leads to the continuity equation of the DP field d,, ¢t = 0
Therefore, one can simplify the field equation to

2C2

Ot = Pt — poeejly | . (8.66)

Using Eq. (8.11b), one finds the equation of motion for a test particle A in vacuum of mass
my, velocity ¥4 and acceleration 44

mada = €€[Q§_L] (EDP +704 X EDP) ’ (8.67a)

where we have defined the B — L current associated to A as ]B L =(c0 A)[QB L]6(3) ( A),
with [QB_L] the B — L charge of A, and where

Epp = —ﬁ —V¢O = ( kuY© + wu?) sin (a)ut Ky E+ c1>) (8.67b)

EDP = V X (P = (ku X Y) sin (a)ut - ]_C>u X+ (D) , (8.67¢)

using Egs. (8.61a) and (8.63a) (EDP, EDP = EDM /X, I§DM / x), as we are considering the vacuum
solution of Eq. (8.66). Note that a static solution of such equation exists and is associated
with a Yukawa-type force sourced by a massive body.

The small galactic velocity implies that 1) lkulc < wy, and together with the continuity
equation, 2) kuyY? < a)u?, such that Eq. (8.67a) simplifies to [25, 49-51]

A
_L] sin(wyt — ky - XA+ D), (8.68)

ia(t, %) = cewyY

which, in the same way as Eq. (8.12), violates UFF.
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Chapter 9

Search for axions with an optical cavity
and an optical fiber

Usually, cavities can be used to search for axion-photon coupling g,) through the axion-
photon conversion under a strong magnetic field. This is the case for ADMX [1-5] or CAPP
[6-8] experiments. In practice, these experiments aim at detecting photons sourced by this
strong magnetic field and the DM axion field through the inverse Primakoff effect. Then, the
photons would resonate inside the cavity in order to increase drastically the signal. In this
case, the frequency of the produced photons correspond to the axion mass, and therefore
these experiments are sensitive to a very narrow mass interval (which is essentially the width
of the resonant frequency of the cavity).

Cavities can also search for this g;), coupling through the effect derived in Section 8.2.3, i.e
the phase velocity difference between the left and right polarization of light. In the following,
we will consider an optical cavity to compute the phase observable. Then, in Chapter 18,
we will make some estimation on the sensitivity of the optical cavity used in the DAMNED
experiment [9]. We will show that unfortunately, such experiments are not competitive for
the search of the axion-photon coupling.

9.1 Birefringence and oscillation of the length of the cavity

We consider a setup where two optical cavities are used : one in which a linear polarized
light is used, i.e the phase velocity is exactly the speed of light ¢, and another where we send
a right polarized light. This could be done, e.g, by inserting a quarter wave plate in front
of one of the cavities which would change a linear polarization to a circular one. Then, we
measure the phase difference between the output of the two cavities.

From Eq. (8.31), the left and right circular polarized light respectively evolve with phase
velocity

4nG
. (1 ~ E_lza v iDMgW sin(w,t + @) | = ¢ — ¢ sin(w,t + D) (9.1a)
c
4nG
. (1 . E_123 &, ZDMgaV sin(w,t + ®)| = ¢ + dcsin(w,t + D), (9.1b)
c
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with w, the oscillation frequency of the axion field, Ep the reduced Planck energy and

_ V4nGppmEpgay
= o ,

oc (9.1¢)

with wg = kc, the unperturbed light angular frequency. In this model, the cavity length ¢ is
unchanged, but is directly related to the light travel time 7., (¢) inside the cavity as

T (t)
20 = / c(t)dt’ 9.2)
0

where c(t) is the time dependent phase velocity of light whose exact form depends on the
light polarization Eq. (8.31). Assuming a right handed photon starting its propagation at the
left mirror at time t — 7 (t), it will come back to the same spatial point at time t, where the
travel time is given by

t ’ =T ’
To(t) = 2C_€ —/ de(t )dt' —/ de(t )dt' , (9.3a)
t t

c c

—Te —Te—T—,

where 7_, and 7. are the time intervals the photon takes on the trip there and back respec-
tively and

oc(t) = +ocsin(w,t + D) (9.3b)
Oc(t) = =ocsin(w,t + D), (9.3¢)

respectively for right and left handed polarizations, since the photon has opposite circular
polarization on the way there and back due to the mirror reflection. Indeed, the mirror
reverses one of the linear polarizations while keeping the other unchanged, which implies
that a circular polarization changes other (up to an irrelevant phase) We can then interpret
this oscillation of phase velocity of light as an oscillation of the cavity length itself, i.e we can
write

ra( = 2D, 9.42
where
ol(t) = ocf(t), (9.4b)
with
1 g . ’ ’ _ t_T(i . ’ ’
f(t) = 5 [/t_u sin(w,t" + ®)dt /t—a_—m sin(w,t" + ®)dt ] . (9.4¢)

As we are interested in the first order solution of the phase shift in the perturbation g,,, and
since 6¢c = O(gay), we can solve explicitly f(t) at zeroth order in the perturbation, i.e using
T =T = 79 = {/c in the integral bounds

_ 2 . 2 CL)Q[ {
f(t) = o sin ( e )cos (a)a (t c) + CD) . (9.5)
such that the variation of length of the cavity becomes

V16nG E
ol(t) = ToPDMEPEay sin? (a)af) cos (a)g (t — g) + CD)

a)oa)g

- (9.6)
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9.2 Phase shift at the output of the cavity

In order to obtain the phase shift of the electric field resulting from the length oscillation
Eq. (9.6), we will sum over a large number N of field contributions that are reflected back
and forth in the cavity (i.e N — o).

The calculation is explicitly presented in Appendix A.l. Here, we immediately show the
amplitude of the phase shift (oscillating at the axion frequency w,) between the transmitted
field and the input field as

|Ag(t)] ~ 9.7)

2+/161GppmEpgay i (a)_é)

2c
a)uc\/l —2r2cos (2“;—“5) + 74

where 7 is the mirror reflectivity of the cavity. This means the phase observable is indepen-
dent of the laser frequency. When the axion frequency corresponds to an even mode of the
cavity, w,¢/c = (2n + 1)1, and considering that r = 1 — €, € < 1, the signal scales in e L
and therefore increases drastically. This phase shift expression has not been derived in the
literature explicitly, in the case of the axion-photon coupling. In Chapter 18, we will use it

to derive the sensitivity of DAMNED to gy

9.3 Phase shift along an optical fiber

We now consider a very simple experiment where we use two fibers of same length L, in
which we send a left polarized light A in the first one and a right polarized light B in the other
one. At the output, we measure the phase shift between both light signals. Mathematically,
this situation is equivalent to having only one single fiber and sending both signals in the
two opposite directions of the fiber. Both signals have the same angular frequency wg (at
zeroth order in the perturbation), and after having traveled through the fiber, the electric
tields have the form

E4(t) = EGe@olt=t=) (9.8a)
Eg(t) = EGei@olt=t<) (9.8b)
with t_ and t_, being respectively the time for the left and right polarized signals to cross

the full fiber. At the output of the fiber, the phase shift between the two electric fields is just
given by

AP(t) = wolte —t-) (9.9a)
where
L/c
=L / O Gin(wat + D) (9.9b)
c Jo c
L/c
t, = L_ / 00> sin(w,t + ®), (9.9¢)
c Jo c
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where the amplitudes 6c_, = —6c are given in Eq. (9.1c). Then, it is straightforward to find
the amplitude of the phase shift as

A¢(8)] = .

2\/167'(GpDMEpgay

sin(w—aL)' . (9.10)

Similarly as in the previous section, we will use this result to derive the sensitivity of an
optical fiber to g;, in Chapter 18.
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Chapter 10

Search for dark photons in a microwave
cavity with Rydberg atoms

As mentioned in Section 8.3.2, an oscillating DP coupled to the standard electromagnetic
field will induce a small oscillating electric field in a vacuum. One very peculiar feature of

this electric field is that it does not propagate, i.e. its wave-vector vanishes ku =0 (to first
order in vpy/c). This is due to the fact that this electric field is induced by a massive vector
tield and therefore its dispersion relation is given by Eq. (7.7b). In this chapter, we will show
how an electromagnetic cavity can be used to search for the electric field induced by a DP.
In addition, we will show how to use atoms as a tool to detect this electric field through the
Stark effect, i.e. the displacement of the energy levels of an atom under a perturbation by a
static electric field (or by an electric field whose frequency is much lower than the transition
frequency of the atom). This experimental proposal to search for DP using atoms inside a
microwave cavity is the object of a published article [10].

There are mainly two reasons to consider a cavity as an experiment to search for DP. First
of all, as for other DP experiments using resonators, the mirrors of the cavity will enhance the
electric field induced by the DP. Indeed, the electric field parallel to the surface of a perfect
conductor has to vanish. Therefore, because of the presence of the oscillating DP-induced
electric field, the mirror will generate a standard electromagnetic field that will propagate
perpendicularly to the mirror and whose amplitude is such that it will cancel the DP-induced
field parallel to the surface. Physically, the DP-induced electric field will induce an oscillation
of the electrons within the mirror which will create a standard electromagnetic field. Since a
cavity consists in two mirrors, this boundary condition can, under some conditions, produce
resonances that will significantly enhance the small DP-induced electric field.

The second reason to consider a cavity is related to the use of atoms to measure the
electric field inside the cavity through the Stark effect, which is sensitive to the square of
the electric field. If one applies a standard electromagnetic wave inside the cavity (whose

electric field will be denoted by E4) the DP contribution to the square of the electric field
inside the cavity is ~ EDM E A (to first order in y, the kinetic mixing between EM and DP),

which can also be enhanced by a resonant E 4. In addition to enhancing the amplitude of the
signal to be measured, applying an external field is also important to produce a signal at low,
but non-zero, frequency, where the Stark effect can be realistically measured. More precisely,
for a cavity whose length is of the order of a few cm, we will be interested in searching for
DP oscillating at a frequency fu = wyu/2m of the order of a few GHz. The difficulty is that
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such a rapid oscillation of the atomic transition frequency will be very hard to measure as
the interrogation cycle of the atoms is much longer. But, if one applies en external field at a
angular frequency wa which is close to wy;, then the cross term between the DP electric field
and the applied electric field will have a component oscillating at the low angular frequency
|wu — wa|, which can be measured by the atoms.

Asin the previous chapter, we will compute the expected signal, leaving the experimental
parameters free. Afterwards, in Chapter 17, we will discuss the sources of noise of such
experiment, and in Chapter 18, we will derive the expected sensitivity of the experiment to
the x coupling, by considering specific experimental parameters.

10.1 Contributions from dark photons and applied electric
field inside the cavity

In this section, we derive the electric field induced by both the DP and the applied field at the
center of the cavity. We summarize the methodology, the derivation and discuss the main
results.

The finesse ¥ of a cavity is a measure of the narrowness of resonances 6f compared
to their frequency. More precisely, it is defined as the ratio between 0 f and the frequency
separation of resonances A f

Af
of
which is frequency independent. Considering a cavity consisting of two flat mirrors of

reflectivity r separated by a distance L!, we can relate the reflectivity and the finesse of a
cavity through (¥ > 1)[11]

F = (10.1)

s

r=1 >F (10.2)
While the finesse is usually associated to an optical cavity, it is the quality factor Q thatis a
more common parameter for microwave cavities. The quality factor is usually defined as the
ratio between the energy stored inside the cavity with the energy dissipated. It then becomes
obvious that finesse and quality factor are two quantities profoundly connected. The quality
factor can also be defined as [11]

_f
S5F

Although being frequency dependent, one can notice that the quality factor of the first
resonance of the cavity corresponds exactly to the finesse. In the following of this chapter,
we will assume only the first resonances of our microwave cavity, such that ¥ ~ Q.

The principle of calculation is similar for both the DP and the applied electric fields and
has already been used in Chapter 9.2, inspired from [12]. The idea is to propagate the electric
field an infinite number of round trips inside the cavity and to sum these infinite number

Q (10.3)

For simplicity, we assume that the transverse size of the mirrors is > L, A, where A is the wavelength of the
fields of interest.
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of contributions at a given location. To perform cavity round trips, the field is propagated
along one direction and when it reaches a mirror, its amplitude is multiplied by —r and its
wave-vector is flipped. For r < 1, the infinite sum converges and can be calculated explicitly.

f VA Vﬁ . J‘ .

x = Rydberg x=3
atoms

Figure 10.1: Experimental scheme that we propose for the search of the DP-photons coupling
: an external field (in blue) is applied at the cavity edge. The standing DP electric field (in
yellow) generates a propagating electric field inside the cavity (in orange). At the center of
the cavity, the transition frequency of Rydberg atoms is impacted by |E|* through the Stark
effect (see text.).

First, let us apply this procedure to the applied external field. We assume that the external
electric field is applied on the left edge of the cavity, see Fig. 10.1. Ideally, the applied field

can be parameterized as E A= f(A?% [e‘i(“’At_kA(x+%)+¢A)], with its amplitude X4, angular

frequency w4 and phase ¢ 4. Still assuming a transmission coefficient of the mirror V1 — 2,
the first contribution at the center of the cavity reads

Eg(x =0,t)=R [Vl - rz)?Ae_i(“At_kA%+¢A)] . (10.4)

This contribution propagates until the other cavity boundaries, gets reflected once with
coefficient —r such that boundary conditions are respected, then comes back to the center,
implying that the second contribution reads

E}q(x =0,t) = —rE% (x =0,t+ %) =R [—r V1 = r2eikal X ye=ilwat=kaz+oa)| (10.5)

the additional phase el shows the time delay of E! compared to E? after half a round-trip.

This occurs several times and after an infinite number of round trips N, the full contribution
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of the external applied field inside the cavity is

N=+c0
E¥x =0,t) = Z El(x=0,t) (10.6a)
n=0
ikl
- . 2
= VI- 12X, R e—l<wAf+¢A>e—] (10.6b)
1 + reikal
= /T(a)A) cos(wat + ¢a) + E(a)A) sin(wat + ¢4), (10.6¢)

where we assumed r < 1 such that N — 0 and with

Xa(1+7)V1-12cos (%)

g(a) )= (10.7a)
A 1+2r cos(“’%L) + 72

. X4 (1-7)V1—=rZsin (%L)

Blwa) = . (10.7b)

1+2r cos(%) + 72

One can notice a resonance at the center of the cavity for even modes of the cavity, as expected.

Let us now focus on the contribution from the DP field. From Egs. (8.63c), one can,
without loss of generality, write the expression of the electric field related to the DP as
Epm = XpmR [e‘iwut] = XpmépmR [e‘i“’u t] where épy is a unit vector characterizing the
polarization of the DP field and Xpm = xc+2uoppm (from Eq. (8.63d)), and where the
phase of the field ® disappeared because it can be reabsorbed in ¢4 when computing the
interference between the DP and applied fields. Because of this electric field, both mirrors
will generate a propagating standard electromagnetic field such that the total component of
the electric field parallel of the mirrors’ surface vanishes. The same procedure as above can
be realized to know the DM electric field amplitude at the center of the cavity. The subtleties
of this calculation are that : 1) the field is emitted by the mirrors towards the center of the

cavity, therefore the transmission coefficient V1 — r2 factor is not present ; 2) only the DM

polarization transverse to the mirror is re-emitted, noted }?DM,” ; and 3) there are two different
contributions, in phase, each being emitted from one of the edges of the cavity. The total DM
contribution at the center is then

ESm(x =0,1) =R | Xpme U + 2XDM,”e_l(w”’f_kTL)—ikL (10.8a)
1+7e
= (_f(a)u) cos(wyt) + I_j(a)u) sin(wyt), (10.8b)
with
> - 2X 1+ ) cos(“LL
E(wu) = Koy + 0w+ 1) - Ge) (10.9a)
1 +2r cos(=4=) + 2
R 2Xpm (1 = r) sin( 4t
D(wy) = Da w) - Ge) (10.9b)
1+ 2r cos(“4=) + 12
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The first term of Eq. (10.8a) corresponds to the background oscillating DM field at the center,
which is always present, even without the cavity. The second term is the DM contribution
from the cavity, which is almost equivalent, in its form, to the total contribution of the applied
tield, with an additional factor two, due to the emission of a field from both edges of the
cavity (instead of only one for the applied field).

The calculations presented in this section have been carried out to leading order in O(x).
In particular, at each interaction between the EM waves and the mirrors a small quantity of EM
energy will be transformed into DP. The amplitude of such a process is proportional to y and
therefore neglected as it contributes terms of order O(x?). Furthermore the corresponding
energy loss is much smaller than the one coming from the finite reflection coefficient r.

10.2 Total electric field squared

As mentioned in the beginning of this chapter, the main idea of the experiment proposed is
to detect the hypothetical electric field induced by the DP field by using atoms to measure it
through the quadratic Stark effect. The Stark effect consists in a shift in the energy levels of
an atom under the perturbation of a static (or slowly evolving?) electric field, and is given by

[15]

, (10.10)

at quadratic order in the electric field, thus the quadratic Stark effect, where / is the Planck

constant, Av is the frequency shift induced by the slowly evolving electric field E and Aa is
the differential polarizability of the atomic transition considered. Taking into account both
contributions from the applied electric field and the DP field computed previously, the total
electric field power at the center of the cavity is

- - - 2 - - - -
E(wu, wa)? = |Eot+ Bt " = (A(a)A) . Clawy) + Blwa) - D(a)u)) cos(Awt + dpa)+  (10.11)

(E(a)A) . (_f(a)u) — /T(a)A) . ﬁ(wu)) sin(Awt + ¢ 4) + constant and fast oscillating terms,

with Aw = wa — wy. In the following, we will not consider the constant terms. Indeed,
in the experimental scheme proposed here, we will be interested in the oscillatory behavior
of the atomic frequencies. Moreover, we discarded the fast oscillating terms whose angular
frequencies are 2w 4, 2wy or wa + wy, with periods (0(107%) s) much shorter than the atom
interrogation time, such that on average, their impact vanishes.

From Eq. (10.11), the signal amplitude can be written as (see Appendix A.2 for more
details)

V1 - 12X, X 1+ (1 + ) cos(uL
PXAXOME g (2P DONED) o wns po, Xas L), (10.122)

\/1 +2r COS(wTAL) +72 1+2r cos(w%L

)+ 12

2As long as the angular frequency of oscillation is much smaller than the atomic transition angular frequency
from state k to i, Aw < wik.
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where
B=éom- -, (10.12b)

and Xpm « x, following Eq. (8.63d).

If the polarization is fixed and does not change each coherence time, § = cos 0, with 0 the
angle between X4 and Xpy. If the DP field is isotropically distributed g = 1/v/3. To avoid
any orthogonality between the two polarizations, i.e f = 0, one must run the experiment for
a significant time, i.e at least several days (see discussion in [14]). In Fig. 10.2 are shown 3D

” 4

] 3[=)

;
i 4
R

Figure 10.2: Signal contribution Eq. (10.12a) (arb. units) as function of wy;, w4, both presented
in units of ¢/L. The resonance peaks appear clearly when both frequencies correspond to an
odd mode of the cavity.

plots of the signal contribution Eq. (10.12a) as function of the angular frequencies of the DM
tield wy and the applied field w4. One can notice the various resonance peaks when both
frequencies correspond to an odd mode of the cavity. In the experiment scheme presented
here, we require the two frequencies to be close, hence we are only interested in regions
where wy ~ wa. This corresponds to the diagonal of the plot seen from the top. However,
in other types of experiment where both frequencies could be separated by some hundreds
of MHz or more, other regions of this plot could be studied.

The amplitude of the signal is linear in x and depends non-linearly on the local DM
density, on the amplitude and frequency of the applied external field and on the mass
(myc? = hay) of the DP field. It depends also on some geometric factor of order unity that
characterizes how the detector couples to the DP field polarization.

For DM and applied frequencies close to odd resonances of the cavity, i.e wyL/c =
waLl/c = n+2nm, withn € N, the amplitude Eq. (10.12a) becomes proportional to the quality
factor Q, as expected. Additionally, as it is also proportional to the injected amplitude X4,
we directly see the interesting feature of looking at the field squared amplitude, the applied
tield acting as an amplification for the DM field.

Finally, the signal we are interested in consists in atomic frequency oscillations with
respect to an unperturbed reference

v(t) = vo + Av cos (Awt + @) , (10.13a)
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whose amplitude is given by

AaS(wy, wa; , Xa; L,
Ay = - Aasl@u a’AngM aiL,r) (10.13b)

which depends on both the applied external field and the DP field.

10.3 Measurement with atoms through the quadratic Stark
effect

10.3.1 Rydberg atoms

The transition frequency measurement can be performed using a regular atomic clock, which
allows very good uncertainty on the frequency measurement, but is not very sensitive to the
Stark effect e.g. for the 552 1Sy — 5s5p 3Py clock transition in Sr the differential polarizability
Aa/2h =~ 3.1 x 107 Hz/(V/m)? [15], thus requiring a strong applied field.

To overcome this lack of sensitivity to E2, “regular” atoms can be replaced by Rydberg
atoms, which are in a quantum state with high principal quantum number n [16]. The
electrons are much further from the nucleus thus the atom has much higher polarizability.
For large n the corresponding polarizabilities in Sr can reach Aa/2h ~ 10° Hz/(V/m)?
(n > 60)[17].

Typically, Sr Rydberg measurements use laser cooled Sr atoms that are excited to Rydberg
states using two photon transitions [17, 18] and direct spectroscopy of e.g. the 5s5p °P; —
5sns3S; transition is performed, with n up to 81 [17, 18]. We give a more explicit summary
of the measurement process done in [18]. The atoms are initially in a given atomic state |i)
and they transition to a Rydberg state |r) using a UV beam whose frequency (of the order
of some hundreds of THz) is continuously controlled to match the transition frequency, that
can be perturbed by, e.g., environmental noise. More explicitly, this UV beam is locked
on a reference cavity, whose length is modified using a piezo-tuning. This spectroscopic
measurement allows one to determine the Rydberg transition frequency with or without the
effect of the DP-EM coupling. Now, let us add the effect of such coupling. The quadratic
electric field induces a Stark shift on the Rydberg state, implying that at a given time ¢, the
transition frequency corresponds to v(t) from Eq. (10.13a). Therefore, in order to maximize
the transition probability, the UV light will continuously follow v(t), and therefore it will
also slowly oscillate at Aw. Afterwards, when the electrons have transitioned to the Rydberg
state, another laser pulse is used to ionize them and a small electric field is used to drift the
ions to a metallic plate and count them. By counting the ions, one can infer the number of
atoms which made the transition to the Rydberg state and therefore measure their transition
frequency from the UV beam.

10.3.2 Bandwidth of detection

In order to see the oscillations at Aw in the total field power Eq. (10.11), we require the DM
and the applied fields to have different frequencies. We also require the Nyquist frequency
of the apparatus to be higher than the angular frequency of the signal Aw < 7t f; to be able to
detect any oscillatory behavior in the transition frequency of the atoms.
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For a given applied angular frequency w 4, sampling frequency f;, Rydberg atoms perform
the measurements of the electric field squared during Ti,s at an angular frequency Aw (more
precisely, Tops X fs measurements will be taken for each w4). The time Ty is arbitrary; if
it is longer than the measurement process comprising excitation and ionisation, one has to
prepare again the atoms to their Rydberg state after de-excitation accordingly. As detailed
above, the experiment is sensitive to any Aw such that 27t /Tops < |Aw| < 1 fs, which, in terms
of DM angular frequency, is equivalent to

2 2
- JU[wa + —n; wa +1fs]. (10.14)
Tobs Tobs

wy € [wa —nfs; wa —

This consists in one measurement sequence which will probe the range of DP masses cor-
responding to Eq. (10.14). The logic of the experiment is then to shift the frequency of the
applied electric field to scan another part of the mass range. By applying this procedure for
various well chosen w4, one can scan a large part of the DP mass range.

This scheme can be repeated N times, as much as time allows. At the end of this loop,
the total experimental time is simply Tiot = NTops. The corresponding total DM frequencies
band scanned is fiot = N fs = Tiot fs/ Tobs- The larger the total experimental time, the larger the
band of scanned DM frequencies. Additionally, the blind spots at exact w4 can be avoided,
and sensitivity can be optimised (see below) by shifting w4 by a little less than 27 f;, at the
expense of increasing the overall experimental duration.

For DM frequencies in the GHz range, the coherence time of the DM field Eq. (5.11)
T(wy /2m) ~ 1073 s, i.e it will be considered much smaller than T, of the order of several
seconds.

Here, we have presented the experimental scheme of an experiment involving Rydberg
atoms inside a microwave cavity for the detection of the EM-DP coupling x. In Chapter
17, we will discuss the sources of noises of the apparatus, which will allow us to derive an
expected sensitivity of the experiment in Chapter 18.
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Chapter 11

Search for dark photons using dish
antennas

As a reminder, DP will induce an electric field everywhere in space due to its kinetic mixing
with EM. In Chapter 10, we focused on an experiment to enhance this electric field with a
cavity. In this chapter, we will focus on a different way to enhance this electric field, using a
spherical dish antenna. Indeed, one can use a dish antenna to focus the small electric field in
order to enhance it inside a detector located at the curvature center of the mirror [1-9]. One
of the main assumptions used in existing studies is that the power generated by the dish is
entirely focused on the curvature center, hence can be detectable by the detector [10].

In this chapter, we will show that this assumption is too optimistic and we will derive
an improved modeling for such experiments. More precisely, we will derive analytically the
EM field measured by the antenna detector which is highly dependent on the DP Compton
frequency. This is done in two steps: (i) we compute the electric field at the location of the
antenna and (ii) we determine how much of this electric power is measured by the antenna.
This study is the object of an article [11] published in Physical Review D.

11.1 Electromagnetic emission from the dish

For our analysis, we consider a dish of radius » and curvature radius R, as depicted in
Fig. 11.1, which works as an EM reflector of the oscillating electric field Eq. (8.63c). Indeed,

boundary conditions Etot/” = ( at the edge of the dish requires the emission of a regular EM
wave, at every point of the dish, directed according to the normal vector of the dish, and
with same frequency as the background DM oscillating field, i.e it has the form

Ep(0,¢) = ixwuY,p(0, p)e~@ut, (11.1)

with 17||,D(6, @) the component of the DP polarization vector Y defined in Eq. (8.61a), parallel
to the radial vector at cylindrical coordinates (0, ¢) such that the electric field parallel to the
dish vanishes at the mirror’s surface. In addition, we choose a coordinate system whose
origin is at the curvature center of the dish.

In the literature (see e.g [10]), one of the main assumptions used in this kind of experiment
is that provided that the diameter of the dish dgish > A, the wavelength of the emitted field
(i.e the Compton wavelength of the DP field), diffraction effects are negligible and the power
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Ay | Lyp - oo

AZ Ly > »

Figure 11.1: The oscillating standing DP electric field Ep is shown with red arrows. The
dish emitter in black, with curvature center shown in purple, acts as reflector and emits a

classic propagating electric field Ep in green. The Kirchhoff integral boundary surfaces A
considered for the computation of the electric field Eq. (11.6) are shown in blue (in addition
to the dish, surface Aj). It consists of the junction of a semi-sphere centered on the curvature
center of the dish with infinite radius (surface A3), and one additional vertical infinite plane
surfaces to close the boundary surface (surface A;). This closed surface is chosen such that
the contributions from surface A, and Aj are zero at the curvature center of the dish.

generated by the dish is entirely focused on the curvature center of the mirror [10]. If we
further assume that the field is homogeneous over the surface of the spherical mirror Agish
(i.e the DM field coherence length fpv = 71/mpmupm >> daish), this total power emitted is

[10]
Pemit = Adish{|IED(0, @)I*) = (%) Adisn x> pDMC (11.2)

where f is the projection of the DP field on the surface of the dish, similarly defined as
in Eq. (10.12b) and () represents the average value over the surface. Assuming random
polarization scenario, f = 2/3, as we consider a planar emitter.

While all previous analysis were based on these assumptions, we will show in this chapter
that they are over-optimistic. Indeed, we will provide a more detailed modeling of such
experiments by deriving properly the propagation of this emitted field from the dish using
Kirchhoff integral. We will show that the amount of power received at the curvature center
does depend on a various number of parameters, mainly the Compton frequency of the DP
field, and that in some cases, reaches only a few percent of the emitted power, even when
the radius of the dish is larger than the wavelength by more than one order of magnitude,
i.e when diffraction effects appear negligible.
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11.2 Propagation of the field from the dish to an antenna

In this section, we will derive the expression of the total electric field induced by the reflection
of the DP field by the dish at a given location. In Sec. 11.2.1, we will give a brief overview of
the Kirchhoff method and show that it cannot be directly used to get an analytical expression
of the electric field. Instead, we will decompose the problem into two sub-problems. First,
we will propagate the field from the dish to the plane closing the dish (displayed in orange
in Fig. 11.2) using an approximation of the Kirchhoff method valid for thin optical element
as presented in Sec. 11.2.2. Subsequently, in Sec. 11.2.3, we will propagate the electric field
from the plane to the position of the detector using exactly the Kirchhoff method.

11.2.1 Kirchhoff integral

The Kirchhoff theorem allows one to solve the wave equation at a given position X by
computing an integral over a closed surface around ¥ [12]. In practice, this means that one
can derive the electric field at position X as function of the field at all points on this closed
surface.

In this formalism, the temporal dependence of the field is separated from its spatial
dependence. Therefore, we decompose the emitted electric field at the dish’s surface as

Ep(¥,t) = R[Up(F)e '], (11.3)

where the complex function Up(¥) denotes the spatial part of the field and ¥’ is a point on
the dish’s surface.
We now consider a closed surface, denoted A, which encloses the point X where the value

of the field is calculated. From Kirchhoff integral theorem, the general expression of Up is

[12],
Up(¥) = / ds’ (ﬁD(a?)(ﬁ'-%G(f,z'»—G(M’)(ﬁ'ﬁ)ﬁp(a?ﬂ), (11.4)
A

where 71’ is a unit vector normal to the surface A directed inwardly, the derivatives are with
respect to the emission coordinates x” and G is a Green function, appropriately defined for
the situation.

In the situation depicted in the previous section, from Eq. (11.1), we know exactly the
components of the electric field at the surface of the emitting dish. Therefore, an appropriate
Green function is the Dirichlet Green function Gp [12]

Gp(%,%)=0 VX €A. (11.5)

Then, Eq. (11.4) becomes
Up(F) = / ds (ﬁD(Ef)(%GD(f,f')-ﬁ’)) . (11.6)
A

In the following of the chapter, unless otherwise specified, whenever we mention electric
tields, we refer to Up, i.e its spatial part, following Eq. (11.6).
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z

R z f(pa¢7z)

6 p. 7

Figure 11.2: To compute the electric field induced by the dish at a location P at cylindrical
coordinates (p, ¢, z), we first propagate the electric field emitted by the spherical dish (in
light grey) into the fictional plane (in orange) following Eq. (11.7). Then, we propagate this
electric field to the receiver using the Kirchhoff integral. This procedure is valid only for
a spherical dish with low curvature, i.e whose radius r is much smaller than its curvature
radius R.

In the present situation, the closed surface A is appropriately defined by the junction of
the dish, a surface with radius R — oo and one additional plane surface along (x, y) plane to
close the surface, such that only the field emitted by the dish will contribute. The Kirchhoff
integral surface boundary is shown in blue in Fig. 11.1.

Our system is therefore composed of a spherical dish and Eq. (11.6) requires the derivation
of a Dirichlet Green function for a portion of sphere. However, no analytical expression has
been found for such geometry, which makes it impossible to find an exact analytical solution
for our problem. Instead, we will decompose the problem into two sub-problems: using an
approximation, we will propagate the electric field from the dish to the plane closing the
dish (see Fig. 11.2) and then, using the Kirchhoff integral, from the plane up to the detector.

11.2.2 Propagation of the electric field from the dish to the plane

This situation is depicted in Fig. 11.2, where the distance between the fictional plane (orange
on the figure) and the dish at coordinates x = y = 0 is noted 4.

As mentioned above, it is not possible to find an analytical solution to Eq. (11.6) for this
particular geometry. Instead, we use the thin optical element approximation presented in
details in Sec. 2.2.7 from [13] which allows one to find an analytical expression for the field

U (%) of Eq. (11.6) on this fictional plane. This approximation is valid if the two following
conditions are fulfilled:

* The transverse propagation modes p, g (which can be viewed as the coordinates of the
wavevector in the x — y plane [13]) need to be much smaller than the longitudinal one
k. In our case, the transverse modes are determined by the spatial extent of the dish
antenna in the x — y plane Ax, Ay, withp ~ g ~ 1/Ax ~1m™! < wy/c =k ~10°m™,
in the GHz range. In addition, the galactic velocity distribution in the DM halo induces
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1

a transverse contribution [14], of the order of wyvpm/c? ~3x 103 m™! < wy/c ~ k.

Therefore, this condition is fulfilled.

e The dish needs to have a low curvature, or in other words, the radius is much smaller
than the curvature radius r < R. Therefore, in the following, we will restrict ourselves
to low curvature dish emitter.

A straightforward but lengthy calculation presented in details in [13] shows that, under the
conditions detailed above, the Kirchhoff integral Eq. (11.6) simply reduces to

-

Up (%, Zptane) = =D Up (x, y, zdisn (¥, 1)) , (11.7)

where Up is the electric field emitted by the dish and Up is the electric field at the location
of the closing plane. Furthermore, the function f(x,y) = zgish (¥, ¥) — Zplane i the surface
equation of the dish. In other words, within the approximation of thin optical element, the
curvature of the dish translates into simple phase factors determined by the distance between
the closing plane and the dish [13].

We now introduce a cylindrical coordinate system (p, ¢, z), see Fig. 11.2. Because of the
cylindrical symmetry, the surface equation that writes

2 2
f(x/]/):f(P)Z\/Rz—pz—R+azrZRP , (11.8)

depends only on the cylindrical coordinate p, where we used a ~ r?/2R, since the dish is a
portion of sphere, with small curvature.

Inserting the spatial part of the field on the dish from Eq. (11.1) into Eq. (11.7), we can
now estimate the expression of the field in this fictional plane as

aP(p/ Qb/ Zplane) = _inUeikf(p)ﬁLD(pr Qb/ Zplane + f(P)) ’ (119)

where p < rand Zplane = R —a is the z-coordinate of the plane. This expression is only valid
in the thin optical element approximation, whose conditions are detailed at the beginning of
this section.

11.2.3 Propagation of the electric field from the plane to the receiver

We can now focus on the propagation from an emitting plane, a subject that has been vastly
treated in the literature, e.gin [12, 13]. The idea is to use the Kirchhoff integral from Eq. (11.4)
using an appropriate Dirichlet Green function that vanishes on the plane. In the case of a
plane emitter located at zpjane = R — 4, such a Dirichlet Green function is given by

Lo ekl kL )
Go(¥, X)) = I~ 7 (11.10)
where [12, 13]
L'=|x-X|= \/pz + p2 —2pp’cos(¢p — ¢’) + (R —a+ Az — z')? (11.11a)
L"=|x-X"| = \/pz +p2 =2pp’cos(p — @)+ (R—a—Az—2z')?, (11.11b)
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with X” the point symmetrical to X’ with respect to the plane. In Eq. (11.11), we defined
Az=z-(R-a), (11.12)

the difference of z coordinates between the receiving point z < z’ and the emitter on the
plane. One can easily show that this property leads to L’ = L” if x” is on the plane and
therefore the required condition Gp (¥, fplane) = 0 is satisfied. To compute Eq. (11.6), we use
the directional derivative since 71’ = 2’

_dGp

VGp(%, &%) -7 = B (11.13a)
(kL' =1)(R-a+ Az —z)e'* (sz" ~1)(R-a—-Az—z")ek” 11.13b
T 4nL 4n ' (1-130)
Now, plugging z’ = zplane and considering reception at X = (p, ¢, z), we get
9Gp _ _M(gﬂd ) (11.14)
07" 1z plane 2nL3

with L = \/p2 + p2 = 2pp’ cos(¢ — ¢’) + (Az)2.
Then, the electric field on the fictional plane propagating towards z < R — a reads

- ixouhz 7, ,, 2n sz 1
Gas(p,,2) ~ =805 [ aprpreit) [ agr Moo oyt 00, £ 4 R ),

(11.15)

This result provides the expression of the electric field induced by the DP field reflected by
the dish anywhere in space under the approximation that the dish is a thin optical element. In
particular, this formula includes diffraction effects that were implicitly neglected in previous
studies [10]. This integral is generally not solvable analytically and some approximations
might be made to simplify it.

11.3 Detection of the electric field with a horn antenna

While the previous section was devoted to the emission and propagation of the electric field
induced by the dark photon and enhanced by the dish, we will now focus on the detection
of this electric field. In this section, we consider the detection system to be a horn antenna
of long side A and small side B. At the output of the antenna is located a resistance Ry such
that when an oscillating electric field is applied to the horn antenna, it is translated into a
measurable voltage.

We will compare two different approaches to estimate this measurement: the first one is
based on an analytical calculation which computes the overlap integral between the electric
field at the location of the antenna and the antenna mode ; the second one consists in using
the antenna gain factor provided by the antenna’s manufacturer.
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11.3.1 Computation using the modes overlap

Let us first consider an antenna of internal resistance Ry as an emitter by applying an oscil-
lating voltage V(t) = Vj cos(wyt) to its terminals. The reciprocity theorem ensures that this
will be equivalent to considering the antenna as a receiver. As a result, the antenna will emit
an electric field predominantly in the TE;p mode, i.e. polarized parallel to the small side of
the rectangular horn, which is the most widely used fundamental mode for pyramidal horn
antennas [15].

Therefore, in a coordinate system with the z-axis
perpendicular to the surface aperture of the an-
tenna, as shown in Fig. 11.3, the electric field gen-
erated by the antenna can be written as

Eaﬂt(t’ X, Y, z) = R Vant]\_;[ant(xl y)ei(kz—wllt+¢)] ’
(11.16)

where ¢ is the phase of the electric field and Vant
characterizes the amplitude of this field (Energy
conservation implies that VO2 /2Ry = Vaznt /272y,
where Zy = 376.7 Q) is the vacuum impedance.).

Figure 11.3: Rectangular horn antenna
and definition of its physical surface
aperture.

In general, horn antennas make an axial detection of the field, i.e. only on one single axis,
the small axis of the rectangular horn, the j axis. The real antenna mode can be written as

~ N X
Mant(x/ y) = MTE; Y COS (A ) s (1117a)
eff

where A is the effective width and mrg,, (dimension L™!) is a normalisation factor that

ensures the mode is normalized f dSefflj\_;Iant(x, y)l2 = 1 on the effective aperture of the
antenna, i.e.

MTEy = Si . (1117b)
eff
The effective aperture of the antenna S¢¢ depends on the frequency fi = wy /27 of the field
and in general differs from the physical aperture of the antenna. Indeed, the effective area of
the horn, which can be expressed as the product of an effective width A¢g with an effective
height B, depends on the frequency as [15]

Serlanr) = Al Belwu) = 2T (11.18)

@y
where ¢, is the realistic efficiency of the antenna, which represents reflection losses inside
the antenna, and where G(w) is the frequency dependent gain of the antenna [15]. Note
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that according to the IEEE Standards, the gain does not include reflection and polarization
losses [15], this is why we separate e, from G(w). The time-averaged electromagnetic power
generated by the antenna is given by

1 L o2 V2
Poyt = — | dSu|E — _ant 11.19
out 2ZO / eff |Lant 2ZO ( )

We will now invert this reasoning and consider the antenna as a receiver that will output a
voltage in response to an electric field

E(t, X,Y,z) = ‘R[ﬁ(x, y,z)e wul] = ‘ﬁ‘ éu cos(wut + @), (11.20)
5 |- o o n\1)2
where ¢ is an irrelevant phase, €7 is the unit polarization vector of U, ’U = (U . U*)

denotes the complex modulus. The antenna will measure electric fields that are propagating
into the Z direction and matching its mode ]\Zant(x, y). More precisely, by taking the dot prod-
uctof Eq. (11.16) with M., one gets Vant cos (wt — kz — ¢) = f dSeﬁMant(x, y)fant(t, x,Y,2).
Using the reciprocity properties of electromagnetism, one can replace Eant by the electric field

we are trying to measure Eq. (11.20). This reasoning shows that the antenna will output a
voltage proportional to

Vant(2) cos(wut + ¢'(2)) = cos(wyt + @) / dseﬁ(wu)(ﬁ(x,y,z)|éuMam(x,y), (11.21)

where ¢’(z) = —kz — ¢ and the 2D integral is carried out in the x — y plane at the z-coordinate
of the antenna.
Let us factorize the electric field generated by the dish at the location of the antenna

provided by Eq. (11.15) in a voltage factor Vgish, a real mode factor ]\Zdish and a plane wave
factor, such that it takes the following form in the antenna aperture plane (x, y)

Edish(t/ X, Y, Z) = Vdish]\_/ldish(xl Y, Z) COS(a)t + ¢,(Z)) = |ljldish(x/ Yy, Z)| éll COS(CL)t + (P) ’
(11.22a)

where Mgish(X, ¥, z) is normalized over the infinite surface of the antenna plane So at z = zant
i.e

/ dSOO|]\_;Idish(xr Y, Zant)|2 =1. (11.22b)

The constant amplitude Vgish in Eq. (11.22a) can be computed through energy conservation:
the total energy generated by the dish should equal the energy received on the infinite
antenna plane S... Then, using Egs. (11.2) and (11.22b), we have

2

Usisn| V2 470 Aq; c
Py = S, _ _dish Vi, = \/ 041dish PDM . 112
dish / S 7 ZO ) ZO = Vdish X ( 3 )

3
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Then, in our experimental scheme, the time averaged power generated by the horn
antenna is obtained by combining Egs. (11.19), (11.21) and (11.22a) and is provided by

2

% - - 2
Prec(Zant, @u) = 572 ( / dseﬁ(wu)Mdish(x,y,zam)-Mam(x,y)) : (11.24)

where A_/)Idish depends explicitly on zant and where the integral is performed at every position
(x, y) on the effective surface of the horn antenna.

Then, the ratio between the time averaged power measured by the horn antenna and the
total power emitted by the dish is simply given by

2
V(Zant/ CUU)Overlap = (/ dSeff(a)U)Mdish(x/ Yy, Zant) : Mant(x/ ]/)) ’ (11.25)

where ]\Zdish directly depends on the Kirchhoff integral Eq. (11.15).

11.3.2 Computation using the antenna factor

Another approach to estimate the output of the horn antenna is to consider the antenna
factor (AF), a characteristic of the antenna provided by the manufacturer.

The AF is defined by considering an incident plane wave, or in other words, an incoming
electromagnetic field whose mode is constant over the aperture of the antenna. It is defined

by (see e.g. [16])

udish(a)U)‘ B VaishMdish
Vo - Yo ’

AF(wy) = (11.26)
where V) is the generated tension, l_idish the amplitude of the incoming electric field, ]\Zdish =
Mygishéu from Eq. (11.22a), with Mgjsh the value of the constant mode of the electric field
on the effective antenna area. The AF depends on the frequency of the incident field. It
is measured experimentally and therefore takes into account any loss inside the antenna,
represented by the e, parameter.

Using energy conservation, we immediately get the expression of time-averaged gener-
ated power of the antenna

2 2 aAf2
Prec(zanty ) = o = Lelsn M Zants 1), (11.27)
2Rg 2RoAF(wy)?
However, the definition of the antenna factor assumes perfectly aligned polarization modes
[16], which is not necessarily true in our case. Indeed, we assume a antenna polarization
mode along the # axis while the electric field emitted by the dish has its polarization lying
in the (x, y) plane.

If we assume the DP polarization to be isotropically distributed, the polarization of the
electric field emitted by the dish has a cylindrical symmetry and a linearly polarized antenna
will be sensitive only to half of the power from the electric field. Taking into account this
additional factor, the ratio y becomes

ZOM(zﬁsh(Zant/ CUU)
2R0AF(a)u)2

V(Zant, WU)AF = (11.28)
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From there, we have all the necessary ingredients to estimate the power received by the
antenna as function of its position, as long as Zant < Zplane- Indeed, Egs. (11.25) and (11.28)
give us what portion of the emitted power by the dish Eq. (11.2) is actually received in the
antenna wires. Therefore, from a given constraint of an experiment which assumes 100% of
power emitted is received by the antenna, one can infer how to correct this constraint using
this ratio. In particular, in Chapter 18, we will use these results to derive the expected power
received by the antenna in SHUKET [1], an experiment using a dish and a horn antennas
to detect the small electric field Eq. (11.1). In [1], it is assumed that y = 1, i.e all the power
generated by the dish is transmitted to the antenna. Using Egs. (11.25) and (11.28), we will
show that this is an over optimistic result and that the power received by the antenna is
multiple orders of magnitude lower.
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Chapter 12

Classical tests of the equivalence principle

12.1 Experiments testing the equivalence principle

As described in Section 3.1, EP is not a fundamental symmetry of the universe, and many
Beyond the Standard Model (BSM) theories predict its violation [1-6], in particular by the
spacetime variation of fundamental constants such as the fine structure constant a or the
electron mass m,.

In order to quantify such violation, one can measure the acceleration of two test bodies
A and B in an external gravitational field and compare them through the so-called E6tvos
parameter defined as

(da—ag)

=4 "B 12.1
n |11A +aB| meas ( )

where éeas 15 the sensitive axis of the apparatus considered.

12.1.1 MICROSCOPE

The MICROSCOPE mission consists in a micro-satellite launched in circular orbit around
Earth at a 710 km altitude [7]. It is the first mission aiming at measuring a violation of
EP in space, taking advantage of a very quiet environment and long durations of free fall.
It was launched on 25 april 2016 for a total duration of 120 orbits of the satellite around
Earth [3], which as we shall see in Chapter 18 corresponds approximately to 8.1 x 10° s
integration time. The satellite measured the difference of acceleration between a Platinum
and a Titanium based test masses and it is sensitive to both Egs. (8.12) and (8.40). Their final
constraint on 1 is [9]

n=(-1.5+28)x107", (12.2)

at a 1o confidence-level.

12.1.2 Eotvos torsion balances

Torsion balance is an apparatus able to measure very weak forces, once used by Cavendish to
measure the gravitational constant G, and now used for the measurement of the weak EP. In
usual torsion balances experiments, a bar is suspended by a thin fiber, which acts as a torsion
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spring. If a force is applied to one of the ends of the bar with direction perpendicular to it,
the bar rotates and twists the fiber. This way, the magnitude of this unknown force can be
derived by measuring the rotation angle of the bar. By setting two different test masses with
two different compositions at each end of the bar (but with the same mass), one can measure
the differential gravitational acceleration that act on them and therefore a violation of the
equivalence principle. The current best constraint on the E6tvos parameter from Torsion
balances experiments is [10]

n=03+18)x10713, (12.3)

at a 1o confidence-level.

12.1.3 Lunar Laser Ranging

Thanks to retro-reflectors array installation on the surface of the Moon by several american
and russian space missions, starting from 1969, it is now possible to measure the Earth-Moon
distance by sending light signals to this array and measure the round trip time of photons.
This is what is called Lunar Laser Ranging (LLR).

Both the Earth and the Moon have different compositions and are in the solar gravitational
potential, a violation of the EP would imply the two systems fall at different rates towards
the Sun. This would distort the lunar orbit, which could be measuring using LLR [11].

Since it would be unsatisfactory to model planetary and stellar bodies as point-like
particles, we must include the self gravitation energy of each body, which is covered by the
strong EP. In other words, LLR measurements provide us a constrain on a combination of
strong and weak EP, but not on one of them individually.

12.2 Acceleration difference induced by oscillating rest mass

As derived in Sections 8.1 and 8.2.4, axion and dilaton fields can produce oscillations of the
rest mass and transition frequencies of atoms from their different couplings with SM fields.

We make the calculations in the laboratory frame, where the gradient of the DM field is
not neglected. The rest mass and transition frequency oscillations of an atom A are shown
in Eq. (8.5), which leads to an UFF violating acceleration Eq. (8.12)

V161G ppm[ Q4 1

- 2\ - Ing 2 . g -
aa(t,x) = [w¢vA —kec ] OgC sin(wgt — kg - X + @) (12.4a)
161G pppm? A -
~ poMEDMIQhy ld sin(wyt — kg - ¥ + @) (12.4b)

c

where, as explained below Eq. (8.12), we immediately got rid off the transition frequency
contribution to the acceleration, as it is suppressed by a factor hw%/ mgc2 ~ 10710, At the

second line, we used the fact that —l_c)q;cz = w¢5DM and vpym > va. It follows a differential
acceleration between two macroscopic bodies of different composition A and B with the
same initial velocities and position given by

\/167TGpDM5DM

Ad(t,X)g ~ -

([QAAA]d - [Qfd]d) sin(wet — kg - ¥ + D). (12.52)
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Similarly, a differential acceleration between two bodies of different composition arises
through the axion-gluon coupling, as derived in Section 8.2.4 of the form

167ZGpDM5DME%
f2w,c?

Aswe have derived it in Sections 8.1 and 8.2.4, the charges [Qm |4, [Qm ], are atom dependent,
as they depend on the mass and charge number of the atom. Therefore, the differential accel-
erations Eq. (12.5) are non zero, and lead to a violation of the UFF, i.e  # 0in Eq. (12.1). The
various experiments listed in Sec. 12.1 are sensitive to such non-zero differential acceleration,
therefore they can put constraint on dilaton and axion couplings to SM fields. In Chapter 18,
we will derive such sensitivities for MICROSCOPE. In this case, the two test-masses are not
precisely at the same position but are approximately ~ 20 ym apart [7], which sets the typical
length scale of the experiment. As we shall see in Chapter 17, MICROSCOPE is sensitive to
oscillations up to 0.3 Hz. Following Eq. (7.28), this means that the propagation term of the
plane wave in Eq. (12.5) can be neglected, and that we can approximate that both test-masses
are at the same position.

In the next chapter, we will be interested in atom interferometry, another experimental
tool which could detect such UFF violating accelerations.

AG(t, F)q ~ ([Q;}]a - [QfA]a) sin (Za)at 2k, -+ 2@) . (12.5b)
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Chapter 13

Atom interferometry as a quantum test of
the equivalence principle

As derived in the previous chapter, the time-dependent mass and internal frequency pro-
duces a differential acceleration between two atoms. Standard UFF tests search for such
differential acceleration of macroscopic test masses. Atom interferometry (Al) constitutes
the quantum equivalent of such classical experiments. Therefore, as we shall see in this
chapter, Al experiments are also sensitive to oscillations from Eq. (12.5).

In this chapter, we will derive the observable signatures produced by oscillating atomic
rest mass and transition energy on various Al configurations. In the most generic case,
Al consists of generating interference between atomic wavepackets that are split and then
recombined using atom-laser interactions. We classify the various Al schemes into two
classes: (i) Al schemes using two photon transitions and (ii) AI schemes using single photon
transitions. In the former, the transition from a stable momentum state to another stable
momentum state is done using two photons, while in the latter, only one photon is needed
for such a transition. Those results are based on an article [12], published in Physical Review
D.

13.1 Two-photon transitions: 71/2 — 7 — 17/2 setups

13.1.1 General principle

In this section, we present the basics of atom interferometry and we will focus on the most
common Al setups : two-photon transition interferometers.

The first interferometric scheme considered is known as two-photon transition Raman
interferometry. Its sequence is depicted in Fig. 13.1. In this setup, two-level free falling atoms
A enter the interferometer with an initial momentum 71k and in their internal energetic ground
state, noted |g) (i.e. their initial state is defined as |g, 7ik)). After entering the interferometer,
they interact with a pair of laser waves L1 and L, with respective frequencies wy,,, wr,, whose
energy difference is resonant with the transition of the |g) — |e) where |e) is the excited

state of the two-levels atom, i.e w® = wr, — wr,. This means that the atom first absorbs
A 1 2

a photon from L;, which excites it to an intermediate state with energy hw; > ha)%, and
afterwards, the atom stimulately emits a photon in L,. This process splits the atoms into two
spatially distant wavepackets, which means the state of each atom becomes the superposition
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of the two internal states: (i) the ground state that remains unchanged |g, k) and (ii) the
excited state that has changed its momentum because of its interaction with the two lasers

le, i(k+keg)), where hEeH = 7&(I_<)L1 - 1?L2) denotes the effective momentum transfer, considering
both lasers.

This whole experimental manoeuvre is called a 71/2 laser pulse since the transition am-
plitude from ground state to excited state corresponds to a probability 1/2, i.e the state of
the atoms is now a half-half superposition of the two different states.

The atom freely propagates inside the interferometer and at time t = T, both wavepackets
undergo a 7 pulse, which will invert the state of all atoms. In other words, depending on the
internal state of the atom prior to the 7 pulse, two state transitions happen: |e, fi(k + keg)) —
|g, k) and |g, k) — |e, i(k + keg))-

A final laser-atom interaction happens at time t = 2T, where a second 71/2 pulse divides
the two incoming wavepackets into four different ones: two of them are in the state |g, iik)
and the remaining two are in the state |e,fi(k + keg)). The study of interference pattern
between the wavepackets in the same state allows one to measure a phase shift difference.
The full interferometric sequence is shown in Fig. 13.1.

The second two-photon transfer Al scheme considered is the two-photons transition
Bragg-type interferometer. This scheme is similar to the Raman interferometry presented
above except that the atoms remain in the same energy state during all the inteferometric
path, i.e, the laser pulses only change the external state of the atom (their momentum).

For both interferometers described above, the effective wavevector k.g depends on the
setup of the experiment. If counterpropagating lasers are used, the atom absorbs a photon in
one direction as a result of the interaction with the first laser, and emits another photon in the
opposite direction during the interaction with the second laser, implying kg = k1, + k1,,. In
general, this effective wave vector is multiple orders of magnitude larger than the transition
frequency of the atom, i.e keg > a)g /¢, because both laser are usually operating at hundreds
of THz frequencies (this is why the intermediate state is much higher in energy, see previous
paragraphs and Fig. 13.1). On the opposite, if co-propagating laser waves are used in
the experimental setup, the absorption and emission directions are the same, implying
ket = k1, — kz,. In that case, kegs = a)g/c.

13.1.2 Phase contributions

As in the previous chapter, we will make the detailed calculations considering a coupling
between dilatons and SM fields, and we will generalize the main results to the axion case.
The calculation of the observable phase shift at the output of the interferometer follows
closely the ones presented in [13]. This method relies on Feynman path integrals and can
be used for Lagrangians which are at most quadratic in the position and velocity [13] and
considering atomic plane waves at initial time t = tg. This suggests that the calculations of
the phase shift in our case can formally only be done in the galactic frame, where there is no
cos(wt — k- X) terms!. Therefore, we will make all calculations in the galactic frame, where
the field simply reads ¢ = ¢ cos(wyt +®@). In the next section, we will make a discussion on
the possibility of making the calculations in the laboratory frame. Therefore, we consider an

1As we shall see in the following, this framework can also work when the propagation is negligibly small,
i.e when kL <« 1, where L is the typical scale of the experiment.
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Figure 13.1: On the left, scheme of the two photon Raman transition considered in the present
section. The atom starts in the ground state |g), absorbs a photon which makes it transition
to a high energetic state |i), then emits a photon to transition to the excited state of the
hyperfine transition |e). On the right, full Raman interferometric sequence, based on such
two-photon transitions. At each atom-laser interaction, the laser pulses change both internal
energy state and external momentum state of the wavepackets. The Bragg-type equivalent
has the same spacetime diagram, but the atom wavepackets do not change their internal
energy state. In black are shown the atomic paths without any perturbation, i.e straight lines
(the gravitational field is neglected here). In green is shown the perturbed motion of the
atoms induced by Eq. (13.6), with exaggerated amplitude of oscillation.

atom A whose nominal rest mass and transition frequency mg, w% are perturbed such that

they oscillate in phase as in Eq. (8.5) but without the propagation term I_c)(p - X in the phase.

\161G A
ma(t) = mg (1 + poMIQiyla cos(wet + D) (13.1a)
w¢c
V16nG 4
walt) = (1 + poml Qo ld cos(wpt + D) |, (13.1b)
w¢c
By the same procedure as in Section 8.1.3, the macroscopic Lagrangian is
02
L4=— (mA(iE)c2 + ha)A(t)) 1- 2—‘42 , (13.2a)
c
which induces an acceleration on the atom A
161G ppmDa[Q4
Ga(t) = poMOAIQ) sin(wot + ), (13.2b)

c
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Figure 13.2: The various phase contributions along the Al path: in orange are the propagation
phase shifts calculated along the wavepackets paths ; in blue are the laser phase shifts,
calculated at light-matter interaction vertices ; and in green is the separation phase shift,
calculated at the output of the interferometer.

where 74 is the velocity of the atom in the galactic frame, i.e 74 ~ Tpy at leading order. One
can already notice the similarity with Eq. (12.5a). Indeed, for situations where the gradient

of the field is almost constant on the size of experiment L considered, i.e A%]fw > L, one can

neglect the propagation term E¢ - ¥ in Eq. (12.5a) and the two accelerations are identical.
In practice, we will assume that the Al experiment is performed in a laboratory frame
which has a velocity opy with respect to the DM rest frame where the Lagrangian takes

the form given by Egs. (13.1) and (13.2a), such that 4 = Tpym + Z:Jo where the second term
is the initial velocity of the atoms with respect to the laboratory reference frame. 7 is the
velocity impacting systematic effects such as gravity gradients or second-order Doppler shift
of the atoms when interacting with light beams (see e.g [14] for a comprehensive list of such
effects).

Asderivedine.g. [13, 15, 16], there are three independent contributions to the total phase
shift in an Al: (i) the separation phase noted ®,, which corresponds to a spatial incoincidence
between the two output wavepackets, (ii) the laser phase ®;, which gathers the additional
phase factors of the laser, due to displacement of the light-matter interaction vertices and
(iii) the propagation phase shift denoted @ which is essentially the phase accumulated by
the atom wavepacket over the full interferometric path. All of these contributions must be
calculated accurately to predict the phase shift at the output of the interferometer. Those
contributions are summarized in Fig. 13.2.

Finally, we will make all calculations assuming a Raman interferometer, such that the
transition frequency of the atom is relevant. When relevant, we will show how the various
Bragg interferometer phases differ from the Raman Al. We also make all calculations at first
order in the perturbations.

We describe the quantum state of the different atom wavepackets by a wavefunction W,
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which we break down into two different wavefunctions W1 and Wy, where LIl respectively the
up/down paths in Fig. 13.1, depending on the classical path the atom followed. Considering
free particles at the input of the interferometer, the atomic plane waves have the form [13]

Winit(to, ¥o) = Woe P00 (13.3)

with the amplitude of the wavefunction Wy, ®(ty, X) = k- Xo—wto—p with w, E, @ respectively
its angular frequency, wavevector and constant phase. At the output of the interferometer, at
atime Ty > 2T, considering all the different phase contributions listed previously, the atomic
plane wave along the trajectory j read

Wi(Ty, Xf) = Winie(Ty, Xf) X ', (13.4)

where @; = O + Dy + Dyj represents the trajectory dependent phase factor. Then, at some de-
tection time Ty > T, a detector measures by fluorescence the number of atoms on each quan-
tum state, which is essentially the measurement of the probability that the two wavepackets
are in the same quantum state, i.e

2
/ (T, ) + (T, 7o) 45 (13.5)

where the integral is taken over the detector area S. Note that for Raman schemes, two output
quantum states can differ by their internal energy and momentum state, while in Bragg, they
only differ by their momentum. Plugging Eq. (13.4) into Eq. (13.5) and neglecting loss of
contrast due to decoherence, we find that the measurement result is proportional to (1 +
cos AD) where A® = @ — @y is the phase difference between the two wave functions at Tj.
For simplicity, we consider Ty = 2T, because any additional phase shifts cumulated during
Tj — Ty is negligible (as in general Ty — Ty < 2T, and because the two wavefunctions on each
output port have almost the same position, momentum and energy.).

13.1.3 Calculation of the phase shift observable

We first derive the perturbed equations of motion of the atom following the perturbation to
the acceleration Eq. (13.2b), to get the motion followed by the different wavepackets along
the trajectories presented in Fig. 13.1. To simplify the reading of the next set of calculations,

we set 4/161Gppm/wgc = Xpm (which is dimensionless). These equations of motion read

Da(t,to) = Opm (1 ~ XDM[Qﬂ]d (cos(wgt + @) — cos(wgto + CD))) , (13.6a)

XpmUpm[ Q4 1

- [sin(wgt + ) — sin(wgeto + D) (13.6b)
¢

Xa(t, to) = Xo + Ipm(t — to) —
—wy(t —to) cos(weto + <D)] ,

at first order in the perturbation [Qf/[]dr with ¥y = X(to) the initial position of the atom when
entering the interferometer. In the following, we set xo = ty = 0 and Ipm = vpmé,. Note that
in Eq. (13.6), one of the terms arising in the position of the atom is oc wyt, which induces a
temporal linear drift of the position of the atom, due to its initial inertia.
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As already discussed in [17], the velocity kick experienced by the atom during its interac-
tion with the laser beams is perturbed by the effective mass of the atom at the time of the kick.
In addition to that effect, the beams being locked to a given frequency reference, their own

frequency oscillates as wr(t) = a)g(l + (\/16nGpDM[QCI;)]d/a)¢c) cos(wet + D)), neglecting the

additional phase coming from the propagation of photons to the atom? . Therefore, if the
atom interacts with the laser beam at time ¢, still considering [QX‘/I] 4, [0k < 1,

Tikegt(t)  Hk
od (+) = m;ff((t)) meff (1 + Xpm([Q51s — [Q414) cos(wgt + q>)) = 0l o+ 60f (1),
A
(13.7)
where Ufick o = Nkett/ mg is the nominal kick velocity, i.e without perturbation, and 5vl‘gck(t)

is the perturbed contribution to the total velocity kick imparted to the atom. In Appendix B,
we compute explicitly the position and velocity of the wavepackets along the various interfer-
ometric paths, which will be useful for the computation of the various phase contributions.

Propagation phase contribution The first component of phase shift is the one coming
from the phase accumulated by atoms throughout the whole interferometric paths taking
into account modified equations of motion and perturbed kicks. In the special case of
quadratic Lagrangian in the position and velocity of the atom at maximum, this phase is by
the principle of least action the integral of the Lagrangian over the path from initial point i
to final point f (t;, x;) — (tf, xy)

1 [l
O, = E/ L(x, x)dt, (13.8)
ti

where the Lagrangian is defined in Eq. (8.11b). The internal energy term of the Lagrangian
being associated with the oscillation of the transition energy, it only contributes when the
atom is on the excited state, i.e on paths 2 and 3 in Fig. 13.1. Then, the phase accumulated
by the atoms on the path I of the interferometer is

e ., 52 ()
Qg = —a)A/O dt(1 + Xpm[ Q5 la COS(a)qbt +d))(1- ez )
0.2 T >(2) £)[2
Tac l[) dt (1 + XDM[Q?/I]d COS(w¢t + CD)) | 2(:(2)| )
21 5% ()
/T dt (1 + [Q4 14 cos(wqt +cp)) Z—CZ)] , (13.9a)

2In the following sections, the travelling distance of the photon to reach the freely falling atoms will be of
the order of 100 m maximum, which would induce a significant phase for oscillation frequencies wg 3 10°
rad/s, way above the DM frequencies of interest for this study, see Chapter 18.
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while the atom wavepacket on the path II accumulates a phase

. ()2
Donr = _(‘)81/ dt(1 + Xpm[Q4]a cos(wet + D)) [1 - —a |-
T
e T 5D ()2
A ’ 17,
Y /0 dt (1 + Xpm[Qyla cos(wet + CD)) 1 5 +
2T =>3)1y2
A |UA (t)|
at (1+ XomlQfy i cos(wot + @) [1- ——1 (13.9b)
T c

where 1), v?, 93, v(* are respectively the atom velocities along portions 1, 2, 3 and 4 in
Fig. 13.1, which can all be recovered explicitly using the set of calculations described in
Appendix B.

Then, the propagation phase shift between the two perturbed trajectories is

Dy = Dgp — Dy (13.10a)
4X . hk o (weT) .
- DM kot (ZJDMEU < Chick T _e(f)f) [Qﬁ]d + w%[Qﬁ]d sin? ( ) sin(wyT + @)+
W ZmA
weT weT 2
Mo TXom[OL 1 008 - e + TR | gin (222 ) sin (222 + @) + 0 (UD—M) . (13.10D)
ng 2 2 c

where we used mgvkick = ke at zeroth order in the perturbation, following Eq. (13.7) and
where we defined Tk = Ukickfrick- The terms o (?le:)M/ c?) arise from the small contribution
of the atoms velocity to the internal state kinetic energy. The Bragg propagation phase can
be simply recovered by remembering that in this configuration, one effectively manipulates
one-level atom, i.e wg =0.

Laser phase contribution We now consider the phase from light-matter interaction be-
tween the laser and the atoms. In both Bragg and Raman schemes, we assume that the
atoms are freely falling inside a "vacuum tower" where the lasers are on ground, located
on a mount at initial position x;(0) = 0, while a retro-reflective mirror at initial position
xm(0) = L is used to reflect the beams in order to create the counter-propagating scheme. In
the Bragg case, only one laser beam is used and retro-reflected, while for the Raman case,
two beams L1, L, with respective frequencies wr,, w1, (such that wy, — wr, = a)%) are retro-
reflected and the atomic wavepackets interact only with L; going up and L, going down.
Considering that the whole tower on Earth is freely falling during the entire interferometric
process, its own mass composition is affected by the oscillating mass behavior Eq. (13.1), i.e
my = m?A (1+ Qf\VIA cos(wet + ®)), with m?/{' Qf\é respectively its unperturbed mass and mass
charge, implying it follows the same perturbed equations of motion as the atom Eq.(13.6).
Therefore, both retro-reflective mirror and mount on which laser rest upon are oscillating
together®. At each spacetime points of light-matter interaction is associated a phase, which
contributes to the laser phase shift. These points are denoted A, B, C, D, in Fig. 13.1, since we

3 At next-to-leading order, L is also oscillating as the interatomic bonds oscillate too.
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assume the measurement of the interference pattern between the two wavepackets ending
up on the internal ground state |g).

Keeping in mind that @ (¢, X) = I?L X —owpt — @, with wr, lzL the light angular frequency
and wavevector respectively, and that ki - ¥ — wit = 0 along a photon geodesic in a flat
spacetime (which is the case at the surface of the Earth, see [15]), the total light phase felt by
the atom along a path X is given by

n

Dix == Y g1t = - Y5 (it - 1) (1311)

j=0 j=0

where we sum on the total number of interaction points of path X (occurring at times
{0,T,2T}), and where t; corresponds respectively to the time of laser at emission of the
photon (the superscripts up and down refer to a photon coming from the up or down laser).
At the second line, we took into account the fact that we have two-photon interactions, where
the atom takes a photon from one of the laser and emits in the second one, and the s; = +1
parameter depends on the transition of the wavepacket at interaction j (itis +1 fora |[g) — |e)
transition and -1 for a |g) — |e) transition). Therefore, only the initial phase of the laser
at the time of photon emission is needed. Since the laser frequency is locked on an atom
ensemble whose frequency oscillates through Eq. (13.1), the phase, as the integral of the
frequency, is also time dependent, i.e

t t
@i(t) = / At wp () = / dt' ! (1+XDMQ5cos(w¢t'+q>)). (13.12)
0 0

To compute the laser phase, we need to know the
different times ¢; of emission of photons. For a

Vit xL given in’;eraction time tin, they are given by (see

Fig. 13.3).

i _ g 2w (tine t") = xae(ting) = X6 (£ = 1)

— tint — ’
c
(13.13a)
Xatlting) = X (tine — 1

= gy — Tllind CG( int = 1) (13.13b)

Ground x=0 =% —

o p \ respectively for the beam retro-reflected (up) and
tint not retro-reflected (down), where x) is the mirror
coordinate, xg is the mount coordinate and x ¢ is
the perturbed vertex of the atomic path. In order
to solve Eq. (13.13), the various t*, t'*,t% on the
right side are treated as unperturbed times.

Figure 13.3: Simple scheme on the com-
putation of the time of emission of pho-
tons from both lasers.
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Then, for Raman Al, the total laser phase is

Dy = Oy — Dypp (13.14a)
4X hk2, (wsT\ |
= o keffropm ([QM]d - [QM] ) &y * exick + —5- [QM] + (U?q[QcLu]d) sin’® (%) Sll’l(ﬂ)¢T + D)+
A
@ weT hk2.T weT weT
4[QE1aXoMm | L | ket — —2 | sin? i cos(wyT + D) — e gin [ | sin [ —— + @
c 2 zmg 2 2

(13.14b)

The Bragg laser phase is obtained by setting a)g = 0.

Separation phase contribution Following Eq. (13.5) and considering that, at the end of the
classical paths at t = T, the wave packet of the path i={LII} can be expressed as [16]

. ) ) ﬁ_z )
W, = el (PO R (13.15)

where @, @y are respectively the propagation and laser phase contributions and where p;, X;
are respectively the momentum and position of the wavepacket just after the last 7/2 pulse
at t = T;. Then, it can be shown easily that for small difference in momentum between the
two wavepackets Ap = pr — pr (i.e |AP|Lget/ < 1, with Lget, the size of the detector, which
we show in Appendix B), the separation phase shift can be expressed as

AP - Xget,com(2T)  A(p - X)(2T)
h h ¢

D, = (13.16)

where we compute the difference of momenta p = nk and position X between the two
wavepackets in the same energy state, i.e |¢) in our calculation. J?det,COM represents the
detector center of mass position at time t = T; = 2T, i.e in our case it is simply J_C)det.,COM(ZT) =
20pmT, since its equation of motion reads Xget,com(t) = Tpmt (its own oscillation would
induce a second order effect).

As we have shown in Appendix B, both positions and velocities of the wavepackets at
the end of paths 3 and 4 in Fig. 13.1 are different in our framework, therefore, the separation
phase is a function of both differences of positions and velocities at the end of the two paths

A
weT weT
AZ(2T) = 45 Xom | [QL 14T — [Qiyla sin( ¢ ) sin(i)sm(wﬂm)) (13.17a)
CU¢ 2 2
Av(2T) = —404ix Xpm[ Q) ] sin - cos(weT + @), (13.17b)

implying that the difference in velocities is small (of order [QL],), justifying the form of the
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separation phase Eq. (13.16). Then, the separation phase shift is

0

D, = 7‘4 (AD(2T) - Xget,com(2T) — AD(2T) - ¥(2T) — 5(2T) - AX(2T)) (13.18a)
4k XDM A A ) w(PT . . C‘)¢T

= ew—¢ (UDMBU « Chick |[QM]d sin (T sin(wgT + @) — a)(pT[Q(E)]d sin — +

hkegcw o T weT weT

L(]qb[Qw]d sin ( ? ) cos(wyT + @) | sin (L) , (13.18b)
m 2 2

where 9(2T), X(2T) respectively correspond to the unperturbed velocity and position of the
wavepackets at t = 2T.

13.1.4 Total phase shift

Adding all contributions of phase shift Eqs.(13.10b), (13.14a) and (13.18b), the total phase of
the Raman Al is

4\/167TGpDM weT .
[q)ﬁaman]d = T (kefoDMA[QM]dev Crick + C‘)A AlQula ) sin ( ° ) Sln(wqu +0) +
¢
k2 [Qryla @)\ kegT wyT
el mld L A eff .2 [Yo
———————sin(wyT + D) — kegrw gL |1 - + cos (wypT + D) | sin” [ —| | ,
(13.19a)

where A[Qm]
needs to set w

[CDBragg]d _ 4\/167'(GpDM
" =

2

= f/f]d - [Q%]d and A[Qula = [ cLu]d - f,]d. For Bragg Al, one simply

d
81 = 0 and the phase reads

weT
kefvaMA[QM]dév - Crick sin2 (%) sin(w¢T + cI))+ (13.19b)
W, C

¢
hk2 weT
[QOM] sin(weT + @) — kegwe[Qb 14 | L + hkegT cos (wgT + @) | sin® (L) /
2m m 2

at lowest order in vpy/c. Similarly, using Eq. (8.40), we find the expected signal resulting
from the axion-gluon coupling in a Raman Al, which reads

Raman 167—(GPDME2 in2 i
[k lo = W [(kefoDMA[QM] 8y - Crick + C‘)A AlQwla )sm (w0,T)sinRw,T + )+
hkz a)O
ff[QOM] sinw,T + D) — keggwa[ QL1 [L[1- 2| + hkegT cos (2w, T + ®) | sin® (w,T)
(13.20a)
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where A[Qumls = [Qa]a — [QM]s and A[Qula = [QL]s — [Q21s- Again, for Bragg Al, one
simply needs to set a)gl = 0 and the phase reads

Bragg 16HGPDME123 A A . 2 .
[@,°%%]q = —i | kesivpMAIQM 080 - Ekick sin” (w, T) sinRw, T + ®)+  (13.20b)
a a
k2 Qpy] ket T
EH—OMu sin2w, T + D) — keggwa[QE 4 [ L + egf cos 2w,T + D) | sin? (w,T)| .
2m My

As we derived it in Chapter 8, the mass and frequency charges in both dilaton and
axion models are composition-dependent, therefore the terms appearing in the first line in
Egs. (13.19) and (13.20) are a signature of the violation of the Einstein EP. In the following, the
terms proportional to vpy, which are present in both Bragg and Raman configurations, will
be denoted as the mass terms, while the terms proportional to cu%, only present in Raman
configuration will be denoted as the frequency terms. Depending on the setup, the QL and
Q4 charges can be the same, cancelling this term completely.

All the terms appearing at the second lines of the same equations, i.e the terms quadratic
in the effective wavevector and respectively proportional to the mass charge of the atom A
and the frequency charge of the laser and the terms proportional to the mirror coordinate L
still remain, even in the universal charges case*. In fact, the terms quadratic in the effective
wavevector can be understood as a non-local measurement, whose macroscopic counterpart
would be to compare the free fall of two test masses with different velocities. In the following,
we will neglect these term, since vpv ~ 10° m/s > 1072 m/s ~ fikeg/ m%. The argument is
the same for the term oc L. We will also drop this term in the following, as it is also much
smaller than the leading order terms, in particular when computing a differential phase shift
(see next paragraph). Therefore, in the Bragg case, the mass term is the dominant term.

Two-photon transition Al are commonly operating using hyperfine transitions of alkaline-
Earth atoms (e.g the hyperfine transition of Rb, Cs, Katoms [19-21]). For both co-propagating
and counter-propagating configurations, the laser beams are locked onto the optical transi-
tion of an atomic ensemble of the same species as the atoms in free fall inside the interferom-
eter, and the frequency difference wy, —wr, = w% is provided by a radio-frequency source (in
the GHz range). Then QL is the charge of that source, which, depending on the experimental
configuration, may or may not be the same as Q“ the charge of the hyperfine transition of the
atoms in the Al As discussed previously, in the case of co-propagating lasers, the effective
wavevector corresponds to the frequency transition of the atom, i.e kegs = w%/ c. Therefore,
the mass term in Eq. (13.19) and Eq. (13.20) is suppressed by a factor vpm/c compared to the
frequency term. For counter-propagating laser beams, the effective wavevector keg > w% /c,
implying that the mass term in these equations is much bigger than in the co-propagating
case. In that case, both mass and frequency terms are relevant and need to be taken into
account. The mass term has already been derived in [17], in the case of oscillating mass com-
ing from a coupling between matter and a classical oscillating dark matter field. However,
the calculation in [17] was performed in the lab frame but only considering the velocity of

At this point, the interpretation of such terms in terms of the Einstein Equivalence Principle starts to be
subject to interpretation. One can argue that these would be a sign of violation of the UFF as they would still
induce a non-zero phase shift when measuring a differential phase shift between two different atomic species.
Another interpretation would be a violation of the Lorentz Position Invariance as those terms appear due to
the variation of the laser phase, which now depends on the spacetime position of the interaction.
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the atoms in this frame, i.e v4 ~ 10 m/s, while we argue that another component, due to
the galactic velocity vpm ~ 10°m /s > v 4 should be taken into account, as we demonstrated
it in the beginning of this section. Adding this contribution would improve the expected
sensitivity to the charges Q;@I by several orders of magnitude. In addition, our calculations
take into account the contribution from Earth oscillation (through Q]\A//II) which was not the
casein [17].

Note that in double diffraction interferometers, i.e when two pairs of laser beams transfer
opposite momentum to the atom [22], such that the spatial separation between the two
coherent wavepackets is twice as large, the total phase shift is the same with the change
kett — 2kess, as expected. In addition, in our calculation, the retro-reflective mirror is used
to create the counter propagating waves, i.e we implicitely assumed a counter propagating
scheme. For the co-propagating situation, one simply needs to set L = 0, as there is no mirror.

Dual atom interferometers using two atomic species A and B with different mass and
frequency charges will measure the difference of the interferometric phases, whose amplitude
is given by

4./16mGppm

[A@en], = =T (oomo - ik (K1Q4 1 — QM 1) ~ KE(1QR e ~ [QM10) +
¢
T
o (19510 - 1Q41) - @} (15”14 — [QE1a) ) sin? (“%) (1321a)
16nGppmE3
[afgmen], = PR (oot i (k(1Q7 e ~ [Q}1:) = KE((QH L~ [QY10)) +
o (195" = 1Q41) = w§ (1Q5"1 ~ [Q1:) ) sin? (@, T) , (1321b)

for Raman interferometers and

|

4,/167G UpDMEy * i weT
aole) = VIO T (k4,1Qf 1 - QM1 — KE(IQE L~ 1Q}10) sin? (%
¢
(13.21¢)
167TGpDME2 UDMév . éki k
Br P c ]
jpwe| = 2ol (K&(1Q 1 = [QM10) = KE(1QE ) ~ QY1) sin® (@,T) ,

(13.21d)

for Bragg interferometers, where we used Egs. (13.19) and (13.20), neglected the subdominant
terms o kgff, L and where Q5%, Q%P are respectively the frequency charge of the beams
used for the transition of the atomic species A and B in the Raman case. The mass terms of
Eq. (13.21) are the quantum equivalent of the classical calculation Eq. (12.5). Indeed, for small
weT, w,T and assuming kfﬁ = kfﬁ = kefr, the Taylor expansion of the mass terms of Eq. (13.21)
is related to Eq. (12.5) through |A®@ap| = kegT?|Adap|, which is the usual relation between
phase shift and acceleration in atom interferometers [13]. The second terms of Eq. (13.21)
of Raman phase, proportional to the frequency charges Q, have no classical counterpart.
Assuming mass and frequency charges of same order of magnitude, the frequency terms of
Eq. (13.21) will dominate in co-propagating laser Raman interferometers, while for counter-
propagating laser Raman interferometers, both terms contribute to the phase shift.
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13.2 Are the calculations doable in the laboratory frame ?

In the previous section, the observable phase shift is computed in the galactic reference frame
(the DM rest frame) where the perturbation to the rest mass /atomic frequency is proportional
to cos (wgt + @) (in the dilatonic case, but the argument is the same for the axion). As it
was shown in Chapter 7 (but this can be recovered by a simple Lorentz transformation), the
tield (and by extension the perturbation to the rest mass or atomic frequency) is proportional

to cos(wyty — Eg - X¢ + @) in a lab-centric frame, moving at velocity py with respect to the
Galactocentric frame (see Eq. (13.22) for their explicit expression). The ¢ subscript denotes
quantities expressed in the lab-centric frame. The reason why we performed the calculations
in the galactocentric frame relies on the fact that the method presented in [13] is valid only
for Lagrangians at most quadratic in the position and velocity, which is the case in the
galactocentric case but not in the lab-centric one. For this reason, the quantities appearing in
Egs. (13.19), (13.20) and (13.21) (and as we shall see in the next sections, this works also for
Egs. (13.26) and (13.27)) are quantities evaluated in the galactocentric frame. The first goal
of this section is to justify why one can safely replace the values of a)g , kegs and L appearing
in these equations by their lab-centric counterpart. The result from Egs. (13.19) and (13.20)
differs from the one obtained in [17] by the fact that in [17], the mass terms are proportional
to the lab-centric initial velocity of the atoms while in the previous section, it corresponds
to its galactic counterpart (i.e the galactic velocity, which is multiple orders of magnitude
larger).

To strengthen our point, we will explicitly derive the classical equations of motion of
the atoms in the lab-centric frame and show that the galactic velocity is indeed expected
to appear in the phase shift. Finally, we will explain how a solution can be derived in the
lab-centric frame (at first order in vpp/c) using the formalism from [13] and show that this
is also consistent with Egs. (13.19).

First, the two reference frames are related to each other by a Lorentz transformation. This

means that the angular frequency w and wave vector k of the laser beam transform following

wp = y(a)—z?DM-E) - w(1+0(”'%“)), (13.22a)

PR LM (7 = 1) (5om - F) owi - Cl_zywaDM =E(1+o (™)), (13.22b)

where y = (1 - szM/cz)_l/2 and vpm/c ~ 1073, For this reason, although Egs. (13.19) and

(13.20) are expressed in the galactocentric reference frame, one can safely replace Kett, a)ff1
by their lab-centric counterpart. This would lead to a correction three orders of magnitude
smaller than the leading order term. A similar argument applies for the other quantities
such as L, T the interrogation time, etc. This demonstrates that one can safely use lab-centric
quantities in Egs. (13.19) and (13.20) (and this applies to all the equations following them,
including the ones derived in the next two sections).

Let us now convince ourselves that a derivation directly performed in the lab-centric
frame would also lead to a phase shift whose main term is also proportional to the lab
velocity with respect to the galactic reference frame, in agreement with Egs. (13.19) and
(13.20). In Chapter 12, we derived the acceleration felt by an atom A in the laboratory frame
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Eq. (12.4b). Therefore, in the lab frame, the acceleration is proportional to the galactic velocity
uvpwM, at leading order. In addition, the Al schemes considered in Egs. (13.19) and (13.20) act
as accelerometers that provide, to first order, a phase shift AQ = kesraT? where a is the local
acceleration. For this reason, as an output to the perturbative acceleration form Eq. (12.4b),
one expects that the leading order term for A® is o keff'UDM[QAAA]de, consistent for wT < 1
with the first term from Egs. (13.19) and (13.20). This reasoning provides an argument
showing that the velocity of the laboratory with respect to the galactocentric reference frame
also appears when reasoning directly in the lab frame.

Formally, the method from [13] cannot be used to compute the Al phase shift from the
lab frame Lagrangian provided by Eq. (8.11b) since it is not at most quadratic in the position.
Nevertheless, it is possible to perform an approximate calculation in the lab frame in the case
where the de Broglie wavelength of the DM field (which for demonstration we assume is the

dilaton field) is much larger than the typical size of the experiment, i.e. if E¢ - Xy < 1 (which
is the case for the Al experiments considered in this thesis (see Chapter 17) characterized by

fclP - Xy £ 5% 1078 < 15). In such a case, an expansion of the Lagrangian Eq. (8.11b) leads to

02 V167G A .
Lo~-— mgcz (1 - %) X (1 - a{j](:l;/[[QM]d (Cos(a)¢tg + @) + kg - Xy sin(wete + CD)) )

(13.23)

From this Lagrangian, one can derive the UFF violating acceleration in the laboratory frame,
which reads

sin(wgte + D) (13.24a)

- 2) V161Gppm[Q7) 14

EA ~ (a)(PZ_}A,g - k¢C w¢c

Vap+70
- M\/16HGPDM[QX‘/I]¢1 sin(wete + D). (13.24b)

This Lagrangian is now linear in the position and can be used to compute the phase shift
using the method from [13]. Note that there is an important difference compared to the
calculation performed in [17] where the second term has implicitly been neglected.

The equations of motion deriving from this Lagrangian consists in the ones from Eq. (12.4b)

where one neglects the I?g - X¢ within the sine function. The calculation of the phase shift
directly in the lab frame follows exactly the equations presented in the previous section.
There are mainly two differences in the derived equations. First, the perturbed trajectory
and velocity of the atom in the lab frame now read (taking top = 0 immediately and t;, — t)

Z_J)A/g(t) X 5(/0 — (5&0 + 5DM) XDM[QII?/I]d (COS(w¢t + CD) — COS((D)) , (13.25a)

U¢,0 + UDM

Xao(t) = Xgo+0pot — XDM[QfA]d (sin(wgt + @) — sin(P) — wgyt cos(P)) ,

(13.25b)

where vy o is the initial velocity of the atom in the lab frame, which corresponds to the launch
velocity. These equations replace Eqgs. (13.6). Secondly, one needs to keep the k; - ¥; term in

5We consider DM frequencies characterized by m¢c? < 1071 eV and size of experiments L < 100 m).
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L/c T 2T — LJc

0 T—L/c T+L/c

Figure 13.4: Spacetime diagram of a single photon transition, as proposed in [23] with
n = 2 (using the convention of [24], see text.) Two lasers are used, one located at x = 0,
with emission (in red) towards the second laser located at x = L (with blue emission). The
frequencies of the lasers are selected carefully to interact only with the wavepacket of interest
(see text). The black dots indicate the location of matter-wave interactions.

the Lagrangian when computing the propagation phase using Eq. (13.8). The full calculation
following the method from the last section leads to a result that is consistent with Egs. (13.19)
and (13.20) to first order in vpm/c, in Bragg and Raman Al respectively, which demonstrates
the equivalence between the two frames.

13.3 Gradiometers

We will now focus on interferometric setup that involves single photon transitions. The first

setup considered is known as a gradiometer, i.e a setup where two atom interferometers are

stacked at different altitudes, for the study of e.g gravity gradients, and which has already
been studied in [18, 23].

We are interested in the setup initially proposed by [23] and then studied in e.g [15,

]. Practically, we consider two ensembles of atoms A (one for each interferometer) located

respectively at x1 and xp, all initially in the state |g, hlz) and two lasers, one at coordinate

x = 0 with wavevector ki and the other at coordinate x = L with wavevector 122. In those
single photon interactions configurations, k1 ~ k, = k = a)g/ c.

At an initial time t, the first laser sends a beam which interacts with both atom ensembles
and which corresponds to a 7 /2 pulse. Then, the second laser beam sends a = Doppler shifted
laser pulse in order to interact only with the excited state wavepackets, whose motion induces
a change in transition frequency, and to convert entirely this wavepacket to the ground state.
After this sequence, all wavepackets are in the ground state, however one of them has gained
momentum 2fik. Following the convention of [18, 24], at the end of the sequence, the fast
wavepackets have received a Large Momentum Transfer (LMT) photon kick of order 2¢. If

®Note that in the original proposal by [23], the LMT has a slightly different definition.
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0 T—L/c T+L/c 2T

Figure 13.5: Spacetime diagram of a gradiometer, where two interferometers as shown in
Fig. 13.4 are stacked at different altitudes. In this figure, trajectories of the atom in its ground
stat are represented by dashed lines, while full lines represent paths where the atom is in its
excited state.

another pair of 7 pulses (with the first one from the bottom laser and the second one from
the top laser in the same way as before) is sent to the faster half of the atom, one makes a
large momentum transfer (LMT) beam splitter of order 4. More generally, if m pairs of 7t
pulses are sent, the order of the LMT beam splitter is 2(m + 1) and the faster wavepacket has
gained total momentum 2(m + 1)iik. In other words, the order n of the LMT is defined as
n=2m+1).

Later at time t = T, a sequence of state inversion similar to the one used in two-photon
transitions interferometers is performed, but this time, with three different 7 pulses, the
tirst one coming from the bottom laser, the second one from the top laser and the last one
from the bottom laser again. However, in order to slow down the faster wavepacket, m
pairs of 7 pulses are added before this sequence, such that it loses 2(m + 1)k momentum.
Symmetrically, m other pairs of LMT pulses are added after the state inversion to accelerate
the other wavepacket, such that it gains 2(m + 1)k momentum.

Finally at time ¢t = 2T, a sequence of pulses opposite to the one sent at the initial t = 0 is
sent to the wavepackets, i.e m LMT pairs of 7t pulses are sent to the wavepackets before the
final m — /2 pulses used for recombination. This whole sequence is depicted in Fig. 13.4
with n = 2 (i.e m = 0) and only one interferometer.

In gradiometers, two such interferometers are stacked at different altitudes, separated
by a distance Ar, and the same laser beam is used for the laser-atom interaction in both
interferometers, which is depicted in Fig. 13.5. The main advantage of this setup is that laser
phase noise is entirely cancelled when measuring the differential phase shift between the
two interferometers.

Assuming wyL/c,w,L/c < 1 and nL/c < T where the LMT kick is of order n, and
L is the baseline separation between the two lasers, which we assume for simplicity to be
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the distance between the two interferometers, the differential phase shift can be computed
following the exact same methodology as in Section 13.1.3 and reads

4:/16nGppmn @’ Ar[QA weT
ADGR|, ~ PDM Ui [Q%1a i ( é ) (13.260)
w¢c
321G E2naw® Ar[QA
|A(D§rad|a ~ PDMEDR A [Qa)]a sinz (a)aT) . (13.26b)

2.2
awacs

We recover the leading order phase shift amplitude already derived in [15, 23].

13.4 Single Photon Isotope Differential interferometer

We study another setup employing single photon transitions, that we name SPID in the
following, for Single Photon Isotope Differential Al, which is a variation of the interferometric
sequence presented in the previous section. We will show that this experimental setup is
more sensitive to oscillations in atom rest mass and transition frequency compared to regular
gradiometers. This type of setup has already been proposed, without any detail, for ULDM
detection in MAGIS-100 [25] (see end of this section for a discussion). The goal of this
section is to show the expected signals of such a setup, in order to compare it directly with
gradiometers, as the one expected to be used in AION-10 [15].

Contrary to usual gradiometers which only use one single species of atom, we consider
two different atom isotopes, each of them undergoing individually the interferometric path
described earlier in the previous section. The setup is presented in Fig. 13.6. The two
interferometers overlap at the same elevation, so the experiment will test the universality of
free fall between the two isotopes. This setup employs single photon transition (meaning
we will consider only optical transitions) and measures the differential acceleration between
two isotopes, so we will refer to this setup as Single Photon transition Isotope Differential
(SPID).

Typically, an optical transition has a frequency of the order of ~10'* Hz while the typ-
ical frequency shift between two isotopes is of order ~10° Hz (i.e. typically 5-6 orders of
magnitude smaller than the nominal transition frequency, see [26] for Sr). Then, a unique
laser source can be used in this setup and separated in two different beams: one which is
directly used in the laser-atom interactions inside the interferometer of the first isotope; and
the other one whose frequency is shifted, e.g. using an electro-optic modulator (EOM), in
order to interact with the second isotope.

The calculation of the differential phase shift for such a setup can be computed following
the exact same methodology as in Section 13.1.3. If we assume the optical transition frequen-
cies to be close, i.e a)g ~ a)g = wp and the initial velocity (< vpm) to be much larger than the
velocity kick fikeg/m?, the differential phase shift between the two interferometers reads

4 167’(GpDMUDM7’le A ] wasT
|ACDSAI;31D|d ~ w? c2 |([Q11?/[]d - [Q]E\;/[]d)ev : ekick| sin® (%) (13.27a)
¢
167‘(GpDME2 UpMN o R . )
ARG e ~ 2w3PC3 |([Q11a — [QR1a)es - uick| sin® (@, T) (13.27b)
aWq
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Figure 13.6: Simplified setup for the SPID experiment. For the sake of simplicity, we assume
two different isotopes with respective transition frequencies fi = fi = 104 Hg, fo = fut
feom = (1 +107°) x 10 Hz. The laser is locked on the transition frequency of isotope 1
and split in three: the first two outputs are used for the isotope 1 Al (in red). The third
output enters an electro-optic modulator (EOM) to shift its frequency by fgom to account for
the isotope shift in order to be used with the second isotope. As for the other experimental
Al schemes, we do not show the various acousto-optic modulators (AOM) that shift the
frequency of one of the laser input of each interferometer, to account for the Doppler shift of
the freely falling atoms.

where we kept only lowest order terms in wL/c. In this result, we did not take into account
the effect of an oscillating EOM frequency through QEOM =+ 0. Nonetheless, its effect is
suppressed by a factor wL/vpm X Aw?/w® < 1077 compared to the leading term, where A"
is the isotope shift. In such a case (and similarly for L = 0), we recover the leading order
Bragg phase shift derived in Eq. (13.21) with nwo/c = keg, as expected.

The advantage of this setup compared to usual gradiometers can be immediately visual-
ized by comparing Eq. (13.27) and Eq. (13.26): the SPID setup does not suffer from a small
factor wAr/vpm. More precisely, the ratio of amplitude of signals between this variation
and usual gradiometers is roughly vpm/(wAr) X (Qf/I — Q&)/Qﬁ ~ (1rad.s7!/w) for the
following values: Ar ~5m, vpm ~ 1073¢, &, - éxick ~ O(1) and mass and frequency charges
presented in Tables 8.1 and 8.3.). This implies that, at low angular frequency (v < 1rad/s),
the signal of the single photon transition isotope differential Al will be larger than the one
in a gradiometer. The simple reason for this difference in signal amplitudes is that the gra-
diometer leading order phase shift in Eq. (13.26) is proportional to the frequency charge Q,,,
or in other words, it is proportional to the time in which the wavepackets are in their excited
state. As can be noticed from Fig. 13.4, this happens for a limited time, of the order of nL/c.
Conversely, the signal amplitude of the SPID variation is proportional to mass charges Qum
whose effect is imprinted in the phase shift, whatever the internal state, i.e for a time ~ T.

Asitwas pointed out in the beginning of this section, MAGIS-100 [25] will operate a similar
mode as SPID for the search of ULDM and we want to derive the expected sensitivity of such
a large scale experiment to axion and dilaton signals. More specifically, MAGIS-100 will run
a Bragg interferometer (i.e with two photons transitions instead of single-photon transition,
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as in SPID). However, as mentioned in the text after Eq. (13.27), the leading order signal of
both setup is the same, provided that the beams are locked on the same optical transition
in both cases. The main difference between the two setup is that for SPID, the wavepackets
spend some time in their excited state (which they do not in Bragg configuration), but as
shown in Eq. (13.27), the additional phase shift is next-to-leading order, and thus negligible.
In addition, as we shall see in Chapter 18, the phase noise levels will be equivalent in both
setups. Therefore, the optimal choice between the two setup is a matter of practicality. In
particular, we will be deriving the sensitivity of such setup considering optical transitions
summarized in Table 8.2. In these choices of isotopes and transitions, we ignore the small
lifetime of the various excited states (of hundreds of s to hundreds of us), which could limit
the number of atoms detected at the end of the sequence due to spontaneous emission’

"This limitation could be overcome for optical transitions due to the large Rabi frequency, implying a very
short 7 pulse duration [27].
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Chapter 14

Gravitational waves and LISA

14.1 Gravitational waves physics basics

As quickly mentioned in the introduction of this thesis, one of the main prediction of GR is
the production of GW by massive objects. More precisely, only systems with time dependent
quadrupolar moment (or higher order moment) produce such waves.

GW are solutions of the linearized Einstein equations. Assuming a static Minkowski
background 7, perturbed by h,, < n,, such that the spacetime metric is g, = Ny + hyy,
around a system energy momentum tensor T}, one can show that [1]

- -16nG
Ohyy = C—4T,.w, (14.1a)
where 0O = 1%/ 9,dg and
_ 1 .
hyv = h‘uv - Enyvh a- (14.1b)

In presence of matter-energy, Eq. (14.1a) describes the emission of the GW sourced by
Tyv, while in vacuum where T, = 0, it describes the propagation of the GW. The energy-
momentum tensor being symmetric, it consists of 10 independent components, therefore
Eq. (14.1a) is a set of 10 independent equations. Imposing Lorenz gauge d,/i*" = 0 and
the so-called TT (traceless-transverse) gauge flit = 0,9'hj; = 0 leaves only two independent
radiative degrees of freedom, which are the two GW polarizations. Therefore, in the TT
gauge, we have hg = EE . Assuming a GW wave with frequency f = w/2n propagating
in the z-direction, we have hﬂ = ‘)%[AEEe‘i(wt‘kz)] with AH = A, and AE = Ay, and the
amplitude of the wave is

00 0 0 00 0 0 000 0
0 A, A, 0 01 0 0 0010
TT + X _
Aw =10 A, -4, o0 0 =1 o|/™™]0o 1 0 0
00 0 0 00 0 0 000 0
= A+e;jv + Axeﬁv (14.2)

The amplitudes A, Ax can be found by solving Eq. (14.1a). Using Green’s functions and
the conservation of the energy-momentum tensor d,T#" = 0, one can show that the spatial
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solutions of Eq. (14.1a) is the perturbed spacetime at coordinates (t,x) induced by a GW
emitted by a source located at spatial coordinates i/, and has the form [1]

HIT(t f)— 50 o d%y _1s 171%] Too t—M y (14.3a)
ij \br 1]abat2 Y1 Yalp 3 ably 00 p VAN .

where the argument of the integral is the quadrupolar moment tensor of the source and
where we introduced the projection operators

1
Pijav = PiaPip = 5PiiPab (14.3b)
Pi]’ = 51'5]' - Eﬂ%j ’ (14.3C)

that ensures that hl.TjT is traceless and transverse to the propagation vector k. This result is

derived assuming that the distance |X¥ — /| > |y], the size of the source.

The effect of the GW is the modification of physical distances between test masses in
the plane of polarization. Considering the same GW as above, assuming two freely falling
bodies located at z = 0, separated on the x-axis by a coordinate distance Lyp. When the GW
passes by, this coordinate distance is unchanged, because the coordinates move with the GW
[1]. The relevant and physical quantity is the proper distance, as the distance measured by
a light signal and a clock, which is shown to change as [1]

Lo
L(t) = /O dx\/gxx = Lo (1 +=hll(t,z=0)|. (14.4)

More generally, if we assume a ring of particles in the x — y plane, the + polarization of the
GW makes the ring oscillating in the x — y directions while the X polarization acts on the
ring along the x” — y’ directions which are rotated by 45° with respect to x — y coordinates
(e 8y = V2(&, + éy)/2and ¢, = V2(-2, + éy)/2). This is the reason for the +, X polarization
names, as they respectively distort a circular ring of particles to make a + and X shape.

Since the GW strain (i.e the relative displacement (L(t) — Ly)/Lo = 6L/L¢ in Eq. (14.4)) is
expected to be extremely small, of the order of 1072! or less, one must use the most precise
method to measure distances, i.e optical interferometers. For example, the Earth-based GW
detectors LIGO/VIRGO are operating a Michelson optical interferometer in a L-shape in order
to maximize the effect of the GW, i.e stretch one arm and compress the other. In such a case,
a photon of wavelength A that travels back and forth on the arm whose distance has changed
acquires a phase shift A¢. Note that even if light is stretched by the passage of the GW (i.e its
frequency changes), one can still use it as a "ruler" to detect any change in physical distance
between two freely falling objects. This is because light is not used as a ruler but as a clock,
i.e one does not measure the total number of crests that fits in a given distance (e.g. between
reflecting mirror and beam splitter in an usual GW detector) but rather measures the number
of crests of light that arrives at the beam splitter per unit of time. As the GW stretches (or
compresses light), the crests will arrive at the beam splitter with a time delay compared to
situations with no GW, and this creates an observable phase shift [2].
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Figure 14.1: LISA constellation heliocentric orbit (from [4]).

14.2 LISA, the first european space-based gravitational waves
detector

After the success of the ground-based GW detectors such as LIGO and VIRGO, one of the next
important mission aiming at detecting GW is LISA (Laser Interferometer Space Antenna), see
[3] for a complete review of the mission and its scientific goals. In this manuscript, we will
only describe the important features of the mission that will be needed for its understanding.
As pictured in Fig. 14.1, LISA will consist of a constellation of three spacecrafts, in the
following noted 1, 2,3, which will follow Earth on an heliocentric orbit. In practice, LISA
will be able to detect GW of frequencies in the 10~* — 1 Hz range, which is complementary to
LIGO/VIRGO sensitivity bands (around 10 — 10* Hz). However, the mean spatial separation
between the spacecrafts being L = 2.5x10” m, at frequencies f > ¢/L ~ 0.1 Hz, the sensitivity
decreases due to the arm length penalty [5], i.e the GW wavelength is shorter than the arm
length, which induces averaging of the signal. All spacecrafts will continuously produce two
local laser signals through two local oscillators and exchange it with the other spacecrafts, and
GW signals will be detected by interferometric measurement between those optical signals.
Indeed, at the passage of a GW, the distance between spacecrafts changes and therefore, the
observed phase of the laser signal that travelled in vacuum changes as well. More precisely,
inside one given spacecraft (e.g. 1), interferometric measurements will be made between
the local oscillator of 1 and the laser received from spacecraft 2 using a phasemeter. A very
specific optical bench inside the spacecrafts allows to recombine the two optical signals and
make the interference. A more precise description of such bench will be done in Chapter 16.
Overall, in order to make interferometric measurements between all the optical signals, each
spacecraft contains two optical benches. In addition, inside each of the spacecrafts is located
a freely-falling test mass surrounded by metallic shields in order to protect from any exterior
perturbations, e.g. radiation pressure from the Sun. This way, the test mass is insensitive to
non-gravitational forces which allows it to stay on its geodesic. By measuring the distance
between the test mass and the spacecraft around it, one knows when the spacecraft has left
its geodesic, due to perturbations, and can replace the spacecraft on its geodesy using mini-
rockets on board. Combining all these measurements in all spacecrafts, one can reconstruct
the distance between the test masses.

Finally, let us discuss sources of noise in the apparatus, in particular laser noise. It is
admitted that the laser noise amplitude spectral density (ASD) is \/5 ~ 30 Hz/VHz [6],

which in terms of the nominal frequency of the laser vy ~ 2.82 x 10 Hz [6], corresponds to
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\/g/vo ~ 1071 Hz Y2, In the same unit, the GW signal ASD is ~ 10721 Hz /2, i.e at this
level, the laser noise completely dominates the signal. Fortunately, there exists a method to
effectively lower drastically the laser noise by combining signals from the different spacecrafts
in such a way that the resulting observable is independent of laser noise, but still contains
the GW signal. This is called Time Delay Interferometry, or TDI and were first introduced in
[7-9]. The principle relies on the fact that each laser noise is measured several times.

It can be shown mathematically (for details, we refer to [0]) that some time retarded
signals combinations between the three different arms completely reduces the laser noise to
zero, thus the name of the method. Here, we will only present some of the TDI combinations
of interest.

First, we will label the optical benches with two indices ij, where the spacecraft i receives
light signal (host optical bench) from emitting spacecraft j. Defining the laser phase of the
laser on spacecraft i by ®@;, the beatnote phase between ®; and @; at time of reception ¢, is

Lij(tr)

Dij(tr) = ©; (fr - ) —Di(ty), (14.5a)
where L;; is the arm length between the two spacecrafts and where we assume that the
measurements inside different spacecrafts are synchronized. We define the relative phase
fluctuation

w;oLij  wiLijyij
6Pij(ty) =~ = S

/ 14.5b
: (14.5b)
where 6L;; is the arm length fluctuation induced by the GW, w; is the local frequency of
spacecraft j and where the interferometric measurement is expressed in terms of relative
arm length fluctuation induced by the GW

5Li]‘
Vij(tr) = — T (14.5¢)
ij
One can also define relative frequency fluctuation signals (i.e Doppler shifts) as
1 dodij(ty)  1doLj
y= L -2 _ 14.6

Using the sign convention of [10], we define the first (and second) generation Michelson X1
(X7) combination as [11]

X1(t) = y13 + D13ys1 + D1z1y12 + Dis12y21 — (Y12 + D12y21 + D121y1z + Di2izys1)  (14.7a)
Xa(t) = (1 = D12131) (13 + D13yz1 + Diziyi2 + D1z12y21) —
(1 = D13121) (y12 + D12y21 + D121y13 + D1213y31) (14.7b)

where we used the compacted writing of TDI where D;;yx(t) = yjx(t —Lij/c) and D;jryxi(t) =
Yri(t — Lij/c — Lix(t = L;j/c)). It can be shown geometrically that the circulation of the laser
beams in that case is very similar to an usual optical Michelson interferometers, thus the name
of the combination. The first generation combinations are not sensitive to the laser noise
in the constant armlength approximation while the second generation takes into account
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effects of rotation of the detector (Sagnac effect) and of the time variation of armlengths.
The residuals of laser noise in the second generation TDI is proportional to the difference in
spacecraft velocities squared [12]. In the constant armlength approximation and considering
that the Doppler shifts are harmonic functions of the frequency w, the second generation
TDI X combination Eq. (14.7a) can be rewritten as

_4diwL iwL 2iwL 3iwL

X5 = (1 —e ¢ ) (y13 +e cyzrte Yyt e_Ty21) -

_dioL _iwl _2iwl _3iwl

(1 —e ¢ ) (ylz +e cynte ¢ yizte ¢ ygl) (14.8a)
. [wL) . (2wL Biol ol

= —4sin (T) sin (T) (e et (y13 -y te e (y31 — yzl))) , (14.8b)

where we used the fact that one delay operator corresponds to a factor exp(—iwL/c). The
other two Michelson Y, Z combinations can be obtained from Eq. (14.7a) by a cyclic per-
mutation of the indices 1 — 2 — 3 — 1. Other important combinations are the A, E, T
combinations which are linear combinations of X, Y, Z [13]

Alt) = %5 (Z(t) - X(1) (14.9a)

E(t) = % (X(£) = 2Y(t) + Z(1)) (14.9b)

T(H) = —= (X(£) + Y(t) + Z(1) , (14.9¢)
\3

which we will be using for the analysis. These combinations are useful because their cross
noise power spectral density are vanishing in the equal armlength approximation [11]. For
convenience, we also introduce the Sagnac combination « defined as [14]

a1(t) = = (y13 + D13y32 + D132y21 — (y12 + D12y23 + D123y31)) (14.10a)
az(t) = (1 - Diza1) aa(t), (14.10b)

respectively for the first and second generations.

14.3 LISA’s expected performance

As mentioned in the previous section, the Earth-based GW detectors LIGO/VIRGO are sen-
sitive to GW in the ~ 10 — 10* Hz frequency range. Out of the ~ 90 various signals detected
by the collaboration, all of them are transients signals [15], which are GW signals that last for
a few seconds, and which correspond to the last periods of inspirals between the two bodies
and their merge into a new body.

On the contrary, LISA is expected to be sensitive to various different signals [6]. In
particular, it will be able to detect the inspiral phase of binary systems much before the merge.
In such cases, the two bodies rotate around each other at an almost constant frequency, up
to corrections (see below), for a time which exceeds largely the time of observation of the
mission. Therefore, GW emitted by such sources are quasi-monochromatic. As we shall see
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in the following, this is an important point as DM induces also a monochromatic oscillation
on the test masses.

In terms of noise, we will be interested in the single-link optical metrology noise and
single test mass acceleration noise which respectively read [5, 16]

4
Soms = (1.5 x 1011 m)2 (1 4 (2 H}HZ) ) Hz ! (14.11a)
2 4
Sace = (3 x 10715 m.s—2)2 (1 + (Mfﬂ) ) (1 + (SH{E) ) Hz !, (14.11b)

corresponding to the instrument performance requirements [4].
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Chapter 15

Search for oscillations of rest mass in LISA

Many of the various couplings that we have seen so far violate the UFF, by inducing an
oscillating acceleration on atoms that is element-dependent. Even though the different test
masses used in LISA have the same composition, those oscillations could still be seen in
gravitational waves detectors as a Doppler effect when photons are exchanged between one
spacecraft and another.

15.1 Signatures of dark matter and gravitational waves on
LISA arms

In this section, we derive the Doppler on photons exchanged on one arm of LISA induced by
both ULDM fields and GW!. We make the calculations in the barycentric reference frame,
where the spacecrafts positions are defined [6]. In this frame, the directions of DM wind and
GW sources are defined with the ecliptic latitude § and longitude A.

15.1.1 Oscillating rest mass

One-arm Doppler shift through oscillating rest mass

In this section, we derive the Doppler shift on the LISA interferometric measurements in-
duced by the various ULDM candidates.

We start by the effects of scalar fields, i.e the UFF violating acceleration induced by the
oscillation of the rest mass of a test mass A. In this part, we first consider only interactions
between SM and a pure dilatonic field ¢, then the Doppler shift will be generalized to the
axion field as well. From Eq. (8.12), the acceleration of a test mass A in a generic frame is

\/167‘(GpDM

A . _ g . -
y: [Qylasin(wet — kg - X + D), (15.1)

l_l)A(t,J_C)) = [wqﬂ_}A - E(PCZ]

1As we shall see in the following, we discuss the Doppler induced by the dynamical motion of the test masses
induced by ULDM. As it is pointed out in [17], a change in the length of optical elements (like beam splitters)
arises also through the variation of fundamental constants of Nature. While this effect is dominant in ground-
based GW detectors (and was used for search for ULDM signals in LIGO, see e.g [18]), it is sub-dominant in
space-based GW detectors.
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where 74 is the velocity of the test mass, wg, E¢ are respectively the Compton frequency
and the wavenumber of the DM field, and [QZ’?/I] 4 is the mass charge of the test mass, i.e the
amplitude of oscillation of the rest mass of A. In the barycentric frame, the velocity of the
test mass is roughly the same as the Earth velocity around the Sun, i.e v4 ~ 3 X 10* m/s,
which is one order of magnitude smaller than the galactic velocity, therefore the second term
oc —E¢ c? = wgvpm dominates. One can treat the position X(t) in Eq. (15.1) as the unperturbed
position Xy(t) atleading order and write itas X(t) = Xo(t)+0Xa(t), where the latter is O([Qfd]).
Considering that ¥(t) = Xay cos(wgt) at leading order, where |¥ay| ~ 1.5 X 10'm is one
astronomical unit distance and wg is the Earth rotation frequency around the Sun, one can
integrate twice this expression, which leads to the oscillation of the position of the test mass?

NiIe .
¢ e P [Qf/{]d [Sin(w(pt — ko - Xau cos(wgt) + @)— (15.2)
¢
Sin(a)(PtO - ]qu . J_C)AU COS(a)Eto) + q)) — a)(P(t — to) CcOS (C‘)<Pt0 — E‘P . -’_C)AU COS(a)Eto) + q))] )

(SJ?A(t, to,f) =

The three last terms are in general not taken into account in various analysis. Indeed, two of
them have no time dependence. However, note that one of them o wet induces a temporal
drift of the test mass inside the spacecraft, which is due to its initial inertia. In the following,
we will drop those terms and only work with the time oscillating signal, because they are
outside the LISA band. In addition, we will not keep the explicit expression of ¥(t), but
we will come back to it later. The slow oscillation at wg will produce side bands in the
Fourier signal at frequencies w¢ + wg. However, note that in the following, we will assume a
time of integration of one year Tops = 271/ wE, such that the size of one Fourier bin is exactly
fe = wg/2n. Therefore, these side bands might not be visible but will most likely enlarge the
signal at w.

Assuming that spacecraft e (at position X.) sends a signal to spacecraft r (at position X;,
the one-way Doppler shift of light associated to this rest mass oscillation is obtained by the
projection onto the corresponding LISA arm of the time derivative of the variation of the
position X i.e [19]

1(. dox
Yre = T (”re : 7) , (15.3a)

where 7i, is a unit vector pointing from e to . We can now express the Doppler shift induced
by the dilaton-SM interaction Eq. (15.2), but also considering an axion-gluon interaction
which induces an acceleration Eq. (8.40). We respectively note y%, and y%, these one-way
Doppler shifts which read

161G v TP ( ) t—“)T‘f’L—i?-*em)
vl = (e - 20) v PDM ;JM[QM]alsR (ez(w¢t ks xr+q>) e ¢ X  (153b)
a)(pC
871G ppmUpME> (oo t—F o po@al _§ 3
yfe = (fiye - &) pDM2CI(D)1;/[C3p[QM]a R (621(@;1‘ kq X, +<I)) _ eZz(a)at =—ka xe+®)) ’ (15.3¢)
a a

2To make this integration, one needs to expand the sin(w¢t - E¢ - X + @) in power of 1?¢ - Xau cos(wgt) < 1,
integrate each term of the series and then reconstruct the sine. We also considered wg < w.
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respectively for dilaton and axion interactions, (using Eq. (8.40)), where all the test masses
are made of same alloy, therefore they all share the same mass charge [Qa]s (and similarly

for the axion mass charge), and EDM = —wpMUDMEy /€2 (12 = —¢,, where ¢, is the unit vector
in the direction of the Sun velocity in the galactic halo).

As shown in Chapter 8.3, the light vector field induces an oscillating acceleration on
test masses by a small Lorentz force that acts on them. From Eq. (8.68), the leading order
contribution to the acceleration on the test mass A is

A

aa(t,x) = eea)ul? _L] sin(wyt — Eu X+ D). (15.4)

Using a similar approach as before with Eq. (7.26), we can derive the one-way Doppler shift
associated to this oscillation as [19]

\/ZuopDMf-?e[QB—LLR ez‘(wut—iu-f,@) _ ei(wut—%—l?u&ﬁq))

wyUmTM

yre = = (fire - éy) . (155)

where we consider the test masses have all the same mass mty, Y = |l7|éy and, as in the
scalar cases, the test masses have the same B — L charge [Qp-1.].
Transfer function of the second generation TDI

Following [19], the transfer function of the one-arm Doppler shift induced by the pure DM
scalar field is defined as the Fourier transform of y,.(t) Eq. (15.3b) normalized by the constant
amplitude

T (@) = (e - &) R (e”'(’?"?"‘p) - e—i(“’%ﬂ?-ie—@)) , (15.6)

Using Eq. (14.8b), we find the DM transfer function of the second generation X combination
in the constant arm length approximation as

L 2 L — l() lu)
T;PM(w) = —4sin (“’T) sin (%) R [e 7 (T - DM 4 o (7PM - 70M) )| (15.72)
L 2 L =3iw T2 —2iw
= —4sin (a; ) sin (%) R [e ek gkt @) (1 bt L) (13 — A12) - ép—

Do~ (ﬁ13 ey FB=) _ e Z(E'f2_®))] (15.7b)

L 2wL —_tiw L o
= —8sin (a)c )sin( @ ) l et ((n13 —12) - €, COS (wc ) o ilkX1-®) _
L

(ﬁlBe—i(E-fg—Q) _ fippe —i(K-%r— qn)) (15.7¢)
L 2wL k-3 L
= —8sin (wc ) sin (%) R le en q)) (ﬁls -8y (COS (a)T) —1+ikL3 - év) -
L
At - & (Cos(wT) ~1+ ikLﬁlz-év))l ) (15.7d)
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where we used X = X1 — Lii12 and X3 = X1 — Li13 and we took the first order expansion of
the exponent oc kL < 1 for all frequencies of interest (for example, at f = 1 Hz, which is the
maximum frequency of the LISA band, kL ~ 0.05, with the galactic velocity vpp = 1072 ¢).
The amplitude of the transfer function is then

|7;{DM(a))| = 16sin (a)TL) sin (%) X

(15.8)

N 2
wL|opm|
2¢2 ’

\/(ﬁ23 ’ év)z Sin4 (az)_f) + ((ﬁ13 : év)z - (ﬁl2 ’ év)z)z (

where we used 7i13 — 7i1p = fip3. As it can be noticed from Eq. (15.8), the first term dominates

as long as (wL/c)? > (|9pm|/c)? (and (fizs - &,)? # 0), i.e for all frequencies f > 5 X 10~ Hg,
which fully contains the LISA band. Then, we can neglect the second term and the amplitude
of the transfer function becomes

4
wL\™ .
|TM ()| ~ 8 (—C ) 723 - & , (15.9)

i.e the transfer function scales as f*. We do not recover the scaling of the transfer function of
[19], because Eq. (15.8) corresponds to the amplitude of the transfer function of the second
generation TDI, while [19] used the 1.5 generation for their calculation. However, using
Eq. (D.12c), one can show easily that the transfer function of the first generation TDI is
|‘7;(DM(a))| /2sin(2wL/c), which allows us to recover the results of [19]5.

15.1.2 Monochromatic gravitational waves

One arm Doppler shift

We first model the GW with frequency fow = wcw/2m in the source frame propagating
along the k direction as [20]

M (&) = A cos(@(E))es, + Axsin(p(&))e,, (15.10a)

where £ =t — k-% /c represents the surfaces of constant phase and

1
P(8) = wawé + Sdawe” + Daw, (15.10b)

where @gy is the initial phase of the wave and where we assume a non zero time derivative

of the frequency wgw. In the barycentric reference frame, we define the triad (71, 9, 12) from
the ecliptic latitude f and ecliptic longitude A as [6, 20]

sin(A) —sin()cos(4)\ cos(B) cos(A)
il =|—cos(A)|, 0=|—-sin(B)sin(A) |, k =0 XD =—| cos(B)sin(7) | . (15.11)
0 cos(B) sin(B)
3To compute the transfer function, we did not average over all possible DM wind directions & as [19] did,

since it is fixed to a single direction when the field is a coherent superposition of plane waves.
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We can further define two functionals &, (i1, 0, 71) and Ex(it, 0, 1) [6]

= (- Ay - (5-7), (15.12a)
2(ﬁ ) (- 1), (15.12b)

>

p—a

such that, in the barycentric frame (superscript SSB), the one-arm Doppler shift induced by
the GW can be written as [6, 20, 21]

Y = _?I —R [(hSSBE+(u o) + hSSBEX(u 0, fiye )) (ei‘p(é’) — ei‘P(EE))] (15.13a)
2 (1 - nre )
RN
- A g [ES.SB (vt - ei(P(ée))] (15.13b)
A 1 ’ :
2 (1= e k)
where
fziSB = cos(2V) (1 + cosz(z)) + 2i sin(2W¥) cos(1), (15.14a)
hSSB —sin(2W) (1 + cosz(z)) + 2i cos(2W) cos(1), (15.14b)
hSSB (uiuj —v; v])hSSB + (uivj + ujv; )hs'SB (15.14¢)

where W is the polarization angle, 1 is the inclination of the source and A is the amplitude
of the wave which depends only on the source parameters, and defined in the barycentric
frame as

A, = —A + cos*(1)), Ax = —2A cos(1) . (15.15)

Transfer function of the second generation TDI

We now compute the transfer function for a GW (assuming f = 0 for simplicity), which reads
(using Egs. (15.13b) and (14.8b))

L 2wl —i( 3wl 4 K. —
7;<GW(a)) 251n(a)c )sin( ac) )% |hS.SBe l( e rkn CD) X (15.16a)

Z w% ((1 + Ay - k) (1 — e—i%(l—ﬁu-ﬁ)) —ZM(l — figg - k) (1 _ ol (e k)))

=~

~ —i[B9L 4 K. —
—) R [hijBe (sekekmi0) (15.16b)

1
e¢ ((nlg k) (1—231c (1+””k)+621?m) +2ieE sm(wCL)) ,
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Figure 15.1: Amplitude of transfer functions of TDI X combinations for both scalar ULDM
(in blue) and GW (in orange) from Egs. (15.8) and (15.16a) respectively. For this plot, we
neglected the impact of the geometric factors.

where w; = +1 respectively for £ = 3,2. One can simplify this expression when wL/c < 27
to find the amplitude of the transfer function

3

7% (w)] = 8 (“)TL) 58 (s, - Aty )| (15.16¢)
Therefore, at small wL/c, |7;(GW| o f3 which means that the DM signal will, on average (i.e
neglecting the geometric factor), be suppressed by a factor wL/c compared to the GW signal,
as it can be noticed in Fig. 15.1.

As it can be noticed from Egs. (15.9) and (15.16c) and in Fig. 15.1, at low frequency, the
DM and GW transfer function do not scale equally as function of the frequency, in particular
it exists a third order term in wL/c in the GW transfer function and not in the DM one.
There are two reasons for this difference. The first one is that the GW travels at speed c,
while the DM field is non relativistic. Indeed, one can notice that assuming a "relativistic
DM" which travels at speed ¢ instead of 1072 ¢, the transfer function Eq. (15.7d) scales as
(wL/c)® at low frequency, as the GW transfer function. This suggests that for a dipolar
signal, the velocity of the wave impacts the scaling of the transfer function on frequency.
The second reason is that DM is dipolar while GW is quadrupolar. Indeed, assuming now
a non-relativistic GW (i.e neglecting terms oc kL. <« 1), one can notice that the GW transfer
function Eq. (15.16a) also scales as (wL/c)® at low frequency, as the relativistic GW. This
suggests that for a quadrupolar signal, the velocity of the wave does not influence the scaling
of the transfer function on the frequency. Therefore, it is the fact that the DM produces a
non-relativistic and dipolar signal which makes a difference in transfer function compared
to the GW. Now, let us give a physical explanation. Assuming a low frequency and non-
relativistic wave (i.e w < ¢/L = 1/t, where 7 is the light travel time between spacecrafts
; and with velocity v <« ¢, such that the wavelength is much larger than the armlength
A > L), the phase of the wave at the location of the emitting and receiving spacecrafts is
very close (i.e A® < 2m) and therefore, the one-way Doppler seen by the photon is small
as well (from Eq. (15.6), it is O(wL/c)). If we now assume a full round trip emitter-receiver-
emitter, the wave has not propagated much and therefore, the outward effect is, at leading
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order, the same as the inward effect (up to a sign). Therefore, for DM, since we are essentially
looking at this inward-outward effect projected on a dipole, the signal decreases (for example,
‘7;]33M + exp(—iwL/ c)‘ig]l)M is O(wL/c)?). For the quadrupolar GW, the outward effect is still
almost the same as the inward effect but they also share the same sign, therefore the signal
is still O(wL/c). This is why the polarization makes a difference (for non relativistic waves).
Now, if we assume that both waves are relativistic, but the polarization still differs, the phase
of oscillation between the emitting and receiving spacecrafts will be different for both dipolar
and quadrupolar waves (even for low frequencies), and therefore, both effects are of the same
order of magnitude. This is why DM, as a non relativistic wave and with a dipolar effect on
LISA arm, has not the same transfer function as GW.

15.1.3 Summary of the expected one-arm signals

In summary, if we consider an ULDM or GW background that produces a Doppler shift at
angular frequency w (i.e w = wy = 2w, = Wy = wgw), one can write the one-link Doppler
shift in a very concise way, similarly as in [19]

Yre = R [y (/IR0 ilei- R0 | (15.17a)

where the wavevector k depends on the velocity of the wave i.e |E| = w/c for GW and
|k| = wopm/c? for DM, and with the unitless p, are given by

V161G v
(7ire - &) PoM ZDM[QM]d for DM pure scalar field
wc
32nG vpmE>
(fire - &) PDMYDM™p [Qualo for DM pseudo scalar field
fewc®
Hre = A/2 ce _ (15.17b)
— (fiye - €y) Hopomee(Qp-L] for DM vector field
o WMTM
i AL ESP(, W) o
- — |A for gravitational wave
2(1 - ﬁre * k)

and where we neglected the frequency derivative in the case of the GW f = 0, for simplicity
and concise equations purposes. These . factor are the product of an amplitude and a
pure geometric factor which shows how the detector couples to DM or GW, and which
gives us indication on the nature of the wave. Indeed, ULDM signal being dipolar, the
LISA arm couples to a single direction (which corresponds to either the galactic velocity in
the scalar cases, or to the vector polarization direction in the vector case) while GW signal
being quadrupolar, the arm couples to the two orthogonal directions corresponding to the
quadrupolar GW polarization.

On one hand, among other signals, LISA will be sensitive to (almost) monochromatic GW,
i.e GW emitted from galactic binaries whose inspiral phase (with frequency which can be
approximated as a constant) lasts longer than the total mission duration [6]. On the other
hand, considering that the coherence time of the ULDM field exceeds the time of the mission,
which we will consider to be 1 year in the following?*, the acceleration induced on the test

4Following Eq. (5.11), this implies that we need f < 1072 Hz.
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masses would be monochromatic as well. This implies that both monochromatic signals
from ULDM and GW Eq. (15.17a) would lead to similar shapes in Fourier space (essentially
one Dirac at the wave frequency). This suggests that the two signals might resemble each
other, which could lead to degeneracy between them.

In addition, one can find simple detection setup where the quadrupolar nature of the
GW signal would be seen by the detector as a dipole, therefore where the ULDM and GW
signals would look similar and therefore be degenerate. For example, let us assume a simple
detection setup where the test mass A is static and the test mass B is located at a distance L
and is rotating counterclockwise around A in the x — y plane with angular frequency wg.
Both test masses are sending light signals to each other. We assume that the DM field is a pure
scalar field of frequency w whose propagation direction is along the x-axis in this coordinate
system. Let us further assume a monochromatic GW of the same angular frequency w which
propagates along the y-axis, and whose polarization is purely + in the x — z plane. One
can easily deduce that the GW polarization in the z direction will not affect the light signals
emitted between the two test masses, only the x polarization will be noticed. Therefore, the
GW will be seen as a dipole by the detector.

However, in the case of a more complex detector like LISA, we might wonder if this
difference in polarization would clearly lead to a different spectral shape of the signal.
In addition to this polarization difference, DM and GW propagates at different speed, i.e
|EGw| = wgw/c while |EDM| = a)DMZJDM/C2 ~ 10_3CL)DM/C in Eq. (15.17a), which might also
lead to a difference in the spectral signature for both signals. Note that such a difference
would not be visible for time scales much smaller than one year, where the geometric factor
would simply be constant.

Therefore, in the following, we will try to answer the following question : using realistic
orbits, would LISA be able to break the degeneracy between GW emitted from a galactic
binary and (scalar) ULDM fields ?

To do so, the first step is to simulate one signal induced by a galactic binary and one
signal induced by a (scalar) DM candidate. Then, we will model one galactic binary and
one scalar DM candidate using Bayesian analysis on each of these data sets. Finally we will
compare the efficiency of these models to see if, for each data set, one is preferred compared
to the other.

15.2 Bayesian inference to discriminate between dark matter
and gravitational waves

15.2.1 A short introduction on Bayesian inference

In this section, we will review how Bayesian inference works. It is based one Bayes’ theorem,
which for two random events A and B, allows to write the probability of A under the condition
B P(A|B) as

P(A|B) = %P(EM), (15.18)

where P(B|A) is the probability of B under the condition A and P(A), P(B) respectively the
probabilities of A and B. When considering a vector of data points d depending on a vector
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of parameters p, Eq. (15.18) becomes

P (;3|Zz) - M. (15.19)

7t (p) is the prior distribution of the parameters p. This represents what we know of the

parameters, prior to looking at the data d. It can e.g. come from prior measurements on
another set of data. For example, the velocity distribution Eq. (5.7b) can be used as a prior
distribution for the galactic velocity (this is what will be done in the following). On the
contrary, if no information on the given parameter is available, one might use a flat uniform
prior distribution. Therefore, in the Bayesian framework, the parameters p are treated as
random variables and not as fixed constants.

L (d P ) is the likelihood density function and represents the agreement between a given

set of parameters p with the data d. In the most simple case, the data (of length j) has white
noise with variance 02, and we model the signal as s(p) such that the likelihood reduces to

j RPN
log £ (Znﬁ) _ —% D (an—;;(p)) . (15.20)

n=1

Maximizing the likelihood means minimizing the sum, which is very similar to x? method.

P (ﬁlg) is the posterior probability density function and represents the updated condi-

tional probability of the parameters p after observing the data d. Fora given set of parameters
Pw, P (ﬁwlg) — 0 means that py, is not compatible with the data. As the Bayes’ theorem
suggests it, the posterior distribution is the product of the prior distribution and the like-

lihood (up to N (H), a normalization constant, independent of the parameters), i.e it is the
combination of our knowledge of the parameters before and after analyzing the data.
There exists two big classes of algorithms to reconstruct the full posterior probability

distribution of the parameters p given a dataset d. The first one gathers Markov Chain
Monte Carlo (MCMC) algorithms. At each step i of the algorithm, a random sample of
parameters p; is generated from the sample p;_; and the acceptance of this new sample
only depends on p; and p;—1. The ratio of posteriors between parameters of i — 1 and i
steps is computed in order to know if newly found parameters explain the data better than
the previous one. In general, the distance in parameter space between p; and p;_; is small
(compared to the parameter space volume), and therefore, the algorithm can be trapped in
a local maximum, which we want to avoid. The second method is called Nested sampling
[22] and is a way of avoiding being stuck in a local maximum likelihood. We first need to
introduce the prior mass X as the fraction of prior contained within an iso-likelihood contour.
Since we expect large likelihood to be contained in a small region of the parameter space,
the likelihood £(X) must be a decreasing function of X. The principle of nested sampling
is to choose a set of N random points covering uniformly the parameter space, and which
have different likelihoods. At the iteration 7, one deletes the point N; with lowest likelihood
L(X;) and finds a new point in the parameter space N;;1 such that £(X;+1) > £L(X;). This
way, the remaining prior mass decreases and converges to the region with largest likelihood.
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Since one can store the value of £(X;) at each iteration, one has access to the integral of £(X),
which corresponds to the model evidence. When comparing two models, one uses the Bayes
factor, which is the ratio of model evidence. More specifically, one can write Bayes’ rule in

terms of p which depends on d but also on a specific model M, i.e

L(d|p, M)r(IM)
p(d|M)

P(Bld, M) = (15.21)

where p(;llM ) is known as the model evidence, which is the probability of the data d given M.
This does not depend on the parameters p, which have been integrated out (or marginalized
out). Considering two given models M;, M», the Bayes factor

p(d|My)
P(3|Mz)

B = (15.22)

indicates which model best explain the data. Therefore, nested sampling is very convenient
to compare different models on the same data. In the following, we will be using a nested
sampler algorithm, called Nessai [23] for the parameter estimation of both a galactic binary
and a scalar ULDM field.

15.2.2 Fast likelihood modeling

We now focus on the analysis of TDI dataset induced by a galactic binary (GB) on one
side and (scalar) ULDM on the other side. For a given model, we want to optimize the
computation of the likelihood, in particular to make it faster. To do so, we work in the
Fourier domain, because it is much more convenient for the signals that we are interested
in. Indeed, for (quasi) monochromatic signals, the idea is to separate the fast oscillation
(at the wave frequency) whose Fourier transform can be done analytically, from the slowly
oscillating part which can be Fourier transformed numerically [24]. This speeds up the
numerical integration necessary for the computation of the likelihood. As we shall see in the
following, the TDI combination are very simple to implement in Fourier space.

In Appendix D, we show explicitly how to express the slow oscillating part of TDI X;
combination for both scalar ULDM and GB signals. The two Python softwares that we use
which follow this idea, are FastGB and FastDM, respectively for the modeling of GB and
scalar DM.

15.2.3 Generation of signals and parameter space

We now explicitly describe the general process from the data simulation to the data modeling.

We first simulate a dataset which contains either GB or scalar DM signal. To do so,
we simulate in time domain the second generation TDI Eq. (14.7a) induced by either a GB
or a scalar ULDM signals through Doppler effects derived in the previous sections, see
Egs. (15.3b) and (15.13b). The positions of the spacecrafts are obtained using LISAOrbits [25],
and we use Earth-trailing orbits for their orbits [26], which we simulate for one full year, i.e
Tobs = 365%86400 s. The positions of the spacecrafts are sampled with frequency f; = 0.1 Hz,
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i.e N = Ty fs measurements are performed. For the generation of data, no noise is added i.e
these are "perfect" dataset®.

For the data modeling, we fit the TDI A, E data combinations expressed in Fourier domain.
JAE

More precisely, writing the TDI data in time domain d£(t) as a vector (dé £ 1 SAN )

where df’E = d4E(i/ f,) is the ith sampled element of d4-E(t), we perform the discrete Fourier
transform (DFT) d4F defined as

N=L _ 2milk
At =% e N At (15.23)
=0

and we fit a model 4F to such dataset in Fourier space. We use a Gaussian likelihood
expressed in time domain as [27]

log L = Z (—% log (det(2nC*)) — % (;lx - 771")+ (e (;lx - n?x)) , (15.24a)

x=A,E

where d, i represent respectively the time vector or data and model and where C* is the
noise covariance matrix of the x TDI combination. Using the DFT of the data and model, the
likelihood can be written as [28]

) N |3~ P
log £ = Z ~5 log (2nTTxCY,) —Z~— , (15.24b)
x=A,E j=0 ji

where C i is the diagonal element at Fourier bin k of the two-sided PSD matrix of thex = A, E
TDI combinations defined as [28]

Ciy = NfsOuNx(fi), (15.24¢)

where 0y is the Kronecker delta and therefore C ;{‘k is diagonal because the noise is stationary
[27], and where the N,( f¢) is the noise PSD of the second TDI A, E combinations at frequency
bin k, which are defined as [11]

Nae(f) =32 sin® (@) sin® (4nch) (2 (3 + 2 cos (ZT[CfL) + cos (4nch)) Sacc(f)+
(2 + cos (chf L)) Soms( f)) , (15.25)

assuming no correlation between noises, and which is obtained by extending the single-link
noise PSD Eq. (14.11) on the full TDI combination. Since the noise PSD are equivalent for
A, E combinations, we can rewrite Eq. (15.24b) as

N/2 |dx _ mx|2

log £ = 3 log (2 ATTNa(fi)) - > o Z | (15.26)

x=A,E ]

STherefore, the results of the analysis, and its possible bias, will not depend on noise.
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The GB parameters that will be fitted (using Egs. (D.6b), (D.6a) and (D.6c)) are the
amplitude A, the frequency fow, the drift in frequency fow, the sky localization (8, A), the
inclination 1, the polarization angle W and the phase ®gw. There is no specific knowledge on
the physics of one particular GB, therefore we will use isotropic prior distributions for each
of those parameters.

The scalar DM parameters that will be fitted (using Egs. (D.3), (D.5b) and (D.5c¢)) are the
mass charge® [Qum|s = ¢, the frequency f, the direction of the DM 'wind” (Bpm, Apm), its
amplitude, which is given by the galactic velocity amplitude [opm| and the phase ®. For most
of these parameters, we will use isotropic priors, except for the galactic velocity amplitude
prior that will be given by the amplitude of the galactic velocity distribution Eq. (5.7b). Even
though we are working on time scales lower than the coherence time of the field, such that
the DM wave is essentially monochromatic, the prior will help constraining the simulation
to consistent regions of the parameter space’. Note that, by choosing vpym as a random
variable and not a fixed parameter, we will derive realistic sensitivity curves for ULDM of
LISA. By doing so, we simplify the system by considering that the velocity amplitude |opm]|
is uncorrelated with the DM wind direction, while it is in reality not true as both parameters
are constrained together by the same distribution Eq. (5.7a)8.

15.2.4 Model of galactic binary onto galactic binary signal

We first fit a dataset dgw from a galactic binary using FastGB whose parameters Dgw are
shown on the left of Table 15.1, and check for efficiency of the model in reproducing data.
The 2D posterior distributions are shown in Fig. 15.2, with the joint posterior distribution for
all parameters. The yellow lines represent the true values of the parameters, i.e the values
injected in the simulation. One can notice strong correlations between the amplitude A
and the inclination z, and between the ecliptic latitude  and the drift in frequency f. One
can also notice that for the polarization angle W and initial phase ® parameters, two modes
exist which are respectively shifted by 77/2 and 7. From Eq. (15.13b), it is straightforward to
show that a change in polarization angle ¥ — W + 1/2 is equivalent to a change in phase
® — @ + 1. Overall, the analysis recovers correctly the injected parameters.

¢From Eq. (8.6a), we remind that [Qx]4 is a sum of partial dilatonic mass charges and dilatonic couplings.

7As we shall see in the following, for most frequencies under consideration, the phase shift induced by DM
propagation (through |opm|) is small, and therefore hard to fit with accuracy.

8As mentioned above, we will use isotropic priors for both ecliptic latitude and longitude of the DM wind,
while the galactic velocity distribution Eq. (5.7a) provides prior information on such direction. First, we make
this choice because there is no analytical expression for the angular distributions only. Second, by doing the
numerical integration of Eq. (5.7a) over the velocity amplitude, one can show that the width of the angular
distributions are much larger than the posterior distributions of these parameters (see below, Section 15.2.5),
and therefore using isotropic prior will not impact the results.
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Figure 15.2: Results of the fit of a galactic binary signal by a galactic binary model. The
yellow lines indicate the true values of the parameters. The analysis recovers correctly the
injected parameters.

137



CHAPTER 15 SEARCH FOR OSCILLATIONS OF REST MASS IN LISA

The model best fit parameters Mgvv\‘;, that we
define as the posterior with largest likelihood,
in addition to the mean and standard de-

viation of the distribution of posteriors are oW
shown in Table 15.1 (only the ~ 10 000 last Dew | Mgw Mean + 1 ¢

iterations are taken into account by the algo- | A (1072!) | 1.397 | 1.398 | 1.397 +0.003

rlthm) Let us now analyze the I'eSUIt Of the f (mHZ) 4.215 4.215 4.215 + 0.000

tit, in particular, its efficiency. First, one can |—
compare the signal to noise levels (i.e com- | f (@Hz/s) | 55.91 | 56.26 | 57.36 +18.20

pute the signal-to-noise ratio (SNR)) for the p(rad) | 0.817 | 0.8164 | 0.8165 + 0.0005

- 9
GW using [16] A (rad) |5.149 | 5.1485 | 5.1485 + 0.0004
t(rad) | 1.047 | 1.048 | 1.047 +0.002
VBNR = / Towdew | 15 57 0.785 | 0.785 | 0.785+0.002
VNG N(f) ( ) W (rad)

2.356 + 0.002
where &Ew is the conjugate transpose of dgw, ® (rad) 4.890 | 4.888 | 4.889+0.007
the GW data in Fourier domain, and N(f) is 1.748 + 0.007
the noise PSD. For the GW data from Table
15.1, one finds Table 15.1: On the left column, we show the

GW injected parameters in the simulation.
[ GW _ On the middle, we show the GW model best
SNR,™ ~ 652 (15:282) fit, i.e the posterior with the largest likeli-
/SNRSW ~ 679, (15.28b) hood. The model correctly recovers the in-

jected parameters with less than 1% devia-

for both A and E TDI combinations. The sig- tion. On the right column, we present the
nal power is well above the noise, as it can be mean and standard deviation of the full dis-

noticed in Fig. 15.3. tribution of posteriors.

In a second step, in order to estimate the accuracy of the model, we s1mulate the TDI

time series of a galactic binary with parameters given by MGW, which we call mGW and we
construct the residuals (in time domain)
raw,aw = daw — mSy , (15.29)

which we compare with the LISA noise PSD. In Fig. 15.3, we compare the residuals to LISA
noise in Fourier space. One can notice that the residuals are well below the noise, indicating
that the model extracted all the necessary information out of the data'®. We now compute
the residuals-to-noise ratio (RNR) between the residual in Fourier domain 7gw,cw given by

[16]

VRNR = (/ di(f)) (15.30)

°The definition of SNR is slightly changed compared to [16], in order to be consistent with its previous
definition of ratio of signal to noise power.

0Despite its efficiency, the residuals still present a peak at the GW frequency. This is due to the approxima-
tions done in FastGB (e.g. neglecting the spacecraft velocity during light travel time).
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where 7' is the conjugate transpose of 7. For the GW model on GW data, one finds

JRNRGWEW 0,54
VRNRSVCW ~ 0.41.

(15.31a)

(15.31b)

The RNR are well below unity and the SNR values, indicating that the model extracts all the
necessary information out of the data, as expected from what is shown in Fig. 15.3.

-38 |
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—— LISA noise

10744 — residuals rew, ew
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Figure 15.3: GW signal PSD (in lime) com-
pared to LISA noise PSD of the TDI A combi-
nation (in red) in Fourier domain. The signal
is well above the noise. We also show the

row,gw residuals power in grey, which are
below the noise.
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Figure 15.4: DM signal PSD (in lime) com-
pared to LISA noise PSD of TDI A combina-
tion (in red) in Fourier domain. The signal
is above the noise. We also show the rpyv,pm
residuals power in grey, which are below the
noise.

15.2.5 Model of scalar dark matter onto a scalar dark matter signal

Using FastDM, we now turn to the analysis of DM signal. For consistency with the galactic
binary that was analyzed in the previous section, we consider a DM signal with the same
frequency (in order to compare to the same noise level) and intrinsic amplitude of oscillation
on the test masses. From Eq. (15.17b), this means that we choose the coupling ¢ such that

2nfc?

\/167’(G‘ODMZ)DM '
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where f, A are given in Table 15.1.

Dpwm MBIIQ/I/I Mean+1o
N . ¢ (1079) 2.396 | 2.785 | 2.430 + 0.855

In addition, we will use the
mean velocity direction and am- f (mHz) 4215 | 4215 | 4215+ 0.000
plitude of the velocity distribution B (rad) 1.046 | 1.048 | 1.045 + 0.010
Eq-u(i-%)- Thz mean direction ;S A (rad) 0.431 | 0.435 | 0.430 + 0.021
Z;‘;M A“];’:A‘;n o (ggg(l’intzzg;l")arf opm (109) (m/s) | 2.998 | 2.580 | 3.305 + 1.079
(1.046 rad, 0.431 rad)'!. This is the O (rad) 3.444 | 3.444 | 3.444 £ 0.010

DM wind direction we will use. For

the amplitude, we use vpy = 3 X 10° Table 15.2: On the left column, we show the DM

m/s for the velocity of the wave, i.e injected parameters in the simulation. On the mid-
the mean of the galactic velocity dis- dle, we show the DM model best fit, i.e the posterior
tribution Eq. (5.7a). The result of the with the largest likelihood. On the right column,
fit of a DM model onto a DM signal we present the mean and standard deviation of the

is presented in Fig. 15.5 tull distribution of posteriors.

One can notice that there exists a strong correlation between the coupling ¢ and the galactic
velocity parameters vpy, as expected from the amplitude of the Doppler Eq. (15.3b), which is
proportional to both parameters. One can notice from Table 15.2, that the analysis correctly
retrieve the correct value of the true parameter (at the 1% error level), except for the coupling
¢ and galactic velocity vpym, whose best fit values differ from the true value of ~ 15%,
and whose posterior distribution width is much larger than for the rest of the parameters
(0upm/UDM ~ 0¢/€ ~ 1 while for the rest of the parameters 0, /p < 1). The reason is that at
this frequency, LISA cannot probe accurately the DM wind velocity, since it produces a phase
in the Doppler Eq. (15.3b) which is too small to be seen. As a consequence, we have a large
uncertainty on this parameter, which is translated to the coupling due to the large correlation
between the two parameters. Indeed, one can notice from Table 15.2 that the typical width
of the phase @ is 0¢ = 1072 rad. As we have used an uniform prior on @, the width of the
posterior is essentially the width on the likelihood £(dpm|®), which is directly related to the
noise PSD. At f ~ 4 x 107> Hz, the amplitude of the phase induced by the propagation of the
field is ~ woupm|X| cos(B)/c? ~ 6 x 107 < g (where f is the ecliptic latitude of the DM wind
direction, considering |X| ~ 1.5 x 10!! m = 1 AU, as mentioned previously and that the orbit
of the spacecrafts are close to the ecliptic plane). In Section 15.3, we will analytically derive
the typical width of the coupling ¢ parameter to be able to predict its value at any frequency
in the LISA band.
For now, let us compute the SNR of such DM data

JSNRBM ~ 77 (15.33a)

SNREM ~ 65, (15.33b)

i.e the signal is still higher than the noise, but the SNR is smaller than in the case of the

The Sun velocity in the galactic halo points towards a Cygni, the biggest star of the Cygnus constellation [29],
which corresponds to a right ascension apym = 310.36°E and declination 6pwm = 45.28°N [30], in the equatorial
frame. By transforming it to the ecliptic coordinate system [31], we find (Bpm, Apm) = (59.91°,24.67°).
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GW data. This difference in VSNR between DM and GW of a factor ~ 10 comes from the
difference in transfer functions at low frequency Egs. (15.9) and (15.16¢)*2.

Eq. (15.33) is consistent with what is shown in Fig. 15.4, where we notice that the DM
signal PSD is well above LISA noise®®. Calling mpy the TDI time series of the model with

M
parameters MpY, we can define the residuals as

rDM,DM = dDM — Mg (15.34)

and compare them to the noise level. The RNR of the DM model on the DM data gives

JRNRYMPM .35 (15.35a)
JRNREMPM .18, (15.35b)

smaller than 1 and the SNR values Eq. (15.33). As in the GW case above, this suggests, that
the model extracts all the information out of the data. We can also check the residuals power
in Fourier space Fig. 15.4, and we notice that it is below the noise, as expected.

2From those equations and Eq. (14.9), one can easily obtain the low frequency transfer functions of e.g. the
TDI A combination. Then, using the true value of DM and GW parameters (i.e f,é, for DM and f, V¥, 1, k for
GW), one can compute numerically the various geometric factors 7 - &, and E?J.SBﬁiﬁf from the spacecrafts orbits.
We find ‘7;GW / 7;‘DM ~ 8.3 while the ratio of Egs. (15.28) and (15.33) gives ~ 8.2 for TDI A combination. Note
that from Fig. 15.1, the ratio of the two X transfer functions is ~ 3 at f ~ 4.215 mHz, but this is because we did
not take into account the geometric factors for this plot.

13The Fourier peak is narrower compared to the GW case, because the DM signal is completely monochro-
matic (up to small deviations from the orbit), while we implemented a small frequency drift for the GW.
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15.2.6 Can scalar dark matter be misinterpreted as a galactic binary ?

D MEW Mean +1o0
As it was mentioned in the beginning of this oM DM

chapter, we now tackle one of the main goals | A (1072!) | 1.397 | 0.129 | 0.128 +0.004

of this study, i.e we try to answer the follow- f(mHz) |4.215| 4.215 | 4.215+0.000

ing question : can a real DM signal be misin- [—;
terpreted as a GB ? To do so, we simulate the f@Hz/s) | - | -8040 ] 38.14+208.6

same DM signal as previously (the parame- | p(rad) | 1.046 | —1.520 | —1.522 + 0.004

ters are shown in Table 15.2) and we fit this A(rad) |0.431| 5326 | 5.307 +0.021

signal with a GB model using FastGB. The fit-

ted parameters are shown in Table 15.3. We t (rad) — 1990 | 1995+0.024
use the same procedure as before, i.e we com- W (rad) - 3.114 3.079 + 0.046
pute the residuals between the GW model 1.571 +0.082
ﬁrré?/v series m]gil‘\//[‘] (from the r}rllodel parameters 0.067 + 0.053
M3, see Table 15.3) and the DM data dpum 3444 | 4740 | 4.740 + 0.066
@ (rad)
rGW.DM = dpm — mgl‘\//[\f , (15.36) 1.597 £ 0.069
which allows us to compute the RNR Table 15.3: On the left, the GW parameters
injected in the simulation equivalent to the
GW,DM _ DM parameters shown in Table 15.2 (see
VRNR, T ~ 51 (15:378) g (15.32)). On the middle and on the right,
/RNRSW,DM ~50 (15.37b) the GW best fit and the mean and standard

deviation of the full distribution of posteriors.

Those values mustbe compared with the SNR - One can notice different modes for ¥ and
values of DM data Eq. (15.33). parameters.

One can notice that the SNR and RNR are of the same order of magnitude, and are larger than
1, meaning that the model does not fit the data (see Fig. 15.6). Now, we wonder if LISA will
be able to non ambiguously detect DM. To do so, we use Bayesian model selection criteria
which allow one to quantitatively compare the efficiency of the two different models, the GW
mSI\VX and DM mgﬁ models, on the same dataset dpy. More precisely, we use the Bayes factor
8B which gives the ratio of the probability of getting the dataset dpm under the condition of
one of the model, e.g. mghl\f[[, to the probability of getting dpm under the condition of the

second model, mSI\VX . This is equivalent to the ratio of the evidences (see Eq. 15.22). For each
model, the sampler provides us the evidence of the given model. For the dataset and models

under consideration, the Bayes factor 8 is
log B = log p(dpm|mpy) — log p(dpmlmSy) = O(10°) > 1, (15.38)

i.e given the data that contains a simulated signal, the DM model mgl\l\f[[ is largely preferred
compared to the GW model. Therefore, a priori, LISA is able to make the difference between
one GB and scalar DM. This suggests that if a scalar DM field exists with coupling and
oscillation frequency in LISA range, LISA will be able to uncorrelate it from single galactic
binaries. In the following section, we try to answer the opposite question, namely if it is
possible that a galactic binary is seen as DM by LISA, i.e if both GW and DM models efficiently
tit a GB data.
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Figure 15.6: DM signal PSD (in lime) com-
pared to LISA noise PSD of TDI A combina-
tion (inred) in Fourier domain (asin Fig. 15.4).
This time, the rgw,pm residuals power in grey
are close to the signal power and above the
noise. This indicates the model fits poorly
the data.
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Figure 15.7: GW signal PSD (in lime) com-
pared to LISA noise PSD of TDI A combina-
tion (inred) in Fourier domain (asin Fig. 15.3).
This time, the rpm,gw residuals power in grey
are close to the signal power and above the
noise. This indicates the model fits poorly
the data.

15.2.7 Can a galactic binary be misinterpreted as scalar dark matter ?

We now focus on the opposite situation compared to the previous section, namely we use a
dataset from a GB which we fit with a DM model. For this situation, the results are shown
in Table 15.4. Here, the v parameter denotes the velocity of the wave, for the GW data, it
corresponds to the speed of light, while the DM model is constrained by the DM velocity
distribution, so it is driven towards ~ 1073 ¢.

Computing the RNR of the best fit DM model on GW data, one finds

JRNREMEW 575 (15.39a)
JRNRPMEW 682 (15.39b)

The RNR values are still much larger than 1, and of the same order of magnitude as the GW
data SNR Eq. (15.28), implying that the model is inefficient!#. The Bayes factor in this case is

log 8 = log p(DGwlMg“/’VV —log p(DDMlMgVI\é) =0(10°) > 1, (15.40)
which indicates that the GW model is by far preferred, given the GW dataset that we use.

Therefore, we can conclude that LISA is able to distinguish between scalar DM and one single
GB.

“Note that, here, we used the galactic velocity distribution as a prior, but for completeness, we can also
relax this velocity constraint, i.e use an uniform prior in [0, c]. In this case, the best fit presents a much higher
velocity (of order 107 m/s), but the resulting RNR is of the same order of magnitude as before ~ 500.
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Table 15.4: On the left column, GW Dcw MGDVI\\/} Mean +1 ¢
injected parameters. On the middle ¢ (109 2396 | 1.989 | 2.006<0.014
and right sides, we show respectively : : I

the DM model best fit and the mean f (mHz) 4.215 | 4.215 | 4.215+0.000
and standard deviation of the full B (rad) 0.817 | —0.101 | —0.098 + 0.004
distribution of posteriors. A(rad) | 5.149 | 0.806 | 0.804 +0.005

v (10%) (m/s) | 299.8 | 1.014 | 1.003 + 0.010
® (rad) 4.890 | 5.521 | 5.521 +0.007

f (aHz/s) | 55.91 - -

t (rad) 1.047 — —

Y (rad) 0.785 — —

15.2.8 What about two galactic binaries ?

In the beginning of this chapter, when discussing about the DM and GW transfer functions,
we mentioned that the two main differences between DM and GW are the polarization and
the velocity of the wave, i.e the former is effectively non propagating at the scale of TDI,
while the latter travels at speed c. These are the reasons why LISA can a priori make the
difference between both signals, as we have seen in the previous sections. We can wonder
if, by considering the signals emitted by multiple GB simultaneously, this could change the
story, i.e if LISA could be misled and interpret this effective signal as scalar DM.

It is not possible to construct a dipolar signal from one or multiple quadrupolar signals,
therefore the polarizations will still differ. However, one can imagine situations where two
GB with opposite sky localizations emit GW with same frequency and amplitude, which
therefore would create a standing GW. In such (hypothetical) situations, both scalar DM
wave and standing GW would not propagate at the time scale of one TDI combination (at
leading order).

Let us now derive the transfer function of such system. Assuming same GW frequency,
same amplitude A, phase ® and 1 = f = 0 for both binaries, but opposite source localization

k, the transfer function of the two binaries combined is (following Eq. (15.16a))

Al A]

Double GW _awn [@L) . [2wL :1SSB ,—i(22L —@) ERGUCTE
Ty (a))—SSm( p )sm( ; )‘Rlzhi]. e Z Wy A)z X (15.41a)

(=3 1= (-k
2o L PO NN S, L (7 = L - k
(cos(k - X1) sin (a)T) — (i1 - k) (sm(k + X1) cos (CUT) — sin (k F X1 - %)))l ,
i.e a standing wave, as expected. When wL/c < 2, this reduces to
L N P
TR0 G ()] ~ 16 (‘”C ) 55 (g, = i) ) cos(k - )] (15.41b)

This transfer function is similar to the one of a single GW (up to a factor 2 as expected), and
with extinction positions when k is orthogonal to X;. Note that the standing wave wavelength

145



CHAPTER 15 SEARCH FOR OSCILLATIONS OF REST MASS IN LISA

does still correspond to kgw = w/c, while in the case of DM, the de Broglie wavelength of

the fields is 10° larger (since Apy = 27/ lkpm| = 21¢?/wopm ~ 103Acw). If we assume that
those GWs have the smallest frequency in LISA band, i.e f = 1074 Hz, Agw > |¥1|, such that
the double GW are seen as an homogeneous standing wave by LISA, as the scalar DM field.
We artificially generate a signal from the su-

perposition of two GBs with opposite sky lo- i
calizations. In Table 15.5, we show the pa- Dacw | M;cw
rameters of only one of them, as well as the e (1074 7106 | 9.446
scalar DM best fit. The SNR is f (mHz) 0121 | 0121

\SNRZEW » 251 (15.42a) p (rad) 1.046 | 0.482

v A (rad) 0.431 | 3.699

VONRE™™ ~ 120, (15.42b) ® (rad) | 5936 | 3.290

while the RNR are v (10°) (m/s) | 299.8 | 1.149
1 (rad) /2 —

\/IW ~ 243 (15.42¢) ¥ (cad) . -
\/IW ~ 119. (15.42d) f (aHz/s) 0 _

Therefore, it seems the model does not fit cor- Tablg 1_5 5: On the left cc_)lumn, we sh(?w the
rectly the data. As we have not implemented GW injected parameters in the simulation for
multiple binaries fit, we cannot compare with the double GW ﬁ‘t' On the right, we show the
a model of two GBs. DM model best fit.

Therefore, even with such two GB, one should not expect degeneracy between DM and GW
signals as seen by LISA. This conclusion is also strengthen by the footnote 13, where we
stated that when trying to model GW data by scalar DM, even when relaxing the prior on
the velocity, i.e with a best fit velocity close to the speed of light, the DM model still poorly
reflects the GW data. This suggests that the main signature which allows one to make the
difference between DM and GW is the polarization. This is why combining several GW of
rank 2 polarization does not mimic the effect of a scalar DM with a rank 1 polarization.

15.3 Realistic limit on the sensitivity of LISA to ultralight
dark matter couplings

As mentioned in Section 15.2.5, the small velocity of the DM wave implies a large width
of the ¢ parameter posterior distribution. This broadening of the distribution due to this
correlation implies that for the specific realization of the data considered in Section 15.2.5,
the sensitivity of the detector to the coupling ¢ decreases compared to a situation where ¢
is decorrelated from the other parameters (i.e when vpy is fixed). In this section, we derive
analytically the width of the ¢ distribution, as function of the frequency, and we check for its
consistency for the specific realization of the data used in the simulation. Then, in Chapter
18, we will use this analytical result to infer the sensitivity of LISA to ULDM couplings for
any frequency in the LISA band, taking into account this correlation.
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15.3.1 Analytical likelihood

Asitwas discussed in Section 15.2.3, we use the TDI A, E combinations to fit a model onto our
dataset. As shown in Eq. (15.25), the two combinations have the same noise PSD, such that
only the signal will differ between the two. In the following, we will work using continuous
Fourier transforms (and not DFT), and we will express Fourier transform quantities with a
hat. We start by expressing the (complex) Fourier signal of the A combination as a function

of parameters (¢, fP, P, AP, v, ., ®P) at frequency wP15

_(40PL %D .72—@P _(40PL iD.7, _@P
16nGppmopy el [ 1T,M e frect ek )—|7;(DM|€ ([t T0)

ADM(, Dy _
dy (™) = D2 N
(15.43a)
16/8tGppmv2, P D 2wPL D\ _;(4PL_gp
= POMTom sin [ < sin [ 22 sin? [ 2 e l( ¢ q)) (15.43b)
wPc? c c 2c
((ﬁu : évD) =ik _ (ﬁ23 : éz)D) e‘i’?D'fl)
164/87Gppmo2, P Dy 20PL Dy
~ POV v (ﬁu-—ﬁm)-d?ﬁn(gifjshl((i )gnz(%?—) (15.43¢)
wPc

—i(4wCDL— fUDUBM|??A2U|C05(/5D) _q>D)

e C

where we have used the transfer function of X Eq. (15.8), which we also use for the Z
combination by the simple 713 — 712 and X1 — X3 changes. At thelastline, we approximated

KD . X ~ kP . Xay + O(kL) (as kL < 1 for all DM frequencies of interest, as discussed
previously), where |¥ay| ~ 1.5 X 10!! m is the mean Earth-Sun distance, and similarly for
kD X3. Therefore, both dot products are equal at leading order. In addition, we assume that
spacecrafts are close to the ecliptic plane such that the dot product kP - ¥y evolves with
time and can be approximated by ~ —|¥au| cos(8P) cos(wgt — AP), where wg is Earth rotation
frequency around the Sun. As wg < @ and in particular wg is outside of the LISA band, the
oscillation can be neglected because it will only produce a small broadening of the Fourier
peak at frequency f = w/2m, as mentioned previously. In a similar manner, the signal of the
E combination reads

. 16+/8nGppmoRy P 3fiq5 - 60 DL, 2wPL PL
dPM(wP) = POMPpm® 91113 - & sin | £ sin [ 2 sin? [ <= (15.43d)
wPc? \3 c

2c
[ 40PL vaBM‘fAU‘ COS(’BD) D

e 2 -0
e c

7

i.e it differs from Eq. (15.43c) just by the geometric factor, at leading order ((1112 — 7123) -
D) /2 — 3(i113 - 6D)/V6. Similarly, in Fourier space, the model for both combinations reads

5The signal is purely monochromatic (up to a small correction, see next paragraph), and therefore we will
be interested at the likelihood at a unique Fourier bin, which for simplicity, we assume is exactly the same as
the data frequency fP = P /2.
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M
C C

MM (M) = M2 (fl1p — fin3) - &,

_i[4eML_ oMoy 1Zaul cos6™) _oM
c 2
e

(15.44a)

164/87G DMTJM eM M1 20ML My
M) = POMTOME (V3 - 21 sin [ sin (22°E ) sin?
wMc? c c 2c

M =
—i 4(4)ML _ (‘)MDDMP(AUI COS(ﬁM ) _q)M
2
e

‘ ‘ , (15.44b)

i.e they are the same as Eqs. (15.43c) and (15.43d), but where all quantities with M superscript
are the unknown parameters.

Finally, we define the standard deviation of the TDI combinations A, E noise at frequency

f as

Na,e(f)
Tobs

= 6(f), (15.45)

frare
o4E(f) = /1 df Nae(f) =

2T5bs

where the N4  are given by Eq. (15.25)). At the second to the last equality, we assumed that
the noise level is constant over the frequency bandwidth of interest, which is 1/T;,s wide, for
a monochromatic signal.

Let us now write the (monochromatic) joint Gaussian likelihood in Fourier space as (from
Eq. (15.24a))

AIE) = |+ ARV ) - M|
237(f)

log L(f) =x— , (15.46)

where f denotes the Fourier frequency and « is a normalization constant independent of
the model, and therefore will not play a role in the following analysis. In the following, we
will be interested in the joint likelihood of ¢ and vpy parameters. In practice, 1) we assume
that all the other parameters are individually uncorrelated with the rest (see Fig. 15.5, where
one can notice that the parameters that we want to marginalize over are not correlated
with any other parameter); and 2) we use a Laplace approximation, which approximates
the posterior distribution by a Gaussian around the best fit value, and we approximate the
best fit value by the injected value'®. Therefore, the marginalization consists essentially in

taking (fM, pM, AM, @M) = (fP, P, AP, @P), such that the velocity-coupling joint likelihood

16This is a valid approximation if the data contains no noise, which is the case. This approximation can also
be confirmed by Table 15.2.
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Figure 15.8: Joint likelihood L(v%AM, ¢M) for the data parameters shown in Table 15.2.

becomes
N 2 . 2
B - mRe| @R - P
log L(vpy, €)= — ) (15.47a)
2
Tope 16+/87G oo (2rfL\ . (4nfL\ . ,(2%fL
= _ZNA,]:;(f) LDM 27chfDM sin® (%) sin® (i) sin* (%) (15.47b)

2 2 27 f|Xaul cos(B)
D _.D M M D .D.M _M D M
((UDMe ) +(UDM€ ) =205 € UpMmE cos( 2 (UDM_UDM) ,

with
A A A N\2 A N 2
ppm = (i1 — fizz) - €,)" + (\/§n13 - ey) , (15.47¢)

where we dropped the first term of Eq. (15.46) since it is a normalization factor, where
we consider a monochromatic signal at frequency f and where we dropped the D and M
superscripts for the marginalized parameters (i.e when p™ = pP). By using the true value
of parameters el f,B, ng from Table 15.2, one can obtain the joint likelihood as function
of eM, v%’[M. This is shown in Fig. 15.8, where we set numerically ppy ~ 4.70Y7. We recover
the banana-shaped likelihood as in Fig. 15.5.

7This factor is time dependent and evolves with the orbit. Numerically, we can recover the time evolution
of the dot product between the DM wind direction and any LISA arm, and we find that (1112 - &,) — (23 - &) ~
1.29+0.43 cos(wgt +¢@) and 7113 - &, ~ 0.79—-0.03 cos(wgt +¢’), where wg, @, ¢’ are respectively the Earth rotation
frequency around the Sun and two irrelevant phases. As we are interested in frequencies @ > wg, we assume
that the second term is constant and therefore (715 - €,) — (7123 - €,) ~ 1.29 + 0.43 ~ 1.72 and \/§(ﬁ13 - 8y) ~1.32,
such that the sum of the squares is ~ 4.70.
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15.3.2 Coupling posterior width
From this joint likelihood, we can compute the joint posterior distribution which reads

Loy, eMn(of)n(eM)

[ doM deM LM MM Yr(eM)

P(obly, &™)

(15.48)

where (v ), 1(¢M) are respectively the prior distribution on the velocity, given by Eq. (5.7b)
and the prior on the coupling, which is uniform. The denominator ensures that the posterior
distribution integrates to 1 over the whole parameter space. Then, to obtain the posterior

distribution of the ¢ parameter, we marginalize over v} i.e

[ doM LM, eM)m(oM m(eM)

f doM deM LY, eM)m(oM (M) '

P(eM) =

(15.49)

From this, one can compute the mean i, and standard deviation o, of P(eM) by numerical
integration. For the parameters that are correctly fitted (i.e the frequency f, the ecliptic
latitude p), we use the true values for both data and model parameters (we neglect the small
difference between the true values and the best fit values, see Table 15.2), and we do the same
for the velocity ZJBM and the coupling ¢P. In practice, using Mathematica, we numerically
integrate P (M) over ¢M with a global adaptative method, where the region of integration is
cut in various sub regions in which the numerical integration is performed. The boundaries
of the integral correspond to the prior bounds used in the simulation ([107,107%]) and we
find

le = / deMeMP(eM) ~2.69%x107°, (15.50a)

Op = \// deM(eM — 2P (eM) ~ 117 x 107 (15.50b)

As it can be noticed from Table 15.2, the relative error on the mean and standard deviation
is ~ 10% and ~ 36%, compared to what is found in the simulation. The main reason for this
discrepancy is that low DM velocities 0 < v < 1.5x10° m/s seem to be disfavoured by data
(see Fig. 15.5), while this velocity range is permitted by our prior. As a consequence, "large"
values of coupling ¢M are not allowed in the analysis using Nessai since one still requires
ngMeM ~ ngsD for both amplitudes to match. Therefore, the mean and standard deviation
get shifted to smaller values than expected, as we have calculated it above. However, we
argue that this velocity cut-off is an artefact of the sampler and is inconsistent with the data
thatis provided. First, the minimum value of velocities on the posterior distribution given by
the simulation depends on the prior that we use for the coupling 8. Second, there is, to our
knowledge, no physical reason why the low velocities would not be permitted by the data.
Indeed, as mentioned previously, the velocity is not well constrained by the data because
the phase induced by the propagation is too small to be detected, and therefore this induced
a cut-off of large velocities. However, any arbitrary small velocity vs should be allowed (as

18We always use a uniform prior distribution, but the minimum and maximum allowed values are somewhat
arbitrary.
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eD

long as 7(vs) # 0 and that we can associate a "large" coupling ¢; such that vse; ~ v,
again).
In Chapter 18, where we will derive LISA sensitivities to scalar ULDM fields, we will use

the previous simple semi-analytical method to derive o, for all frequencies in LISA range.

15.4 Conclusion

The conclusions of this chapter are two-fold. The first one is that we managed to answer
the question asked at the beginning of the chapter, namely, are GB and scalar ULDM signals
degenerate for LISA, i.e is it possible to model accurately a GW signal with scalar DM and
vice versa ? It seems that it is not the case, i.e through a heliocentric orbit of one year, LISA is
able to decorrelate the two signals. This is encouraging with regard to the possible detection
of DM by LISA. The second conclusion is that, as we have seen in Section 15.2.5, the fact
that the ULDM field is non relativistic makes it non propagating as seen by LISA, especially
at low frequency?. Therefore, the velocity of the DM wave is essentially invisible for LISA.
The amplitude of the signal being proportional to the DM-SM coupling, but also to the DM
velocity, this means that LISA is in reality sensitive to the product of the two parameters, but
not to one or the other individually. In other words, if one assumes that the velocity is not
tixed, but s a free parameter of the theory, the sensitivity of LISA to the coupling will decrease
due to its correlation with the velocity. In Chapter 18, we will derive two sensitivity curves
for LISA : a standard sensitivity curve where the coupling is assumed to be uncorrelated
with the rest of the parameters (i.e we assume the velocity is fixed at vpy ~ 1073 ¢), and a
second one, where we take into account those correlations, i.e where we keep the velocity as
a free parameter. The former has already been derived for one given dilaton-SM coupling in
[19], but the latter, which is more realistic, has never been considered in the literature.

¥ As we shall see in Chapter 18, even at higher frequencies, when we consider a signal strength such that
SNR =1, the velocity is still badly constrained by data.
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Chapter 16

Search for vacuum birefringence and
dichroism in LISA
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Figure 16.1: Simplified optical benches in LISA spacecrafts. The two optical benches A and
B are inside two different spacecrafts (shown as the light green cube) and exchange light
between each other. The optical elements are shown in blue, the light polarization in red and
the direction of propagation with black arrows. Inside each of these optical benches, an initial
"horizontal" linear polarization is produced by the laser and the association of the optical
elements inside each bench fulfill all the necessary requirements for the interferometers to
work (see text.).

As we discussed it in Chapter 8.2.3, the axion-photon coupling can be probed by its effect
on polarization of light. In this section, we study the sensitivity of LISA to such effects.

We first describe the light polarization in LISA optical benches. For our purposes, we
are interested in the polarization of light produced and detected inside the spacecrafts and
travelling in vacuum between the spacecrafts. The current (simplified) optical bench is
shown in Fig. 16.1, from [32], where we only take into account the interference between laser
beams of the local spacecraft with a distant one. We assume for simplicity that the light wave
is produced with "horizontal" linear polarization along the x-axis, is travelling along the z
direction and arrives on the detector with "vertical" polarization after passing through the
half-wave plate. In terms of light polarization, several requirements are necessary for the
detection of GW in LISA.

Each spacecraft contains two optical benches, as shown in Fig. 16.1. Inside one given
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optical bench (say A in spacecraft 1), two beams are interfering : the one produced by
the local laser of the given optical bench and the one which has been produced by one of
the optical benches of another spacecraft (B in spacecraft 2) and which has been travelling
in free space. We require the two beams to have the same polarization, when they enter
the interferometer inside optical bench A (or at least that they do not have opposite linear
polarizations), otherwise the interference between the two beams is zero.

As leaving one spacecraft, one small portion
of the local beam can be reflected on it, come
back inside and create an additional noise in
the interferometer. Assuming that the local
beam is at frequency f, while the distant beam
(from the second spacecraft) has slightly differ-
ent frequency f;+6f, due to standard Doppler
from S/C differential velocity, and frequency
planning, see [33], the reflected component of
the local beam of frequency f; could interfere
with itself but only creating a DC component.
However, it could also interfere with the dis-
tant beam, and create a noise at 6f. In addi-
tion, the motion of the reflecting component
at the edge of the spacecraft would induce a
time dependent phase on the reflected beam,
which would mimic a Doppler effect induced
by the GW, and therefore, this would greatly
alter the measurement. To overcome this is-
sue, we require the outgoing polarization to
be different than the incoming one. Then, the
polarized beam splitter selects only the polar-
ization of interest, i.e the one of the incoming
beam. It can be shown easily that the current
optical benches in Fig. 16.1 fulfill those require-
ments. The LISA constellation is depicted in
Fig. 16.2. Two optical benches are present in
each spacecraft which permits six individual
interference measurements at each time. Fol-
lowing our arbitrary choice on light polariza-
tion in Fig. 16.1, one can see that two different
linear polarizations travel in space : vertical
polarization travels clockwise while horizon-
tal polarization travels counterclockwise.
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Figure 16.2: LISA constellation involves
three spacecrafts, denoted 1,2,3, each
containing two optical benches as de-
scribed in Fig. 16.1 denoted by "A" and
"B". Six different light signals are sent be-
tween the different spacecrafts to form the
interferometer; three vertically polarized
beams are propagating clockwise and the
other three horizontally polarized beams
are propagating counterclockwise.
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16.1 Birefringence

We first study the possibility of LISA to detect axion-photon coupling through vacuum
birefringence as described in Eq. (8.31). In the last section, we presented the standard design
of LISA optical benches with linear polarized light travelling in free space. In this section, we
consider a non standard design of the optical benches to check if the search of axion-photon
coupling in LISA is possible.

16.1.1 Jones formalism

For this, in addition to the two previous requirements for LISA to work, we require the light
polarization to be circular in free space, i.e when travelling from one spacecraft to another,
in order to see any phase shift due to the long propagation between the spacecrafts. Indeed,
the axion field only impact the phase velocity of circularly polarized light and not linearly
polarized one. To do so, we will still consider an initial linear polarization but we will
introduce quarter-wave plates, or other optical elements, inside the original optical benches
shown in Fig. 16.1.

We can model the system using Jones formalism for polarization states of light and optical
elements which is very convenient when treating interference phenomena [34]. This formal-
ism discomposes the light polarization on a basis formed of the two linear polarizations. The
polarization state is modelled using a 2 X 1 matrix while the optical elements are represented
by 2 X 2 matrices.

As shown in Fig. 16.1, we assume the light beam to propagate along the z-axis with an
initial polarization along the x-axis, that we call "horizontal" polarization. Then, its Jones
representation is [34]

|H) = ((1)) . (16.1)

The other linear polarization along y-axis, that we will call "vertical" is represented as

V) = ((1)) . (16.2)

A half-wave plate adds a phase ¢ = 7 to the light polarization parallel to its slow axis?. Its
Jones matrix representation is [34]
cos?@ —sin’0  2sin6 cos O ) _ (COS(ZG) sin(20) )

(16.3)

A iz
A2(0) = e ( 2sinOcos O  sin? O — cos? O sin(26) - cos(20)

up to an irrelevant total phase, where 0 is the angle between the horizontal axis (the x-axis)
and the fast axis of the plate. Similarly, a quarter-wave plate introduces a phase shift of /2
between the two linear polarized states and can be represented as [34]

cos?(0) — isin?(0) (1 + i)sin(O) cos(@))

(1 + 1) sin(0) cos(6)  sin®(0) — i cos?(0) (16.4)

A4(0) = (

1The principle of a wave plate is that it presents two perpendicular directions with respective refractive
index ny, ns with ny < n;, that we call respectively fast and slow axis [35]. This leads to a phase shift between
the light polarization along the fast axis and the one along the slow axis.
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up to a total phase. Note that if the half or quarter wave plate is rotated such that its fast
or slow axis is along the initial linear horizontal or vertical polarization of light (i.e 0 = 0
or O = 1/2), there is no effect, i.e the input and output polarization are the same (up to an
irrelevant phase). Note also that the determinant of these matrices is 1, i.e they preserve
energy, or in other words, they have no absorption. In the Jones formalism, right and left
circular polarizations are represented as [34]

IR) = % (1) (16.52)
L) = \irz (_11) . (16.5b)

We now introduce horizontal, vertical, left and right polarizers, which respectively transmit
only horizontal, vertical, left and right polarizations of the input, defined as [36]

Cy = ((1) 8) (16.6a)
Cy = (8 (1)) (16.6b)
é) = % (_11 i) (16.6¢)
Cr = % (} ‘11) . (16.6d)

In practice, the right polarizer is made of the combination Aa(1/4)CrAs(-1/4) (and for the
left polarizer, one replaces Cyy by Cy or exchange the two quarter-wave plates). Finally, a
mirror reverses the direction of one of the two linear polarizations while letting the other
one unchanged. Its representation is [36]

~ (-1 0
M:(O 1), (16.7)

therefore it is the "horizontal" polarization that gets flipped.

It can be shown easily that the quarter and half-wave plates commute, implying that a set
of optical elements containing n half-wave plates, m quarter-wave plates can be described as
the matrix multiplication /A\g/A\T However, the mirror and polarizers do not commute with

the other optical elements.

16.1.2 Requirements for both gravitational waves and axion detection

Between the polarized beam splitter and the end of the optical bench, we will model the
set of optical elements of n half-wave plates, m quarter-wave plates and ¢ polarizers (of any
kind) that we add by 5(0, 0"), where 0(60’) is the angle between the fast axis of the half-wave
(quarter-wave) plates and the horizontal axis. We will denote this set of elements with
superscript A or B for the optical bench A or B, which are respectively associated with angles
04(0p), 0,(0}), i.e we note 5W(0,, 0',) and 5B)(05, 0.
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The first requirement (noted R1) is that the incoming polarization from space can interfere
with the local beam, and is not fully rejected by the polarized beam splitter. For an initial |H)
polarization state for the beam on both spacecrafts, the polarization of the beam after leaving
the optical bench A and B is respectively SA(0,, 0’))|H) and SB) (03, 03)|H). Then, after
travelling in free space, each light beam enters the other spacecraft and goes through the set
of optical elements but with opposite propagation direction. In such a case, light sees the
fast axis with opposite angle compared to horizontal plane such that the total polarization
of the beam becomes respectively

SB)(-05,-07)8D(04,0',)|H) (16.8a)
SA(=04,-0,)5P) (05, 0},)|H) . (16.8b)

Ry implies that both polarizations Eq. (16.8a) are not a pure "horizontal" linear polarization
(see Fig. 16.1), i.e

EB)(_p, —a’)E(A) ’
12}{ 5®)(~05,-07)5V(04,0,)|H)  # |H) (16.9)

SA (=04, -0)5B)(0p, 6,)|H) + |H),

up to a constant phase.

The second requirement (R;) for the optical interferometer to work is that the reflected
component of light is the same as the initial one, such that it is rejected by the beam splitter,
i.e we require that after travelling inside the set 5(6, 6”), getting reflected on the mirror
and travelling back inside 5(6, 6’) (but with opposite propagation direction, as before), the
polarization is "horizontal". This means

G(A)(_ _pa’\Arc(A) ’ =
R, {S (=64, =6,)MSN(0,4,6,)|H) = [H) (16.10)

SB)(—6p,-0,)MSB)(05, 07)|H) = |H),

still up to a constant phase.

Finally, the additional requirement (R3) to be sensitive to the axion field is that at least
one of the two light polarizations in outer space has to be circularly polarized. Following
the constellation representation of Fig. 16.2, if we assume the light propagating clockwise is
right circularly polarized, then, the light propagating counterclockwise can be anything else,
i.e linearly polarized or left polarized state?. Mathematically,

5N (04,0,)IH) = IR)
Rs3 { A Ta (16.11)
(05, O)IH) #IR),
up to a constant phase.
16.1.3 Solution
One can show that a solution to all these requirements is
S = Gy (16.12a)
SB) = 1,, (16.12b)

2If it is linearly polarized or left polarized, the beatnote between the two beams will oscillate at the axion
frequency, but the amplitude will be twice as big in the second case.
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where the latter is the identity matrix. The solution is therefore to replace the last ;\2 in the
optical bench A (see Fig. 16.1), by a ;\4(71 / 4)@ Hi4(—7'( /4) combination, i.e a first quarter-wave
plate oriented with 6 = 7t/4, then a horizontal linear polarizer and then a second quarter

wave plate oriented with 6 = —m/4, as it is shown in Fig. 16.3. We show explicitly how it
Beam n Detector @ tector Beam

Beam splitter
V4

splitter Be_am .
LASER splitter > < \ \;spl/tter v, LASER
® I I O

wot |l 1IN

9 ® ® ®
D — — — —
: - N RN — )
Mirror ®  Polarized ® O O Polarized Mirror
AN 7 beam splitter \Cr' beam splitter

Figure 16.3: Modified optical bench inside LISA spacecraft, compared to the original one
presented in Fig. 16.1, in order to be sensitive to vacuum birefringence induced by the axion-
photon coupling. The half-wave plate at the end of the optical bench A is now replaced with
a right polarizer which is a combination of a quarter-wave plate, a horizontal polarizer and
a second quarter-wave plate, which are oriented conveniently. This configuration produces
a right polarized light at the output of optical bench A, and fulfill all the requirements for
the light interferometer to work (see text).

resolves the various requirements. Starting with R3, we have

SWIH) = |R) (16.13a)
S®H) = |H) # |R), (16.13b)

and therefore, in free space, one polarization is right circularly polarized and the other
linearly polarized such that the axion field impacts only one of the two beams (see Fig. 16.3).
Then, looking at R1, we have

SBSAIHY = |R) £ |H) (16.14a)
SWSB)HY = |R) £ |H), (16.14b)

i.e the light coming from the optical bench A can interfere in the interferometer in optical
bench B and vice-versa. Indeed, the light leaving optical bench A is right circularly polarized,
arrives in optical bench B and since a circular polarization is a linear superposition of the two
linear polarizations, the vertical component is reflected towards the interferometer, as shown
in Fig. 16.3. The other beam coming from optical bench B is in the "horizontal" polarization
state in vacuum, arrives on the right polarizer of optical bench A, gets right circularly
polarized and similarly as above, its vertical component gets reflected by the polarized beam
splitter inside the interferometer (see Fig. 16.3).
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Finally, let us make sure that no parasitic component of light gets inside the interferom-
eters after getting reflected at the edge of the spacecraft (requirement R5). First, as we have
not modified anything in the optical bench B, we have

SBMSBH) = |HY, (16.15)

i.e the reflected component is in the "horizontal" polarization state, and therefore transmitted
by the polarized beam splitter. Then, it is easy to show that

CrMCr =0, (16.16a)
such that
SWMSWIHY =0, (16.16b)

i.e the entire power reflected at the edge of optical bench A is absorbed by the right polarizer
and therefore does not jeopardize the functioning of the interferometer. This can be intu-
itively understood by the fact that after reflection, the right circularly polarization becomes
left circularly polarized and goes back inside the right polarizer, whose role is to extract and
transmit only the right polarization of the input. Therefore, nothing from the left polarized
parasitic light goes through.

In this section, we have shown that a simple modification of LISA optical benches can
make it sensitive to vacuum birefringence. Note that this modification leads to a decrease of
power of light that arrives at each interferometer by a factor 4. In the next section, we will
derive explicitly the signal induced in LISA TDI combinations, neglecting the reduction in
power.

Note that other non standard designs of the optical benches exist. Indeed, while we
only looked at the phase velocity difference between left and right circular polarizations of
light, this birefringence effect can also be seen as the oscillation of the direction of a linear
polarization around its nominal direction. Then, starting with a linear polarization (say
|H)) and adding a polarized beam-splitted such that the small |V) component is separated
from the rest, one could detect such oscillation by photon-counting. This is essentially the
detection idea in e.g. [19, 37, 38]. However, in the case of LISA, the laser power arriving at
each interferometer from the distant spacecraft is small (of order of hundreds of picoWatt [0]),
and since the oscillation of direction of polarization is O(g,,) < 1, the number of photons
arriving on the detection port will be extremely suppressed.

16.1.4 Expected Doppler effect in LISA

In this section, we derive the Doppler effect in LISA induced by the axion-photon coupling.
As a reminder, this coupling modifies the phase velocity of left and right circularly polarized
light as derived in Eq. (8.31). As derived in Section 9.3 of Chapter 9, this leads to a phase shift
of a circularly polarized light travelling in vacuum for a length L compared to an unaffected
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linearly polarized beam? of the form*

\161tGppmEpgay | (a)aL) , ( (
sin sin|w, |t
w,C 2c

AG() = :

where w; is the axion frequency, g, is the axion-photon coupling and Ep is the reduced
Planck energy. Therefore, following Fig. 16.4, we have

A2 = Ads = A3 =0 (16.18a)
A(]513 = A¢32 = A(z)Zl = AQbsingle link , (16-18b)
where the ij subscript denote the arm pointing from spacecraft j to spacecraft i.

\ Then, using Eq. (14.6), we find the single-link
O :

Doppler shifts as

L
- _) + CD) = A(Psingle link (1617)

@ |0 Yi2=Yy23=y31 =0 (16.19a)

O \/167—(GPDMEP811)/X

yi3(t) = yaa(t) = y21(t) = 27tV

sin (%) cos ( (t - 25) 4 cp) (16.19b)

where v is the laser frequency. Note that, through-
out this derivation, we neglect the propagation
phase of the field, and it should be a valid approxi-
mation, because as it was discussed in Chapter 15,
this would add a common phase to all spacecrafts
plus a small contribution o k,L < 1, for all axion
frequencies of interest.

Figure 16.4: LISA proposed modified
constellation for the search of vac-
uum birefringence, as a consequence
of Fig. 16.3. In this framework, only
the arms where light is circularly po-
larized are impacted by the axion
tield, and get phase shifted (see text).

This configuration suggests that the optimized TDI combination to consider is the Sagnac
a one, which, in the constant and equal arm length approximation, reads (using Eq. (14.10))

BiwgL twaL

ap = — (1 —e e ) (yla —ynt+te © (Y2—Y3)+e” o (y21 — y31)) : (16.20)

The amplitude of the signal at Fourier frequency w is then

2y16mGpomErgay (3wL) (16.21)

Isom(@)] = 27tvC 2¢

In Chapter 18, we will use this signal to infer the sensitivity of LISA to g,

%In reality, this coupling affects the two linear polarization states, i.e a linear state slightly oscillates into the
other one and vice-versa. Using e.g. an initial pure "horizontal" polarization state, one could see such effect
using a vertical polarizer and counting the photons that go through due to the rotation of the polarization plane.
However, different dispersion relation between the two linear states arises at second order in the perturbation.

4The factor 2 difference with Eq. (9.10) comes from the fact that in Section 9.3, we assumed the amplitude
of the phase shift of e.g. the right circularly polarized compared to the left one, while here we compare one
circular polarization with a linear one.
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16.2 Dichroism

As discussed in Section 8.2.3, in presence of an external magnetic field, the polarisation
of light parallel to the magnetic field gets absorbed due to the photon-axion conversion in
this direction. This implies that for incoming linear polarized light, the polarization gets
elliptical in presence of magnetic field.

The LISA constellation orbiting around the Sun, it will be immersed in the solar magnetic
tield, therefore we can wonder if one could see such dichroic effects using LISA.

As it was discussed in the previous section, each light beam is polarized linearly, and
depending on the direction of propagation, the polarization is either along the x or y axis
(see Fig. 16.2). Therefore, in the presence of axions and considering a constant magnetic field
in the x — y plane, both polarizations get affected, i.e both components in the direction of the
magnetic field get a relative phase shift compared to the other component (perpendicular
to the magnetic field). Therefore, comparing the two polarization states together, the phase
shift is twice as large compared to Eq. (8.35b), i.e

_ h_CgZVBg
Ho 247

¢(L) (gL —sin(gL)) . (16.22)

For our estimates in Chapter 18, we will neglect the orbit of the constellation, and we will
simply make the optimistic assumption that the magnetic field orientation is the same along
the whole orbit. We will also make the assumption that the axion wind is parallel to the

photon propagation, i.e g = 1K, — Izyl = |ka = ky|.

16.3 Conclusion

In this chapter, we have seen how to search for the axion-photon coupling in LISA using
its effect on birefringence and dichroism. We have shown that a slight modification of the
current optical benches inside LISA spacecrafts would make LISA an axion-photon coupling
detector. In Chapter 18, we will show the expected sensitivity of LISA to this coupling is
very competitive with existing bounds.

In terms of dichroism, one can make estimate of the phase shift that light acquires when
moving in the solar magnetic field following Eq. (16.22), but as we shall see in Chapter 18,
such phase shift is a constant of time, and therefore it will be invisible.
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Chapter 17

Experimental considerations

In this chapter, we will review the various experimental parameters that impact the theoreti-
cal signals presented in the previous chapters, and that for all experiments under considera-
tion. In particular, for most of these experiments, we will estimate their main characteristics,
their noise levels and their integration time. Then, this will allow us to compute their ex-
pected sensitivity to a given coupling, as shown in Eq. (5.13), which we will do in the next
chapter (Chapter 18).

17.1 DAMNED and optical fibers

We first discuss the sensitivity of an already existing experiment, located at SYRTE, based
on an optical cavity, DArk Matter from Non Equal Delays (DAMNED) [1]. In the dilatonic
framework developed in Section 8.1, we have seen that the fine structure constant a and the
electron mass m, oscillate at different space time locations, according to the phase value of
the dilatonic field. Those oscillations imply a variation of the Bohr radius a9 = fi/cm.a and a
variation of length of objects accordingly. DAMNED aims at detecting those oscillations by
using an optical cavity and measuring the tiny variations of the length of the cavity through
an additional phase shift of the laser.

As an experiment aiming at measuring length variations of an optical cavity, DAMNED
could be sensitive to the vacuum birefringence effect from the axion-photon coupling on an
optical cavity presented in Chapter 9, whose corresponding signal is shown in Eq. (9.7). Its
sensitivity to such coupling will be obtained in Section 18.3.1.

For the experimental parameters of DAMNED, we follow [1]. An infrared laser of wave-
length A = 1.542 um is sent inside an optical cavity of length ¢ = 15.42 cm! and of finesse
F =8x10°, such thatr ~ 1-2x107%. We assume the experimental noise to be white between
roughly 10 kHz and 1 MHz with phase noise PSD S¢(f) ~ 1078 rad?/Hz [2]. This implies
that the experiment will be sensitive at axion masses between approximately 4 X 107! and
4 x 107 eV. The experiment lasted twelve days [2]. For our estimates, we will assume that
the experiment runs for 1 year, i.e Tops ~ 3.15 X 107 s.

For optical fibers, we will use measurements on a french 86 km urban link [3] whose phase
noise PSD is estimated at S, ~ 107* rad?/Hz from 1 to 10° Hz. We will also assume multiple
measurements of the phase for a total integration time of one year. Similarly as DAMNED,

lsuch that the condition ¢ = nA, n € N is fulfilled.
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optical fibers could detect the axion-photon coupling through vacuum birefringence effect,
as shown in Chapter 9, with its corresponding signal in Eq. (9.10). Its expected constraint
on such coupling will also be obtained in Section 18.3.1.

17.2 Rydberg atoms in a microwave cavity

We now turn to the experiment involving Rydberg atoms inside a microwave cavity for
the detection of DP-photon coupling x presented in Chapter 10. We recall that in this
experiment, we aim at measuring the quadratic Stark effect, i.e the change in the transition
frequency of atoms Av, which is proportional to the electric field squared E?. We first discuss
the main sources of noise in this experiment, and then the various numerical parameters
that will be used for the estimation of the sensitivity of the experiment.

17.2.1 Statistical measurement noise

The first source of noise limiting the sensitivity of the experiment is the statistical noise
related to the measurement of the frequency shift experienced by Rydberg atoms under the
perturbation from an external electric field. We denote the PSD measurement noise of E? as
Sg2, which translates into a minimal detectable power of the total field inside the cavity of

e VTobsT(wU) ’

where T, is the individual integration time and 7(wyr) is the coherence time of the field in
the case where Ty, > T(wyr), as discussed in the end of Chapter 10.

This means, that for SNR = 1, the sensitivity on x for a mass of the DP m; corresponding
to an angular frequency wy can be computed by equaling Egs. (10.12a) and (17.1), which

leads to
Erznin 3 \/2SE2
S(CU WA* XL 1,.) - 1 . .
u, AIPDM/ Asr Ly, (Tobs"[(a)u))45(a)u, WA; PDM, XA, L, 1’)

(17.1)

[X(0u)]star = (17.2)

17.2.2 Amplitude fluctuation of the applied field

The main systematic identified for this experiment comes from fluctuations of the amplitude
of the applied electromagnetic field. Indeed, the principle of the experiment consists in
measuring oscillations of the electric field intensity at the center of the cavity. Amplitude
fluctuations of the injected electromagnetic field will mimic such a signal and can jeopardize
the results of the experiment. In this section we assume that the main source of fluctuations
of the field inside the cavity are fluctuations of the power of the signal that is fed into the
cavity, i.e. relative intensity noise (RIN) of the signal generator.

We model the amplitude of the injected electric field by including a stochastic component,

i.e. replacing the previously considered constant Xa by

iAHiA

1+ / da)o%iwo) cos(wot + ¢o)| - (17.3)
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In this expression, AX 4 (wo) is a stochastic contribution modeling the spectral amplitude of
the noise characterized by the RIN PSD denoted Sgin(wir). Since RIN is related to fluctuation
of power inside the cavity, we must relate its PSD to the intensity fluctuation AX,. At first
order in the fluctuation AXy4, the injected power P inside the cavity is

P(wo) = (X4 + AXa(wo))* = X3 +2XaAXa(wo) + O((AXa)?) = Pg + AP(wp),  (17.4a)

and the RIN PSD is defined as

AP(wq) N 2SriN(wo) R AXa(wo) _  [Srin(wo) (17.4b)
Py Tobs Xa 2Tobs

Typically, the RIN of frequency generators in the microwave domain (GHz frequencies of
interest here) is characterized by a flicker noise, see e.g. [4], such that we can parametrize its
PSD as

P
Srin(@) = % , (17.4c)

where Priy is dimensionless.
12
Let us now show how the AX,4 fluctuations can produce an harmonic signal in )E‘ of
angular frequency Aw = wa — wy, i.e. mimic the searched signal of Eq. (10.13a).

We will work to leading order in AX4/Xa and in particular neglect terms that are

2
) (%) and O (%%) Considering the modification of applied field amplitude

Eq. (17.3), the fluctuation AX4 will only be considered at frequencies wo producing a
noise in the electric field squared at angular frequency Aw. By simply computing the
electric field squared component «« X4AX4, we find that these angular frequencies are
wp = {Aw;2ws — Aw}. Considering the RIN as a flicker noise characterized by a PSD of the
form Eq. (17.4c), the fluctuation amplitude at wg = Aw will be multiple order of magnitudes
larger than its amplitude at wp = 2wa — Aw ~ 2w (wa ~ GHz, while Aw < kHz). For this
reason, in the following, we will only consider the fluctuation at frequency |[AX4(wp = Aw)|
such that the amplitude of the applied field Eq. (17.3) becomes

()?A + AXA(Aw) cos(Awt + qbo)) cos(wat + P4) . (17.5)

In Appendix A.3, we show how to derive the RIN contribution to the total electric field
oscillating at frequency Aw. This reads

PrinN(wyg, @
|E*(wu, 0A)] gy = \/ RH\éTOE)sAUa) 4) cos(Awt + @), (17.6)

where \/N(wu, wa) corresponds to the noise amplification factor by the cavity, quadratic in
X and whose expression is also given in Appendix A.3.

The RIN contribution to E? from Eq. (17.6) will limit the sensitivity of the experiment to
values of x that makes the signal from Eq. (10.12a) larger than the systematic (i.e. larger than
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Eq. (17.6)). In other words, the RIN will limit the sensitivity of the experiment to values of x

that are larger than
| PrinN (0u,@4)
STObSA(U

S(wu, wa; pom, Xa; L, 1)’
where the function S is defined in Eq. (10.12a). Note that this limit is linear in X4, the
amplitude of the applied electric field.

Let us discuss shot noise. For a general detector, light is received as a random flux of
photons whose probability density follows the Poisson distribution [5]. In our case, it can
also be viewed as an amplitude fluctuation of the electric field squared, as seen by Rydberg
atoms, thus is analogous to the RIN. Here, we compute an estimate of the shot noise PSD
and we show that it is negligible compared to the RIN PSD. Let us start with the typical
number of photons received by the atoms at interval 1/f; as the ratio of laser energy and
photon energy

[X(wu)lrin = (17.7)

Ejaser 1 Xf‘eoc
N,=—"==—1[1d — 17.
Y E)/ T Saser zfs ’ (17.8a)

where we integrate over the laser waist, given by the mode radius r;. The variance on the
number of photons received is also N, (from Poisson distribution) and therefore the shot
noise PSD normalized by the number of photons is

2
N 1 2hwa

B N%fs TNy fs Xieocnrf

Sen (17.8b)

Using experimental parameters that we will discuss in the following (with ;, = 0.01 m), one
can show easily that Ssny < Srin, therefore we will neglect this contribution.

17.2.3 Optimum choice for applied field amplitude X4

While the signal Eq. (10.12a) is linear in applied field amplitude X4, increasing X4 would

also increase the systematic effect \/N(wu, wa), as it is quadratic in X4, while leaving the
statistical effect unchanged. This suggests an optimum value of X4 at each applied frequency,
and this is what we want to find in this section.

The sensitivity of the experiment at a given angular frequency wy; relies on the signal
amplitude Eq. (10.12a) but also on the limiting noise. Combining Eq. (17.2) and Eq. (17.7),
this is simply

2552 PriInN (wyg,wa)
Vt(wy) 8AwVTops
X (@0u) imit = — , (17.9)
T S(@u, wa; ppm, Xa; L, 1)

where we used the usual quadratic sum of uncertainties since the two contributions are
uncorrelated.

The maximum angular frequency difference Aw corresponds to, from Section 10.3.2, half
the sampling frequency (= mf;). To better understand the sensitivity of the experiment,
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we will simplify the expressions of S(wir, wa; ppm, Xa; L, ) and N(wy, wa) in Egs. (10.12a),
(17.6) and (A.17d), considering r =1 - €, € < 1 and wy ~ w42 In that case,

1
N(wu) =~ W (17.10a)
BcXa2uoppmVe wyL
S(wy) ~ \/—cosz(‘””L ( + cos (7)) , (17.10b)

at lowest order in €. As expected, we see from (17.10a) that the two uncertainties in the
numerator of (17.9)) depend differently on X4 (the statistical uncertainty is independent of
Xa, the RIN contribution is quadratic in X4), while the signal strength in the denominator
is linear in X4. This suggests an ‘optimum’ value of X4 such that Eq. (17.9) is minimum,

dx(wu) _
17.11
dXA ( a)
1/16Sp2 A L 4[167TT fsSp2Vay T, L
= Xa(wy) = 2E2 @ Lobs a)u ~ s 3E22 DU obs Ccos “u ,
€?Prin V T(a)u 103€2PgriN 2¢c
(17.11b)

where we used Egs.(17.10a),(17.10b). We considered the maximum angular frequency shift
between the DM and applied frequencies Aw = 7tfs, in order to have the best sensitivity on
X(wu). Note that this equation to approximate the optimum value of X, is not valid for
angular frequencies wyL/c = 2n+4nn,n € Nand wyL/c = m+2nm, n € N. In the first case,
the signal decreases significantly (see Eq. (17.10b)) and the experiment becomes insensitive
to DM, while in the second case, Eq. (17.11b) would indicate to apply X4 = 0, which would
automatically set the signal to 0, at first order in x. In this case, one must relax the constraint
wy = wa and compute the exact value of X4 with the exact expressions of noise and signals,
when w4 corresponds to a mode of the cavity.

From Eq. (17.11b), we can express the sensitivity of the experiment x(wy) as

1
2] sy )
x(ou) = 1+cos(“)2L£L) (1151?7122) e (17.12)

for ‘“”L # m+2nn, n € N. This is a simplified expression that provides an approximate
evaluation of the optimal sensitivity of the experiment.

When we will evaluate the sensitivity of the experiment in Section 18.4.1, we will assume
that the applied field amplitude X4 is modified each time its angular frequency w4 is shifted,
so that the condition Eq. (17.11b) is always fulfilled. However, we will use the full expressions
of S(wu, wa; ppm, Xa; L, r) and N(wy, wa) in Egs. (10.12a) and (17.6).

2Even in the case where Aw = 7f;, we can assume wy ~ wa for our estimates, as we have f; < %’ ~
wy(l—7r) < wy, for f; and Q that we will choose.
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17.2.4 Experimental parameters

Now, we discuss in details the numerical values of the various experimental parameters.
They are all summarized in Table 17.1.

First, we consider the random polarized case for the DP polarization direction, i.e § =
1//3 (see Eq. (10.12b)). Some already existing constraints come from experiments with this
assumption [6—-13].

Let us remind that the observational scheme considered here consists in electric signals of
angular frequency w4. For each injected electric field we perform a measurement of duration
Tobs and then shift the angular frequency of the applied field by 7t f;. Each measurement of
duration Tops provides constraints in the frequency range {wa — 7 fs; wa + 7 fs} in steps of
27/ Tops. We will consider an individual measurement duration of Typs = 60 s. This duration
is arbitrary, but we list two important considerations for this choice. We require T,s to be
large for best sensitivity (see Eq. (17.9)), but short enough to allow scanning a large range of
DM frequencies in a reasonable amount of time (< O(month)).

Now, let us discuss the sampling frequency. In [14], the measurement of the transition
probability for a given frequency lasts about 300 us. At least three such measurements
are necessary to fully determine the resonance (amplitude, width and centre frequency),
which implies a maximum sampling rate of about 1 kHz, which is the maximum value
we will assume. In principle the process could be faster with higher laser power and/or
non-destructive techniques. In regular dispersive measurements, the photon scattering rate
per atom, i.e the rate at which an atom absorbs and re-emits incident photons, is high
implying that after a single detection, the atom is too hot, and no longer trapped for a
second detection. In that situation, the measurement is said to be destructive. An alternative
method is a non-destructive measurement, based on a low photon scattering rate, meaning
that a single atom can be used for multiple measurement. This non-destructive process has
already been experimentally tested, and is based on a differential dispersive measurement
[15]. As a consequence, it is not necessary to produce new Rydberg atoms for each frequency
measurement, implying that high (> 1 kHz) sampling frequency is feasible. We will thus
consider two scenarios for our order of magnitude estimates of the experimental sensitivity.
One with a “modest” sampling rate of 100 Hz and a second, more optimistic one, with higher
sampling at f; = 1 kHz. In both cases we will assume a single shot spectroscopic resolution
of ~1 kHz for differential polarizabilities of Aa/2h ~ 10° Hz/(V/m)?, corresponding to
Rydberg states with principle quantum numbers n ~ 60 — 70 [16]°.

In terms of statistical noise, in [14] the reported resolution of the spectroscopy of n = 56
Rydberg states in Sr is of the order of a few kHz, at a maximum possible sampling rate
of 1 kHz (see previous paragraph). Two different sampling rates will lead to different
measurement noise PSD and directly affect the sensitivity of the experiment (cf Eq. (17.12)).
To put some numbers, assuming a single shot spectroscopic resolution of ~1 kHz [14] for

3While we are in the regime Tops > T(fir), note that we did not take into account the stochastic nature
of the field which would impact the sensitivity of the experiment. In particular, we are sampling a signal at
102 — 10° Hz, which roughly corresponds to the inverse of the coherence time of the field at GHz frequency
(see Eq. (5.11)). Expressing the field as a superposition of plane waves, see e.g. [17], and assuming an intrinsic
frequency fi; = 10° Hz, a quick simulation reveals that this frequency broadening decreases the SNR by a factor
O(1) for f; = 10® Hz, and O(10) for f; = 10> Hz. As expected, this suggests that one would need to increase the
sampling frequency of the apparatus, in order to be in the regime where f; > 1/7(fyu), to avoid substantial loss
in sensitivity.
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differential polarizabilities of Aa /2l ~ 10° Hz/(V/m)?, leads to a noise PSD of the measured
electric field power of Sg2 ~ 107° (V/m)*/Hz for f; = 100 Hz and Sg> ~ 1077 (V/m)*/Hz for
fs =1 kHz.

Regarding the systematic effect, the amplitude of the flicker noise can be considered to
be Prin = 10713 (based on “off the shelf” components studied in [4] more than a decade ago)
in the modest case, and we assume an improved RIN control for the optimistic case, with
an amplitude of Py = 1071, The level of the systematic effect PSD is also impacted by the
sampling rate, following Eq. (17.6). Moreover, as derived in Section 17.2.3, the approximate
sensitivity of the experiment Eq. (17.12) scales as (PrinSg2/ fs)l/ 4, implying that the modest
and optimistic scenarii will differ in the sensitivity by a factor ~10. The optimum value of
the amplitude of the applied field X4 is then derived from Eqgs. (17.9) (for the minimum
value*) and (17.11b) (for the maximum value, where we will consider DP frequencies until
~ 2% 10'% Hz) and all other experimental parameters. Since it depends on the DM Compton
frequency, we provide the range of optimal X4, for the modest case

18 V/m < X4 <24 x10° V/m. (17.13)

It is independent of the sampling frequency since, from Eq. (17.11b), Xa(wa) o (f;Sg2)"/*
and Sg2 oc fs‘l, but not of the systematic effect level Prin. In Section 18.4.1, we will obtain the

Parameters Numerical values
Quality factor Q [18] 10*
Mirrors reflectivity r 1-2x107*
Cavity length L 7.5 cm
Injected field strength X4(w) [18,7.6 x 10°] V/m
Sampling frequency fs 10%; 10° Hz
Individual measurement time T 60 s
Range of fa = wa /27 [0.5,20.5] GHz
Range of Aw [27t/Tops, T fs] rad /s
Statistical noise PSD Sp» 107*/f; (V/m)*/Hz

Systematic effect PSD Sgin(w) 1078 /w; 107 /w

Table 17.1: Assumed experimental parameters for the experiment involving Rydberg atoms
in a microwave cavity for the detection of the DP-photon coupling. Two different numerical
values for the same parameter means that one is used for the modest scenario while the other
is used for the optimistic one (see text).

expected sensitivity of this experiment to the DP-photon kinetic mixing coupling x, in both
modest and optimistic case, and using all the experimental parameters described above.

4The smallest value of X4 corresponds to DM/applied frequencies close to odd modes, from Eq. (17.11b). In
this regime, both approximate amplitudes of noise Eq. (17.10a) and signal Eq. (17.10b) reach infinity, implying
that we must consider the real expression of y(w) derived in Eq. (17.9) and check for which value of X4, the
sensitivity on y is the highest.
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17.3 SHUKET

We now turn to dish antenna experiments for the search of DP-photon x coupling, as
described in Chapter 11. We will focus on a practical example to illustrate how the Kirchhoff
integral theorem and the overlap of modes affect the expected power received by an antenna
from a spherical dish emitter. We consider the setup of the SHUKET experiment [6], which
has been used to search for a DP in the frequency range 5 — 6.8 GHz using a spherical dish
and a horn antenna for the detection. In the analysis of this experiment, following [19], it
has been assumed that all the power emitted by the dish is received by the antenna. In this
section, we will present the experimental parameters, in particular we will assume the mean
DP frequency fy ~ 6 GHz, and show that the calculations done in Chapter 11 are valid in
that case. Then, in the next chapter, Section 18.4.2, we will estimate the power received by
the antenna and estimate its implication on a more realistic sensitivity of the experiment on
X.

The spherical dish used in [6] has a curvature radius of R = 32 m and an area of Agjsh = 1.2
m?, implying a radius of 7 ~ 0.618 m (see Fig. 11.1). Then, R > r (or equivalently the dish-
fictional plane distance a ~ 6 X 107> m, as shown in Fig. 11.2, in the case of SHUKET is way
smaller than 7, i.e. 4 < r) which ensures that the low curvature approximation is valid. The
expression of the electric field emitted by the dish at its surface is given by Eq. (11.1) where

-

Y|,p has the form

Y p(0,¢) =Y - (17 : ér) +0(0), (17.14)

A
Erz

o X

with 0, ¢ corresponding to a spherical coordinate system centered in dish’s curvature center

and where we have used the notation Y = (Yx,Yy,Yz) in the cartesian coordinate system
depicted in Fig. 11.1 and where we used the low curvature approximation at the last step.
This means that at leading order in 0, the polarization of the emitted electric field does not
depend on the dish coordinate, and is only polarized in the x — y plane.

For this configuration, the power emitted by the dish is independent of the mass of the
DP and is given by Eq. (11.2)°

2
PSHUKET _ 1 73 1020 (10{12) W. (17.15)
In Appendix E, we show how with these experimental parameters, the procedure using
the thin optical element approximation, described in Chapter 11 to compute the electric
field from the dish to the fictional plane is valid for SHUKET. Indeed, we find that this
approximation leads to a relative error on the electric field of order 107*. Additionally, the
calculation in Appendix E shows that the small curvature approximation and Eq. (17.14)
are valid in our regime.

In the SHUKET experiment, the detection is made by the Schwarzbeck BBHA-9120-D
antenna, which is sensitive to electric field frequencies from 0.8 to 18 GHz. The datasheet
[20] contains several pieces of information that will be necessary for our calculations on the

5The relative error induced by the neglect of O(0) is ~ 1%.
®Note there is a factor 2 discrepancy with what [6] indicated, due to a calculation error.
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expected amount of power received by the antenna wires, namely the gain and the antenna
factor of the antenna as function of those various field frequencies. These quantities have
been measured experimentally by the manufacturer. The antenna consists in a rectangular
surface of area Sppys = 0.25 X 0.142 m?, with A = 0.25 m the long length and B = 0.142 m the
small length. This implies that for the fundamental mode of the antenna at frequency w,,
the effective size of the antenna corresponds to its physical size (in other words Acg(w.) = A
and Beg(w:) = B) and therefore the ratio between the long and small sides of the antenna
is Rag(wc) = A/B = 1.76. We will make the assumption that the ratio R4p is independent
of the frequency, i.e Rap(w:) = Rap = Aef(w)/Begf(w), for any frequency w > w,, such
that the effective surface of the antenna at frequency w is simply Se(w) = Aegf(@)Begi(@) =
Agﬁ(a)) /Ras. Then, using Eq. (11.18), the effective long and small lengths of the antenna at
the frequency wy are simply given by

Aiff(wu) _ e,G(wir)c?

Aetf(w
e — i Bef(wu) = Aetrlwu) | (17.16)

RaB

These two dimensions define the effective surface area over which we need to integrate
Eq. (11.24) to estimate the output of the antenna.

Therefore, we will use the electric field at the surface of the fictional plane Eq. (11.15) to
compute the field power received by the antenna. This will be done in details in Chapter 18
on sensitivities.

174 MICROSCOPE

We now discuss the experimental parameters of MICROSCOPE for the detection of ULDM
candidates that produce a violation of the UFF, as discussed in Chapter 12. As mentioned
in Section 12.1, MICROSCOPE is a space mission that was launched to test the UFF in space
[21] with a final result on the 1 parameter Eq. (12.2). The full MICROSCOPE dataset used to
constrain the UFF is made of 17 sessions [22]. The noise PSD of the differential acceleration
of the session 404 is given by [23]

Su(f) =2.2x 107241 +2.3x 10717 4 (m/sz)z /Hz, (17.17)

for frequencies between 10~ Hz and 0.3 Hz. The f~! slope noise comes from thermal effects
of the gold wire connecting the test masses to the cage, while the high frequency noise in f*
is the second derivative of the position measurement white noise [21].

The UFF signal is modulated by spinning the satellite at a frequency chosen to minimize
the noise, fgp ~ 3 mHz. Note that fgp is in reality a linear combination of the spin frequency
fspin and orbital frequency forp, With fepin > forb ~ 1.5 X 10~* Hz [21] for session 404. Three
different spin frequencies exist depending on the session [?4], such that one should take
both contributions into account for the determination of fgp for other sessions. The bucket
frequency of this acceleration noise corresponds approximately to fpycket ~ 30 mHz [21, 23].

To take into account the contribution of the full experiment, i.e the 17 different sessions,
we make the hypothesis that all of them have the same level of acceleration noise Eq. (17.17)
while we consider the orbital period to be constant Tgingle orbit & 5946 s [22]. This hypothesis
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is sufficient for the rough sensitivity analysis we do here, but will have to be revisited when
doing a complete MICROSCOPE data analysis in search for DM candidates.

Using the total number of orbits of the experiment, i.e Nowits = 1362 [22], we find that the
total integration time is Tint = Tsingle orbit X Norbits = 8.1 X 106 s (~ 94 days).

As an experiment measuring the differential acceleration between two test masses, the
corresponding theoretical signal is given by Eq. (12.5) projected onto the sensitive axis of the
experiment (see Eq. (12.1)). In Appendix C, we compute the projection of the galactic velocity
onto the sensitive axis of MICROSCOPE, and we find that &, - emeas * 0.85 cos(wspint + V),
where wspin = 27 fspin and 1 is an irrelevant phase.

17.5 Atom interferometers

Similarly as for MICROSCOPE, we have shown in Chapter 13 that the sensitivity of some
Al experiments to ULDM fields are proportional to the dot product between the laser pulse
direction and the galactic velocity (see e.g. Egs. (13.21) and (13.27)). In Appendix C, we
derive the various projections of the galactic velocity onto the laser pulses directions of those
experiments, which depend on their location on Earth, but also on their integration time.
The AI experiments under consideration are located at Stanford, USA, Fermilab, USA and
Oxford, UK. In Appendix C, we find &, - &k ~ 0.43, &, - eyick ~ 0.99 and
Stanford Oxford

év : ékick ) ~ 1.00.
Fermilab

17.5.1 Stanford Tower

The most stringent constraint on the E6tvos parameter 1) obtained from atom interferometry
experiment is achieved using a Bragg atom interferometry experiment in the Stanford Tower.
In this experiment, the relative acceleration of freely falling clouds of two isotopes of Rubid-
ium (®Rb and % Rb) is measured [25]. The differential interferometric phase measurement
between these two inteferometers leads to a constraint on 7 given by [25]

n=(1.6+52)x1071%, (17.18a)

Both atoms are launched upwards inside the Stanford Tower for an interferometric sequence
of total duration 2T = 1.91 s, corresponding to the total time for the atoms to fall back [25].

Double diffraction interferometry is performed using two lasers both resonant with the
1525, /2) — |52P3/2) 8Rb transition, i.e. their wavevectors are ki ~ k, ~ 2rm/A, with A =
780 nm. Three different momentum splittings have been used: {4%k,8hk,12hk}. All are
in agreement with no EP violation [25]. In the following, we will consider the highest
momentum transfer since this will enhance the signal searched for, which corresponds to
using an effective wavevector keg = 247t/A in Eq. (13.21).

The resolution per shot on the differential acceleration is op, = 1.4 X 107!1¢ [25], with
¢ = 9.81 m/s? the Earth gravitational acceleration on ground. We assume white noise (see
below) with a corresponding acceleration noise PSD

2

20}, 11\
Saa =~ z(7.7><10 g) Hz !, (17.18b)
S
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with f; the sampling frequency of the experiment, defined as f; = 1/Tycle where Teyele = 158
is the duration of one interferometric sequence, including atom preparation, launch and free
fall [25]. The raw measurement in this experiment is actually a differential phase shift A®
which is related to the differential acceleration between the atoms Aa through A® = kegT2Aa
[26]. Therefore, we can infer the PSD of the phase shift using

VS0 = kettT2\/Saa - (17.18¢)

The final uncertainty of this differential acceleration measurement is mostly limited by
electromagnetic effects, coming from the Bragg lasers and non homogeneous magnetic field
[25]. Knowing the final uncertainty of the differential measurement (17.18a) we derive the
total “effective” experiment time Tin; under our white noise assumption i.e. assuming that
individual experimental cycles are uncorrelated. Then, the number of cycles N can be
derived as

2
N = lz (GA“) ~77, (17.18d)
87\ On
and
Tint = N X Tyt = 1148s. (17.18e)

As a Bragg differential Al, the Stanford experiment is sensitive to ULDM fields that
produce oscillations of rest mass and transition frequency of atoms, whose corresponding
signal is presented in Eq. (13.21).

17.5.2 AION-10

The Atom Interferometer Observatory and Network (AION) is an experimental program to
search for ULDM and gravitational waves in the 107! —10 Hz range using atom interferometry
[27]. AION-101is a 10 meter-long single-photon atom gradiometer instrument which will use
87Sr atoms and that will be built in Oxford [28]. Contrary to the other experiments previously
introduced, AION-10 will operate in a distant future, assuming a much better control on
noise than current experiments. As a gradiometer, AION-10 will be sensitive to the signal
presented in Eq. (13.26). Following [28], we will use the following experimental parameters
ultimately envisaged for AION-10:

Tine = 10% s, (17.19a)
T=074s, (17.19b)
SSION(f) =107® rad?/Hz, (17.19¢)
n =1000, (17.19d)

wsr = 2.697 x 10'° rad/s, (17.19)

Ar =4.86m, (17.19f)
L=10m, (17.19¢g)

respectively the interrogation time, the free evolution time, the gradiometer phase noise PSD,
the number of LMT kicks, the optical transition frequency used, the gradiometer separation,
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and the total size of the baseline. Note that, while a 10 m facility is used, which would imply

a free fall time of 2T = /8L/g ~ 2.86s,i.e T ~ 1.43 s, [28] computed the optimum free
evolution time as function of the other experimental parameters, in particular considering a
non-zero separation between the two interferometers Ar # 0, reason for the difference.

17.5.3 SPID

We now focus on the SPID variation, which can also probe oscillations of rest mass and
transition frequency of atoms through the signal presented in Eq. (13.27) (Section 13.4).

We consider first the experimental parameters from one running mode of MAGIS-100.
They are listed in [29], see their Fig. 3. Their noise levels are much lower than current
experiments, similar to AION-10. MAGIS-100 will use two isotopes of Strontium (¥Sr and
8Sr) in a 100-meter baseline. The transition under consideration in [29] is |5!Sg) — |5°P1)
with frequency ws; = 2.73 X 10 rad/s. In terms of acceleration noise level and order of
LMT, we consider the upgraded parameters, i.e

SMAGIS(£) = 6 x 1077g/VHz, (17.20a)
n =1000. (17.20b)

In addition, for a L = 100 m high tower, the free-fall time of atoms is given by 2T = /8L/g,
which implies T ~ 4.5 s. Following Eq. (17.18c), the phase noise PSD is
na)ngz 2
c

SMAC () = S.(f) ~ 1078 rad?/Hz, (17.20¢)

i.e a similar phase noise PSD as AION-10. Finally, the full integration time of the experiment
corresponds to 1 year of observation, Tint = 3.16 X 107 s.

Another reason why we consider the SPID setup is to directly compare the expected
sensitivity on axion and dilaton couplings of two experiments with the exact same exper-
imental parameters but operating a gradiometer on one hand and the SPID variation on
the other hand. For this matter, we will compare the sensitivity of the current version of
AION-10, i.e a gradiometer, with a SPID setup using the same noise levels. In this case, in
addition to the phase noise, we also include the EOM noise (which we show to be negligible
in the following), which is used to shift the frequency of the laser to account for the isotope
shift (~ 1 GHz) as discussed in Sec. 13.4 and depicted in Fig. 13.6. An alternative scheme
would be to phase-lock two lasers with a ~ 1 GHz frequency offset. In either case, this setup
generates an additional frequency fluctuation o¢(t) in the second beam, which comes from
the EOM internal noise and from the phase noise of the GHz reference frequency. Whilst
the raw EOM phase noise PSD can be approximated as S(%HZ( f) =~ 10783 (f/ Hz) ? rad?/Hz
[30-32], it enters only differentially in the SPID setup at times separated typically by L/c.
The resulting PSD is altered by a factor 2 (1 — cos 2nfL/c)) = (2nfL/c)?, since 2nfL/c < 1
for all frequencies f of interest. Since this noise is uncorrelated with the gradiometer phase
noise, the total phase noise PSD of the SPID setup is simply

2nfL

2
SSPID(f) = S f) (T) + SAION(f) ~ SAION(f), (17.21)
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For the remaining experimental parameters, such as the total time of experiment, the flight
time of atoms and the number of LMT kicks, we will assume the same values as AION-10, see
Eq. (17.19). We will also consider the use of four different pairs of isotopes of alkaline-Earth
neutral atoms commonly used as optical clocks (see Table 8.2) and we will assess the impact
of the choice of the atoms on the ULDM sensitivity.

17.6 LISA

In Chapter 15, we already discussed most of the experimental parameters affecting LISA
sensitivity to DM fields. LISA one-link phase noise PSD is given in Eq. (14.11). The sensitivity
of a given TDI O combination to a coupling ¢ at frequency f is given by [33]

No(f)
T2(f)

The amplitude of the transfer functions of TDI X, combination is (at leading order in vpy/c
and using Eq. (15.8))

I72M(f)| ~ 16sin (zncf L) sin (MCf L) (fias - 6) sin? (“TfL) . (17.23a)

So(f) = (17.22)

From this, one can compute both A, E transfer functions (using Eq. (14.9))

[ T.PM(f)| ~ % sin chfL sin 4nch (12 = Aizz) - &)| sin® (anL) (17.23b)
|TPM(f)| = % sin 2716f L sin 4anL (13 - )| sin® (n_fL) (17.23¢)
|72135M(f)| ~ 1_‘/65 sin 27—((:](]-* sin 47—(CfL ‘\/((nlz — n23) ev) + (\/—1’113 ev) sin (nfL) ’

(17.23d)

where at the last line, we define the A, E joint transfer function, which we used for our
analysis of the realistic limit on sensitivity of LISA, in Section 15.3. The noise transfer
functions of the A, E combinations are defined in Eq. (15.25), and the Sagnac a noise transfer
function is [34]”

Nu(f) = 4sin® (@) (1250ms(f) +4 (3 —2cos (anfL) — Cos (6nch

)) sacc(f>) a7y

7In [34], only the first generation noise transfer functions are presented, so in order to compute the second
generation noise transfer function for the Sagnac & combination, one needs to add a factor (2sin(3wL/2c))?,
using Eq. (14.10). In addition, the modification of the optical benches of LISA that we propose to be able to be
sensitive to vacuum birefringence implies a decrease in the amplitude of light (or equivalently in the number
of photons N, ) that reaches each interferometer by a factor 2 because light gets partially absorbed by the right
polarizer, see Fig. 16.3. Since the OMS noise includes a contribution from shot noise whose PSD « 1/N,,, we
have conservatively added a factor 2 to the whole OMS contribution.
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In the following, we will make our estimates assuming a fixed arm length L = 2.5x10° m,
and two different integration times. For the estimates related to Chapter 15 on searches for
time oscillating rest mass, we will be using the parameters used in the simulation : we will
use one year of observation time Tps ~ 3.15X% 107 s, and we will compute the sensitivity of the
A, E TDI combinations together, i.e we will be using the joint transfer function Eq. (17.23d)
(the noise transfer functions are the same for both combinations, see Eq. (15.25)). For the
estimates related to Chapter 16 on searches for vacuum birefringence, we will be assuming
four years of integration time, Tips ~ 1.26 X 108 s, which is the expected mission duration
[35] and we will compute the sensitivity of the Sagnac combination, as it is the optimized
combination to use for this matter, as we discussed it in Chapter 16.
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Chapter 18

Sensitivity results on ultralight dark
matter couplings

In this chapter, we will present the main results of this thesis, i.e the sensitivity estimates
of the experiments presented in Chapters 9, 10, 11, 12, 13, 15 and 16 with the experimental
parameters and noises presented in Chapter 17.

18.1 Dilaton-SM couplings d’s

In Fig. 18.1, we show the existing most stringent laboratory constraints on the dilatonic
couplings : Torsion balances [37] and MICROSCOPE?! [36], which are denoted as "Fifth force
exp.", and hyperfine and optical clocks [38, 39] denoted as "Lab-Atomic clocks".

18.1.1 MICROSCOPE

MICROSCOPE'’s sensitivity to the oscillating dilaton field is given by the projection of the
differential acceleration Eq. (12.5a) to the sensitive axis of measurement, i.e

\/167ZGpDMUDM ‘(
c

A (1) = QN1 ~ QT a) &0 bmeas | | (18.)

SCOPE

The dot product is computed in Appendix C and the mass charges [Qﬂ]d, [Q}/}] 4 are defined
in Eq. (8.6a) and the various partial dilatonic charges are shown in Table 8.1. The sensitivity
is then computed using Eq. (5.13) and the experimental parameters of Section 17.4. The
associated sensitivity of MICROSCOPE to the various dilatonic couplings is shown in black
dotted line in Fig. 18.1 (denoted "MICROSCOPE (osc.)"). As mentioned above, this sensitivity
is not competitive with MICROSCOPE'’s ability to detect a fifth force induced by the dilaton
tield, as it is shown in black full line in Fig. 18.1.

18.1.2 Atom interferometers

For the various atom interferometric schemes, we use Egs. (13.21), (13.26) and (13.27) and
we express respectively the amplitude of the phase shift between atomic species A and B in

1The best MICROSCOPE sensitivity comes from the static term of the field, i.e when considering a fifth force
generated by Earth on the test masses, while we only focused on the oscillatory term in this thesis.
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Figure 18.1: Current constraints on all the dilatonic couplings of interest in this thesis : d,
(top left), dyy, —dg (bottom left), ds; —dg (top right), d;, —dg (bottom right) from [36-39], with
95% confidence level (shown in light grey background). All these existing constraints are
shown in solid lines. The expected sensitivity of all the experiments considered in this thesis
are shown in dashed lines (with 68% detection threshold). The sensitivity of MICROSCOPE
is shown in black, and denoted "MICROSCOPE (osc.)". The expected sensitivity of AION-10
is shown in orange dashed line while the expected sensitivity of AION-10 using the SPID
variation, noted "AION-10-SPID" are respectively shown in green, light blue, red and gold
dashed lines, depending on the isotope pair used. The expected sensitivity of MAGIS-100 is
shown in dark blue. Finally, the expected sensitivity of LISA is shown in pink and purple
respectively when the DM velocity is assumed as a fixed and free parameter (see text).

differential two-photon transition Al, gradiometers and the SPID setup, with respectively
AION-10 and MAGIS-100 experimental parameters. The experimental parameters of these
various experiments are discussed in Sections 17.5.1,17.5.2,17.5.3. Then, the different phase

shifts read
AqStanford 4 167’(GpDMUDMkeff sin? (CU¢T) ,

87Rb,35Rb " 2

(1QN1 = [Q3F1a) & - e

CU(PC Stanford 2
(18.2a)
87
ACDAION_mN4”wg7SrA“”6”GPDM[Qwsr]d o, (weT 18.9b
MON-10 sin® | ——| , (18.2b)
a)qjc 2
A(DMAGIS—l()O N 4na)0\/167TGpDMUDM ([stsr] _ [Q87Sr] )é e Siﬂz CU(PT
88Gr,87Sr wéCZ M 1d M d) Fo " Cldck Fermilab 2 ’
(18.2¢)
AGAION-10-SPID 4nwoy16mGpomuDM ([QA] _[08] )@ P sin’ @ol
AB wéCZ mld mld ) Fo " Ckick Oxford 2 ’
(18.2d)

where the [Q]; charges contain partial dilatonic mass and/or frequency charges defined in
Egs. (8.6a) and (8.7). Note that for the SPID variation, we let the atomic species A, B free
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because we will derive expected sensitivities for various isotope pairs.

In Fig. 18.1, the sensitivity of the Stanford tower experiment to the various dilatonic
couplings is not visible, because it is less sensitive than the best existing constraints (for
example, it reaches d, ~ 2X 103 at best, around Mg c? ~ 1071 eV, almost 8 orders of magnitude
above the constraint from MICROSCOPE). As it was discussed in [28], AION-10 would
improve the current constraint on the d,;,, — d; coupling, over a mass range approximately
between 7 X 10716 eV and 4 x 1071 eV.

With the same experimental parameters as AION-10, operating the SPID setup (denoted
"AION-10-SPID" in Fig. 18.1) would improve the current constraints on various dilatonic
couplings. By respectively using Ca and Hg isotopes pairs, the constraint on 4, would
be improved by a factor ~ 2 and 3 respectively, over a mass range covering four orders
of magnitude (approximately from 107! eV to 1071° eV), compared to MICROSCOPE, the
current best constraint in this mass range. Regarding the d,;,, — dy coupling, the use of
Ca and Hg isotopes respectively would improve the best constraints, by a factor 2.5 and 1.5
respectively over the same mass range. Finally, all pairs of isotopes presented would improve
the current best constraint on ds,, — dq by one order of magnitude, depending on the isotope
pair used, over a mass range covering more than 4 orders of magnitude (from 107 eV to
3x 107 eV).

One can notice also that operating both gradiometers and SPID at AION-10 would give
complementary sensitivities for the search of the d;;,, — dy coupling of the dilaton. Indeed,
while the gradiometer would improve the current constrain in the ~ 7 x 10716 — 3 x 1071
eV /c? mass range, the sensitivity of the SPID setup at lower mass is better, as described in the
last paragraph. In addition, SPID would be more sensitive than AION-10 to the d., d;; — dq
and ds;; — dg couplings in the full range of masses of interest (i.e lower than 10714 eV /c?).

Regarding the sensitivity of MAGIS-100 operating the SPID setup, one can notice that it
would overall give the best constraint at low masses. One can notice that MAGIS-100 would
reach better sensitivity on most couplings, compared to the AION-10-SPID variation. The
reason is that for low masses, such that wyT < 1, the signal Eq. (18.2d) is quadratic in the
free fall time T, and MAGIS-100 using a much longer baseline than AION-10, the free fall
time is roughly 6 times longer for MAGIS-100 (as mentioned previously, the free fall time
in the case of AION-10 is smaller than what the facility size allows), resulting in increased
signal. However, note that we made the calculations assuming three years of integration
time for AION-10 (from [28]) and the SPID variation, but only one year for MAGIS-100 (from
[29]). This is why the difference in sensitivity is roughly one order of magnitude between
the two dual-Sr configurations, and not more. Note that compared to the sensitivity curves
on dilaton couplings presented in [29], but using the gradiometer setup of MAGIS-100, the
curve presented in this paper would constrain a larger DM mass range. Indeed, while the
former has a peak sensitivity around a mass 107° eV and quickly loses sensitivity for lower
masses, the SPID-like setup of MAGIS-100 would have a constant sensitivity of the same
order of magnitude for 3 orders of magnitude of mass (107 — 10716 eV).

18.1.3 LISA

In Chapter 15, we have seen that despite the fact that LISA can probe dilaton-SM couplings
through oscillation of the rest mass of the freely falling test masses, the DM velocity cannot
be constrained accurately and this leads to large uncertainty on such couplings. Now, we
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Figure 18.2: On the left, we show the sensitivity of LISA to the general coupling ¢min when
the velocity is assumed fixed (blue curve) and when it is a free parameter (orange curve).
One can notice a deterioration of the sensitivity when the velocity is a free parameter of the
Bayesian analysis. On the right, we show the ratio of the orange to the blue curves. At low
frequency, the ratio is ~ 2.5, and when the frequency becomes f > 107! Hz, this ratio starts
decreasing because the argument of the cosine in Eq. (18.4) becomes important (see text.).

might wonder what would be the effect of such uncertainty in the regions of the parameter
space where LISA can probe the smallest couplings, i.e when SNR=1.

Following Eq. (15.17b), the sensitivity of the combination A, E on the coupling ¢ without
correlation with other parameters is (at SNR=1)

1.5x2nfc®  [Sae(f) 2 fc? Sae(f)

167G ppmUDM Tobs \/167—(GPDMUDM TobsT(f)

depending on if T, is smaller or larger than 7(f) (see Eq. (5.13)). Now, we estimate the
sensitivity of the experiment, taking into account the correlation between the coupling and
the DM velocity (see Section 15.3). When SNR=1, the likelihood Eq. (15.47b) reduces to?

Emin(f) = or é‘min(f) = , (18.3)

oM M 2 oM M 2 X
op 01,y = b1 [T et (ontitaleoty 0 ),

(18.4)

where the parameters with superscript D mean true values injected in the simulation, and
the ones with superscript M mean model values. Similarly as what was done in Section
15.3, we will now compute numerically the standard deviation on the posterior distribution
of €M, in order to have a new sensitivity estimate of LISA.

In the following, we consider the same specific values of P, vl  as in Chapter 15 (as
a reminder, we assume the mean values of velocity and sky localization from the velocity
distribution Eq. (5.7a), i.e (UBM,,BD ) = (1073¢,1.046 rad)). In order to infer o, (f), the
uncertainty on the posterior distribution of enin at a given frequency f, we numerically

2At frequencies where Tops < T(f), the noise in Eq. (15.47b) scales as 4/ Na /+/TobsT(f), and we will obtain the

same result.
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integrate the marginalized likelihood Eq. (18.4) over v , following Eq. (15.49) and using

an uniform prior on ¢M with (arbitrary) bounds [0, 100 min(f)]. This gives us the posterior
distribution P(eM(f)) which we again integrate over ¢éM (as in Eq.(15.50)) to obtain o, (f).

In the left panel of Fig. 18.2, we show sensitivities of LISA to ¢ when vpy is fixed,
i.e from Eq. (18.3) and when vpy is a free parameter, i.e from the width of the posterior
distribution Eq. (15.49) (but with the likelihood given in Eq. (18.4)). One can notice that at
low masses, letting vpyv free decreases the sensitivity by a factor ~ 2.5 compared to the fixed
vpm case (right panel of Fig. 18.2). This difference is entirely determined by the cosine term
in Eq. (18.4). Indeed, as mentioned in Chapter 15, it is the accuracy on the determination
of the velocity v} - which impacts the width of the coupling ¢™ posterior distribution. In
particular, in order to maximize the likelihood, one needs to get the log £ Eq. (18.4) as close
to 0 as possible, i.e one needs the cosine term to be close to 1. This means that the argument
of the cosine

2nf|¥aul cos(B) [ p M 108A0 | f
c2 (UDM B UDM) T \1Hz)’ (18.52)

must be close to 0, where Av = UBM - U]ADAM. We can consider that the accuracy on the velocity

parameter starts to increase when Av < o0,, where o, is the width of the velocity prior
distribution. This implies that the accuracy on the coupling starts to increase for frequencies

10%0, f
c

421 = f«10Hz, (18.5b)

i.e when f 2 0.1 Hz. This is what is shown on the right panel of Fig. 18.2.
Since € = [QXAM]d, and [Q&M]d = Zi[Q}AMi]d d; /2 (from Eq. (8.6a)), the sensitivity of LISA
to the coupling d; reads

20,
d; = [\gi—M“L (18.6)

Using Eq. (17.22) together with Egs. (15.25) and (17.23d), we can now derive the sensitivity
curves. In Fig. 18.1, we show respectively in pink and purple the sensitivity of LISA to the
different dilatonic d; couplings when the velocity is assumed as a fixed or free parameter.
Similarly as for the ¢ coupling shown in Fig. 18.2, there is an approximate factor ~ 2.5
difference. One can notice that LISA will be competitive with the other futuristic experiments
for all dilatonic couplings. In particular on the d;,, — dg,ds — dg couplings, it will reach
unconstrained regions of the parameter space, improving respectively fifth force constraints
by a factor ~ 10,~ 5 over one order of magnitude of mass (~ 1077 eV — 10716 eV), in
the case of fixed velocity. The reason it is much more sensitive to this coupling than Al
experiments comes from the fact that Al experiments mainly use isotopes I1,12, while
LISA makes use of the finite light travel time with a single atomic species. Isotopes have
very close quark contribution to their rest mass, and therefore the differential mass charge
AlQmmla = [ }\}1 ala— [Q}\i ]a is very small, and the corresponding sensitivity decreases
significantly. ’ ’
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Figure 18.3: Current lab constraints on 1/ f, axion coupling [40-43] (from [44]) (the constraint
from [42] has been rescaled for consistent value of local DM energy density) (shown in solid
lines). The new sensitivity estimates resulting from this thesis are shown in dashed lines, i.e
from Stanford, AION-10 and MAGIS-100 atom interferometry experiments, EP classical test
from MICROSCOPE and LISA. The expected sensitivity of the AION-10-SPID-like experiment
is shown in four different colors, each using four different pairs of isotopes, denoted "AION-
10-SPID".

18.2 Axion-gluon coupling f,*

The current best laboratory constraints on the axion-gluon coupling are from [40-43] and are
shown in solid red in Fig. 18.3.

18.2.1 MICROSCOPE

Similarly as in the previous section, we can express the amplitude of the differential acceler-
ation between two test-masses A and B as (using Egs. (12.5b))

167'(GpDMZ)Dl\/[ElzJ
faza)acz

The axionic mass charges [Q}:}]u and [QITViI]a can be found in Table 8.3. Similarly as in the
previous section, the sensitivity to the axion-gluon coupling is then computed using Eq. (5.13)

|AG(H)| = : (18.7)

(105410 ~ [QT1a) &0 - emeas (1)

USCOPE
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and the experimental parameters of Section 17.4. In Fig. 18.3, the expected sensitivity of
MICROSCORPE is shown by the orange full line. This curve presents two breaking point
frequencies. The first one f ~ 1 mHz corresponds to half of fpin ~ 3 mHz. As discussed in
Appendix C, we consider two different frequency regimes, depending on whether the signal
frequency is higher or lower than fsin. In the axion case, the signal Eq. (12.5b) oscillates at
twice the axion field frequency, therefore the breaking point is fspin/2. The second breaking
point arising at f ~ 15 mHz corresponds to half of the bucket frequency of the acceleration
noise PSD, for the same reason as above. Note that there is no breaking point frequency
associated with the coherence time of the field because it would arise at a frequency larger
than the bandwidth of the noise PSD, at around 500 mHz. As it can be seen from this curve,
a complete re-analysis of MICROSCOPE’s data would enable to constrain a new region of the
parameter space, over approximately two orders of magnitude in mass, compared to existing
laboratory experiments.

18.2.2 Atom interferometers

For the atom interferometry experiments, we do the same procedure as in Section 18.1.2 and
we find

2

A@Stanford 16HGPDMEPUDMkeff
87Rb,85Rb ~ 3,20
Wy fac

sin?(w,T), (18.8a)

87 85 A A
([ MRb]u - [QMRb]a) €y * €kick

32nGppmERnwAr[Q, %]

Stanford

ADAION-10 % sin2(w,T), 18.8b
876y a)gfazcg‘ ( a ) ( )
16nGppmE2nwoyvpm 88 %
AQMAGIS-100 P ( Sr1 _ 1¥sr )é Y (w0, T),
%5, 75r a)gfu203 [QM ]a [QM ]u v " Pk Fermilab St (wa )
(18.8¢)
167’(GpDME2na)OUDM
APAION-10-SPID P ( A1 _ 1B )é 'y 2> T).
AB a);;’fazc3 [QM]a [QM]a v * €kick Oxford sin“(w,T)
(18.8d)

In Fig. 18.3, we present the sensitivity of the Stanford Tower [25], AION-10 experiment [25],
MAGIS-100 experiment [29] and the SPID Al setup with AION-10 experimental parameters,
denoted “AION-10-SPID”.

One can notice that MICROSCOPE is approximately two to three orders of magnitude
more sensitive than Stanford. This is consistent considering that the signal is quadratic in
1/ fa, that MICROSCOPE constrains the E6tvos parameter 1) three orders of magnitude better
than the Stanford experiment and that the difference in axionic mass charges of species used
in the experiments is 2 orders of magnitude larger for MICROSCOPE.

Contrary to the gradiometer setup of AION-10 which is almost insensitive to the axion-
gluon coupling (at leading order, the sensitivity is proportional to the axionic frequency
charge of the optical transition of Sr, which is 0), the SPID variation or AION-10 would have
the largest sensitivity to this coupling compared to existing laboratory experiments. Such an
experiment would improve the current lab constraint [40] by 2 orders of magnitude over a
mass range of 4 orders of magnitude (10717 — 10713 eV). In this mass range, the MAGIS-100
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experiment, which uses the same setup has also a very interesting sensitivity on the coupling,
which is comparable to the one of AION-10 in the SPID setup.

18.2.3 LISA

Similarly as for the dilatonic couplings, LISA will be able to probe the axion-gluon coupling
through Doppler effects Eq. (15.17b). In the same way as what we did for the dilatonic
couplings in Section 18.1.3, we will derive two sensitivity curves. The first one is computed
assuming no correlations between parameters, where the constraint on the dimensionless
coupling Ep/f, is given by

4

(%)2 (f)_1.5><(2nf)2c3 Sar@f) (%)2 () = Qnf)2c3 Sac(2f)

min - 87_(GPDMUDM Tobs min - SHGPDMUDM TObST(f)
(18.9)

taking into account the fact that the signal has a different normalization amplitude (from
Eq. (15.3¢c)) and that it oscillates at twice the axion frequency. The second sensitivity curve
will take into account the correlations between parameters. The signal being quadratic in
1/ fa, the lack of precision on the galactic velocity induces an uncertainty

O = UEI%/f,,Z(f)' (18.10a)

Note that here, we choose a dimensionless random variable parameter (Ep/ fa)z, for consis-
tency with our analysis involving the dimensionless parameter ¢. As we are interested in the
uncertainty on Ep/ f;, we make the assumption that, at the frequency f, the random variable
Ep/fa(f) follows a normal distribution with zero mean® and deviation o, f,(f) such that we
have

0p3 2(f) = V203, (f) = V2E} 0} (f) (18.10b)

1 o (f)
21/4 Ep ’

— 011, (f) = (18.10¢)
where we used the fact that Ep is constant. To get a curve of g1,f,(f) as function of the
frequency, we perform the same iteration as with the dilatonic couplings, i.e we compute the
posterior distribution of the emin = (Ep/fa variable, where ¢enin is computed following
(18.3).

In Fig. 18.3, we show the sensitivity of LISA to 1/f, coupling when the DM velocity is
fixed at vpym (LISA, fixed vpy) and when the velocity is taken as a free parameter, i.e for oy Iz
as given by Eq. (18.10c) (LISA, free vpym). One can notice a slighter difference in sensitivity
between the two curves, compared to the dilaton case, and this is because the axion signal is
quadratic in the coupling while the dilaton signal is linear. At axion masses between 10~/
and 107 eV, LISA would be the most sensitive experiment to the axion-gluon coupling, in
particular around 10716 eV, where the sensitivity is improved by a factor ~ 3 compared to the
best Al experiments (MAGIS and AION-10-SPID).

2
)min

SHere, we are interested in computing an upper limit on the coupling in case of no detection, therefore, we
can assume that the mean of the distribution of such coupling is 0.
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18.3 Axion-photon coupling g,

In Fig. 18.4, we show in red the current best laboratory constraints on the axion-photon
coupling, from [45-80].
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Figure 18.4: Current laboratory constraints on the axion-photon coupling g, (from [44]).
The expected sensitivity of LISA through vacuum birefringence is shown in black.

18.3.1 DAMNED and optical fibers

The respective phase shift induced by the axion-photon coupling in DAMNED or the optical
fiber can be found in Egs. (9.7) and (9.10) respectively. All the experimental parameters of
interest are described in Section 17.1. As for the other sensitivity curves, using Eq. (5.13), we
compute the corresponding sensitivity on the axion-photon coupling ¢, of DAMNED and
the optical fiber, which are respectively presented in red and blue in Fig. 18.5. As it can be
noticed, the smallest coupling that they can reach is O(107!, 1) GeV~! respectively, which is
very far away from the best existing constraints in this range (which reach ~ 107 GeV !, see
e.g. Fig. 18.4).

187



CHAPTER 18 SENSITIVITY RESULTS ON ULTRALIGHT DARK MATTER COUPLINGS

Therefore, both experiments in their current form 4o 0/6V)
are not competitive. For DAMNED, this is because .
the signal resonances happen at modes of the cav-
ity, where w,¢/c = nm, n € N, which correspond to
GHz frequencies, while the apparatus is sensitive
to much lower frequencies, from 10 kHz to 1 MHz, :
as we described in Chapter 17. One could over-

come this by modulating the signal with another T T e I
periodic signal of frequency comparable to the ax-

ion one, e.g. with a rotating waveplate. Note that
even in the case where the resonances of the cavity
would be visible, the associated sensitivity would e
reach g;, ~ 107 GeV~!, which is still far from Compared to already existing exper-

the best existing constraints in this mass range (see iments '(s‘ee Fig. 18.4), they are not
Fig. 18.4). competitive.

Figure 18.5: Expected sensitivity
of DAMNED (red curve) and a 86
km long fiber (blue curve) to g.

18.3.2 LISA

As mentioned in Chapter 16, LISA could be sensitive to vacuum birefringence induced by
the axion-photon coupling, by a slight modification of its optical benches. Here, we estimate
the sensitivity of LISA to such coupling using the signal of the Sagnac @ TDI combination
|spm(f)| from Eq. (16.21). We first compute the signal one-sided PSD at frequency f

2
\87GppmEp gw) i (37’( fL)
C 7

TtvoC

So(f) = (18.11)

bearing in mind that the signal is oscillating at frequency f, such that the amplitude of the
signal power is |spm(f)|?/2. Using the Sagnac a noise transfer function defined in Eq. (17.24)
and Eq. (5.13), we can derive the expected sensitivity of the Sagnac combination to g, . This
is what is shown in black in Fig. 18.4 with four years of data. One can notice that LISA would
improve the current laboratory constrain on g,, for axion masses between ~ 4 x 107" to
4 x 1071 eV, by several orders of magnitude. In particular, between 10717 and 10716 eV, LISA
would reach g,, ~ 10712 GeV~!, improving by more than 4 orders of magnitude the current
best laboratory constraint at these masses.

We now discuss quickly dichroism effects. As a reminder, in the case of LISA, the phase shift
(between the elliptical polarization and the initial linear one) induced by the axion-photon
coupling ¢,, depends on the travelled distance L inside a constant magnetic field By as

_ h_ngyB(ZJ
Ho 2g?

o(L) (gL — sin(qL)) . (18.12)

In LISA, the laser beams are operating with a wavelength A = 1064 nm [51], which means
the photon energy is E, ~ 1 eV. As it was discussed in Chapter 16, the axion and photon
have equal energy for the photon-axion conversion to work in a static magnetic field, i.e
E, =Tk,c = V(kac)? + (m,c2/h)? = haw,. This means that if the axion field is DM, the mass
of the field is roughly equal to its Compton frequency (using Eq. (7.29b)), implying that LISA
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is essentially only sensitive to DM mass of 1 eV. In addition, the g parameter reduces to

q=lka—ky| =

(18.13)

UDM 1‘ Wa _ myC
h 7

i.e it corresponds to the wavevector of light, and we can approximate the phase shift by

he 8oy B3L

8ay
L)pm ~ —
¢(L)pm 27

1010 GeV-1

2
~2.5x10°% ( ) rad, (18.14)

since gL > 1 and where we used a solar magnetic field of By ~ 3.5 nT at 1 astronomical unit
[62]. For demonstration, let us relax the constraint that axion is DM, i.e we only permit the
existence of the axion-photon coupling. In that case, axion can be relativistic, which implies
that iw, > m,c? (we are now sensitive to any axion mass much below 1 eV), and

oo NS~ (5 -+

where we expanded the square root in small #1,¢?/hw,. For comparison, assuming an axion
mass m,c% = 1 neV, such that gL < 1, the phase shift becomes

(mg Cz)zky

, (18.15)
2
2E2

Say

2

hic
Loy = 080y Bygl” = 34 107 (
This phase shift does not oscillate with time, and therefore this effect will a priori not be
visible by LISA.

18.4 Dark photon-photon coupling x

18.4.1 Rydberg atoms in microwave cavity

The sensitivity of the experiment involving Rydberg atoms inside a microwave cavity for the
detection of the kinetic mixing coupling ), obtained considering all experimental parameters
described in Table 17.1 and respectively with {f; = 1 kHz, Prin = 10~} and { fs =100 Hz,
Pgrin = 10713} is presented by the blue and orange curves of Fig. 18.6. One can clearly see the
sensitivity peaks arising from the cavity’s odd resonances. At these frequencies, the applied
tield amplitude X4 takes the smallest value (see Eq. (17.13)), as shown in Eq. (17.11b), in
order to minimize Eq. (17.6). Eq. (17.11b) works well for frequencies far from odd resonances.
However, on those odd resonances, this approximate equation cannot be used as discussed
previously. Instead one should use the exact expressions of signal and noise to optimize
Egs. (17.9). As an example, when the applied field frequency corresponds exactly to the first
odd resonance of the cavity, i.e waL = mc and wy = w4 + 7 f; the optimum amplitude of X4 is
~ 18 V/m, whose corresponding experimental sensitivity is x ~ 107'3 in the modest scenario,
as shown in Fig. 18.6. Additionally, one can notice the presence of specific frequencies where
this sensitivity decreases significantly, the experiment is almost insensitive to these DM
frequencies. As discussed in the previous chapter, from the approximate expression of the

signal contribution Eq. (17.10b), we have S(w;, Xa) =~ 0 for wuL = 4n+2nn, n € Naccounting
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Figure 18.6: Dark photons-photons kinetic mixing coupling y parameter space, with cos-
mological constraints from CMB (from [44, 83]). The expected sensitivity of the experiment
involving Rydberg atoms in a microwave cavity, with "optimistic" parameters of the system
described in Table 17.1 is shown in blue, denoted "RYDBERG (optimistic)", while the sensi-
tivity with the "modest" parameters of Table 17.1 is shown in orange, denoted "RYDBERG
(modest)" (see text). In green is the original constraint on the kinetic mixing parameter
from the SHUKET experiment obtained in [6]. In red is shown the updated constraint us-
ing the same experimental parameters and data but considering a realistic modeling of the
experiment in the analysis, following Eq. (18.28). The sensitivity curve with optimized ex-
perimental parameters is shown in dashed orange.

for the loss of sensitivity. In both scenarii presented here (modest and optimistic), one can
see from Fig. 18.6 that the experiment setup proposed here would improve the current
constraint on the coupling x compared to cosmological and astrophysical observations (light
grey curve, from CMB [54]).

If one decides to run this experiment aiming at unconstrained regions of the exclusion
plot, it would take approximately five days of data-taking to cover the mass range from 7
peV to 10 peV, while around 35 days would be needed to cover the mass range from 35 ueV to
60 ueV, assuming no dead time between the Tips = 60 s observation runs. More realistically,
reserving say 50% of the total experimental time for manipulation of the atoms and applied
tield, the total duration increases by a factor two, which is still very reasonable.

With the appropriate set of parameters, in particular the applied field amplitude X4 fol-
lowing Eq. (17.11b), both sources of noise, systematic and statistical, are equal in amplitude.
This means that, in the search for high sensitivity of the experiment, the optimum choice of
X4 is not to increase it as much as possible to maximise the signal. Even though the signal
is linear in X4, the systematic uncertainty is quadratic in X4, as stated at the end of Section
17.2.2, implying a loss of sensitivity if the experimenter decides to apply too much power
inside the cavity.

If the level of intensity fluctuations (RIN) of the applied field could be reduced e.g. by
stabilizing the power using low noise intensity measurements [85], the applied field and/or
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the quality factor of the cavity could be increased leading to an increase of the signal whilst
keeping the contribution from the RIN below that of the measurement noise in Eq. (17.9).
This way, the optimistic curve presented in Fig. 18.6 would be achievable.

18.4.2 SHUKET

In the previous chapter, we have shown that one can use the results of Chapter 11 for the
SHUKET experiment, in order to infer an updated sensitivity curve. This is what we do
in this section. We remind that the idea here is to model more accurately the experiment,
taking into account diffraction and mode-matching effects.

Propagation of the field from the fictional plane to the antenna

The electric field induced by the dish at the location of the antenna is provided by Eq. (11.15),
which is not solvable analytically. In order to simplify it and get an analytical expression, we
will make different approximations:

¢ The distance between the fictional plane and the antenna needs to be much larger than
the typical size of the dish, i.e. |Az| > p’ < r (For SHUKET, |Az| =R -a ~ R =32m,
while r ~ 0.618 m).

¢ The distance between the fictional plane and the antenna needs to be much larger than
the typical size of the antenna, i.e. |Az| > p (For SHUKET, the largest dimension of
the antenna is A = 0.25 m < R).

¢ The last approximation is known as the far field approximation (FFA). For the DM
Compton frequency under consideration, i.e fiy = 6 GHz, kL ~ k|Az| > 1 and we can
safely neglect the factor —1 in Eq. (11.15).

The first two approximations simplify the distance L between any point on the fictional
plane (p’, ¢’, R — a) and any point on the antenna (whose center is located at the origin of
our coordinate system) (p, ¢, 0) to

p? +p” = 2pp’ cos(¢p — ¢')

L~ |Az|+ 18.17
Using this expression of L as well as the FFA, we can express Eq. (11.15) as
. W2 vei®pAz) Y, r . koo
[SHUKET () A7)~ —U Y / dp’ o e~ i9(p'A2) PP ’ 18.18
dish (p 2) Azc Oy 0 ppe Jo |Az] ( a)

where ]y is the Bessel function of the first kind of order 0 and where the integral is performed
over the radius of the fictional plane which closes the dish, where the dependence on the
angle ¢ disappeared by spherical symmetry and with

) kp? (11
p(p’, Az) = g (K + E) (18.18b)
r2 p?
q)(p, AZ) =k (ﬁ - Az — E) . (1818C)
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One can find an analytical solution for the last integral in the case where zant = 0. We expand
the exponential inside the integral of Eq. (18.18a), since the argument is much smaller than
1. Indeed, for the parameters of SHUKET, we have Az = =R + a (i.e zant = 0) and

kp' 1 kpa  krla _
> (R AZ) ~ S < g = 14X 1074 (18.19)
Then, the integrand of Eq. (18.18a) becomes
p'(1—iep)o (Izpl) (18.20)

at first order in the small parameter ep’?, where € = ka/2R?. Then, the integral is analytically
calculable and the electric field reads

arAz

Yy
uSHUKET(p’ Az) ~ rng Y, 21P(p) (h (x) - 1 (2]2 (x)—xJ3(x))], (18.21a)

dish
0

where x = rkp/|Az|. One can verify easily that, with the set of parameters considered, the
second term in Eq. (18.21a) containing the Bessel functions of order 2 and 3 is smaller by a
factor ~ 10° compared to the other term o the Bessel function of order 1. Therefore, we can
simplify the expression of the field as

oo [\ (rk
ugg}?KET(p’AZ) o TouX iap) Yy |1 (Q) , (18.21b)
Y 0 |Az]

with J; the Bessel function of the first kind of order 1.
At the center of the curvature radius of the dish is located a polarized horn-antenna of
physical surface Sphys = 0.25x0.142 m?. Numerical integration of the power from the electric

tield from Eq. (18.21b) over the physical antenna surface leads to
phys 10-12

2
~2.85 x 10—22( ) W, (18.22)
where we assumed an emission from a plane surface in the random polarization scenario, as

in Eq. (17.15). The ratio of the power emitted by the dish that crosses physically the antenna
and the total power emitted by the dish in the SHUKET experiment (Eq. (17.15)) is

0= Pine _ 2.85x107%2
~ PSHUKET ™ 1.73 x 102

~1.6%. (18.23)

Note that, in the geometrical optics approximation, i.e where diffraction effects are neglected,
one would obtain Q = 100 %. It is interesting to note that the ratio of the physical antenna’s
surface to the dish’s surface is ~ 3%, meaning that there is actually no focus of the field
generated by the dish on the antenna.

This result means that, considering simply the propagation of the field from the dish to the
antenna using Kirchhoff integral, the majority of the electromagnetic power is lost through
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diffraction, and the antenna is only able to detect a small amount of energy emitted by the
dish. One can note that the usual criteria for diffraction effects to be negligible dgisn, = 2r > A
is not fulfilled in this system, as the proportionality factor between the two parameters is ~
25, which explains this lack of focus.

As a cross-check of our calculations, integrating Eq. (18.22) over the infinite antenna plane
gives

2
Pane g ~ 173 x 102 55 ) W, (18.24)

which corresponds to the full power emitted PEEEKET from Eq. (17.15). This provides some
confidence in our set of approximations, made throughout the derivation.

Detection of the field using a horn antenna

In the previous section, we showed that most of the power emitted by the dish is already
lost through propagation of the field from the dish to the antenna. As described in Sec. 11.3,
there is still a second step to consider before predicting the exact amount of energy generated
by the antenna: overlap integral between incident and antenna modes.

Computation using the modes overlap As mentioned in Sec. 11.3, to predict the energy
generated by the horn antenna, i.e the overlap of modes, we need to consider the effective
surface of the antenna Seg at the frequency we are interested in (f;; = 6 GHz). Furthermore,
we also need to find an analytical expression for the mode of the field emitted by the dish

Maisn(x, y), such that it is possible to perform the mode overlap integral Eq. (11.24).

To be able to compute the integral overlap of modes, we need an analytic expression of
the field at coordinate (p, z), which is provided by Eq. (18.21b). Then, from Egs. (11.22a)
and (18.21b), we can separate the mode of the dish Mdish from the constant amplitude Viish
expressed in Eq. (11.23), such that the mode of the dish at coordinates (x, y,0) is

Y.

- /3 1 rk x
Maisn(x, y) = E_"h (R——pa) Yy |, (18.25)

plY 0

with p = y/x2 + y2. Then, using Egs. (11.17a), (11.25) and (18.25) and assuming the polar-
ization of the DP to be randomly distributed, the ratio of receiving to emitted powers is
simply

2
YOverlap = (/ ASefMant - Mdish) ~ 5.8 X 10_4er ’ (18-26)

with mrg,, ~ 25.6 m~! has been estimated from Egs. (11.17b) and (11.18) using the antenna
gain G(fy) = 11.86 dBi at fy = 6 GHz provided in the antenna datasheet and which has
been measured experimentally by the manufacturer. For this numerical value of ratio, we
assumed an axial detection, with Y, = Yy in Eq. (18.25). Assuming e, = 1, i.e no loss inside
the antenna, this result means that only 0.06% of the emitted power is actually transmitted
to the antenna wires, and therefore detectable.
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Computation using the antenna factor As explained in Sec. 11.3.2, if the electric field
emitted by the dish is seen as a plane wave by the antenna or equivalently if the mode of this
electric field is approximately constant over the effective surface of the antenna, we can use
another method to derive the output of the experiment.

From Eq. (18.25), it can be shown that the dish polarization mode is approximately
constant over the effective long length of the antenna (~ 7 cm) (with a deviation of ~ 0.3%),
with a value of Mgish(x, y=0)~048m

For a Horn antenna with internal Ry = 50 Q resistance (which is typically the case for the
Schwarzbeck BBHA-9120-D antenna), the antenna factor at frequency fy is given by [56]

9.73 fu
cvG(fu)

which is consistent with the value given in the antenna datasheet [20]* Then, using Eq. (11.28),
one can compute the ratio of received to emitted powers as

AF(fu) = =49.7m™!, (18.27)

VAR = 3.6 X 107%. (18.28)

Considering that e, = 1, Egs. (18.26) and (18.28) disagree by a factor of approximately 1.5.
This means that our assumption of no loss inside the antenna is most likely wrong, and we
can artificially consider e, ~ 0.62 such that both methods coincide. Therefore, the second
result, obtained using the antenna factor, Eq. (11.28) is probably more realistic, as the different
parameters have been experimentally measured.

Combining the results from Section 17.3, we can now reevaluate the constraints on x
obtained in the SHUKET experiment [6]. In Fig. 18.6, we show how both effects (diffraction
and mode overlap) affect the sensitivity of the SHUKET experiment. In green, denoted
"SHUKET (original)" is the original sensitivity curve presented in [6]. Since the power
received by the antenna wires is quadratic in x coupling, the ratio Eq. (18.28) leads to a loss
in x of an approximate factor 53. Making the assumption that this loss factor is roughly
the same over all DM frequencies to which SHUKET is sensitive, this leads to an updated
sensitivity curve, shown in red in Fig. 18.6, denoted "SHUKET (updated)".

18.4.3 Optimized run of SHUKET

Following the full derivation described above, it is possible to find some optimized ex-
perimental configuration such that the power received by the antenna is maximized. The
experimental parameters that can easily be modified are the emitter-detector distance L and
the optimized DM frequency fi; to search for with this setup®.

The frequency of the background DM field has several impacts on the power received by
the antenna. First, following Eq. (11.15), the electric field amplitude received at coordinates
(p, Az) (obtained using the Kirchhoff integral) depends highly on the frequency of the field.
It can be shown numerically from Eq. (18.18a) that the focusing of the electric field improves
with the DM frequency, which is a consequence of diffraction effects that become non negli-
gible for low frequency, i.e. when fi;dgish/c = 2fyr/c > 1. In particular, as already discussed
in Chapter 11, for the size of dish and the frequency bandwidth of the horn antenna used in

4Since AF(dB)=201log,,(AF) [87].
5This requires an antenna appropriate for this frequency.
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SHUKET, diffraction effects are always non negligible (i.e. fiydgish/c 3 1). As a consequence,
the optimal location for the horn antenna is not the center of curvature of the dish and this
location becomes frequency dependent. In addition, the antenna factor (or equivalently the
antenna gain) is also highly dependent on the frequency of the measured electric field. As
it was shown in the previous section, the overlap integral of polarization modes contribute
almost equally to the total power loss than the one from the propagation of the field. There-
fore, the optimal distance L between the dish emitter and the horn antenna detector where
the maximum field power is transmitted is non trivial and depends on the frequency.

The goal of this section is to explore the parameter space to find the optimal frequency f
and distance L such that the efficiency coefficient yar from Eq. (11.28) is maximized. To do
so, we use Eq. (18.18a) with unknown parameter Az¢ and Eq. (11.23) to find the mode of the
field emitted by the dish.

We first consider only the value of the mode
at p = 0, and then we show that for the op-
timized parameters, the mode is indeed con-

stant over the effective size of the antenna,
such that the method can be used. Addition-
ally, we interpolated the antenna datasheet
[20] to infer the value of the antenna factor
as function of the frequency AF(f). Then,
Eq. (11.28) is used to estimate numerically the
efficiency coefficient

ZoMZ,,.(p =0,Az, f)
2RoAF(f)?

y(f, Az)ar = . (18.29)

The behavior of this efficiency coefficient as
a function of the DP frequency and of the
distance between the dish and the receiver is
shown in Fig. 18.7. One can notice the in-
crease of y for small frequencies and short
distances, which is mainly driven by the be-
havior of the antenna factor. Indeed, even
though the loss through diffraction effects is
larger at lower frequencies, the y parameter
also takes into account the mode matching of
the antenna, which is larger at those frequen-
cies.
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Figure 18.7: Efficiency coefficient y(f, Az)Ar
as function of the frequency f and Az, in
the frequency range f € [6,18] GHz, of the
horn antenna [20] and for distances |Az| > r.
The efficiency coefficient increases for low fre-
quencies and short distances and presents a
local maximum around (f ~ 16.5 GHz, Az ~
-15m).

The expected output signal from the SHUKET experiment using the optimized experi-

mental parameters can be computed using the same procedure and approximations as the
ones presented in Sec. 18.4.2 at the exception of one approximation that is no longer valid.
Indeed, Eq. (18.21b) is obtained by assuming that Az ~ R = 32 m, which is no longer the
case for the optimized distances, as it is shown in Fig. 18.7. We now derive an analytic
expression of the electric field emitted by the dish in the case of such optimized distances.

®Note that in order to use this equation, we must restrict ourselves to dish-horn distance |Az| > r.
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We will concentrate on one particular optimized frequency fo. We consider the optimized
parameters for DM frequency fo = 16.5 GHz and dish-antenna distance Azp ~ —14.8 m, the
exponent in the integrand of Eq. (18.18a) can be comparable to 1, therefore the same Taylor
expansion as previously is not possible. Instead, we expand the Bessel function as

o

B (_1)mx2m
Jo(x)= >’ T D (18.30)

m=0

In our case, x = |kopp’/Azol|, ko = 2nfo/c. The maximum value of p depends on the
effective size of the antenna at frequency wo = 27 fp following Eq. (11.18). From the antenna
gain G(wp) = 16.87 dBi, the maximum value of x is Xmax = 0.30. In the range [0, Xmax], One
can easily show that the relative error on Jy by only taking the first two terms of the sum
Eq. (18.30) is very small ~ 10~%, which indicates that these two terms are sufficient to describe
the Bessel function in our system. Therefore, the integrand of Eq. (18.18a) becomes

o kopp’\*
p/e—lq)(p Azo) (1 _ (%) (18.31a)
since
1
(_1)mx2m _ x2
Z mi4nT(m +1) - 4 (18:310)

m=0

Then, the analytic integration is doable and gives

' Y.
~ Opti XC()ORelkOAZO * (( 0% ) 2 .
u,. , A = Y, —1)(kop"R = 2iAzpo(R + A -
aish (0, AZ0) 2(Azo)(R + Azp)? Oy ‘ (kop hzol z0))

i1’2k2 ,02 R

O
1+ 18.32

2 (1+35)| (1832

with® = kor?(R+Az0)/2RAzo. Note that from this expression, by setting Azp = —R+a, we
recover the first order expression of the field Eq. (18.21b), as expected. From this expression,
one can show that the mode associated to this electric field is roughly constant over the
effective size of the antenna (~ 1% variation), therefore both methods presented in the
Sec. 11.3 can work to compute the relative power received by the antenna. We find

yov. #5.1%x107° (18.33a)
YAF ~3.2x107°. (18.33b)

Notice that in the same way as for SHUKET parameters, the two results differ by an approx-
imate factor 1.5 difference, as expected. Comparing both values with the ones presented in
Sec. 18.4.2, one finds an approximate factor 9 improvement in power received. Note that this
order of magnitude agrees with the one reached at the local maximum in Fig. 18.7. The effi-
ciency coefficient obtained for this optimized experimental setup is one order of magnitude
larger than the one obtained using the initial set of parameters, Eq. (18.28). Compared to
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the original 53 loss factor in ), this optimization leads to a loss of ~ 17 on the coupling x
compared to the initial approximation of Prec = Pgish-

We use the same procedure to obtain a curve of efficiency coefficient as function of
the frequency, where, for each frequency f, we always assume the optimized dish-horn
distance Azp such that y(f, Azp) is maximized. Then, we apply this frequency-dependent
efficiency coefficient to the original constrain on the mixing parameter y set by SHUKET
[6], in order to obtain an estimate of the sensitivity of a new SHUKET-like experiment using
these optimized frequencies and distances. However, as can be seen in [6], the SHUKET
constraint on y depends on the frequency, even though the assumed signal is frequency
independent. As explained in [6], this is due to the frequency dependent gain of the power
amplifier connecting the horn antenna to the spectrum analyzer. Since we can assume that
a new run of SHUKET would operate another amplifier with higher gain, we will consider
the highest constraint of the original experiment as a basis for our new estimate.

Such projection is shown by the magenta hashed curve in Fig. 18.6. One can notice that
over the 15.5 — 17.3 GHz DM frequency range, this new run with optimized parameters
would improve the current constraint on the kinetic mixing parameter x, compared to CMB,
shown in light grey.

18.4.4 New experimental run of SHUKET

Motivated by the optimization procedure presented in the previous section, a new run of the
experiment was performed at IRFU, CEA Saclay, with the same dish and horn antennas used
for the original measurement campaign [6]. In order to ease the data taking, it was decided
that the dish-horn distance would not be modified for each frequency, but would stay fixed.
In addition, the signal searched for is contained in the frequency range f € [8;18] GHz,
which corresponds to the high frequency band of sensitivity of the horn antenna. Then, one
needs to find the optimized single distance Az such that for all frequencies f € [8;18] GHz,

> y(f, Az0), (18.34)
7

is maximized. Numerically, we find Azp ~ 12.5 m. Keeping the distance fixed decreases a
little the maximum potential sensitivity of the experiment, but keeping in mind that the final
constraint on y is oc 4/y(f, Az), this loss of sensitivity is marginal. However, this eases greatly
the experimental process, as the antenna should not be re calibrated at each measurement.
The full data acquisition covers 8 — 18 GHz frequency band, and is done following [33]. In
short, the setup is said to be "axial", i.e it is only sensitive to one polarization direction, which
corresponds to the antenna mode direction ]\Zant, which in practice is pointing towards the
Zenith. In order to maximize the signal in case of fixed polarization scenario?, it is found that

7In the random polarization scenario, the field has a random polarization at each coherence time, such that
for experiment lasting much longer, the average is simply Brandom = (cos?(0)) over a sphere, where 0 is the
angle between the polarization direction and the axis of measurement, as it was computed in e.g. Eq. (17.15)
from Eq. (11.2), with Brandom = 2/3. In the fixed polarization scenario, the polarization direction is unknown
but stays fixed at all times. In this case, it is the daily modulation of the signal due to Earth rotation that can
help increasing the signal. Indeed, for a very short experimental time, the experiment probes only one specific
direction and a conservative estimate yields frixeq < 1 for most experimental setups [83]. However, if the
experimental time increases significantly (O(1 day)), the experiment effectively averages over many different
polarizations and therefore Bfixed — Prandom [
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the optimized data-taking for such experiment is to make 3 individual measurements and
wait for a third of a sidereal day between each measurement [53]. In practice, each acquisition
lasts for T = 200s, and corresponds to a frequency window of 10 MHz. Then, the three
acquisitions are summed to be able to average over the polarization. Since the total frequency
interval is 10 GHz (from 8 to 18 GHz), the total acquisition time is 600 x 1000 = 6 X 10°s.

Next, the background noise in the data is estimated using a Savitzky-Golay filter with a 1
MHz bandwidth (which is much larger than the expected width of the signal ~ 10 kHz, from
Eq. (5.10b) and using the fact that we are looking at DP frequencies around tens of GHz.).
In short, this filter smooths out the data by using moving averages [65]. The ratio of the
original data (potential signal + background noise) with the noise, given by the filter, follows
a Gaussian distribution centered around 1. Then, each individual Fourier peak which is
above 50 in this distribution is identified and analyzed individually to see if it looks like
a DM signal. A preliminary analysis was done, where the DM signal is modelled with a
Gaussian distribution with a fixed width which is ~ 10° smaller than the Fourier frequency
of the peak (still following Eq. (5.10b)), but with variable amplitude and offset. No DM signal
is found in the data, and therefore, the uncertainty on the amplitude is converted into an
upper limit on the power received from the hypothetical DP. Then, using Egs. (17.15) and
(18.29), this is converted to an upper limit on the kinetic mixing coupling x. The preliminary
constraint on y from this new run is shown in Fig. 18.8. The sensitivity estimate around 16
GHz corresponds quite accurately to the theoretical prediction shown in magenta in Fig. 18.6.
Over a large frequency band (~ 10 — 18 GHz), this preliminary curve reaches unconstrained
regions of the parameter space, compared to CMB, see Fig. 18.6. One can notice some
modulation of the sensitivity in Fig. 18.8, which comes from the value of the gain amplifier
which depends on the frequency.

10-8 4

1079 4

10-10 4

8 10 12 14 16 18
f (GHz)

Figure 18.8: Preliminary constraint (95% confidence level) of a second run of SHUKET to the
kinetic mixing coupling x.
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18.5 Discussion

In this chapter, we have derived the expected sensitivities of various experiments, both
already existing and futuristic, to various ULDM couplings to Standard Model fields. In par-
ticular, following this theoretical work, a new experimental run of SHUKET was performed,
with preliminary competitive results. We have shown that despite the existing strong con-
straints on those couplings, many experiments that will be conducted in the next few years
will be able to reach unconstrained regions of the parameter space, and therefore have a
chance to detect a positive signal, which will, without any doubt, be a major discovery.
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General relativity and the Standard Model of particle physics are regarded today as the
most successful theories in modern physics. Despite their incredible success, their inherent
formalism differences make their unification into a single theory, the theory of everything,
currently impossible. Many believe that these theories are therefore incomplete, and theorists
around the world are determined to find a quantum theory of gravity. This would certainly
provide answers to unresolved mysteries arising in both theories, such as the existence (or
not) of dark matter and its nature. Indeed, while dark matter was first revealed almost a
hundred years ago, its true microscopic nature is still unknown, making it one of the biggest
puzzles in modern physics. However, one must remember that it could still be an artifact of
an incomplete theory of gravitation.

Among many other candidates, ultralight fields present an undeniably elegant solution
to the dark matter problem. As discussed in Chapter 8, they induce various effects on mat-
ter, such as variation of constants of Nature, modification of classical Maxwell’s equations,
appearance of equivalence-principle violating accelerations, or production of electromag-
netic fields. This kind of phenomenology can be probed accurately with quantum precision
technologies, which, over the past ~ thirty years, have reached unprecedented progress in
the control of matter and light. These quantum sensors include, for example, atomic clocks,
electromagnetic cavities, atom interferometers, and optical interferometers. We have seen in
different parts of this thesis how each of these probes can be used to detect ultralight dark
matter fields.

SYRTE, as one of the world’s leading laboratories in time metrology, possesses some of
the most accurate atomic clocks and atom interferometers (see e.g. [1-4]), and is therefore
greatly involved in ultralight dark matter searches [5, 6]. SYRTE also has significant expertise
in data analysis of dark matter and gravitational wave laboratory experiments. It is in this
environment that this thesis took place, making possible the investigation of many different
experiments for the search of ultralight dark matter.

In terms of phenomenology, the main focus of this thesis is on 1) the violation of the
equivalence principle induced by couplings between a (pseudo-)scalar dark matter field,
the dilaton and the axion, and various Standard Model sectors [7], 2) the modification of
Maxwell’s equations via the introduction of a pseudo-scalar field, the axion, coupled to
electromagnetism, and 3) the production of an electromagnetic field in vacuum from the
coupling of a vector dark matter candidate, the dark photon, to electromagnetism [, 9].

The first phenomenological aspect is related to the spacetime variation of constants of
Nature, such as the fine structure constant or the electron mass, which, as a consequence,
induces an oscillation of intrinsic properties of bodies, such as their rest mass, and the transi-
tion frequency of atoms. The amplitude of such oscillations being atomic species-dependent,
two bodies of distinct composition would accelerate at different rates, leading to a violation
of the weak equivalence principle. We extensively studied how MICROSCOPE, as a classical
test of the equivalence principle, and atom interferometers, as its quantum equivalent, can
probe dark matter fields [7]. We found that MICROSCOPE could reach unprecedented sen-
sitivity to axion-gluon coupling compared to already existing laboratory experiments, which
warrants a corresponding detailed analysis of MICROSCOPE data to search for a potential
signal. Additionally, we showed that diverse atom interferometric setups, despite being
similar in terms of noise levels, have contrasting sensitivities to dark matter fields. In partic-
ular, we showed that dual-isotope interferometers, where both interferometers are spatially
overlapped, have much more potential than gradiometers, where the two interferometers
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are stacked at different altitudes. Even though it is natural to consider experiments involving
different atomic species to detect oscillations that are species-dependent, experiments using
a single species can still be competitive due to the finite speed of light. This is the case with
large space-based gravitational wave detectors, such as LISA. Indeed, the movement of test
masses caused by dark matter would generate Doppler shifts on light signals exchanged be-
tween the spacecrafts. We investigated the possibility of the degeneracy between this signal
and a monochromatic signal from a galactic binary, and if it is realistic to expect making the
distinction between the two, using a Bayesian approach and a full year of realistic orbits of
the spacecraft. We found that the detector will be able to distinguish signals from scalar dark
matter and monochromatic gravitational waves. Moreover, due to the non-relativistic nature
of the dark matter field, the detector cannot probe accurately its propagation velocity. As a
result, by allowing this velocity to be a free parameter in the Bayesian model, the sensitivity
of the experiment to dark matter couplings decreases due to correlations.

The second phenomenological aspect of interest in this thesis is vacuum birefringence
induced by the coupling between axions and photons. Considering an electromagnetic
plane wave, the axion field couples to the magnetic polarization of light and, by its inherent
oscillation, causes the light polarization to oscillate as well. If the light polarization is further
decomposed into the two circular polarization states, one finds that the two states have
different phase velocities, i.e., vacuum becomes birefringent. Considering an electromagnetic
cavity in which circularly polarized light is sent in, we showed that this change in phase
velocity of light is, mathematically speaking, equivalent to a change in the cavity’s length,
leading to a phase shift of light at the output of the cavity. We derived the sensitivity of an
optical cavity and a tens-of-kilometer-long fiber link to such an effect, and we showed it is
not competitive with current bounds. We then turned to LISA again. The current version of
LISA’s optical benches operates with linearly polarized light only. We showed that a slight
modification of these benches would 1) produce circularly polarized light and 2) be permitted
in the setup for the search of gravitational waves. We showed that such a modification would
make LISA the most sensitive laboratory experiment to the axion-photon coupling at low
masses, by five orders of magnitude.

Finally, we concentrated on laboratory probes of a small electromagnetic field induced
by the kinetic mixing coupling between dark photons, a vector dark matter candidate, and
photons. This electric field oscillates at the Compton frequency of the DM field, and we have
been interested in experiments probing the GHz frequency region. We first proposed an
innovative way of detecting this electric field by using Rydberg atoms inside a microwave
cavity. In short, the idea of the experiment is 1) to use the cavity as a resonator for this small
electric field; 2) to inject a strong electromagnetic field inside the cavity at a close frequency
from the DM Compton one, in order to produce a slowly oscillating beatnote between the two
tields; 3) to use Rydberg atoms to measure this slow component by the quadratic Stark effect
it produces on them. The innovative concept of this experiment is twofold: first, the signal
in our scheme is only linear in the small kinetic mixing coupling, while most experiments
aim at detecting the field power, which is quadratic in the coupling; second, instead of using
antennas for the measurement of the signal, we proposed to use atoms. We showed that such
an experiment would reach competitive constraints on the kinetic mixing coupling compared
to already existing experiments [8]. We also studied another kind of experiment to detect
this electric field, which involves a dish antenna, which reflects the small electric field and
focuses it onto a horn antenna located at the curvature center of the dish [10, 11]. On one
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hand, we investigated the effects of diffraction in this type of experiment from an analytical
standpoint, making use of the Kirchhoff integral theorem in the low-curvature dish limit.
On the other hand, we estimated the impact of mode-matching inside the horn antenna. We
showed that the expected signal intensity can be significantly reduced compared to usual
estimates. Our method was applied to the re-interpretation of the SHUKET experiment
data, the results of which were shown to be degraded by a factor of approximately fifty
due to both diffraction and mode-matching [9]. This analytical method allowed optimizing
some experimental parameters to gain sensitivity in future runs. In particular, following this
theoretical modeling, a second run of SHUKET was recently performed, with a competitive
constraint on the kinetic mixing coupling.

This thesis combines several studies that can be useful to the dark matter search com-
munity in the near future: proposals of innovative experimental schemes (Chapter 10),
improved modeling of already existing and future experiments (Chapters 11, 13, and 15),
and demonstration of the potential of existing and future experiments to probe unpredicted
couplings (Chapters 12 and 16). It focuses on the theoretical modeling of such experiments
and their corresponding sensitivity estimates, but not on the analysis of data produced by
such experiments. As a simplifying assumption, the ultralight dark matter fields are consid-
ered monochromatic, while in reality, they have a finite coherence time. In situations where
the time of observation of the experiment falls below this coherence time, they should be
modeled as a stochastic superposition of plane waves oscillating at slightly different frequen-
cies. We believe that this should not significantly change the various sensitivity estimates
made in this thesis, but as soon as data analysis is concerned, one should take this stochastic
effect into account.

The outlooks opened by this thesis are large and extend from the re-analysis of existing
data (such as MICROSCOPE or SHUKET), the proposal of new experiments to search for
ultralight dark matter, and the development of international and futuristic projects (AION-10,
MAGIS-100 and LISA) that will search for ultralight dark matter.
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Appendix A

Electric fields inside a cavity

A.1 Phase shift induced by vacuum birefringence

In this section, we explicitly derive Eq. (9.7), the phase of light measured at the output of
a cavity, in the framework of vacuum birefringence induced by the axion-photon coupling.
We follow closely the derivation of the phase explicited in [1]. We start by initializing the
input electric field

(t) = ége @0t (A.1)

with amplitude € and frequency wg. We assume this field enters the cavity by one of the
sides of the cavity. Note that in the following, all measurable electric fields are implicitly
given by the real part only. When entering the cavity, the field gets transmitted by the cavity

with a coefficient V1 — 2, where r is the mirror reflectivity of the cavity and becomes
Eo(t) = V1 — r28ye~iwot | (A.2)

After two reflections on the mirrors’ surfaces, the electric field at the location of the first

mirror is o
00

Ei(t) = r?Eo(t — 10,) = r2Eg(f)e2 e 0lt=0) (A3)

where we used Eq. (9.4a) to express the time variation of length of the cavity from the round
trip 7o,. After n round trips, the electric field inside the cavity can be written as

En(t) — },ZnEO(t)eZin %5621'% 27=1 se(t—-(2j-1)%) (A.4)

at first order in the perturbation 6¢(¢). The total electric field transmitted outside the cavity
(by the cavity’s opposite wall, compared to where the input electric field enters) is then

= i - i V1 - 7’250(1‘) = in@0p 220 31 5p0)
Eg)z:nsmlt(t) — Z E’tqransmlt(t) — . Z aneZzn - €e 1= Z]:l . (A5)
n=0 n=1

Since we are interested in the field transmitted to the second mirror (not the one from which

the field initially enters the cavity), we explicitly add a factor V1 —r? to account for the
transmission to the second mirror and we remove a factor 72, since in that case, the field is
not reflected on the second mirror and then on the first one on his way back. This is also
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why we sum over the fields from n = 1. We also defined 500 = 50(t — (2j - 1)%). We now
use the fact that the parameter 6¢U) is small (O(ga,)), allowing us to expand the exponential
at first order in 600, i.e

(59 (59

Zrznezln“ﬂf 2; 0 Z" 500 Z 2n 2mk0£’+21k ZanEZanMZée(]) (A_6a)
n=1 n=1
_ Z p2np2inkol | njk. (55(1) Z p2n p2inkol 4 5p(2) Z p2n p2inkol 4 ) (A.6b)

n=1 n=1
= (rzezl'kof + 2ikor2e?kol 5 g 4 2jkortetikol 5o 4 ) Z p2n g2inkol (A.6¢C)

n=0
n=0
2,2ikot %Z“’_ 5002

_ me 2 Zn=1 (A.6e)

where kg = wo/c and where at the last line, we inverted the Taylor expansion, such that the
total transmitted electric field becomes

mEo(t)eﬁkof szo e Oe(n) 2n

Etransrmtt —

tot

(A7)

We recover the usual form of electromagnetic plane wave where the amplitude A(t) and
phase ¢(t) are respectively given by

N (1 ) 2ikol
A(t) = WG (A8a)
2k N (n),.2n
O(t) = wot =~ Z A=A (A.8b)
n=1

When the light source is locked on a mode of the cavity, i.e ko¢ = tm, m € N, the transmitted
amplitude is equal to the input amplitude. Using Eq. (9.6), the phase shift between the
transmitted field and the input oscillates at the axion frequency w, whose amplitude is

2k
G| = | = Z P e (A9a)
n=1
2\/167ZGPDMEPgay (a)af) |C08(wat — 205l 4 @) — 12 cos(w,t + CD)) o)
A9
@ac 2¢ 1—2r2cos (2“’“‘}) + 74
2y161G E
~ POMEPS®Y i “;—f) . (A.90)
a)ac\/l —2r2 cos (2“;” ) + 14
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A.2 Amplitude of the square of the total electric field inside
a cavity
In this appendix, we derive the amplitude of the electric field power inside a cavity Eq. (10.12a)

in the context of the experiment presented in Chapter 10. From Eq. (10.11), we can write the
signal amplitude as

J(Atwa)-Etow + Ban) - Blow)’ + (Btwa) - Elow - Ao Blaw)).  (a100)

= XA XpMBV(A (wA)? + B/(w4)?) X (C'(wy)? + D'(wyr)?) (A.10b)
where
B =épm- % (A.10c)

is the projection of the polarization of the DP field on the polarization of the injected electric

field, such that X A -XDM =X A XDM,H = X4 Xpmp and where the prime quantities are defined
as

V1 —-7r2(1+7r)cos (“)Zf}f)
Alwy) = _ (A.11a)
1+ 2r cos(=4=) + 12
V1-7r2(1-r)sin (“’AL)
B(w,) = _ (A.11b)
14 2r cos(#4=) + 12
2(1 +7) cos(%LL)
C'lwy)=1+ - , (A.11c)
14 2r cos(=L=) + 12
, 2(1-7) sm(wUL)
D'(wy) = — ) (A.11d)
1+ 2r cos(=L=) + 12

i.e the polarizations are factorized from the amplitude functions {A,B,C,D}. The signal
amplitude can be easily simplified to

(A.12)

1+ 2r cos(=4=) + 12 '

V1 - 12X XpMmp Jl +41 +(1+ r)cos(a’”L)

wyL
\/1 +2r cos(“’%l) + 72

A.3 Amplitude fluctuation inside a cavity

In this section, we show how to express the contribution in field power from the amplitude
fluctuation of the applied field AX4 Eq. (17.6).
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We use the same procedure as the one described in Section 10.2 to compute the RIN
contribution to the total electric field at the center of the cavity. Starting from its expression
in Eq. (17.5), the first contribution of noise reads

[E‘%]RIN (x=0,t)=R [ V1 — 72 AXAT(AQ)) (e—i(a)+t—k+’5+(p+) + e—i(w_t—k_%-i-(p_))

] . (A13)

where we used the trigonometric identity 2 cos(A) cos(B) = cos(A + B) + cos(A — B). Here,
the only angular frequency noise we are interested in is wp = Aw, hence ky = ks + Ak,

Ak = Aw/c and AX, is evaluated at Aw. After getting reflected on the other boundary, the
second contribution is

AXa(Aw) (e_i(w+t—k+§+¢+) 4 e—i(w_t—k-%+¢—))

£l _ _ N ikaL
[EA]RIN(X—O,t)—‘R[— 1—r2re'™ >

(A.14)

and after an infinite number of round trips N, the full RIN contribution on the electric field
inside the cavity is

N=+c0
[E}gt]RIN (x=0,t)= Y Epn(x=0,0) (A.15a)
TSR st _€ | iontren_ €T
1-72AXs(Aw) ( [ T o +e T L]) (A.15b)
AXA(Aw) Z (A(a)l)cos(a) t+ i)+ B(a) ) sin(w;t + ¢; )) (A.15¢)
= %ﬁa)) (A(2a),4 —wy)cos([2wa — wylt + ¢4) + A(a)u) cos(wyt + p-)+
BQwa - wu)sin(2w4 — wult + ¢4) + Bloy) sin(wut + qs_)) (A.15d)

where the functions A and B have already been defined in Egs. (10.7) and where we used
ws = wa + Aw at the last line, and where ¢, = ¢4 £ ¢po. This expression has to be directly
added to the noise-less contribution from Eq. (10.6¢).

Then, the RIN contribution to the square of the total electric field at the center of the cavity
can be obtained by multiplying the last equation with Eq. (10.6c), as we work at first order in
AX4/X4a. Keeping only the terms oscillating at angular frequency Aw, the RIN contribution
to E? is given by

AXA(Aa))

[E*(wu, @4)| gy = (Alwa) [AQw, — wu) + A(wu)] + B(wa) [BQRwa - wu) + Blwu)])

cos(Awt + ¢o) + (A(a)A) [B(Za)A —wy) — Blwy)] + B(wa) [A(wy) = AQwa — wyp)]) sin(Awt + gi)o))
(A.16a)

_AXa(A PrinN
= A( @) ———+/N(wy, wa) cos(Awt + @) = \/ RH\éT (a)XC:)a)A) cos(Awt + @), (A.16b)
obs
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where we have used Egs. (17.4b) and (17.4c). In this expression, the functions A and B are
the norm of A and B and ¢ is an irrelevant phase dependent on A and B.

The function \/N(wy, wa) correspond to the noise amplification factor by the cavity,
quadratic in X4 and whose expression is given by

N(wu, wa) = Ni(wu, wa) + No(wu, 04) + N3(wu, wa), (A.17a)
where
Ni(wu, @a) = Ala) ((ACwa - wu) + Alwu))® + (BCws - wu) = B@w)?) ,  (A17b)

No(wu, wa) = B(wa)? ((A(zwA — ou) — A(w))* + (BQwa — wy) + B(wu)>2) . (A170)
Ns(wy, wa) = 4A(wa)B(wa) (AQRwa — wy)Blwy) + BRwa — wy)A(wy)) - (A.17d)
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Appendix B

Motion of atomic wavepackets inside an
atom interferometer

In this appendix, we compute rigorously the wavepackets position and velocity along the
n/2 — m — 1/2 interferometer, which will be used for the computation of the phase shift
observable in Chapter 13.

We start by the calculation of the position and velocity of the atom at the end of the
trajectory portion 1 in Fig. 13.1. From Eq. (13.6), the atom does not undergo any kick
velocities from the laser pulses, hence after a time T, its equations of motion read

A
J?S)(t =T) = Upm (T — [QMj)ﬂ[sin(a)(PT + @) — sin(P) — wyT cos(P)] (B.1a)
¢
Z_))I(ql)(t =T) = Upm (1 - [Qﬁ]dXDM [COS(a)(PT + @) — COS(CD)]) . (B.1b)

On the other hand, the wavepacket on portion 2 in Fig. 13.1 has undergone a kick velocity
with amplitude vyick o + 0vkick(f = 0), following Eq. (13.7), with

6Biek(t = 0) = Fuiaco ([Q5 1 = [Qfila) Xow cos(@), (B2)
with Tk o along an arbitrary direction £, hence
. . . [Quila  (weT weT . .
x,(f)(t =T) = (UpMm + Tkick,0)T — Xpm |2 wAi sin ( ; ) cos (% + CP) (UpM + Tkick,0)+
T([Q%1a%pm — [Qé]d?fkick,o)cos(@)) , (B.3a)
5,(5)(15 =T) = UpM + Tkick,0 — XDM ([Qﬁ]d cos(wyT + @)(Tpm + Tkick,0)+
(1051 1470m + Q5 leBico) cos(@)) (B.3b)

At time T, both wavepackets undergo a kick velocity with opposite direction, such that their
momenta states are exchanged. Following Eq. (13.7), this means that at the end of portion 1,
the atom undergoes a kick velocity of amplitude vyick 0 + 0vkick(t = T), with

6Bien(t = ) = Bk (1QL s ~ [Qfla) Xom cos(@sT + @), (B.4)
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with same direction £, hence, at the end of the portion 3, its coordinates read

[Q1a

#P(t = 2T) = (28pm + Buic0)T + Xpwm (Fom(SIn(®) +2w¢ T cos(®))+ (B-5a)

5kick,0 sin(a)qu + (D) - (Z_jDM + 5kick,0) SiIl(ZCUq;T + (D)) + [Qé)]d?}kick,OT COS(C()@T + CD)) p
52)0 = 2T) = Dpm + Vkick,0 — XDM ([Qﬁ]d ((Tpm + Dkick,0) 05wy T + @) — Dpym cos(P)) +
[QF JaBuick,0 cos(we T + cD)) : (B.5b)

The atom at the end of the portion 2 undergoes a kick velocity in the other direction, i.e of
amplitude vyick 0 + Ovkick(t = T), but with opposite direction (-£), compared to the previous
laser kicks, hence

[Q1a

F9(t = 2T) = (20pm + Bkick0)T — Xpm (Fxick, 0 sin(we T + @) + Tpm sinQwy T + P)-

(Tom + Tkick,0) SIN(P) — 20pmwe T cos(P)) — [Qf 1aDkick 0T (cos(wyT + @) — 2 COS(CD))) ,

(B.6a)
5W(t = 2T) = Bpm (1 + 2Xpm[Q4, 1 sin(w, T)) si L] By sin | 20
o (= = UpMm pm[Qjyla sin(weT) ) sin(wyT + @) + 2Xpm[ Q) 1dVkick,0 sin >
. a)¢T
sin | —— + @, (B.6b)

at the end of portion 4.

Since at the end of portion 3, the wavepacket is in the excited state, we must take into
account an additional kick at time ¢ = 2T of amplitude vyick 0 + 0vkick(f = 2T) and direction -
to this wavepacket, in order to put it back to the ground state. Since, we assume the detection
to be immediately after the kick, the position of the wavepacket will not be impacted by this
additional kick. The final velocity of this wavepacket read

51(;1/)(27“) = UpMm ((1 — Xpm[Q#1a (cosQwy T + @) — cos(CD))) -
Xpm[QE 14Tkick 0 (cosQweT + @) — cos(wyT + D)) , (B.7)

resulting in a different velocity compared to the other wavepacket (5? (27)).
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Appendix C

Projection of galactic velocity onto
sensitive axes of various experiments

In this appendix, we will compute the factors that are orientation dependent in the various
acceleration or phase shifts observables, presented in Chapters 12 and 13.

The observable signatures depend on the orientation of the experimental setup with
respect to the initial velocity of the atoms or tests masses, which corresponds at leading order
to the galactic velocity vpy. Indeed, for classical tests of the universality of free fall between
two macroscopic bodies, one measures Ad o« Tpy (see Eq.(12.5)) projected onto the sensitive
axis of the instrument. Therefore, the signal depends on the projection of the velocity of the
bodies in the galactocentric frame with the sensitive axis of the experiment. Similarly, all
the Al experiments depend on the scalar product between the initial galactocentric velocity
of the atomic clouds and the direction of the velocity kick undergone in the interferometric
schemes, i.e. on &, - éxick, see Egs. (13.21) and (13.27).

As mentioned in Chapter 15, the direction of the DM velocity in the galactic halo points
towards apm, 6pm = 310.36°E, 45.28°N [2] in the equatorial frame.

C.1 Atom interferometers

All the Al-based experiments operate at constant location, loc, on Earth with longitude Ajq.
and latitude ¢o.. We assume the velocity kick to be directed vertically, i.e. in the Earth’s
reference frame &yick = (€08(Aioc) COS(Ploc), SIN(A1oc) COS(Ploc), SIN(Proc)). As first approxima-
tion, we consider the declination as equivalent to the terrestrial latitude, i.e opm = ¢pm,
such that the dot product &, - éxick is simply given by cos(Pioc) cos(Ppm) cos(Aioe — Apm(t)) +
sin(@1oc) sin(¢ppm). Apm(t)is the longitude of a Cygni at the time f of the experiment. Indeed,
while apy is fixed, the former follows the Earth rotation with frequency wg ~ 7 X 107 Hz
and is therefore time dependent

ADM(t) =wgt+ @, (C.1a)

where the phase ¢ corresponds to the longitude of a Cygni at the origin of time reference
considered. For short experiments with an experimental time much smaller than a day (i.e.
relevant for Stanford’s experiment, see Sec 17.5.1), the dot product is roughly constant and
depends therefore on the exact time of the day when the experiment was conducted. In
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order to infer a sensitivity estimate, we will only consider the mean value of the dot product
which is given by sin(¢iec) sin(¢pm), i.e

€y * Crick ~ 0.43. (C.1b)
Stanford
For longer time experiments, like the SPID variation, the dot product evolves with time, such
that the signal evolves as

s(t) oc &, - Exick cos(wpmt + @) = [cos(Pioc) cos(Ppm) cos(wet + @)+
sin(¢ioc) sin(¢ppm)] cos(wpmt + D), (C.10)

i.e the Earth rotation modulates the signal at frequency fp = wg/2nm. We will make two
approximations for our estimates. For all the DM frequencies of interest wpy, the Earth
rotation is a slowly varying function, because wg < wpm. Therefore, we will assume that the
signal will manifest itself by a single peak at frequency fpm = wpm/27 in Fourier space. In
addition, we will be interested only by the maximum value of the dot product, which is only
a function of the different latitudes.

&y - Exick = Max (| COS((PIOC == (PDM)l) . (C.1d)

For the various locations under consideration in this thesis, we have

~0.99, (C.1e)

Oxford

~1.00, (C.1f)

Fermilab

€y * €kick

€y * Ckick

where we assume the SPID variation operates at the same location as AION-10, i.e Oxford
[3] for consistent comparison.

C.2 MICROSCOPE

For MICROSCOPE, the axis of measurement is alongside the test masses cylinders’ longitu-
dinal symmetry axis [4]. The orbital motion of the satellite around Earth is sun-synchronous,
which means that the orientation of the orbital plane evolves with time with an annual pe-
riod. As it was mentioned in Section 17.4, the measurements are distributed on 17 different
sessions, each of them lasting Tin¢/17 ~ 5 days on average. For such duration, we can assume
the orbital plane to be fixed during each session. In addition, the satellite spins around an
axis that is orthogonal to the axis of measurement with angular frequency wspin. In total,
this means the dot product can be written as

€y * meas. (1) = A(t) cos(wspint + 1), (C1g)
L

ISCOPE
where A(t) depends on the orientation of the orbital plane, i.e is fixed for one session but
changes from one session to another, and with 1 an irrelevant phase. Using MICROSCOPE’s
publicly available data, we estimated numerically the coefficient A(t) for every session and
we find that its value oscillates between 0.71 and 1. For our estimates, we will consider
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its mean value, i.e |é, - émeas.| * 0.85. In conclusion, the signal presented in Eq. (12.5) is
modulated by the factor

€y * meas. (1) ~ 0.85 cos(wspint + 1) . (C.1h)
U

SCOPE
Thus, the observable signal in the MICROSCOPE experiment is oscillating at the combination
of the DM frequency and the spin frequency, i.e. has harmonics at the two frequencies
wpM * Wspin- Therefore, for DM frequencies in Eq. (12.5) such that wpm < wspin, we will
consider that the signal in MICROSCOPE oscillates at wspin, whereas if wpm > wspin, we will
make our estimate with the signal oscillating at wpm. As explained in Section 17.4, Wspin
depends on the measurement session since three different spinning frequencies have been
used during the full mission. They differ by a factor 5 roughly [5]. For our rough sensitivity
estimates, we use the data from session 404 as a basis, therefore we will assume a constant
Wspin ~ 18.4 mrad/s.
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Appendix D

Fast likelihood for scalar ultralight dark
matter

In this appendix, we derive (in time domain) the slowly oscillating component of TDI X
combination of a scalar ULDM signal, that will be used for the DM model in FastDM in
Section 15.2.

We will make the detailed calculations for a (pure scalar) DM signal, and then we gen-
eralize to GW. Let us start again with the one-link response function induced by scalar DM
Eq. (15.3b) at time of reception of the photon of the receiver r t,, when it is emitted at time
te = t, — L/c by emitter e

. . V9161nGppmupm|[Qmla , ,
Yre' (tr) = (fire - &) pw(pcz R [efr — '] (D.1a)
V316G v , ,
= (Aire - 80) pzl;fcf MlQuild o [e”f” (1 - e—zl“BM)] (D.1b)
161G v : ,
=2 (fiye - 8y) Y pDM fM[QM]d sin(aPM)R [ie“f”e_l“lfij] (D.1c)
a)(PC
= re(tr)ei(pr ’ (D.1d)
where
qbr = a)q‘)tr - E(p . .Q_C)r(tr) + (I) (D.Za)
e = pte — kg - Tolte) + D, (D.2b)
and therefore
I% * ﬁ 5 - -
2aPM(t,) = ¢y = Pe = Wy ((tr —t,) - % %, (1) - xe(t€)|) (D.2¢)
We |Xr(t) — Xe(t k7010
_ @ofi Z (t) (1 K ””C“’DM') +O(Shapiro),  (D.2d)

where we neglect the impact of the Shapiro delay on the signal. The expression of abM is

therefore given by

(D.3)

wg [%(t) = %e(te)] (1 _ l€~ﬁre|6DM|)

a]rDeM tr) = 2 c
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Let us now decompose the one-link response function into a slowly evolving part and
a fast oscillating part. Let us consider the observation time baseline Tops such that the
corresponding Fourier frequencies are given by integer times 1/T,,s. Let us consider the
Fourier frequency go which is the closest to fy, i.e.

go = round [f¢TObS] / Tobs (D.4)
where round [x] provides the closest integer to x. One can rewrite Eq. (D.1) as
Yre'(t) = R [YM(E )00 ] (D.5a)
where
V161G v .
YPM = 2i (i, - &) PDM fM[QM]d sin(aPM)e=iBR" | (D.5b)
we¢c
with
DM _ oDM L oror — o,
21 fo |9 ~
= aPM — @ + 271(qo — f)tr + 21fo '”‘iM' k-%(t). (D.5c)

One can do the exact same job for the GW signals starting from Eq. (15.13b) to find

Y = T sin(@SR [, Wi e | (D.6a)
2 (1 - ﬁre : kGW)
aSWV = (fGW + fcwér) 1%, (t,) — Xe(te)] (1 —k- ﬁre(tr)) (D.6b)
GW _ 21 fow

W = aSW + dgw + 211(q0 — fow)t, + k-%.(tr) - fowé2, (D.6¢)

c
where &, = t, — k- %, /c.
We now quickly show how to express TDI combinations in this framework. We will focus
on the case of constant and equal arm-length L. In TDI, we encounter quantities such as

Yij (t - %) =Yjj (t — %) ei9i(t=) | (D.7)

The quantity Y;; are slowly evolving with time such that Y;;j(t — L/c) ~ Y;j(t). For GW, this
assumption holds if the GW amplitude slowly evolves with time, if the frequency drift of
the GW is small and if the spacecraft velocity is small compared to the speed of light. For
DM, this assumption holds for the same reasons, in particular, the amplitude of the wave is
constant (in the approximation where the time of integration is smaller than the coherence
time), and Y;; depends on the spacecraft velocity, which is small compared to c¢. Taking DM
as an example, we can write

SR TN S o D
w¢L - N
:a)¢t—T—k¢-xi(t)+CD+O(vj/c><L/xi) (D.8b)
L
~ ¢i(t) - —wi) , (D-8c)
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where v; is the velocity of the emitting spacecraft. This leads to

i iwgL iwgL .
yoM (t _ %) ~ R n?M(t)e@f(f)e—%l Y %?M(t)e—%ezﬂlﬂofl . (D.9)
Applying recursively this relationship leads to
2iw¢L X
Dijiyi (1) = R | Y M(t)e™ ez’“%*] : (D.10)

and so on. Using this result, the first generation TDI combination can be written as
XPM(t) = R [XPM()e™ 00| (D.11a)

and /\’lDM is slowly evolving with time and is given by (using Eq. (14.7a))

*Zia)éL

XPM=(1—e e )

—iw(PL
DM DM DM DM
Y3 ' —Y, +ew (*y31 - Yy )

wsl\ -iogl —iwgL
= isin (%) e | UM - DM e (YR - yBM) (D.11b)
Similarly the second generation TDI can be written as
XPM(t) = R [XPM(t)e?™ 0t (D.12a)

with the slowly evolving part

—Zim(PL —4ia)¢L —6iw(pL

—iwps L
xPM :(1_e e e )[ng—ngw%” (3/;;M—3/§M)] . (D.12b)

Since 1 — x — x2 + 23 = (1 + x)(1 — x)?, the previous expression becomes simply

DM —2im¢L —Zim(pL 2
Xy =(1+e 1-e ¢

—2iwgL —2iwyL 20w4L ~2iwgL
=(1+e—c¢ )(1—e—c¢ )XPM =2isin( - )e—c“ XPM. (D.12¢)

—iw(,r)L
DM DM , 9% (0 DM DM
Y3 —Yp, +e e (y31 - Yy )

We have now expressed the second generation TDI combination in time domain induced
by scalar DM as function of a slowly evolving part (the X factors) and a fast oscillating
part, oscillating at the closest Fourier bin to the wave Compton frequency. As mentioned
previously, this formulation is very convenient because in Fourier domain, the signal is
simply the product of the Fourier transform of X, which is numerically fast to obtain, and
the Fourier transform of the exp(2migot), which has an analytical solution (see [6]). These
expressions are directly implemented in FastGB and FastDM softwares for the fit of both GB
and scalar ULDM data.
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Appendix E

Propagation of the electric field from the
dish to the fictional plane in SHUKET

The calculation presented in Section 11.2is based on the thin optical element approximation,
which is valid only for low curvature dish R > r, see the discussion in Section 11.2.2. In this
appendix, we want to check if Eq. (11.7) is valid in the SHUKET setup, in the case of emission
from standing DP electric field. To do so, we propose the following "reverse engineering-like"
method :

1. Consider the field on the dish using boundary conditions Eq. (11.1), i.e EID(J?) =
ixwuYj,p(X),

2. Compute the field at each point X" on the plane closing the dish flp(a?’ ) from Eq. (11.7),

3. Compute numerically the field on the dish letDQSt(J_c') from Up(¥’) using Kirchhoff integral
theorem Eq. (11.6),

4. Compute the relative error between Up(%) and I:IEESt(J?).

We consider the plane located at z” = R — a, then the field at a point (p’, ¢’,z’) on the
plane going towards the dish, located at z > z’, is given by

Up—p(p’, ¢, 2') = ixoue O p (o', ¢', f(p') +2') . (E.1)

Notice the change of sign on the wavevector k, compared to Eq. (11.7) as we are now
considering emission towards the dish (positive z axis). In addition, we aim at computing the
tield reflected by the dish, while Eq. (11.7) gives the incident field. By boundary conditions,
we assume that both incident and reflected are equal, up to a sign, hence the positive sign in
front of Eq.(E.1).

Using Egs. (11.6), (11.14) and (E.1), the field in a point on the receiving surface, i.e, the
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dish, of coordinates (p, ¢, z) is given by

) ’ 21
(50,0, £(0) + ) = S50 [T e [ Bt ot 0, 1) 42

(E.2a)

. Yx T 2n
z_Z)(cuuf(p) Y, / dp/p/e—ikf(p')/ o’ lkL 1 ekl (E.2b)
27 0 0 0

where the difference of z positions Az between the fictional plane and the dish from Eq. (11.14)
is now positive and corresponds exactly to f(p), Az = f(p) = (r> — p?)/2R > 0. Then, the

relative error between ﬁg“ and Up ~ ixywy (Yx, Yy, O)T (from Eq. (17.14)) is

r 21
<l ' 1 —ikf () lkL 1 ik
o ([) dp’p’e /0 Ad¢' ——— -1. (E.3a)

Fig. E.1 shows the numerical computation of this relative error as function of the position

utest

e(p, @) =

D

&(p. ¢) . .
90° Figure E.1: Numerical com-

putation of e€(p,¢) from

00056 Eq. (E.3a) for various dish po-
0.0048 sitions (p, ¢). Over the full
surface, it is of the order of

- 0.0040 the %o. The dish antenna is lo-

cated inside the non-radiative
near field region of the fic-
tional plane (i.e the distance

L < 0.624/(2r)3/A). One can

0.0016 notice the interference pat-
tern with a typical period ~
0.05 m, which corresponds to
0.0000 the wavelength of emission.

r0.0032
180°

- 0.0024

0.0008

270°

(p, ¢) on the dish. One can notice that the error is less than 1%, implying that Eq. (11.7) can
be safely used for the propagation of the electric field from the dish in the SHUKET system,
with negligible error. Note that the error €(p, ¢) is computed only for points on the dish
with radial coordinates p < r, as the circle of points belonging to the dish with coordinates
(1, ®, Zplane), @ € [0,27[ belongs to the fictional plane as well, and Kirchhoff integral is
only valid for the computation of the field at reception points outside the emission surface.
Therefore, one can deduce that the calculations presented in [7] are valid for SHUKET.
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RESUME

La matiére noire ultralégere (avec pour acronyme anglais ULDM), classe de candidats de matiere noire de faible masse (<
1 eV), constitue une alternative pertinente aux modéles historiquement dominants, tels que les WIMPs, et a récemment
fortement attiré I'attention de la communauté scientifique. Dans cette thése, nous étudions de nombreuses stratégies
expérimentales pour la détection directe d’'ULDM, au sol et dans I'espace. Plus précisément, nous proposons une mod-
élisation théorique d’expériences actuelles et futures, et nous dérivons une estimation de leurs sensibilités respectives.
Nous nous concentrons principalement sur trois types de phénoménologies. La premiére consiste en une interaction en-
tre un candidat de matiére noire vectoriel, plus communément appelé photon noir (DP), et I'électromagnétisme, qui induit
un faible champ électrique oscillant a la fréquence de Compton du DP. Nous proposons d’abord une méthode innovante
pour détecter ce petit champ électrique, qui consiste a mesurer l'effet Stark quadratique sur des atomes de Rydberg,
piégés au centre d’'une cavité micro-onde. Nous montrons qu’une telle expérience aurait une sensibilité lui permettant
d’étre compétitive avec les expériences de laboratoire existantes. Une autre fagon de détecter ce champ électrique con-
siste en l'utilisation d’une antenne parabolique qui le réfléchit et concentre ainsi la puissance électromagnétique en son
centre de courbure, ou 'on place une antenne cornet (par exemple, I'expérience SHUKET au CEA Saclay). Nous inves-
tiguons analytiquement les effets de diffraction et de couplage de mode dans ce type de configuration, et nous montrons
que lintensité du signal attendu peut étre significativement réduite comparativement aux estimations habituelles. Dans
cette étude, nous proposons aussi une optimisation des paramétres expérimentaux pour augmenter le signal. La sec-
onde phénoménologie d'intérét pour cette thése est I'oscillation de la masse et de la fréquence de transition d’atomes
ou de masses tests. Ces oscillations pourraient étre produites par le couplage non universel entre les particules du
Modéle Standard et un candidat scalaire de matiére noire, comme le dilaton ou I'axion. Nous étudions en détail I'impact
de ces oscillations sur plusieurs variations d’interféromeétres atomiques et sur des expériences de tests classiques de
I'universalité de la chute libre, et nous démontrons comment ces différentes expériences pourraient sonder des régions
inexplorées de I'espace des parameétres. Ces oscillations de masse au repos pourraient aussi étre observées a I'aide de
détecteurs spatiaux d’'ondes gravitationnelles, comme LISA, et nous investiguons la possibilité d’'une telle détection en
utilisant des orbites réalistes pour le détecteur. En particulier, en utilisant des méthodes bayésiennes, nous montrons que
LISA pourra en effet séparer un signal de matiére noire d’un signal d’ondes gravitationnelles. Nous montrons aussi que
la faible vitesse de I'onde de matiére noire n’est pas résoluble sur la majorité de la bande de fréquences de LISA, ce qui
induit une diminution de la sensibilité de I'expérience aux constantes de couplage de la matiére noire scalaire par rapport
aux estimations précédentes.Enfin, nous étudions la biréfringence du vide induite par l'interaction entre les photons et les
axions, et nous nous intéressons a sa possible détection a 'aide de cavités optiques, de fibres optiques et de LISA. En
particulier, nous montrons qu’une légére modification des bancs optiques de LISA lui permettrait de devenir I'expérience
la plus sensible a ce couplage a faibles masses.

MOTS CLES

Matiere noire ultralégére, axion, dilaton, photon noir, capteur quantiques, horloge atomique, interferométrie (atomique,
optique), LISA, principe d’équivalence, physique fondamentale

ABSTRACT

Ultralight dark matter (ULDM), as a class of low mass (< 1 eV) dark matter (DM) candidates, is a compelling alternative
to historically dominant models such as WIMPs and has recently gained significant attention in the scientific community.
In this thesis, we study various experimental schemes for the direct detection of ULDM, both on ground and in space.
More precisely, we propose a theoretical modeling of current and futuristic experiments, and we derive an estimation
of their respective sensitivity. We mainly concentrate on three distinct phenomenologies. The first one is the coupling
between a DM U(1) field, known as the dark photon (DP), and electromagnetism, which induces a small electric field
oscillating at the DP Compton frequency. We first propose an innovative way of detecting this small electric field by
measuring the quadratic Stark shift of Rydberg atoms inside a microwave cavity, and we show that such an experiment
could reach competitive constraints compared to existing laboratory experiments. Another possibility of detecting this
electric field is to use a spherical mirror, which reflects it and focuses the electromagnetic power at its center of curvature,
where a horn antenna is located (e.g. SHUKET experiment at CEA Saclay). We analytically investigate the effects
of diffraction and mode matching in this type of experiment, and we show that the expected signal intensity can be
significantly reduced compared to usual estimates. In this study, we also propose an optimization of the experimental
parameters in order to increase the signal. The second main phenomenology considered in this thesis is the oscillation
of rest mass and transition frequencies of atoms and test masses. These oscillations could be produced by the non-
universal coupling of standard matter with a scalar ULDM candidate (dilaton or axion-like particle). We extensively study
the impact of such oscillations on various atom interferometer schemes and classical tests of the universality of free fall,
and we demonstrate how these different experiments could probe unconstrained regions of the parameter space. The
oscillation of rest mass could also be observed in space-based gravitational wave (GW) detectors, such as LISA, and
we investigate the possibility of such detection using more realistic orbits of spacecraft compared to previous studies.
In particular, using Bayesian methods, we show that L/SA could disentangle scalar ULDM signals from monochromatic
GWs. We also show that the small velocity of the DM wave is not resolvable for most frequencies in the LISA band,
which induces a decrease in sensitivity to scalar ULDM couplings, with respect to previous studies. Finally, we study the
effect of vacuum birefringence and dichroism induced by the coupling between axions and photons, and how it could be
detected with optical cavities, fibers, and LISA. In particular, we show that a slight modification of L/ISA’s optical benches
would make L/SA the most sensitive experiment to the axion-photon coupling at low axion masses.

KEYWORDS

Ultralight dark matter, axion, dilaton, dark photon, quantum sensors, atomic clock, interferometry (atomic, optical), LISA,
equivalence principle, fundamental physics




	I General context and framework
	Special relativity
	Quantum mechanics
	General relativity
	Equivalence principle
	Einstein field equations
	Experimental successes
	Limits

	The Standard Model of particle physics
	Symmetries
	Gauge groups
	Higgs boson
	Matter content
	Lagrangian
	Experimental successes and limits

	Dark matter
	Some smoking guns of existence of dark matter
	Dark matter candidates
	Ultralight dark matter intrinsic characteristics

	Alternatives to dark matter

	II Phenomenology of some ultralight dark matter candidates
	Cosmological evolution
	Action
	Klein Gordon equation in an expanding Universe
	Oscillating field as cold dark matter
	Expressing the dark matter field in various reference frames

	Couplings to Standard Model fields
	Scalar field
	Pseudo-scalar field
	Vector field


	III Electromagnetic cavities probes
	Search for axions with an optical cavity and an optical fiber
	Birefringence and oscillation of the length of the cavity
	Phase shift at the output of the cavity
	Phase shift along an optical fiber

	Search for dark photons in a microwave cavity with Rydberg atoms
	Contributions from dark photons and applied electric field inside the cavity
	Total electric field squared
	Measurement with atoms through the quadratic Stark effect


	IV Dish antennas detectors
	Search for dark photons using dish antennas
	Electromagnetic emission from the dish
	Propagation of the field from the dish to an antenna
	Detection of the electric field with a horn antenna


	V Search through tests of the equivalence principle
	Classical tests of the equivalence principle
	Experiments testing the equivalence principle
	Acceleration difference induced by oscillating rest mass

	Atom interferometry as a quantum test of the equivalence principle
	Two-photon transitions : /2–/2 setups
	Are the calculations doable in the laboratory frame ?
	Gradiometers
	Single Photon Isotope Differential interferometer


	VI Effects on gravitational waves detectors
	Gravitational waves and LISA
	Gravitational waves physics basics
	LISA, the first european space-based gravitational waves detector
	LISA's expected performance

	Search for oscillations of rest mass in LISA
	Signatures of dark matter and gravitational waves on LISA arms
	Bayesian inference to discriminate between dark matter and gravitational waves
	Realistic limit on the sensitivity of LISA to ultralight dark matter couplings
	Conclusion

	Search for vacuum birefringence and dichroism in LISA
	Birefringence
	Dichroism
	Conclusion


	VII Sensitivity estimates
	Experimental considerations
	DAMNED and optical fibers
	Rydberg atoms in a microwave cavity
	SHUKET
	MICROSCOPE
	Atom interferometers
	LISA

	Sensitivity results on ultralight dark matter couplings
	Dilaton-SM couplings di's
	Axion-gluon coupling f-1a
	Axion-photon coupling ga
	Dark photon-photon coupling 
	Discussion


	VIII Conclusion
	IX Appendix
	Electric fields inside a cavity
	Phase shift induced by vacuum birefringence
	Amplitude of the square of the total electric field inside a cavity
	Amplitude fluctuation inside a cavity

	Motion of atomic wavepackets inside an atom interferometer
	Projection of galactic velocity onto sensitive axes of various experiments
	Atom interferometers
	MICROSCOPE

	Fast likelihood for scalar ultralight dark matter
	Propagation of the electric field from the dish to the fictional plane in SHUKET


