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École doctorale des sciences exactes et leurs applications

présentée et soutenue publiquement le 29 avril 2024

par Giulio Gargantini
pour l’obtention du
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Résumé
Cette thèse porte sur l’optimisation de la forme de structures élastiques soumises à des charge-
ments mécaniques incertains. On a considéré trois approches différentes pour la prise en compte
des incertitudes en optimisation de forme. Dans la première approche, on a étudié un problème
d’optimisation avec une contrainte sur le maximum d’une fonctionnelle critique. Ensuite, on a
examiné le problème d’optimisation topologique robuste, où la contrainte porte sur l’espérance
d’une fonctionnelle d’intérêt. Enfin, on a abordé le problème de l’optimisation topologique fi-
able, qui vise à contrôler la probabilité d’une variable aléatoire de dépasser un seuil donné.
Toutes les contraintes ont été imposées sur des quantités couramment manipulées en mécanique
des structures, telles que la compliance et la contrainte de von Mises. On a adopté la méthode
de variation des frontières de Hadamard pour dériver l’objectif et les contraintes des problèmes
d’optimisation par rapport à la forme, et on a représenté les structures par la méthode des lignes
de niveaux. Les résultats théoriques sont supportés par des simulations numériques en deux et
trois dimensions.

Mots-clés: Optimisation de forme, élasticité linéaire, quantification d’incertitudes, méthode
des lignes de niveau, contrainte de von Mises.

Abstract
The present thesis focuses on the optimization of linear elastic structures subject to uncer-

tain mechanical loads. We studied three different approaches to factor uncertainties in shape
optimization. In the first approach we considered an optimization problem with a constraint
on the maximum of a critical functional. Then, we studied the case of robust topology opti-
mization, where the constraint holds on the expectation of a functional of interest. Finally, we
addressed the problem of reliability-based topology optimization, aiming to control the probabil-
ity of a stochastic quantity not to exceed a given threshold. All constraints have been imposed
on quantities of proven interest in structural mechanics, as the compliance and the von Mises
stress. We adopted Hadamard’s boundary variation method to differentiate the objective and
the constraints of the optimization problems with respect to the shape, and we represented the
structures by the level-set method. The theoretical results are supported by numerical simula-
tions in two and three dimensions.

Keywords: Shape optimization, linear elasticity, uncertainty quantification, level-set method,
von Mises stress.
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Introduction générale

Généralités en optimisation de structures

Les progrès technologiques de ces dernières années ont entraîné une augmentation de la puis-
sance de calcul, et ont permis le développement de techniques avancées pour la conception
de structures complexes. Les techniques d’optimisation de forme et topologique ont été ap-
pliquées dans plusieurs branches de l’ingénierie, du génie civil [237, 257], à l’industrie aérospa-
tiale [186, 183, 199], au secteur de l’automobile [227, 204, 175], aux échangeurs de chaleur
[264, 259, 238, 243, 4], à la micro-électronique et photonique [146, 109, 163], à la biomécanique
[161, 144, 127] et au-delà. Les progrès de la fabrication additive et des fraiseuses à commande
numérique ont permis la réalisation de structures complexes, et ont favorisé le développement
de méthodes d’optimisation de forme et topologique [260, 243, 15]. Consultez [207] pour une
liste exhaustive des différentes applications de l’optimisation de forme dans différents domaines
de l’ingénierie. Les approches à l’optimisation de structures sont généralement divisées en trois
catégories principales [238, 177] :

• optimisation paramétrique, où la structure d’intérêt est représentée par un nombre
réduit de variables ;

• optimisation de forme, où le paramètre d’optimisation est la frontière de la structure
elle-même ;

• optimisation topologique, où la variable d’optimisation est la distribution du matériau
dans un domaine de référence, sans a priori sur la topologie de la structure optimale.

Méthodes de densité et homogénéisation

Les méthodes de densité sont une vaste classe de techniques d’optimisation topologique, dont
l’origine remonte à la méthode SIMP (Solid Isotropic Material with Penalization ou matériau
solide isotrope avec pénalisation) conçue par Bendsøe et Sigmund [47]. Cette méthode considère
un domaine de calcul D dans lequel est défini une densité ρ : D → [0, 1]. Les propriétés des
matériaux en chaque point du domaine sont une interpolation des propriétés de deux matériaux
différents (comme une matrice solide et un fluide, ou deux matériaux élastiques) en fonction de
ρ. Afin d’assurer que le problème d’optimisation est bien posé dans le cas de l’optimisation de
structures élastiques, un matériau ersatz suffisamment léger remplace l’espace vide entourant
le domaine. Le paramètre d’optimisation est le paramètre de densité ρ lui-même de sorte que,
après la convergence de l’algorithme d’optimisation, la distribution optimale des matériaux dans
le domaine de calcul est identifiée par les régions où ρ est proche de 0 ou de 1. La méthode
SIMP a été largement étudiée et adaptée à l’optimisation des structures élastiques [45], et aux
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Introduction générale

structures couplées à des problèmes de dynamique des fluides [53]. En outre, cette méthode a
été introduite depuis longtemps dans les logiciels commerciaux d’éléments finis tels que ANSYS,
Optistruct et ABAQUS [262] et dans des logiciels de dynamique des fluides [195].

La convergence vers une solution avec une distinction nette entre les deux phases dépend
de la nature du problème et des paramètres de l’algorithme d’optimisation. Par conséquent, de
larges zones grises peuvent exister même à la fin du processus d’optimisation. L’application de
contraintes sur l’épaisseur de la structure est rendue particulièrement difficile par l’absence d’une
frontière nette. Des contraintes relatives à la topologie du domaine ou à la fabricabilité présen-
tent des difficultés similaires. Comme affirmé dans [167], de tels objectifs nécessitent l’application
d’algorithmes de reconnaissance de surface afin d’identifier les différents composants des struc-
tures et de quantifier les contraintes. Une fois la frontière clairement identifiée, les contraintes
peuvent être appliquées a posteriori, en dehors de l’algorithme d’optimisation topologique.

Un exemple particulier d’optimisation de structures est l’optimisation topographique, con-
cernant l’optimisation d’une plaque mince en variant son épaisseur en chaque point. La solution
des problèmes d’optimisation topographique approche une méthode de densité où le paramètre
ρ représente l’épaisseur de la membrane plutôt que les propriétés du matériau en chaque point.
Des problèmes d’optimisation topographique peuvent émerger de l’application de techniques de
réduction de modèles à des problèmes plus complexes, comme dans [246, 239].

Une approche différente à l’optimisation de forme consiste en l’optimisation évolutive de
structures (Evolutionary Structural Optimization, ou ESO) développée par Xie et Steven [256]
et étendue à la méthode d’optimisation évolutive bidirectionnelle de structures (Bidirectional
Evolutionary Structural Optimization, ou BESO) avec la collaboration de Querin en 1998 [203].
La technique BESO considère un maillage fixe englobant l’ensemble du domaine de calcul, et
où chaque élément est soit vide, soit rempli par le matériau composant la structure. À chaque
étape de l’optimisation, un problème aux éléments finis est résolu dans la région occupée par le
matériau, la sensibilité nodale de la fonction objectif par rapport à la forme est calculée, et une
partie du matériau est ajoutée ou retirée de la structure en conséquence. Voir [135, 257, 241]
pour des applications numériques, et [140] pour des améliorations apportées à la méthode BESO
originale, notamment en ce qui concerne la dépendance par rapport au maillage.

Les progrès technologiques concernant les matériaux composites et l’impression 3D ont stim-
ulé l’intérêt pour les structures poreuses, et ont été à l’origine de techniques d’optimisation
topologique adaptées à de telles conceptions. À titre d’exemple, nous citons la classe des méth-
odes d’homogénéisation. Introduites entre les années 1970 et 1980 par Tartar et Murat [242, 187],
Gibiansky, Lurie et Cherkaev [172, 123, 124], et Kohn and Strang [153], ces méthodes ont montré
leur efficacité dans le cadre de l’optimisation de structures depuis la publication de l’article [44]
par Bendsøe et Kikuchi en 1988. Au lieu de modéliser directement la structure au niveau micro-
scopique, ce qui peut être extrêmement coûteux du point de vue computationnel, les propriétés
mécaniques de la structure sont résumées par un seul tenseur dépendant d’un ou de plusieurs
paramètres, et la distribution de ces paramètres dans l’espace est optimisée. Les changements
de paramètres dans l’espace représentent des variations de la structure du matériau poreux,
comme la direction des fibres d’un matériau anisotrope ou la densité de chaque cellule du lat-
tice. Voir [5, 197, 122] et les références qui y figurent pour plus d’informations sur les techniques
d’homogénéisation dans le cadre de l’optimisation topologique. Des courbes paramétrées telles
que les Non-Uniform Rational Basis Splines (NURBS) peuvent remplacer l’approche de densité
pour représenter le champ variable des paramètres dans la structure [185, 48]. Le problème
d’homogénéisation inverse, qui consiste à reconstruire une structure poreuse conforme à une
distribution donnée des propriétés des matériaux dans un domaine, peut également se traiter à
l’aide de techniques d’optimisation de forme [261].
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Optimisation de forme par la méthode de Hadamard

Dans la présente thèse, afin de traiter des problèmes d’optimisation de structures, on adopte
une approche reposant sur la notion de dérivée par rapport à la forme telle qu’introduite par
Jacques Hadamard dans son mémoire [131] et présentée en détail dans [6, 100, 138]. Soit Ω un
domaine dans Rd avec une frontière Lipschitzienne pour d = 2 ou 3, Φ(·) une fonctionnelle à
valeurs réelles définie sur un ensemble approprié de domaines admissibles Sadm, et θ un champ de
vecteurs continus et Lipschitziens. La dérivée de forme au sens de Hadamard décrit la sensibilité
de Φ(Ω) par rapport à de petites perturbations du domaine Ω, et est définie comme la dérivée au
sens de Fréchet de la fonction θ 7→ Φ((I + θ)Ω), où I désigne l’opérateur identité. Telle dérivée
est utilisée pour calculer un champ de déformation approprié pour optimiser la structure. Plus
de détails sur la définition et le calcul des dérivées de forme sont fournis dans la section 1.2.

Dans les premières applications de la méthode de Hadamard à l’optimisation de forme, les
structures étaient modifiées en déplaçant les nœuds du maillage dans la direction indiquée par
la dérivée de forme [198, 184]. Un problème majeur de cette approche est la dégradation rapide
du maillage après seulement quelques étapes de l’algorithme d’optimisation [41]. Parmi les
solutions proposées pour ce problème on trouve des opérations de remaillage fréquentes [36],
ainsi que l’utilisation de techniques de remaillage adaptées au problème d’optimisation, comme
le Deformable Simplician Complex [182, 72, 71].

Une autre approche adaptée au contexte de l’optimisation de forme est la méthode des lignes
de niveaux. Cette technique a été introduite pour la première fois par Osher et Sethian en 1988
[193] pour représenter une interface dans un problème de dynamique des fluides. Cependant,
depuis que Haber et Bendsøe ont reconnu son potentiel en 1996 [130], la méthode des lignes de
niveaux est devenue l’une des approches les plus populaires pour les applications d’optimisation
de forme (voir [247] pour plus de détails et d’exemples). Afin de représenter une structure
Ω ⊂ Rd, la méthode des lignes de niveaux considère un domaine de calcul D ⊂ Rd plus grand
que Ω, et associe à la structure une fonction continue ϕΩ : D 7→ R qui est négative à l’intérieur
de la structure, positive à l’extérieur, et égale à zéro sur sa frontière. Le transport de la fonction
de niveau par un champ vectoriel donné peut se calculer numériquement à l’aide d’une équation
d’advection appropriée sur un maillage couvrant l’ensemble du domaine de calcul D.

Si la fonction ϕΩ est définie sur un maillage fixe TD, certains des éléments du maillage
sont traversés par l’isovaleur 0. Une approche simple consiste à modifier les propriétés des
matériaux dans chaque élément du maillage en fonction de la valeur locale de la fonction-lignes
de niveaux [19]. Cette technique est simple à mettre en œuvre et donne des résultats fiables,
comme le montrent les simulations numériques de la section 4.4. Cependant, elle souffre de
deux inconvénients importants. Tout d’abord, il est souvent nécessaire de remplacer l’espace
extérieur à la structure par un matériau ersatz léger, imitant l’espace vide mais qui garantit
que les problèmes différentiels définis sur D sont bien posés. L’erreur introduite par le matériau
ersatz est étudiée en [84]. Deuxièmement, si la ligne de niveau 0 de ϕΩ traverse des éléments du
maillage, l’interface entre l’intérieur et l’extérieur de la structure n’est pas clairement définie.
Certaines techniques abordant ce problème sont l’approche de l’interface immergée [254, 230],
l’approche XFEM [107, 249] et CutFEM [59, 250], ainsi que l’algorithme LEVITY [77]. Une
discussion plus détaillée de ces méthodes est présentée dans la section 1.3.2. Pour la plupart
des simulations de cette thèse, nous adoptons l’approche proposée par Dapogny et Feppon en
[91], qui joint la méthode des lignes de niveaux avec des techniques d’adaptation de maillage de
sorte que, à chaque étape de l’optimisation, la structure Ω est explicitement représentée par un
sous-maillage de TD.

Une définition précise des frontières de la structure par la fonction ϕΩ permet de traiter

3
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plus facilement les contraintes de fabricabilité et d’accessibilité [167]. Différentes méthodes
d’application des contraintes d’épaisseur minimale ou maximale ont été proposées dans la lit-
térature, reposant soit sur l’utilisation de fonctionnelles d’énergie [65], soit sur les propriétés
de la fonction distance signée [181, 115]. Les contraintes d’accessibilité, en particulier dans le
contexte de la fabrication additive, ont également été étudiées dans le cadre d’une approche par
lignes de niveaux [9, 7, 8].

Un inconvénient important de la dérivée de forme au sens de Hadamard est qu’elle ne prend
pas en compte les changements de topologie de la forme au cours de l’optimisation. Si la structure
à optimiser est représentée par un maillage déformable, la modification de la topologie est
impossible, car elle nécessiterait des changements dans la matrice de connectivité. Cependant,
dans le cadre de la méthode des lignes de niveaux, la nature discrète de l’étape d’advection peut
entraîner des modifications topologiques de la forme, comme indiqué dans [112, Section 1.4.2].
Typiquement, une paroi fine peut se briser ou deux parties peuvent fusionner. Comme la dérivée
de forme au sens de Hadamard n’est définie que pour de petites déformations qui n’entraînent
pas de changements topologiques, on peut observer des discontinuités dans les fonctions objectif
ou dans les contraintes à chaque fois qu’un changement de topologie se produit.

Un autre inconvénient de la méthode des lignes de niveaux est le fait que, contrairement à
la méthode de la densité, elle ne permet pas l’apparition de nouvelles cavités à l’intérieur du
matériau. Ce problème a été résolu par la définition de la dérivée topologique, qui mesure la
sensibilité d’une fonction de forme par rapport à la création de trous dans la structure [233, 191].
Les dérivés topologiques et de forme ont été utilisées avec la méthode des lignes de niveaux afin
de diminuer la dépendance du résultat par rapport à la forme initiale [19, 21, 91].

Généralités sur les incertitudes en optimisation de forme

Les avancements dans les techniques d’optimisation de forme et topologique ont permis de
développer des structures très performantes dans plusieurs domaines industriels. Cependant, la
performance de la structure dans un cas de référence n’est pas le seul aspect à prendre en compte,
car son comportement peut être perturbé par un certain nombre de facteurs différents [10]. Parmi
les raisons, on compte la déviation de la structure par rapport à sa conception originale en raison
d’imperfections dans le processus de fabrication ou dans la qualité du matériau. Deuxièmement,
l’usure de la structure dans le temps peut détériorer son matériau et dégrader ses performances.
Enfin, les charges appliquées à la structure et les conditions d’utilisation peuvent fluctuer dans
le temps ou être connues avec un certain degré d’incertitude.

La présente thèse aborde le problème récurrent dans le secteur aérospatial de la conception
de structures aussi légères que possible, mais conformes aux exigences rigoureuses de robustesse
et de fiabilité de l’industrie. En particulier, un moteur à turbine à gaz est caractérisé par
de nombreux composants interconnectés entre eux, et soumis à des sollicitations mécaniques
intenses et variables. Afin de garantir la tenue du moteur dans une vaste gamme de conditions
envisageables au cours du vol, la prise en compte des paramètres incertains lors de la conception
des composants de la turbine est fondamentale. C’est dans ce contexte que Safran Helicopter
Engines a manifesté son intérêt pour l’optimisation de strucures sous incertitudes, avec l’objectif
de développer des techniques d’optimisation de forme adaptées aux circonstances particulières
d’un moteur, et de les appliquer à certains composants critiques.

Le problème de la prise en compte des perturbations dans l’optimisation de structures est
apparu dans de nombreux domaines de l’ingénierie. A titre d’exemple, on peut citer [196, 220,
156, 139] pour des applications à l’ingénierie aérospatiale, [161] pour une étude dans le contexte
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biomédical, et [201, 163] pour une application à la micro-électronique et à la photonique. Le
sujet de la quantification des incertitudes et de l’optimisation de la forme d’un domaine soumis
à des perturbations géométriques aléatoires dépend strictement de la méthode choisie pour
le représenter. Les premières approches reposent sur la paramétrisation de la structure par
un nombre fini de variables. Dans [196], une approche de Krigeage est utilisée pour évaluer
la réponse d’une aile à de petites perturbations de sa géométrie. Dans [63, 222, 81, 11], le
domaine incertain est représenté par la perturbation d’une forme de référence par un champ
aléatoire Lipschitzien. Une approche différente basée sur la méthode de la densité est proposée
dans [162], où l’incertitude de la forme est modélisée par la présence de paramètres aléatoires
dans la régularisation de la fonction de densité. Les techniques d’optimisation topologique en
présence d’incertitudes sur la structure se sont révélées utiles dans le contexte des problèmes
d’identification de formes et d’obstacles [82, 83].

La présence d’incertitudes dans les propriétés du matériau ou dans les charges appliquées a
été étudiée par plusieurs auteurs, et de nombreuses perspectives différentes ont été proposées.
Une possibilité consiste à supposer que la distribution de probabilité de la perturbation est
connue ou qu’elle peut être déduite de mesures expérimentales. Dans cette catégorie d’approches,
on trouve les techniques d’ optimisation topologique robuste (Robust Topology Optimization -
RTO) et d’optimisation topologique fiable (Reliability-Based Topology Optimization - RBTO)
[121]. L’approche RTO évalue l’espérance et la variance des fonctions d’intérêt. Les méthodes
RBTO consistent à estimer la probabilité qu’une fonction donnée dépasse un seuil donné, noté
probabilité de défaillance [10, 11], et nécessitent une connaissance précise de la distribution des
incertitudes. Plus de détails et de références sur les problèmes RTO et RBTO sont présentés
dans les chapitres 4 et 5 de cette thèse. Les hypothèses sur la distribution des incertitudes
peuvent être inexactes, et une approche possible à cette problématique est présentée dans [93].

Une autre classe de problèmes considère que la perturbation appartient à un ensemble borné,
et se préoccupe d’optimiser la structure par rapport au scénario le plus défavorable. La fonction
dont la valeur doit être contrôlée peut apparaître soit dans l’objectif, soit dans la contrainte
du problème d’optimisation, et les approches aux deux situations sont différentes. Le cas où la
fonction incertaine apparaît comme une contrainte est le principal intérêt du chapitre 3. Comme
indiqué dans [43], l’optimisation du pire cas est préférable aux problèmes d’optimisation robuste
ou fiable lorsque les données sont imprécises ou si leur distribution de probabilité est inconnue,
si le respect strict de la contrainte en toutes circonstances est d’importance primordiale, ou si
la solution optimale est particulièrement difficile à fabriquer.

Les différentes approches à l’inclusion des incertitudes dans les conditions externes ou dans les
propriétés du matériau présentent des inconvénients et des avantages. D’une part, l’optimisation
sous contraintes du pire cas ne nécessite aucune hypothèse sur la distribution des incertitudes.
D’autre part, elle peut aboutir à une forme trop pessimiste, avec des performances médiocres
dans la grande majorité des situations afin de couvrir un ensemble invraisemblable de circon-
stances. Pour la plupart des applications mécaniques, la forme de la structure et les propriétés
des matériaux sont connues avec précision, mais les charges appliquées sont sujettes à une plus
grande variabilité. Par conséquent, la présente thèse se concentrera sur le cas de conditions
externes incertaines, sans aucune hypothèse préalable sur la taille des perturbations.

Propagation des incertitudes pour l’élasticité linéaire

L’objectif principal de cette thèse est d’analyser les problèmes d’optimisation de forme en élas-
ticité linéaire, lorsque les chargements mécaniques présentent des incertitudes dans la direction
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et l’intensité. Plus précisément, on considère une structure mécanique composée d’un matériau
élastique homogène et isotrope. Soit Sadm la classe de toutes les formes admissibles que la struc-
ture peut prendre, qu’on suppose être des domaines ouverts Lipschitziens dans Rd. Pour toute
Ω ∈ Sadm, on suppose que sa frontière ∂Ω se divise en trois parties avec une mesure stricte-
ment positive : ΓD, où la structure est fixée, ΓN où les charges mécaniques sont appliquées,
et Γ0 représentant la surface libre. Le déplacement élastique uΩ induit par les chargements
mécaniques peut se calculer à l’aide des équations de l’élasticité linéaire. Dans ce cadre, soit f
la densité de force agissant sur l’ensemble du volume, g le chargement surfacique appliqué à la
portion ΓN de la frontière de la structure, uΩ le champ de déplacement, et σ (uΩ) le tenseur des
contraintes. Des conditions de Dirichlet homogènes sont appliquées sur ΓD, tandis que Γ0 et ΓN
présentent des conditions de Neumann homogènes et non homogènes respectivement.

L’objectif des problèmes considérés dans cette thèse est de trouver la structure admissible
avec un volume minimal, qui satisfait un certain critère sous la forme H(uΩ,Ω) ≤ τ , où τ est
un seuil approprié. Le problème d’optimisation peut être formulé ainsi∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Trouver la forme admissible Ω ∈ Sadm

qui minimise le volume Vol(Ω)
sous la contrainte H(uΩ,Ω) ≤ τ ,
où le déplacement uΩ

satisfait les équations de l’élasticité linéaire
−div (σ (uΩ)) = f dans Ω,

σ (uΩ) n = g sur ΓN,

σ (uΩ) n = 0 sur Γ0,

uΩ = 0 sur ΓD.

Afin d’introduire les incertitudes, on considère l’espace probabilisé (O,A,P), où l’espace des
évènements est désigné par O, A ⊂ 2O est une tribu sur O, et P une mesure de probabilité.
On suppose que le chargement mécanique g est incertain, de sorte qu’il puisse se modéliser
comme une variable aléatoire. Ainsi, les incertitudes se propagent au déplacement uΩ et à la
contrainte H(uΩ(ω),Ω). Afin de résoudre le problème d’optimisation et d’obtenir une solution
déterministe, il est nécessaire de remplacer la contrainte H(uΩ,Ω) par une quantité déterministe
F [H(uΩ,Ω)] ∈ R. En tenant compte des incertitudes, le problème d’optimisation de forme ci-
dessus peut se formuler comme suit∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Trouver la forme admissible Ω ∈ Sadm

qui minimise le volume Vol(Ω)
sous la contrainte F [H(uΩ,Ω)] ≤ τF ,

où le déplacement uΩ(ω)
satisfait les équations de l’élasticité linéaire

−div (σ (uΩ(ω))) = f dans Ω,
σ (uΩ(ω)) n = g(ω) sur ΓN,

σ (uΩ(ω)) n = 0 sur Γ0,

uΩ(ω) = 0 sur ΓD,

pour presque tout évènement ω ∈ O.
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Les différentes approches à l’optimisation de forme sous incertitudes peuvent être distinguées
selon le choix de l’opérateur F [ · ]. Pour l’approche du pire cas, la contrainte déterministe peut
s’écrire sous la forme F [H(uΩ,Ω)] = ess supω∈O H(uΩ(ω),Ω) ≤ τ . Dans le cas des problèmes
d’optimisation robuste, l’opérateur F [ · ] est une combinaison des opérateurs d’espérance et de
variance. Enfin, pour les problèmes d’optimisation fiable, F [H(uΩ,Ω)] est la probabilité que
H(uΩ,Ω) dépasse une certaine tolérance, et l’inégalité F [H(uΩ,Ω)] ≤ τF peut s’interpréter
comme une contrainte sur la probabilité de défaillance.

Résumé de la thèse par chapitre

Cette thèse se divise en deux parties principales. Dans la partie I on introduit les notions
principales d’optimisation de forme pour des structures élastiques, et on étudie des problèmes
d’optimisation dans un cadre déterministe. La partie II présente différentes approches pour
prendre en compte les incertitudes sur les chargements mécaniques appliqués à la structure. La
partie I est divisée en deux chapitres, tandis que la partie II se compose de trois chapitres, un
pour chaque approche.

Chapitre 1: methode de Hadamard pour l’optimisation de forme

Dans ce chapitre introductif, on présente les notions principales relatives à l’optimisation de
forme utilisées dans cette thèse.

Dans la section 1.1, on commence par rappeler le cadre général des problèmes d’optimisation
sous contraintes. Ensuite, on se concentre sur des problèmes d’optimisation contraints par des
Équations aux Dérivées Partielles (EDP), et on présente la notion d’algorithmes d’optimisation
basés sur le gradient. Une attention particulière est accordée au calcul et à l’étude de l’état
adjoint. La section se termine par quelques rappels et notations sur les espaces de fonctions.

La section 1.2 décrit la méthode de dérivation de fonctionnelles de forme telle qu’introduite
par Hadamard en 1908 [131], en suivant les notations de [6, 100, 138]. Après avoir rappelé les
notions de dérivées de Fréchet et de Gâteaux, on introduit la notion de dérivée de forme, on
énonce le théorème de structure de Hadamard (théorème 1.7), et on montre quelques résultats
sur les dérivées des fonctionnelles de volume et de surface. Ensuite, on présente deux méthodes
pour calculer la dérivée de forme d’une fonctionnelle de volume qui dépend de la solution d’une
EDP. Dans la section 1.2.2, la dérivée de forme est obtenue par le calcul de la dérivée lagrangienne
de la solution de l’EDP, et par la déduction de l’équation adjointe. Dans la section 1.2.3, on
obtient la même expression par la méthode de dérivation rapide de Céa [61]. Plus de détails sur
le calcul de certaines expressions se trouvent dans l’annexe A.

Enfin, dans la section 1.3, on discute des méthodes numériques pour les simulations effectuées
dans cette thèse, ainsi que d’alternatives possibles. Tout d’abord, on présente la méthode des
lignes de niveaux et la fonction de distance signée pour la représentation des domaines. Ensuite,
on introduit la notion de maillage adaptatif et la méthode du matériau ersatz pour résoudre des
problèmes aux limites pour les domaines encodés par les fonctions-lignes de niveaux. Dans la
section 1.3.4, on présente l’algorithme d’optimisation null space tel qu’il a été décrit par Feppon,
Allaire et Dapogny en [114]. En conclusion, on résume les différentes étapes de l’algorithme
d’optimisation de forme utilisé dans cette thèse.
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Chapitre 2: Un problème élasto-thermique déterministe

Le deuxième chapitre de la partie I est consacré à l’optimisation de structures mécaniques
élastiques dans le cas déterministe. Dans la section 2.1.1, on commence par introduire les
équations de l’élasticité linéaire, les tenseurs des déformations et des contraintes, les propriétés
de symétrie du tenseur d’élasticité de quatrième ordre, et on exprime les équations de l’élasticité
linéaire pour des matériaux homogènes isotropes. Ensuite, on présente deux fonctions de forme
particulièrement intéressantes en mécanique des structures : la compliance (le travail des forces
externes) et la contrainte de von Mises.

Dans la section 2.2 on étudie l’influence des effets thermiques pour l’optimisation d’une struc-
ture élastique. On commence par présenter les équations constitutives d’un matériau élastique
soumis à une dilatation thermique. Ce problème est particulièrement intéressant dans le con-
texte de la fabrication additive (voir Allaire et Jakabčin [15]), ainsi que pour les applications
multiphysiques [112].

On suppose que la réponse mécanique est beaucoup plus rapide que les changements dans
le champ de température. Ainsi, on utilise l’équation de diffusion dépendante du temps pour
calculer la distribution thermique à chaque instant, tandis que le déplacement est modélisé par
les équations quasi-statiques de l’élasticité linéaire. Dans le reste de la section, on formule un
problème d’optimisation de forme pour une structure élastique soumise à un champ thermique
variable dans le temps, avec l’objectif de minimiser son volume sous une contrainte sur la compli-
ance mécanique. La contrainte est composée de deux termes : le premier consiste en la moyenne
temporelle de la compliance pour la durée de la simulation. La seconde composante, qui n’est
pas examinée aussi souvent que la première pour des problèmes d’optimisation de forme dépen-
dant du temps, ne prend en compte que l’état final de la structure. La dérivée de forme d’une
telle fonctionnelle est calculée dans la section 2.2.3.

Dans la section 2.3, on présente les résultats de quelques simulations numériques. On com-
mence par la minimisation du volume d’un cantilever 3D avec des contraintes sur la compliance
et sur la contrainte de von Mises, et on termine par quelques résultats sur le problème thermo-
élastique. Les résultats de la section 2.2 ont été obtenu en collaboration avec Viacheslav Karnaev,
doctorant à l’université de Bâle. L’étude du problème thermo-élastique fait partie d’un travail
en cours sur l’optimisation de forme dans un champ thermique incertain et variable dans le
temps, et fera l’objet d’une publication.

Chapitre 3: Optimisation du pire cas

Ce premier chapitre de la partie II présente deux méthodes différentes pour traiter le cas où l’une
des contraintes du problème d’optimisation concerne la valeur maximale qu’une fonction donnée
peut prendre. Dans les deux cas, on suppose que les charges incertaines peuvent se paramétrer
par un nombre fini de variables appartenant à un sous-ensemble borné et convexe G d’un espace
de Banach approprié.

La première méthode, détaillée dans la section 3.2, peut s’appliquer lorsque la fonction
G ∋ g 7→ H(uΩ,g,Ω) qui associe les paramètres décrivant les charges incertaines à la valeur de
la contrainte est une fonction convexe. La stratégie consiste à approcher l’ensemble G par un
polyèdre convexe GN avec un nombre fini de sommets N . Grâce à la convexité de la fonction g 7→
H(uΩ,g,Ω), la valeur maximale de la contrainte est atteinte dans l’un des sommets de GN . Ainsi,
le problème d’optimisation de forme peut se reformuler comme un problème équivalent avec à
N contraintes, chacune relative à un différent cas de chargement. Un résultat de convergence
pour la solution du problème approximé vers la solution de l’original est fourni dans la section
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3.2.3. Cette méthode justifie l’approche des ingénieurs, qui consiste en concevoir des structures
capables de résister à un nombre limité de cas de chargements représentatifs.

Dans la section 3.3, on propose une méthode alternative. On introduit la notion de sous-
différentiel au sens de Clarke, on l’adapte aux fonctions définies sur des formes, et on fournit
une condition suffisante pour son existence sous des conditions de régularité de la fonctionnelle
et de l’ensemble G. Le cœur de la méthode proposée consiste en l’identification d’un élément du
sous-différentiel à chaque étape de l’algorithme d’optimisation, et le calcul du gradient de forme
est fait dans la direction correspondante. On décrit dans les détails la mise en œuvre numérique
de l’approche sous-différentielle dans la section 3.3.3.

En conclusion, la section 3.4 présente les résultats de quelques simulations numériques, où on
vise à minimiser le volume de deux structures différentes sous des contraintes sur la compliance
ou sur la norme L6 de la contrainte de von Mises. L’approximation polyédrique et la méthode de
sous-différentiel ont été utilisées pour enforcer la contrainte. Les résultats numériques valident
les deux approches, et illustrent la convergence de la solution de la méthode d’approximation
polyédrique vers la solution exacte lorsque GN s’approche de G. De plus, les simulations montrent
que l’approche basée sur le sous-différentiel est généralement plus rapide que l’approximation
polyédrique de l’ensemble G, mais qu’elle peut être perturbée par des oscillations si la struc-
ture à optimiser et l’ensemble des chargements admissibles sont charactérisés par de multiples
symétries. Un article à ce sujet est en cours de rédaction.

Chapitre 4: Optimisation de forme robuste d’une fonctionnelle polynomiale

Plusieurs approches à l’optimisation de forme concernant l’espérance ou la variance d’une fonc-
tionnelle de forme ont été proposées au cours de ces dernières années [106, 11, 211, 80]. En
particulier, Dambrine, Dapogny et Harbrecht ont prouvé en [80] que la valeur de l’espérance
d’une fonctionnelle quadratique ne dépend que des deux premiers moments stochastiques des
variables aléatoires décrivant les charges incertaines. Par conséquent, le calcul de l’espérance et
de sa dérivée par rapport à la forme ne demande pas d’utiliser des méthodes d’échantillonnage,
qui peuvent être coûteux du point de vue computationnel.

L’objectif principal de ce chapitre est l’extension de l’approche de [80] aux fonctionnelles
m-multilinéaires. Le cadre du problème est décrit dans la section 4.2, tandis que les principaux
résultats théoriques sont présentés dans la section 4.3. En particulier, on étend la définition
de l’opérateur de corrélation de manière similaire à [226] et, dans le contexte de l’élasticité
linéaire, on utilise une approche tensorielle pour montrer que l’espérance d’une fonctionnelle m-
multilinéaire ne dépend que des m premiers moments stochastiques des chargements aléatoires.

Dans les deux sections suivantes on montre différentes applications de la méthode, avec
quelques résultats numériques. Dans la section 4.4, on aborde le problème de la contrainte de la
norme L∞ de la contrainte de von Mises. Comme la norme L∞ ne peut pas être différentiée, on
peut l’approcher par la norme Lm pour m suffisamment grand, qui peut s’écrire en termes d’une
fonctionnelle multilinéaire de m. Comme simulation numérique, on considère la minimisation
de la masse d’une structure cylindrique 3D soumise à des forces de cisaillement aléatoires sur sa
face supérieure, avec une borne imposée sur la norme L6 de la contrainte de von Mises. Dans la
section 4.5, on exprime la variance d’une fonctionnelle quadratique en termes d’une fonctionnelle
multilinéaire de degré 4. Ensuite, on adapte un exemple 2D de [80] pour montrer l’effet d’une
contrainte sur l’espérance et la variance de la compliance.

Les résultats principaux de ce chapitre ont été soumis sous la forme d’un article intitulé
Shape Optimization of Polynomial Functionals under Uncertainties on the Right-Hand Side of
the State Equation, coécrit avec Fabien Caubet, Marc Dambrine et Jérôme Maynadier.
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Chapitre 5: Optimisation de la probabilité de dépassement d’un seuil

Ce dernier chapitre est consacré aux problèmes d’optimisation fiable pour des fonctions quadra-
tiques. L’intérêt des techniques RBTO se trouve dans la possibilité de concevoir des structures
conformes aux contraintes relatives à leur probabilité de défaillance [34, 180, 151, 76, 11].

Soit g un chargement mécanique aléatoire décrit par un vecteur aléatoire, uΩ,g le déplace-
ment élastique associé, et (u,v) 7→ Q(u,v) ∈ R une fonctionnelle quadratique continue du
déplacement. La fonctionnelle dépend de la forme de la structure (on peut prendre comme ex-
emples la compliance mécanique ou la norme L2 de la contrainte de von Mises). Soit τ un seuil,
et Φ (·) la fonctionnelle de forme telle que

Φ (Ω) = P [Q(uΩ,g,uΩ,g) > τ ],

où uΩ,g est la solution (incertaine) de l’équation de l’élasticité linéaire. Le calcul de la valeur et de
la dérivée de forme de Φ (Ω) est détaillée dans les sections 5.2 et 5.3, et repose sur l’intégration
de densité de probabilité sur le volume et sur la surface de l’ellipsoïde défini par l’inégalité
Q(uΩ,g,uΩ,g) ≤ τ .

Dans la section 5.4, on présente une technique différente pour évaluer la probabilité de
défaillance Φ (Ω) et sa dérivée lorsque la charge externe suit une distribution gaussienne. Cette
deuxième méthode repose sur la décomposition en série de la fonction de répartition d’une
distribution chi-carré non centrale généralisée, comme montré par Ruben en 1962 [214].

Dans la section 5.5, on présente les détails des algorithmes utilisés pour effectuer les simu-
lations numériques de ce chapitre. Afin de tester la méthode proposée dans la section 5.3, on a
considéré des problèmes où les incertitudes sont modélisées par des gaussiennes centrées, et on a
appliqué les formules de quadrature de l’annexe C afin d’éviter le calcul numérique d’intégrales
en grandes dimensions. Les deux méthodes ont été testées pour l’optimisation de deux struc-
tures élastiques, avec l’objectif de minimiser leur volume sous des contraintes sur la probabilité
pour la compliance de dépasser un seuil. Les résultats sont présentés dans la section 5.6. Le
calcul des coefficients dans l’expression de la dérivée de forme est presque instantané, donc la
résolution de ces problèmes de type RBTO prend à peu près le même temps que la résolution
d’un problème d’optimisation de forme déterministe.

L’essentiel de ce chapitre a fait l’objet d’un article soumis sous le titre Shape optimization
under constraints on the probability of a quadratic functional to exceed a given threshold, écrit
conjointement avec Marc Dambrine, Helmut Harbrecht et Jérôme Maynadier.

10



General introduction

Generalities on structural optimization
The technological advancements of the recent years have resulted in an increase in computational
power and have allowed for the development of advanced techniques for the design of complex
structures. Shape and topology optimization techniques have been applied in several branches of
engineering, ranging from civil engineering [237, 257], to the aerospace industry [186, 183, 199],
automotive components [227, 204, 175], heat exchangers [264, 259, 238, 243, 4], microelectronics
and photonics [146, 109, 163], biomechanics [161, 144, 127] and beyond. The advancements in
additive manufacturing and Computer Numerical Control (CNC) milling machines have made
possible the realization of elaborate structures and have driven further the development of shape
and topology optimization methods [260, 243, 15]. Consult [207] for a comprehensive review of
the applications of shape optimization in different fields of engineering.

The numerous approaches to structure optimization are usually divided in three main cate-
gories [238, 177]:

• parametric optimization, where the structure of interest is represented by a small
number of variables;

• shape optimization, for which the parameters of the optimization are the boundary of
the structure itself;

• topology optimization, where the parameter of optimization is the distribution of ma-
terial within a reference domain, with few preconceptions on the topology of the optimal
structure.

Density and homogenization methods

Density methods are a wide class of topology optimization techniques, tracing their origin to
the seminal paper on the Solid Isotropic Material with Penalization (SIMP) technique devised
by Bendsøe and Sigmund [47]. Such method considers a computational domain D on which is
defined a density field ρ : D → [0, 1]. The material properties in each point of the domain are
supposed to be an interpolation of the properties of two different materials (like a solid matrix
and a fluid, or two elastic materials) depending on ρ. In order to ensure the well-posedness of
the optimization problem in the case of the optimization of elastic structures, a suitably light
ersatz material replaces the empty space surrounding the domain. The optimization parameter
is the density parameter ρ itself so that, after the convergence of the optimization algorithm, the
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optimal distribution of the materials in the computational domain is identified by the regions
where ρ is close to 0 or to 1. The SIMP method has been widely studied and adapted to the
optimization of elastic structures [45], and to structures coupled to fluid problems [53]. Moreover,
it has long been introduced in commercial Finite Element software as ANSYS, Optistruct and
ABAQUS [262] and Computational Fluid Dynamics software [195].

The convergence towards a solution having a sharp distinction between the two phases de-
pends on the nature of the problem and on the parameters of the optimization algorithm [178].
Therefore, wide grey regions might exists even at the end of the optimization. The enforcement
of constraints on the thickness of the structure is made particularly challenging by the absence
of a sharp boundary. The same can be said for constraints on the topology of the domain or
manufacturability. As stated in the review paper [167], such objectives require the use of suitable
surface recognition algorithms in order to identify the different components of the structures and
quantify the constraints. Once the boundary has been clearly identified, the constraints can be
enforced a posteriori, outside the topology optimization algorithm.

A particular example of structure optimization is topography optimization, where the shape
to be optimized is a thin plate, and the optimization parameter is its thickness in each point.
The solution of topography optimization problems is akin to a density method where the pa-
rameter ρ represents the thickness of the membrane instead of the material properties in each
point. Topography optimization problems can emerge from the application of model reduction
techniques to more complex problems, as in [246, 239].

A different approach to shape optimization consists in the Evolutionary Structural Optimiza-
tion (ESO) developed by Xie and Steven [256] and extended to the Bi-directional Evolutionary
Structural Optimization (BESO) method in collaboration with Querin in 1998 [203]. The BESO
technique considers a fixed mesh encompassing the entire computational domain, and where each
element is either empty or filled by the material composing the structure. At each step of the
optimization, a finite element problem is solved in the region occupied by the material, the
nodal sensitivity of the objective with respect to the shape is computed, and some material is
added or removed from the structure accordingly. Refer to [135, 257, 241] for some numerical
applications, and to [140] for some improvements to the original BESO method addressing the
issue of mesh dependency.

The technological advancements surrounding composite materials and 3D printing have
fostered the interest in lattice structures, and given rise to topology optimization techniques
adapted to such designs. As an example, we cite the class of homogenization methods. Intro-
duced between the 1970’s and the 1980’s by Tartar and Murat [242, 187], Gibiansky, Lurie and
Cherkaev [172, 123, 124], and Kohn and Strang [153], this class of methods have proven its effi-
cacy in shape optimization since the publication of the seminal paper by Bendsøe and Kikuchi
in 1988 [44]. Instead of directly modeling the the lattice, which can be extremely costly from the
computational point of view, the material properties of the structure are summarized by a single
tensor depending on one or more parameters, and the distribution of said parameters in space is
optimized. The changes of the parameters in space represent variations of the lattice structure,
like the direction of the fibers of an anisotropic material, or the density of each lattice cell.
Refer to [5, 197, 122] and the references within for further information on the homogenization
technique in topology optimization. Parametrized curves as the Non-Uniform Rational Basis
Splines (NURBS) can replace the density approach to represent the varying field of parameters
in the structure [185, 48]. The inverse homogenization problem, consisting in the reconstruction
of a lattice structure compliant with a given distribution of the material properties in a domain,
can also be addressed using shape optimization techniques [261].
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Shape optimization by Hadamard’s method

In the present thesis we adopt a shape optimization approach relying on the notion of shape
derivative, as introduced by Jacques Hadamard in his memoir [131] and presented in details
in [6, 100, 138]. Let Ω be a domain in Rd with Lipschitz continuous boundary for d = 2 or
3, Φ(·) a real-valued functional defined on a suitable set of admissible domains Sadm, and θ a
Lipschitz continuous vector field. The shape derivative according to Hadamard describes the
sensitivity of Φ(Ω) with respect to small perturbations of the domain Ω, and is defined as the
Fréchet derivative of the mapping θ 7→ Φ((I+θ)Ω), where I denotes the identity operator. Such
derivative is then used to compute a suitable deformation field. More details on the definition
and computation of shape derivatives are provided in section 1.2.

In the earliest applications of Hadamard’s method in shape optimization, the structures were
modified by displacing the nodes of the mesh in the directions indicated by the shape derivative
[198, 184]. A major issue of this approach is the rapid degradation of the mesh after few steps of
the optimization algorithm [41]. Solutions to this issue were frequent remeshing operations [36]
or the use of remeshing techniques adapted to the shape optimization problem as the Deformable
Simplician Complex [182, 72, 71].

Another approach particularly adapted to the context of shape optimization is the level-
set method. This technique has been firstly introduced by Osher and Sethian in 1988 [193]
to represent an interface in a fluid dynamics problem. However, since Haber and Bendsøe
recognized its potential in 1996 [130], the level-set method has become one of the most popular
approaches in shape optimization applications (see the review paper [247] for further details
and examples). In order to represent a structure Ω ⊂ Rd, the level-set method considers a
computational domain D ⊂ Rd larger than Ω, and associates to the structure a continuous level-
set function ϕΩ : D 7→ R that is negative in the interior of the structure, positive outside Ω, and
equal to zero on its boundary. The transport of the level-set function by a given vector field can
be computed numerically by solving a suitable advection equation [56] on a mesh covering the
entire computational domain D.

If the level-set function is defined on a fixed mesh TD, some of the elements are bound to
be crossed by the 0-isoline. One of the earliest approaches consists in altering the material
properties in each element of the mesh according to the local value of the level-set function [19].
This approach is simple to implement and provides reliable results, as shown in the numerical
simulations of section 4.4. However, it suffers from two important drawbacks. First, it is often
necessary to replace the space outside the structure by a light ersatz material, mimicking the
empty space but ensuring the well-posedness of the differential problems defined on D. The
error introduced by the ersatz material is discussed in [84]. Second, if the 0-isoline of ϕΩ cuts
through some elements of the mesh, the interface between the interior and the exterior of the
structure is not sharply defined. Some techniques addressing this issue are the immersed interface
approach [254, 230], the XFEM [107, 249] and CutFEM [59, 250] methods, and the LEVITY
algorithm [77]. A more detailed discussion of these methods is presented in section 1.3.2. For
most simulations in this thesis we adopt the approach proposed by Dapogny and Feppon in [91],
combining the level-set method with mesh adaptation techniques so that, at each step of the
optimization, the structure Ω is explicitly represented by a submesh of TD.

The clear definition of the structure boundary by the level-set function allows for an easier
definition of manufacturability and accessibility constraints [167]. Different methods for the
enforcement of minimal or maximal thickness constraints have been proposed in the literature,
either relying on the use of suitably-defined energy functionals [65], or on the properties of
the signed-distance function [181, 115]. Accessibility constraints, particularly in the context of
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additive manufacturing, have also been studied under a level-set approach [9, 7, 8].
A notable disadvantage of Hadamard’s derivative is the fact that it does not take into account

changes in the topology of the shape during the optimization. If the structure to be optimized
is represented by a deformable mesh, the modification of the topology is impossible because
it would require changes in the connectivity matrix. However, under a level-set approach, the
discrete nature of the advection step can result in topological changes of the shape, as pointed
out in [112, Section 1.4.2]. Typically, a thin wall might break, or two parts might fuse together.
Since the shape derivative according to Hadamard is defined only for small deformations, which
do not entail topological changes, discontinuities in the trends of the objective or constraint
functionals can be observed whenever a change in topology takes place.

A related drawback of the level-set method is the fact that, contrarily to the density method,
it does not allow for the appearance of new holes inside the material. This issue has been ad-
dressed by the definition of the topological derivative, measuring the sensitivity of a shape func-
tional with respect to the creation of new holes in the structure [233, 191]. Topological derivatives
have been used in tandem with Hadamard’s shape derivatives and the level-set method in order
to relax the dependence from the initial shape [19, 21, 91].

Generalities on uncertainties in shape optimization

Shape and topology optimization techniques have allowed the development of highly performing
structures in several industrial domains. However, the performance of the structure in a bench-
mark case is not the only aspect to be taken into account, since its behavior can be perturbed
by a number of different factors [10]. One reason can be a deviation of the structure from its
original design because of imperfections in the manufacturing process or in the quality of the
material. Secondly, the wear of the structure in time can deteriorate its material and degrade
its performance. Finally, the loads applied to the structure and the external conditions can
fluctuate in time or be known up to some degree of confidence.

The present thesis addresses the recurrent problem in the aerospace sector of the design
of structures that are as light as possible, but comply with the high standards of robustness
and reliability of the industry. Specifically, a gas turbine engine is characterized by numerous
components interconnected with one another and subject to intense and varying mechanical
solicitations. in order to ensure the robustness of the engine in a wide array of flight conditions,
it is of primary importance to take the uncertain parameters into account while designing the
components of the turbine. It is within this context that Safran Helicopter Engines manifested
its interest into structural optimization under uncertainties, with the objective to develop shape
optimization techniques adapted for the peculiar circumstances of an engine, and to apply them
to some critical components.

The problem of factoring perturbations in structural optimization has appeared in numerous
fields of engineering. As examples we mention [196, 220, 156, 139] for application to aerospace
engineering, [161] for a study in the biomedical context, and [201, 163] for application to mi-
croelectronics and photonics. The issue of uncertainty quantification and shape optimization
of a domain subject to random geometric perturbations is strictly dependent from the method
chosen to represent it. Early approaches rely on the parametrization of the structure by a finite
number of variables. In [196] a Kriging approach is used in order to evaluate the response of
a wing to moderate perturbations of its geometry. In [63, 222, 81, 11] the uncertain domain is
represented by the perturbation of a reference shape by a Lipschitz continuous random field.
A different approach based on the density method is proposed in [162], where the uncertainty
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of the shape is modeled by the presence of random parameters in the smoothing of the density
function. Topology optimization techniques under uncertainties on the structure have proven to
be useful in the context of shape identification problems [82, 83].

The presence of uncertainties in the material properties or in the applied loads has been
studied by several different authors, and many different perspectives have been proposed. One
possibility is to suppose that the probability distribution of the perturbation is known or it
can be inferred from experimental measures. In this class of approaches we find the tech-
niques denoted Robust Topology Optimization (RTO) and Reliability-Based Topology Optimiza-
tion (RBTO) [121]. The RTO approach evaluates the expectation and the variance of the
uncertain functionals of interest. The RBTO methods consist in estimating the probability of
some functional to exceed a given threshold, denoted failure probability [10, 11], and require an
accurate knowledge of the distribution of the uncertainties. More details and references about
RTO and RBTO problems are presented in chapter 4 and chapter 5 of this thesis. It should
be remarked that assumptions on the distribution of the uncertainties can be inaccurate, and a
possible approach to this issue can be found in [93].

A different class of problems assumes that the perturbation belongs to a bounded set and
optimize the structure with respect to the worst-case scenario. The functional whose value
ought to be controlled can either appear in the objective function or in the constraint of the
optimization problem, and the two situations necessitate different approaches. The case where
the uncertain functional appears as a constraint, is the main interest of chapter 3. As reported
in [43], the optimization of the worst-case scenario is preferable to robust or reliability-based op-
timization problems when the data are imprecise or if their probability distribution is unknown,
if the strict respect of the constraint in all circumstances is of primary importance, or if the
optimal solution is particularly difficult to manufacture.

The different approaches to the inclusion of uncertainties in the external condition or in the
material properties have some drawbacks and some advantages. On the one hand, the optimiza-
tion under constraints on the worst case does not require any hypothesis on the distribution
of the uncertainties. On the other hand, it can result in a design that is too pessimistic, with
poor performances in the vast majority of situations in order to cover an implausible set of
circumstances. For most mechanical applications, the shape of the structure and the material
properties are known with precision, but the loads applied to them are subject to a higher vari-
ability. Therefore, the present thesis will focus on the case of uncertain external conditions,
without any precondition on the size of the perturbations.

Propagation of the uncertainties in linear elasticity
The main aim of the present thesis is to analyze shape optimization problems in linear elastic-
ity, when the mechanical load is subject to uncertainties in the direction and intensity. More
precisely, let us consider a mechanical structure composed by an elastic homogeneous isotropic
material. We denote Sadm the class of all admissible shapes that the structure can assume, that
we suppose to be open Lipschitz continuous domains in Rd. For any Ω ∈ Sadm we assume that
its boundary can be partitioned in three portions with strictly positive measure: ΓD, where
the structure is clamped, ΓN where mechanical loads are applied, and Γ0 denoting the free sur-
face. The elastic displacement uΩ induced by the mechanical solicitation of the structure can
be computed using the equations of linear elasticity. Under such framework, we denote f the
force density acting on the entire volume, g the surface load applied to the portion ΓN of the
surface of the structure, uΩ the displacement field, and σ (uΩ) the stress tensor. Homogeneous
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Dirichlet boundary conditions are applied on ΓD, while Γ0 and ΓN are subject to homogeneous
and non-homogeneous Neumann conditions respectively.

We are interested in finding the admissible structure with minimal volume satisfying a certain
criterion in the form H(uΩ,Ω) ≤ τ for a suitable threshold τ . The optimization problem can be
formulated as follows

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint H(uΩ,Ω) ≤ τ ,
where the displacement uΩ

solves the elasticity equation
−div (σ (uΩ)) = f in Ω,

σ (uΩ) n = g on ΓN,

σ (uΩ) n = 0 on Γ0,

uΩ = 0 on ΓD.

For the sake of introducing uncertainties, we consider the probability space (O,A,P), where
the outcome space is denoted by O, A ⊂ 2O is a σ-algebra on O, and P a probability measure.
Let us suppose that the mechanical load g is uncertain, so that it can be modeled as a random
variable. Thus, the uncertainties propagate to the displacement uΩ and to the constraint func-
tional H(uΩ(ω),Ω). In order to solve the optimization problem and obtain a solution which is
deterministic, it is necessary to replace the constraint functional H(uΩ,Ω) with a determinis-
tic quantity F [H(uΩ,Ω)] ∈ R. By taking uncertainties into account, the shape optimization
problem above can be formulated as follows

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint F [H(uΩ,Ω)] ≤ τF ,

where the displacement uΩ(ω)
solves the elasticity equation

−div (σ (uΩ(ω))) = f in Ω,
σ (uΩ(ω)) n = g(ω) on ΓN,

σ (uΩ(ω)) n = 0 on Γ0,

uΩ(ω) = 0 on ΓD,

for almost any event ω ∈ O.

Different approaches to shape optimization under uncertainties can be distinguished by dif-
ferent choices of the operator F [ · ]. For the worst-case approach the deterministic constraint
can be written as F [H(uΩ,Ω)] = ess supω∈O H(uΩ(ω),Ω) ≤ τ . In the case of RTO problems,
the operator F [ · ] is a combination of the expectation and variance operators. Finally, for
RBTO problems, F [H(uΩ,Ω)] is the probability for H(uΩ,Ω) to exceed some tolerance, and
the inequality F [H(uΩ,Ω)] ≤ τF can be interpreted as a constraint on the failure probability.
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Summary of the thesis by chapter

This thesis is divided in two main parts. In part I we introduce the main notions on shape
optimization for elastic structures, and we study some optimization problems in a deterministic
setting. Part II presents different approaches to take into account uncertainties on the mechanical
loads applied to the structure. Part I is divided in two chapters, while part II consists of three
chapters, one for each approach.

Chapter 1: Hadamard’s method for shape optimization

In this introductory chapter we present the main notions related to shape optimization used in
the course of this thesis.

In section 1.1 we start by recalling the general framework of constrained optimization prob-
lems. Then, we focus on optimization problems under constraints of Partial Differential Equa-
tions, and we discuss the notion of gradient-based optimization algorithms. Particular attention
is given to the computation and meaning of the adjoint state. The section is closed by some
recalls and notations of function spaces.

Section 1.2 describes the differentiation method for shape functionals as introduced by
Hadamard in 1908 [131], following the notations of [6, 100, 138]. After recalling the notions
of Fréchet and Gâteaux derivatives, we introduce the concept of shape derivative, we enunciate
Hadamard’s structure theorem (theorem 1.7), and we show some results on the derivatives of
volume and surface functionals. Next, we present two methods to compute the shape deriva-
tive of a volume functional relying on the solution of a Partial Differential Equation (PDE).
In section 1.2.2 the shape derivative is obtained by computing the Lagrangian derivative of the
solution of the PDE and deducing the adjoint equation from it. In section 1.2.3 the same expres-
sion is obtained through Céa’s fast derivation method [61]. Further details on the computation
of some expressions are reported in appendix A.

Finally, in section 1.3 we discuss the numerical methods for the simulations performed in
this thesis, as well as some alternatives. First, we introduce the level-set method and the signed-
distance function for shape representation. Next, we discuss the notion of adaptive meshing and
the ersatz material method in order to solve boundary value problems for shape encoded by level-
set functions. In section 1.3.4 we discuss the null space optimization algorithm as introduced by
Feppon, Allaire and Dapogny in [114]. In conclusion, we summarize the different steps of the
shape optimization algorithm used in this thesis.

Chapter 2: A deterministic thermo-elastic problem

The second chapter of part I focuses on the optimization of elastic mechanical structures in the
deterministic case. In section 2.1.1 we start by introducing the equations of linear elasticity, the
strain and stress tensors, the symmetry properties of the fourth-order elasticity tensor, and we
express the linear elasticity equation for isotropic homogeneous materials. Next, we present two
shape functionals of particular interest in the design of mechanical structures: the compliance
(the work of the external forces), and the von Mises stress.

In section 2.2 we discuss the influence of thermal effects for the optimization of an elastic
structure. We begin by presenting the constitutive equations of an elastic material subject to
thermal dilation. This problem is of particular interest in the context of additive manufacturing,
as discussed by Allaire and Jakabčin [15], as well as for multiphysics applications [112].

We suppose the mechanical response to be much faster than changes in the temperature field.
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Thus, we consider the time-dependent diffusion equation to compute the thermal distribution at
each instant, while the displacement is modeled by the quasi-static system for linear elasticity. In
the rest of the section we formulate a shape optimization problem for an elastic structure subject
to a time-variant thermal field, with the objective of minimizing its volume under a constraint
on its mechanical compliance. The constraint is formulated by weighting two terms. The first
one consists in the average in time of the compliance for the duration of the simulation. The
second component, not examined as often as the first for time-dependent shape optimization
problems, considers only the final state of the structure. The shape derivative of such functional
is computed in section 2.2.3.

In section 2.3 we present the results of some numerical simulations, starting from the min-
imization of the volume of a 3D cantilever under constraints on the compliance and the von
Mises stress, and concluding with a few results on the thermo-elastic problem. The results of
section 2.2 have been obtained in collaboration with Viacheslav Karnaev, PhD student at the
University of Basel. The study of the thermo-eslatic problem is part of an ongoing work on
shape optimization under a time-variant and uncertain thermal field, and it will be the subject
of future publications.

Chapter 3: Optimization of the worst-case scenario

From this chapter on, we consider various approaches to take uncertainties on the mechanical
loads into account while solving problems of shape optimization. This first chapter of part II
presents two different methods to address the case where one of the constraints in the optimiza-
tion problem concerns the maximal possible value that a given shape functional can assume.
For both cases we suppose that the uncertain loads can be parametrized by a finite number of
variables belonging to a bounded and convex subset G of a suitable Banach space.

The first method, detailed in section 3.2, requires the convexity of the function G ∋ g 7→
H(uΩ,g,Ω) mapping the parameters describing the uncertain loads to the value of the constraint
functional. The strategy consists in approximating the set G by a convex polyhedron GN with
a finite number of vertices N . Thanks to the convexity of the mapping g 7→ H(uΩ,g,Ω), the
maximal value of the constraint is attained in one of the vertices of GN . Thus, the shape opti-
mization problem can be reformulated as an equivalent problem subject to N constraints, each
one relative to a different loading case. A convergence result for the solution of the approximate
problem to the solution of the original is provided in section 3.2.3. This method mirrors and
justifies the approach of engineers consisting in designing structures that are robust with respect
to a limited number of loading cases deemed representative.

In section 3.3 we propose an alternative method. After introducing the notion of subdifferen-
tial in the sense of Clarke, we adapt it to shape functionals, and we provide a sufficient condition
for its existence under some conditions on the regularity of the functional and of G. The core
of the proposed method consists in the identification of one element of the subdifferential at
each step of the optimization algorithm, and the computation of the shape gradient in the cor-
responding direction. Section 3.3.3 details the numerical implementation of the subdifferential
approach.

In conclusion, section 3.4 presents the results of some numerical simulations, optimizing the
volume of two different structures under constraints on the compliance or the L6-norm of the
von Mises stress. The polyhedral approximation and the subdifferential methods have both been
used to enforce the constraint. The numerical results validate both approaches, and illustrate
the convergence of the solution of the polyhedral approximation method towards the exact
one when GN approaches G. Moreover, the simulations show that the approach based on the
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subdifferential is generally faster than the polyhedral approximation of the set G, but it can
be subject to oscillations if the structure to be optimized and the set of admissible loads have
multiple symmetries. A paper on this subject is currently been drafted.

Chapter 4: Shape optimization of a polynomial functional

In this chapter, we model the uncertain loads applied to the structure as random variables in
order to study a Robust Topology Optimization method. Different approaches to the shape
optimization of the expectation or the variance of a shape functional have been proposed in
the recent years [106, 11, 211, 80]. In particular, Dambrine, Dapogny and Harbrecht proved
in [80] that the value of the expectation of a quadratic functional depends only on the first
two stochastic moments of the random variables describing the uncertain loads. Therefore,
the computations of such expectation and its shape derivative do not require computationally
expensive sampling methods.

The main objective of this chapter is to extend the approach of [80] to m-multilinear func-
tionals. The setting of the problem is described in section 4.2, while the main theoretical results
are presented in section 4.3. In particular, we extend the definition of the correlation operator
similarly to [226] and, focusing on the constext of linear elasticity, we use a tensor approach
to show that expectation of an m-multilinear functional depends only on the m first stochastic
moments of the random loads.

In the following two sections we show different applications of our method completed by
some numerical results. In section 4.4 we address the issue of the constraint of the L∞-norm
of the von Mises stress. Since the L∞-norm cannot be differentiated, we approximate it by the
Lm-norm for m sufficiently large, which can be written in terms of an m-multilinear functional.
As numerical simulation we consider the optimization of the mass of a 3D cylindrical structure
subject to random shear forces on its upper face, under a constraint on the L6-norm of the
von Mises stress. In section 4.5 we express the variance of a quadratic functional in terms of a
multilinear functional of degree 4. Then, we adapt a 2D example from [80] to show the effect of
a constraint on the expected value and the variance of the compliance.

The main results of this chapter have been submitted as a journal paper titled Shape Op-
timization of Polynomial Functionals under Uncertainties on the Right-Hand Side of the State
Equation, co-written with Fabien Caubet, Marc Dambrine, and Jérôme Maynadier.

Chapter 5: Shape optimization of the probability to exceed a threshold

This final chapter focuses on Reliability-Based Topology Optimization problems for quadratic
functionals. The interest of RBTO techniques lies in the possibility to design structures com-
pliant with requirement on their probability of failure [34, 180, 151, 76, 11].

Let g be a random mechanical load described by a random vector, uΩ,g the associated elastic
displacement, and (u,v) 7→ Q(u,v) ∈ R be a continuous quadratic functional of the displace-
ment. The functional depends on the shape of the structure (like the mechanical compliance or
the L2-norm of the von Mises stress). Let τ be a threshold value, and let us denote Φ (·) the
shape functional such that

Φ (Ω) = P [Q(uΩ,g,uΩ,g) > τ ],

where uΩ,g is the solution of the elasticity equation (which is subject to uncertainties). The
method to compute the value and the shape derivative of Φ (Ω) is detailed in sections 5.2 and
5.3, and relies on the computation of suitable integrals of the probability density on the volume
and on the surface of the ellipsoid defined by the inequality Q(uΩ,g,uΩ,g) ≤ τ .

19



General introduction

In section 5.4 we present a different technique to evaluate the probability of failure Φ (Ω) and
its derivative when the external load follows a Gaussian distribution. This second method relies
on the series decomposition of the cumulative distribution function of a generalized noncentral
chi-squared distribution as proven by Ruben in 1962 [214].

In section 5.5 we detail the algorithms used to perform the numerical simulations for this
chapter. In order to test the method proposed in section 5.3 we considered problems subject to
centered Gaussian uncertainties, and we apply the quadrature formulas reported in appendix
C in order to avoid the numerical computation of integrals in large dimensions. Both methods
have been tested for the optimization of two elastic structures, with the objective to minimize
their volume under constraints on the probability for the compliance to exceed a threshold.
The results are presented in section 5.6. The computation of the coefficients appearing in the
expression of the shape derivative is almost instantaneous. Thus, the solution of such RBTO
problems takes around the same time as the solution of a deterministic shape optimization
problem.

The essential of this chapter has been submitted as a journal paper under the title Shape
optimization under constraints on the probability of a quadratic functional to exceed a given
threshold, jointly written with Marc Dambrine, Helmut Harbrecht, and Jérôme Maynadier.
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Hadamard’s method for shape
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1.1 PDE constrained optimization

1.1.1 Notations and general framework

Following the framework proposed in [176], any optimization problem can be characterized in
terms of optimal control theory by a state problem, an objective function and a control. The
control x is a variable or a function belonging to a given set of admissible controls Xadm. In the
domain of constrained optimization, the state is another variable y belonging to a Banach space
of admissible states Yadm such that, for a given control x ∈ Xadm, it solves the state problem

f(y, x) = 0, (1.1)

where f : Yadm×Xadm →W is a function taking values in a vector spaceW. If the state problem
is well-posed, the state can be seen as an implicit function of the control as y = y(x). The

23



Chapter 1. Hadamard’s method for shape optimization

objective function is a real-valued function of the control and of the state J : Xadm×Yadm → R.
If the state problem (1.1) is well-posed, a reduced cost Ĵ : Xadm → R can be defined as a function
of the control as

Ĵ : x 7→ Ĵ(x) = J(y(x), x). (1.2)

Using the notation stated above, an optimization problem can be written as∣∣∣∣∣∣∣∣∣∣
Find the control x ∈ Xadm

minimizing the objective function J(y(x), x)
where the state y(x) ∈ Yadm is solution
of the state problem f(y, x) = 0.

(1.3)

We remark that in problem (1.3) the state problem (1.1) acts as a constraint of the optimization
problem. Problem (1.3) can be expressed more concisely using the reduced objective function
as ∣∣∣∣∣Find the control x ∈ Xadm

minimizing the reduced objective function Ĵ(x).
(1.4)

For the purposes of PDEs constrained optimization, equation (1.1) represents a boundary-
value problem for partial differential equations, and the state y is a function belonging to a
suitable Sobolev space and defined on a given domain Ω. Problem (1.4) can be further enriched
by imposing some constraints on the control x, which may depend on the solution of one or
more state equations. ∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the control x ∈ Xadm

minimizing the reduced objective function Ĵ(x)
under the constraints{

Ĝ(x) = 0,
Ĥ(x) ≤ 0,

(1.5)

where Ĝ : Xadm → RNG encodes NG equality constraints, and Ĥ → RNH encodes NH in-
equality constraints. The coverage of the constrained optimization problem (1.5) is discussed in
section 1.3.4

Optimal control problems can be distinguished in different categories according to the nature
of the control function. If Xadm consists of functions defined on the domain Ω or on some part
of it, problem (1.3) is said to be a distributed control problem. Density approaches to topology
optimization like the SIMP method [46, 47] can be classified in this category. A second class
encompasses the boundary control problems, for which the control x is a function defined on ∂Ω
or on part of it. In the context of this thesis we are interested in a third class of optimization
problems, where the control is the shape of the domain Ω itself.

1.1.2 Gradient-based optimization algorithms for constrained optimization

The algorithms for the solution of optimization problems can be divided in two classes. Gradient-
free methods include various evolutionary methods [256, 54] among which we find the genetic
algorithm (see [149] and [6, Chapter 8]). Gradient-based methods rely on the computation of
the sensitivity of the objective function and the constraint with respect to the control, and
require some further regularity on J and f with respect to the gradient-free methods. It should
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1.1. PDE constrained optimization

be remarked that gradient-free and gradient-based methods can be used together in order to
accelerate the solution of an optimization problem. See [49] as an example in the context of
topology optimization, where a genetic algorithm is used to find a suitable initial condition for
a gradient-based method.

In general, all gradient-based algorithm follow a similar structure [126, Section 2.3]. Starting
from an initial guess u(0) for the control, the following loop is executed starting from k = 0 until
a certain convergence criterion is satisfied:

1. identification of the state y(k) = y
(
x(k)

)
corresponding to the control x(k) by solving the

state problem f(y(k), x(k)) = 0;

2. computation of the derivative of the reduced objective function

d
dxĴ

(
x(k)

)
= d

dxJ
(
y
(
x(k)

)
, x(k)

)
; (1.6)

3. computation of an increment δx(k) from the results of points 1 and 2;

4. update the control x(k+1) ← δx(k) + x(k) and increment k.

The computation of the derivative of the objective function with respect to the control is a
crucial step in any gradient-based optimization algorithm [126, Section 2.3.2]. By applying the
chain-rule on equation (1.6) we obtain the following expression for the gradient

d
dxĴ

(
x(k)

)
= ∂J

∂x

∣∣∣∣
x=x(k)

+ ∂J

∂y

∣∣∣∣
y=y(k)

∂y

∂x

∣∣∣∣
x=x(k)

. (1.7)

The terms ∂J
∂x |x=x(k) and ∂J

∂y |y=y(k) can easily be computed from the expression of J . The
term ∂y

∂x |x=x(k) is the sensitivity of the state with respect to the control, and its computation is
more delicate. One possibility is to estimate it numerically after the discretization of the control.
Such a strategy can be very costly if the discretized control is represented by a large number of
parameters, since it requires to solve the state problem for all possible directions of perturbation
of the control.

A different approach to compute the sensitivity ∂y
∂x consists in the solution of the following

sensitivity equation, obtained by the differentiation of the state problem(
∂f
∂y

∣∣∣∣
y=y(k)

)
∂y

∂x

∣∣∣∣
x=x(k)

= − ∂f
∂x

∣∣∣∣
x=x(k)

. (1.8)

The numerical solution of equation (1.8) is challenging if the control is discretized by a large
number of parameters, since the sensitivity equation should be solved for as many different
right-hand sides as the number of degrees of freedom of the control.

In order to avoid such complication, it is possible to consider an adjoint approach, as pre-
sented in [169, Section 6.5], [126, Section 2.3.3], and [176, Section 9.3.2].

Definition 1.1 (Adjoint operator). Let X and Y be normed vector spaces. We denote X ∗ the
topological dual of X , which is the set of bounded linear operators defined on X . For any L ∈ X ∗

and x ∈ X , we denote ⟨L, x⟩X ∗,X the evaluation of L in the point x.
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Chapter 1. Hadamard’s method for shape optimization

Let A : X → Y be a bounded linear operator. The adjoint operator A∗ : Y∗ → X ∗ is such
that, for any y∗ ∈ Y∗ and x ∈ X

⟨A∗y∗, x⟩X ∗,X = ⟨y∗, Ax⟩Y∗,Y . (1.9)

In the finite-dimensional case, A is a matrix, and its adjoint A∗ operator coincides with its
conjugate transpose.

Let us suppose that the sets of the admissible controls Xadm and states Yadm are subsets of
the reflexive Banach spaces U and Y respectively. Moreover, we consider W to be a Banach
space as well. Since ∂f

∂y |y=y(k) : Y → W is a bounded linear operator, we can identify is dual by
the operator

(
∂f
∂y |y=y(k)

)∗
: W∗ → Y∗. Let us define the adjoint state (or co-state) λ(k) ∈ W∗,

as the solution of the adjoint equation(
∂f
∂y

∣∣∣∣
y=y(k)

)∗

λ(k) =
(
∂J

∂y

∣∣∣∣
y=y(k)

)∗

. (1.10)

By injecting the result of the adjoint equation (1.10) and the sensitivity equation (1.8) into
equation (1.7) we obtain

d
dxĴ

(
x(k)

)
= ∂J

∂x

∣∣∣∣
x=x(k)

+ λ(k)∗ ∂f
∂y

∣∣∣∣
y=y(k)

∂y

∂x

∣∣∣∣
x=x(k)

= ∂J

∂x

∣∣∣∣
x=x(k)

− λ(k)∗ ∂f
∂x

∣∣∣∣
x=x(k)

. (1.11)

Since the adjoint state λ(k) does not depend on the perturbation θ̂, it can be solved only
once per iteration of the optimization algorithm, after the solution of the state problem.

Crucial assumptions for the application of gradient-based optimization algorithms are the
differentiability of the objective J and the state function f with respect to the control, and the
ability to upgrade the control by a suitable increment. In the case of distributed or boundary
control problem, the control function x is supposed to belongs to a closed subset of a suitable
Banach space. However, for shape optimization problems the set of admissible controls Xadm
consists in a set of domains in Rd, which is not provided with a natural vector structure.

One possible solution consists in the parametrization of the domain by a finite number N
of parameters, so that Xadm is isomorphic to a subset of RN (see [189] and other chapters of
[139]). Despite its simplicity and widespread use in industrial contexts, such approach bounds
the search for the optimal shape to a narrow class of structures and does not allow for radical
changes of the geometry.

The approach presented in section 1.2 defines the derivative with respect to shape in terms
of perturbations of the domain, allowing for a greater flexibility in the choice of the control
and a greater complexity in the resulting optimal shapes. In this section we discussed the
differentiation of the objective function of an optimization problem. It is evident that the same
considerations can be done for the derivation of a constraint functional.

1.1.3 Recalls, remarks, and notations on function spaces

Let us consider a bounded domain Ω ⊂ Rd with Lipschitz continuous boundary, in dimension
d = 2 or 3. Before stating the definition of shape derivative proposed by Hadamard, we recall
the definition of some functional spaces [216, Chapter 3]. For all 1 ≤ p < ∞, the set Lp (Ω) is
the space of all real-valued functions f defined on Ω such that |f |p is integrable on Ω. The space
L∞ (Ω) contains all essentially bounded functions defined on Ω.

Lp (Ω) = {f : Ω→ R :
∫

Ω |f |
p dx <∞} for 1 < p <∞,

L∞ (Ω) = {f : Ω→ R : ess sup f <∞}
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1.1. PDE constrained optimization

The function spaces Lp (Ω) are Banach spaces with respect to the norms

∥f∥p = (
∫

Ω |f |
p dx)1/p for 1 ≤ p <∞,

∥f∥∞ = ess sup f.
(1.12)

If the domain Ω has finite measure, the Lp spaces are nested into one another as proven by
the following proposition.

Proposition 1.2. Let Ω be a domain with finite measure |Ω| < ∞. Let p, q ∈ [1,∞[∪{+∞},
where p < q, and f ∈ Lq(Ω). Then, f ∈ Lp (Ω) as well and

∥f∥p

p
√

|Ω|
≤ ∥f∥q

q
√

|Ω|
if q <∞,

∥f∥p

p
√

|Ω|
≤ ∥f∥∞ otherwise.

(1.13)

Equation (1.13) can be proven using the definition of the Lp norms, Lebesgue’s definition of
integral, and Hölder’s inequality. It can also be remarked that the Lp-norm for p < ∞ can be
used to approximate the supremum of |f | in Ω.

Proposition 1.3. Let Ω be a domain with finite measure |Ω| <∞, and f a real-valued function
such that f ∈ Lp0 (Ω) ∩ L∞ (Ω). Then f ∈ Lp(Ω) for all p > p0, and

lim
p→∞

∥f∥p = ∥f∥∞ .

Proof. At first, from equation (1.13), we can deduce that

lim sup
p→∞

∥f∥p ≤ lim
p→∞

∥f∥∞ = ∥f∥∞ . (1.14)

In order to prove the opposite inequality, we define the family of sets Aϵ for all 0 < ϵ < ∥f∥∞ as

Aϵ = {x ∈ Ω : |f(x)| > ∥f∥∞ − ϵ} .

We remark that, by the definition (1.12) of the L∞-norm, |Aϵ| > 0. We deduce that

∥f∥pp =
∫

Ω
|f |p ≥

∫
Aϵ

|f |p ≥ (∥f∥∞ − ϵ)
p |Aϵ| ,

from which follows
∥f∥p ≥ (∥f∥∞ − ϵ) |Aϵ|1/p .

By taking the limit for p→∞, we get

lim inf
p→∞

∥f∥p ≥ lim
p→∞

(∥f∥∞ − ϵ) |Aϵ|1/p = (∥f∥∞ − ϵ) .

Thus, since such inequality is true for all 0 < ϵ < ∥f∥∞:

lim inf
p→∞

∥f∥p ≥ ∥f∥∞ . (1.15)

Combining (1.14) and (1.15) we conclude that limp→∞ ∥f∥p = ∥f∥∞.
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Chapter 1. Hadamard’s method for shape optimization

A major family of function spaces in the context of partial differential equations is composed
by the Sobolev spaces Wk,p (Ω) for 1 ≤ k, p <∞ [110, Section 5.2]. For any multi-index α ∈ Nd,
we denote |α| the sum of its components. A real-valued function f defined on Ω ⊂ Rd belongs
to Wk,p (Ω) if, for any multi-index α = (α1, . . . , αd) such that |α| ≤ k, the partial derivative
Dα = ∂α1

∂x
α1
1
, . . . , ∂αd

∂x
αd
d

f exists in the weak sense, and it belongs to Lp (Ω).

Wk,p (Ω) =
{
f ∈ Lk (Ω) :

∫
Ω
|Dαf |p dx <∞ for all multi-index α such that |α| ≤ k

}
.

All Sobolev spaces Wk,p (Ω) for 1 ≤ k, p < ∞ are Banach spaces with respect to the following
norm [110, Section 5.2, Theorem 2]

∥f∥k,p =

 ∑
|α|≤k

∥Dαf∥pp

1/p

.

The spaces Wk,2 (Ω) are also denoted as Hk (Ω) for any 1 ≤ k < ∞. The function space
L2 (Ω), as well as all spaces Hk (Ω) are Hilbert spaces with respect to the following scalar products

⟨f, g⟩L2 =
∫

Ω
fg dx f, g ∈ L2 (Ω) ,

⟨f, g⟩Hk =
∑

|α|≤k

∫
Ω

(Dαf) (Dαg) dx f, g ∈ L2 (Ω) , k ≥ 1.

If Γ ⊂ ∂Ω is a portion of the boundary of Ω with strictly positive measure, we denote Lp
Γ(Ω)

(or Wk,p
Γ(Ω), or Hk

Γ(Ω)) the subset of all functions belonging to Lp (Ω) (or Wk,p (Ω) or Hk (Ω)
respectively) which are equal to 0 almost everywhere on Γ.

The definition of the function spaces introduced here can be extended to vector-valued func-
tions. We denote Lp (Ω)d, Wk,p (Ω)d, and Hk (Ω)d the equivalent spaces of Lp (Ω), Wk,p (Ω),
and Hk (Ω) for functions with values in Rd. A function f : Ω → Rd belongs to Lp (Ω)d if all its
components belong to Lp (Ω) (likewise for Wk,p (Ω)d, and Hk (Ω)d).

Finally, we denote W1,∞
(
Rd
)d

the space of Lipschitz continuous vector field in Rd, that is

W1,∞
(
Rd
)d

=
{

θ ∈ L∞
(
Rd
)d

: ∇θ ∈ L∞
(
Rd
)d×d

}
.

The set W1,∞
(
Rd
)d

is a Banach space with respect to the norm ∥·∥1,∞ such that

∥θ∥1,∞ = ∥θ∥∞ + ∥∇θ∥∞ = sup
x∈Rd

∥θ(x)∥∞ + sup
x∈Rd

∥∇θ(x)∥∞ .

1.2 Hadamard’s boundary variation method

1.2.1 Shape derivative of a real-valued functional

The method of differentiation with respect to the domain presented in this section has been
proposed by Jacques Hadamard [131]. All concepts, definition and proof presented here can be
found in [138, Chapter 5], [6, Chapter 6], and [100, Chapter 9].

If θ ∈W1,∞
(
Rd
)d

is a Lipschitz continuous vector field such that ∥θ∥1,∞ < 1 and denoting
I the identity operator, the mapping x 7→ (I + θ(x))x is a Lipschitz continuous diffeomorphism,
meaning that it is differentiable, invertible, and its inverse is differentiable (see [6, Lemma 6.13]).
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1.2. Hadamard’s boundary variation method

Definition 1.4 (Lipschitz domain). A subset Ω of Rd is said to be a Lipschitz domain if Ω
is an open bounded subset of Rd, with positive measure, and such that its boundary ∂Ω can be
described by a finite number of Lipschitz continuous local maps [218, Definition 1.4].

Given a Lipschitz continuous vector field θ ∈W1,∞
(
Rd
)d

with ∥θ∥1,∞ < 1 and a Lipschitz
domain Ω ∈ Sadm, we define the deformed domain Ωθ as

Ωθ = (I + θ)Ω =
{

x̃ ∈ Rd : ∃ x ∈ Ω for which x̃ = (I + θ(x))x
}
. (1.16)

For the sake of simplicity, we consider a class of admissible shapes Sadm, and a class Θadm of
vector fields such that, for all θ ∈ Θadm, the deformed set Ωθ belongs to Sadm. Let Φ(·) be
a shape functional Φ : Sadm → R. At first, we recall the notion of shape differentiability, as
introduced in [138, Chapter 5] or in [6, Section 6.3].

Definition 1.5 (Fréchet differentiable shape functional). A real-valued functional Φ : Sadm → R
is shape differentiable according to Fréchet at Ω if there exists a linear continuous function
AΩ : W1,∞

(
Rd
)d
→ R such that

Φ(Ωθ) = Φ(Ω) +AΩ(θ) + o(θ)

for all θ ∈W1,∞
(
Rd
)d

, where lim
θ→0

o(θ)
∥θ∥1,∞

= 0. The linear form AΩ is called shape derivative of

Φ in Ω and is denoted as d
dΩΦ(Ω) or DΦ(Ω).

Fréchet’s definition of derivative is not the only possible definition of derivative in the context
of shape calculus. We report here the definition of Gâteaux differentiability as presented in [100,
Definition 3.3], which extends the notion of directional derivative, but is weaker than the Fréchet
definition.

Definition 1.6 (Gâteaux differentiable shape functional). A real-valued shape functional Φ :
Sadm → R admits a Gâteaux semiderivative dΦ (Ω; θ) in the direction θ ∈ W1,∞

(
Rd
)d

if the
following limit exists and is finite

dΦ (Ω; θ) = lim
t↘0+

Φ((I + tθ)Ω)− Φ(Ω)
t

.

The shape function Φ is said to be Gâteaux differentiable in Ω if it admits a Gâteaux semideriva-
tive for any direction θ ∈W1,∞

(
Rd
)d

, and the mapping θ 7→ dΦ (Ω; θ) is linear and continuous.

Unless stated otherwise, the notion of differentiability of shape functionals considered in this
thesis refers to the Fréchet definition. If the domain Ω is sufficiently regular, we can assume
that the value of the derivative DΦ(Ω)(θ) depends only on the normal component of the vector
field θ on the surface ∂Ω of the domain. Such result derives from the following theorem, proven
by Hadamard and stated in [138, Proposition 5.9.1].

Theorem 1.7 (Structure theorem). Let Ω ∈ Sadm be a C1 domain, and let us denote by n(s) the
outwards normal to the surface ∂Ω in s ∈ ∂Ω. We suppose that Φ : Sadm → R is a differentiable
functional. If θ1,θ2 ∈W1,∞

(
Rd
)d

are Lipschitz continuous vector fields such that θ1 ·n = θ2 ·n
on ∂Ω, then DΦ(Ω)(θ1) = DΦ(Ω)(θ2).
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Chapter 1. Hadamard’s method for shape optimization

The expression of the shape derivative of a shape functional can be computed directly using
definition 1.5. We recall the computation of the shape derivative of a volume functional as
presented in [138, Section 5.2] and [6, Section 6.3].

Proposition 1.8 (Shape derivative of a volume function). Let f ∈ W1,1
(
Rd
)

be a real valued
function. Let Ω be an admissible domain such that, for any admissible displacement field θ ∈
Θadm, the perturbed domain Ωθ belongs to Sadm. Then, the shape functional Φ : Ω 7→

∫
Ω
f(x)dx

is shape differentiable in Ω, and its derivative can be written as

DΦ(Ω)(θ̂) =
∫

Ω
div

(
θ̂(x)f(x)

)
dx. (1.17)

If, moreover, Ω has a Lipschitz continuous boundary, the shape derivative of Φ can be also
expressed as

DΦ(Ω)(θ̂) =
∫

∂Ω

(
n(s) · θ̂(s)

)
f(s) ds. (1.18)

Proof. At first, we compute the value of the shape functional in a perturbed domain. Let
θ ∈ Θadm ⊂W1,∞

(
Rd
)d

be a vector field such that ∥θ∥1,∞ < 1. Assuming that the perturbed
domain Ωθ = (I + θ)Ω belongs to the class Sadm, it is possible to evaluate Φ in Ωθ. Performing
the change of variables x = (I + θ)−1x̃, the integral on Ωθ can be written as an integral on the
reference domain Ω

Φ(Ωθ) =
∫

Ωθ

f(x̃) dx̃ =
∫

Ω
f ◦ (I + θ)(x) |det (I +∇θ)| dx, (1.19)

where I denotes the identity matrix. Since x 7→ (I + θ(x))x is a diffeomorphism and f is a
differentiable function, it is possible to differentiate equation (1.19) around θ = 0. Recalling
that the derivative of the Jacobian term is

d
dθ
|det (I +∇θ)|

∣∣∣∣
θ=0

(θ̂) = div θ̂, (1.20)

we find the expression for the functional Φ as

DΦ(Ω)(θ̂) = d
dθ

Φ(Ωθ)
∣∣∣∣
θ=0

(θ̂) =
∫

Ω
θ̂(x) ·∇f(x)dx+

∫
Ω
f(x) div θ̂(x)dx =

∫
Ω

div
(
θ̂(x)f(x)

)
dx.

(1.21)
The surface expression (1.18) of the shape derivative can be found integrating by parts the
volume expression (1.21).

The computation of the derivative of shape functionals defined on the boundary of Ω is more
delicate. We start by recalling some notions of differential geometry as reported in [138, Sections
5.4.1 to 5.4.3].

Definition 1.9 (Differential operators on a smooth surface). Let Γ ⊂ Rd be a smooth manifold
without boundary of dimension (d − 1), and g : Γ → R a C1 function. Let g̃ : Rd → R a C1

extension of g to Rd. The tangential gradient of g in s ∈ Γ is defined as

∇Γg(s) = ∇g̃(s)− (n · ∇g̃(s)) n,
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1.2. Hadamard’s boundary variation method

where n(s) is the unit vector normal to Γ in s.
The tangential divergence of a C1 function g : Γ→ Rn in s is defined as

(divΓ g) (s) = (div g̃) (s)− (∇g̃ n) · n,

where g̃ denotes a C1 extension of g to Rn.

It should be remarked that the definition of the tangential gradient and derivative are inde-
pendent from the choice of the extension function. In order to state the formula for the change
of variables for functionals defined on manifolds [138, Proposition 5.4.3], we introduce the notion
of mean curvature of a smooth manifold.

Definition 1.10 (Mean curvature). Let Γ be a smooth manifold without boundary, and ñ a
C1 unitary extension of the normal vector n to a neighborhood of Gamma. Then, the mean
curvature of Γ in s ∈ Γ is defined as

H(s) = divΓ n(s) = div ñ(s).

Lemma 1.11. Let Ω be a C1 bounded domain in Rd, θ ∈W1,∞
(
Rd
)d

a displacement field, and
g ∈ C1 (∂Ω) a real-valued continuous function. Then, the following identity holds∫

∂((I+θ)Ω)
g ◦ (I + θ)−1 ds̃ =

∫
∂Ω
g Jac∂Ω ((I + θ)) ds.

The tangential Jacobian is defined as

Jac∂Ω ((I + θ)) =
∥∥∥(I + θ)−Tn

∥∥∥ |det (I +∇θ)| .

Moreover, the mapping θ 7→ Jac∂Ω ((I + θ)) is differentiable in θ = 0, and its derivative is

d
dθ

Jac∂Ω ((I + θ)) (θ̂) = divΓ θ̂.

The proof of lemma 1.11 can be found in [138, Proposition 5.4.3 and Lemma 5.4.15].
Finally, we can state a proposition on the shape derivative of functionals defined as integrals

on the boundary of a domain, reported as [6, Proposition 6.24] and [138, Proposition 5.4.18].

Proposition 1.12 (Shape derivative of a boundary functional). Let Ω be a C2 admissible do-
main, and g ∈W2,1

(
Rd
)

a real valued function. Then, the shape functional Φ : Ω 7→
∫

∂Ω
g(s)ds

is shape differentiable in Ω, and its derivative is expressed as

DΦ(Ω)(θ̂) =
∫

∂Ω

(
∇g · θ̂ + g divΓ θ̂

)
ds. =

∫
∂Ω

(
n(s) · θ̂(s)

)( ∂g
∂n +Hg

)
ds. (1.22)

In order to be able to compute the shape derivative of more complex shape functional, it
is necessary to introduce the concept of derivative of a function defined on a variable domain
Ω. Let u : Sadm × Rd → R be a function such that uΩ(x) is well-defined if x ∈ Ω. As stated
in [6, Section 6.3.3] and [112, Section 1.2.3], there exist two main definitions of derivative of
uΩ(x) with respect to the domain. Considering θ as a transport vector field, the two derivatives
are denoted Eulerian and Lagrangian derivatives, by analogy to the derivatives in continuum
mechanics.
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Chapter 1. Hadamard’s method for shape optimization

Definition 1.13 (Eulerian derivative). Let Ω ∈ Sadm be an admissible domain in Rd and
θ ∈ Θadm ⊂ W1,∞

(
Rd
)d

such that Ωθ = (I + θ)Ω ∈ Sadm. Let x ∈ Rd such that x belongs to
both Ω and Ωθ. The Eulerian derivative of u in x in the direction θ is the differential of the
mapping θ 7→ uΩθ

(x) and is denoted

u′
Ω(x)(θ̂) = d

dθ
uΩθ

(x)
∣∣∣∣
θ=0

(θ̂).

An important drawback of the Eulerian derivative is that the definition 1.13 makes sense
only for x fixed. Moreover, if x belongs to the boundary ∂Ω, it might not belong to Ωθ for all
displacement fields θ ∈ Θadm.

Definition 1.14 (Lagrangian derivative). Let Ω ∈ Sadm be an admissible domain in Rd. For
θ ∈ Θadm we denote uΩθ

◦ (I + θ) the function defined on Ω obtained by pushing back uΩθ
to the

original domain Ω. The Lagrangian derivative of u in x in the direction θ is the differential of
the mapping θ 7→ uΩθ

◦ (I + θ)(x) and is denoted

u̇Ω(x)(θ̂) = d
dθ
uΩθ
◦ (I + θ)(x)

∣∣∣∣
θ=0

(θ̂).

In contrast to the Eulerian derivative u′
Ω(x), the Lagrangian derivative u̇Ω(x) is well-defined

on the domain Ω regardless to the direction θ. Wherever they are both defined, the Lagrangian
and Eulerian derivatives are related by the following identity

u̇Ω(x)(θ̂) = u′
Ω(x)(θ̂) +∇uΩ(x) · θ̂(x). (1.23)

Further analysis on the sensitivity of a shape functional can be done by computing its second
derivative. We will not present any result on higher-order shape differentiation, and we suggest
the reader to consult [138, Section 5.3] and [86] for further information on the subject.

1.2.2 Differentiation under elliptical PDE constraints

If the evaluation of the functional to be differentiated depends on the solution of a boundary-
value problem, the expression of the shape derivative is not as simple as in proposition 1.8. In
order to illustrate the procedure of computation of the shape derivative, we consider a simple
shape optimization problem in the form of problem (1.3), where the state is the solution of an
elliptic partial differential equation. We focus on the case where the state uΩ is a vector field, as
for the linear elasticity equation. The analogous computation for the scalar case can be found
in [112, Section 1.2.3].

Let Sadm be a family of admissible domains in Rd with d = 2 or 3. We suppose that the
boundary of any domain in Sadm can be decomposed in three disjoint parts denoted ΓD, ΓN,
and Γ0. For the sake of simplicity, we suppose that all admissible domains share the portion ΓD
of their boundary. Let A be a positive definite matrix, and f ∈ H1 (Ω)d and g ∈ L2 (ΓN)d. For
all s ∈ ∂Ω, we denote n(s) the unitary vector which is orthogonal to the surface ∂Ω in s. We
suppose that the objective function J has the following integral expression:

J(u,Ω) =
∫

Ω
(j0(u(x)) + j1(∇u(x))) dx for u ∈ H1 (Ω)d , (1.24)
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1.2. Hadamard’s boundary variation method

where j0 : R → R and j1 : Rd → R are two C1 functions. Finally, we suppose that there exist
two positive constants C0, C1 > 0 such that |∂ij0(v)| < C0 ∥v∥Rd and |∂i∂j j1(V)| < C1 ∥V∥Rd×d

for all i, j ∈ {1, . . . , d} and any v ∈ Rd and V ∈ Rd×d.
We aim to solve the following shape optimization problem∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the objective function J(uΩ,Ω),
where the state uΩ ∈ H1 (Ω)d

is solution of the state problem
−div(A∇uΩ) = f in Ω,

(A∇uΩ) n = g on ΓN,

(A∇uΩ) n = 0 on Γ0,

uΩ = 0 on ΓD.

(1.25)

The weak formulation of the state problem in (1.25) is the following∣∣∣∣∣∣∣∣∣∣
Find uΩ ∈ H1

ΓD (Ω) such that
for all v ∈ H1

ΓD (Ω)∫
Ω

A∇wΩ : ∇v dx =
∫

Ω
f · v dx +

∫
ΓN

g · v ds.
(1.26)

In order to use a gradient-based optimization method to solve problem (1.25), it is necessary
to compute the shape derivative of the reduced objective functional Ĵ : Ω 7→ J(uΩ,g,Ω). As first
step, we compute the expression of the objective function for a deformed domain. Let Ω be a
Lipschitz domain, and Θadm ⊂W1,∞

(
Rd
)d

a family of Lipschitz continuous vector fields as

Θadm =
{

θ ∈W1,∞
(
Rd
)d

: θ = 0 on ΓD

}
.

We consider a deformation field θ ∈ Θadm and a deformed domain Ωθ = (I + θ)Ω, and we
compute the value of Ĵ(Ωθ):

Ĵ(Ωθ) = J(uΩθ
,Ωθ) =

∫
Ωθ

(
j0(uΩθ

(x̃)) + j1(∇x̃uΩθ
(x̃))

)
dx̃, (1.27)

where ∇x̃ indicates the gradient operator with respect to the perturbed reference. By applying
the change of variables x = (I + θ)−1x̃, the expression (1.27) can be reformulated as an integral
on the reference domain Ω. We recall that, for any function f ∈ C1

(
Rd
)
, the gradient in the

perturbed reference of f can be expressed as

∇x̃f(x̃) = (I +∇θ)−T∇ (f ◦ (I + θ)) (x). (1.28)

By consequence, the gradient of a vector function f ∈ C1
(
Rd
)d

in the perturbed reference is

∇x̃f(x̃) = ∇ (f ◦ (I + θ)) (x) (I +∇θ)−1 . (1.29)

We denote ũθ
Ω = uΩθ

◦ (I + θ) the solution of the state problem on the perturbed domain
under the change of variables, and we remark that ũθ

Ω is well-defined on the reference domain
Ω. Therefore, we can express (1.27) as

Ĵ(Ωθ) =
∫

Ω

(
j0(ũθ

Ω(x)) + j1(∇ũθ
Ω(x)(I +∇θ)−1)

)
|det (I +∇θ)| dx. (1.30)
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Chapter 1. Hadamard’s method for shape optimization

The shape derivative of Ĵ(Ω) in the direction θ is obtained differentiating equation (1.30)
with respect to θ. By differentiating equation (1.30) with respect to θ we obtain

DĴ(Ω)(θ̂) = d
dθ
Ĵ(Ωθ)

∣∣∣∣
θ=0

(θ̂) =
∫

Ω
(j0(uΩ(x)) + j1(∇uΩ(x))) div θ̂ dx

+
∫

Ω

(
∇ j0(uΩ(x)) · u̇Ω(θ̂) +∇ j1(∇uΩ(x)) :

(
∇u̇Ω(θ̂)−∇uΩ(x)∇θ̂

))
dx.

(1.31)
where u̇Ω(θ̂) is the Lagrangian derivative of uΩ,g in the direction θ̂, as introduced in defini-
tion 1.13. The terms ∇ j0(uΩ(x)) ∈ H1 (Ω)d and ∇ j1(∇uΩ(x))L2 (Ω)d×d are the dual operators
of the derivatives of the functionals j0 and j1 in the respective function spaces. The equation
defining the material derivative of the state can be found by differentiating the weak expression
of the state problem of (1.25) on a perturbed domain with respect to θ.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find uΩθ
∈ H1

ΓD (Ωθ) such that
for all v ∈ H1

ΓD (Ω)∫
Ωθ

(
A∇x̃ (uΩθ

) (x̃)
)

: ∇x̃v ◦ (I + θ)−1(x̃) dx̃

=
∫

Ωθ

f(x̃) · v ◦ (I + θ)−1(x̃) dx̃ +
∫

(I+θ)ΓN
g(s̃) · v ◦ (I + θ)−1(s̃) ds̃.

(1.32)

Since the mapping x 7→ x̃ = (I + θ)x is a diffeomorphism, it is possible to take as test
function v defined on Ω. Expressing the equation in problem (1.32) in terms of the reference
domain, we get that for all v ∈ H1 (Ω)∫

Ω

(
(I +∇θ)−T A∇ũθ

Ω(x) (I +∇θ)−1
)

: ∇v(x) |det (I +∇θ)| dx

=
∫

Ω
f ◦ (I + θ)(x) · v(x) |det (I +∇θ)| dx +

∫
ΓN

g ◦ (I + θ)(s) · v(s)Jac∂Ω ((I + θ)) ds.

(1.33)

By differentiating (1.33) with respect to θ, we obtain the equation solved by the material
derivative of the state∫

Ω

(
div(θ̂) A∇uΩ −∇θ̂

TA∇uΩ −A∇uΩ∇θ̂

)
: ∇v dx +

∫
Ω

Au̇Ω(θ̂) : ∇v dx

=
∫

Ω

(
∇f θ̂ + div(θ̂)f

)
· v dx +

∫
ΓN

(
∂g
∂n +Hg

)
· v(s) ds. (1.34)

Thus, the material derivative u̇Ω(θ̂) is solution of the following problem∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find u̇Ω(θ̂) ∈ H1
ΓD (Ω)d such that

for all v ∈ H1
ΓD (Ω)∫

Ω
A∇u̇Ω(θ̂) : ∇v dx =

∫
Ω

(
−div(θ̂) A∇uΩ +∇θ̂

TA∇uΩ + A∇uΩ∇θ̂

)
: ∇v dx

+
∫

Ω

(
∇f θ̂ + div(θ̂)f

)
· v dx +

∫
ΓN

(
∂g
∂n +Hg

)
· v(s) ds.

(1.35)

The expression (1.31) for the shape derivative of the reduced functional is not suitable
for a gradient-based optimization algorithm, since its evaluation in a direction θ̂ requires to
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1.2. Hadamard’s boundary variation method

retrieve the material derivative of the state by solving problem (1.35). One method to avoid
the computation of u̇Ω(θ̂) consists in the computation of a suitable adjoint state (or co-state)
wΩ ∈ H1 (Ω)d, solving the following adjoint problem


−div

(
AT∇wΩ

)
= ∇ j0(uΩ)− div (∇ j1(∇uΩ)) in Ω,(

AT∇wΩ
)

n = ∇ (j1(∇uΩ)) n on ΓN ∪ Γ0,

wΩ = 0 on ΓD,

(1.36)

whose weak formulation is∣∣∣∣∣∣∣∣∣
Find wΩ ∈ H1

ΓD (Ω) such that
for all v ∈ H1

ΓD (Ω)∫
Ω

AT∇wΩ : ∇v dx =
∫

Ω
∇ j0(uΩ) · v dx +

∫
Ω
∇ j1(∇uΩ) : ∇v dx.

(1.37)

The Lax-Milgram theorem ensures that, if the regularity and growth properties of j0 and j1 are
satisfied, problem (1.37) is well-posed and the adjoint state wΩ is well-defined.

By considering u̇Ω(θ̂) as test function in problem (1.37), recalling the expression of prob-
lem (1.35) and the fact that AT∇wΩ : ∇v = A∇v : ∇wΩ by definition of the inner product,
we get the following identity∫

Ω
∇ j0(uΩ) · u̇Ω(θ̂) dx +

∫
Ω
∇ j1(∇uΩ) : ∇u̇Ω(θ̂) dx =

∫
Ω

AT∇wΩ : ∇u̇Ω(θ̂) dx

=
∫

Ω
A∇u̇Ω(θ̂) : ∇wΩ dx =

∫
Ω

(
∇f θ̂ + div(θ̂)f

)
·wΩ dx +

∫
ΓN

(
θ̂ · n

)(∂g
∂n +Hg

)
·wΩ ds

+
∫

Ω

(
−div(θ̂)A∇uΩ +∇θ̂

TA∇uΩ + A∇uΩ∇θ̂

)
: ∇wΩ dx.

(1.38)
When injecting equation (1.38) into equation (1.31), we get the following expression for the

derivative of the reduced functional

DĴ(Ω)(θ̂) =
∫

Ω
(j0(uΩ) + j1(∇uΩ)) div(θ̂) dx−

∫
Ω
∇j1(∇uΩ) :

(
∇uΩ∇θ̂

)
dx

+
∫

Ω

(
∇f θ̂ + div(θ̂)f

)
·wΩ dx +

∫
ΓN

(
θ̂(s) · n(s)

)(∂g
∂n +Hg

)
·wΩ ds

+
∫

Ω

(
−div(θ̂)A∇uΩ +∇θ̂

TA∇uΩ + A∇uΩ∇θ̂

)
: ∇wΩ dx

=
∫

Ω

(
∇fTwΩ

)
· θ̂ dx +

∫
ΓN

(
∂g
∂n +Hg

)
·wΩ ds

+
∫

Ω

(
j0(uΩ) + j1(∇uΩ) + f ·wΩ −A∇uΩ : ∇wΩ

)
div(θ̂) dx

+
∫

Ω

(
−∇uΩ

T∇ j1(∇uΩ) +∇wΩ
TA∇uΩ +∇uΩ

TAT∇wΩ
)

: ∇θ̂.

(1.39)

Formula (1.39) shows the volume expression of the shape derivative of Ĵ . If Ω is a C1 domain,
theorem 1.7 ensures that the derivative in the direction θ̂ can be expressed as an integral on ∂Ω
depending on the normal component of θ̂ in each point of the surface. In order to compute such
expression, we consider the following lemma.
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Chapter 1. Hadamard’s method for shape optimization

Lemma 1.15. Let Ω ⊂ Rd be a C1 domain, ϕ ∈ C1 (Ω) and M : Ω → Rd×d two continuous
functions, and θ : C1 (Ω)d a smooth displacement vector field. For each point s on ∂Ω we suppose
that θ(s) can be decomposed as θ(s) = n(s) (θ · n) + θτ , where n(s) is the unit vector orthogonal
to ∂Ω in s, and θτ is the component of θ tangent to ∂Ω.

Then, the following identities hold∫
Ω
ϕ(x) div θ(x) dx =

∫
∂Ω
ϕ(s) (θ(s) · n(s)) ds−

∫
Ω
∇ϕ(x) · θ(x) dx, (1.40)

∫
Ω

M(x) : ∇θ(x) dx =
∫

∂Ω

(
nTMn

)
(θ(s) · n(s)) ds +

∫
∂Ω

θT
τ Mn ds−

∫
Ω

div(M(x)) · θ(x) dx.
(1.41)

Proof. The proof of the identity (1.41) derives directly from the formula of the divergence of the
product of two functions, and from the application of the divergence theorem. Indeed∫

∂Ω
ϕ(s) (θ(s) · n(s)) ds =

∫
Ω

div (ϕθ) dx =
∫

Ω
(ϕ(x) div θ(x) +∇ϕ(x) · θ(x)) dx.

In order to prove equation (1.41) we consider the identity div(Mθ) = M : ∇θ + div(M) · θ,
and we procede as for (1.40).∫

∂Ω
n(s) · (M(s)θ(s)) ds =

∫
Ω

div(Mθ) dx =
∫

Ω
(M(x) : ∇θ(x) + div(M) · θ(x)) dx. (1.42)

Equation (1.41) is obtained by applying the decomposition θ(s) = n(s) (θ · n) + θτ to the left-
hand side of equation (1.42).

The surface form of DĴ(Ω)(θ̂) can be found integrating equation (1.39) by parts. Indeed,
using equations (1.40) and (1.41) we find

DĴ(Ω)(θ̂) =
∫

∂Ω

(
j0(uΩ) + j1(∇uΩ) + f ·wΩ −A∇uΩ : wΩ

)(
θ̂ · n

)
ds

+
∫

Ω

(
∇fTwΩ −∇

(
j0(uΩ) + j1(∇uΩ)−A∇uΩ : ∇wΩ

))
· θ̂(x) dx

+
∫

∂Ω
nT
(
−∇uΩ

T(∇ j1(∇uΩ)) +∇wΩ
TA∇uΩ +∇uΩ

TAT∇wΩ
)

n
(
θ̂ · n

)
ds

+
∫

∂Ω
θ̂

T
τ (s)

(
−∇uΩ

T(∇ j1(∇uΩ)) +∇wΩ
TA∇uΩ +∇uΩ

TAT∇wΩ
)

n(s) ds

−
∫

Ω
div

(
−∇uΩ

T∇j1(∇uΩ) +∇wΩ
TA∇uΩ +∇uΩ

TAT∇wΩ
)
· θ̂(x) dx

+
∫

ΓN

(
∂g
∂n +Hg

)
·wΩ

(
θ̂ · n

)
ds.

(1.43)
Thanks to theorem 1.7, the second, fourth, and fifth integrals appearing on the right-hand

side of (1.43) are equal to zero. Therefore, assuming that θ̂ = 0 on the portion ΓD of the
boundary, and considering the boundary conditions of problems (1.25) and (1.36),the shape
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1.2. Hadamard’s boundary variation method

derivative of the reduced objective functional can be reduced to

DĴ(Ω)(θ̂)=
∫

Γ0∪ΓN

(
j0(uΩ) + j1(∇uΩ) + f ·wΩ −A∇uΩ : ∇wΩ

)(
θ̂ · n

)
ds

+
∫

Γ0∪ΓN
nT
(
∇wΩ

TA∇uΩ +∇uΩ
TAT∇wΩ

)
n
(
θ̂ · n

)
ds

+
∫

Γ0∪ΓN
nT
(
−∇uΩ

T −∇ j1(∇uΩ))
)

n
(
θ̂ · n

)
ds

+
∫

ΓN

(
∂g
∂n +Hg

)
·wΩ

(
θ̂ · n

)
ds

=
∫

Γ0∪ΓN

(
f ·wΩ −A∇uΩ : wΩ −

∂uΩ
∂n ·

∂j1
∂n (∇uΩ,g)

)(
θ̂ · n

)
ds

+
∫

Γ0∪ΓN

(
j0(uΩ) + j1(∇uΩ)

)(
θ̂ · n

)
ds +

∫
ΓN

(
∂g
∂n +Hg

)
·wΩ

(
θ̂ · n

)
ds

+
∫

Γ0∪ΓN

((
∂wΩ
∂n

)
·
(

A∂uΩ
∂n

)
+
(
∂uΩ
∂n

)
·
(

AT
(

wΩ −
∂j1
∂n

(∇uΩ,g)
)

n
))(

θ̂ · n
)
ds

=
∫

Γ0∪ΓN

(
j0(uΩ) + j1(∇uΩ) + f ·wΩ −A∇uΩ : ∇wΩ

)(
θ̂ · n

)
ds

+
∫

ΓN

(
∂g
∂n ·wΩ + ∂wΩ

∂n · g +H(g ·wΩ)
)(

θ̂ · n
)

ds.

(1.44)
We remark that, contrarily to equation (1.31), the term θ̂ appears explicitly in the expressions

(1.39) and (1.44) of the shape derivative, since the direction of differentiation does not appear in
the definition of the adjoint state in (1.36). Moreover, the expressions (1.39) and (1.44) display
clearly the linearity of the function DĴ(Ω), in accordance with definition 1.5.

1.2.3 Céa’s fast derivation technique

The procedure detailed in section 1.2.2 allows to rigorously derive the expression of the shape
derivative of a shape functional under PDEs constraints. However, the computation of the
problem solved by the material derivative and the integrations by parts to obtain a surface
expression of the shape derivative can be cumbersome for more complex state problems or
objective functionals.

In practice, a faster method developed by Céa in [61] is often used instead. In this section
we illustrate Cea’s fast derivation method as presented in [6, Section 6.4.3] and [112, Section
1.2.3]. Such technique allows to deduce the equation solved by the adjoint state without having
to compute the material derivative of the state, and it provides directly the surface expression
of the shape derivative. Nevertheless, this method is purely formal, and does not ensure the
existence of the derivative of a shape functional.

Let us consider, once again, the shape optimization problem (1.25). We are interested in
computing the shape derivative of Ĵ(Ω) = J(uΩ,Ω), where uΩ solves the state problem in (1.25)
and J is defined as in (1.24).

We define the Lagrangian function L : Sadm ×H1
(
Rd
)d
×H1

(
Rd
)d
×H1

(
Rd
)d

such that

L
(
Ω, û, ŵ, λ̂

)
=
∫

Ω
(j0(û(x)) + j1(∇û(x))) dx−

∫
Ω

A∇û(x) : ∇ŵ(x) dx

+
∫

Ω
f(x) · ŵ(x) dx +

∫
ΓN

g(s) · ŵ(s) ds +
∫

ΓD
λ̂(s) · û(s) ds.

(1.45)
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Chapter 1. Hadamard’s method for shape optimization

We remark that all arguments of the Lagrangian L are independent from one another, in
particular from the shape Ω of the domain. The terms ŵ and λ̂ act as Lagrange multipliers
for the PDE constraint and for the Dirichlet boundary condition on ΓD. At first, we remark
that the partial derivative ∂L

∂ŵ evaluated in û = uΩ is equal to zero for any choice of ŵ and λ̂.
Indeed, by the week formulation of problem (1.26) we have

∂L
∂ŵ

(Ω,uΩ, ŵ, λ̂)(v) = −
∫

Ω
A∇uΩ(x) : ∇v(x) dx = 0,

and, for the boundary condition on uΩ

∂L
∂λ̂

(Ω,uΩ, ŵ, λ̂)(λ̃) =
∫

ΓD
λ̂(s) · uΩ(s) ds = 0.

Therefore, for any choice of ŵ, λ̂ ∈ H1
(
Rd
)d

Ĵ(Ω) = J(uΩ,Ω) = L
(
Ω,uΩ, ŵ, λ̂

)
, (1.46)

and

DĴ(Ω)(θ̂) = d
dθ
L
(
Ωθ,uΩθ

, ŵ, λ̂
)

(θ̂) = ∂

∂θ
L
(
Ωθ,uΩ, ŵ, λ̂

)
(θ̂) + ∂

∂ûL
(
Ω,uΩ, ŵ, λ̂

)
(uΩ

′(θ̂))
(1.47)

where uΩ
′(θ̂) ∈ L2 (Ω)d is the Eulerian derivative of the displacement field as introduced in

definition 1.13.
The equation for the adjoint state derives from a suitable choice of ŵ and λ̂ that cancels ∂L

∂û
when evaluated in û = uΩ. Differentiating the Lagrangian and integrating by parts, we obtain

∂L
∂û (Ω,uΩ, ŵ, λ̂)(v) =

∫
Ω

(∇ j0(uΩ(x)) · v +∇ j1(∇uΩ(x)) · ∇v) dx

+
∫

ΓD
λ̂(s) · v(s) ds−

∫
Ω

A∇v(x) : ∇w(x) dx

=
∫

Ω

(
∇ j0(uΩ) + div(AT∇ŵ)− div(∇ j1(∇uΩ))

)
· v dx

+
∫

ΓN∪Γ0

(
∇ j1(∇uΩ)−AT∇ŵ

)
n(s) · v(s)ds

+
∫

ΓD

((
∇ j1(∇uΩ)−AT∇ŵ

)
n(s) + λ̂

)
· v(s)ds.

(1.48)

From equation (1.48) we deduce that the values of ŵ and λ̂ such that the derivative ∂L
∂ŵ

vanishes are wΩ solution of equation (1.36), and any λΩ ∈ H1
(
Rd
)d

such that

λΩ =
(
AT∇wΩ −∇ j1(∇uΩ)

)
n on ΓD.

By evaluating the Lagrangian in ŵ = wΩ and λ̂Ω, the partial derivative ∂L
∂û in equation (1.47)

vanishes. Since, for tha sake of simplicity, we assume that all admissible shapes in Sadm share
the portion ΓD of their boundary, we restrict the field of admissible deformation fields to

Θadm =
{

θ ∈W1,∞
(
Rd
)d

: θ = 0 on ΓD

}
.
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By applying proposition 1.8 and considering only deformations θ̂ ∈ Θadm , the shape deriva-
tive of Ĵ in Ω becomes

DĴ(Ω)(θ̂) = ∂

∂θ
L (Ωθ,uΩ,wΩ,λΩ) (θ̂) =

∫
Γ0∪ΓN

(j0(uΩ(x)) + j1(∇uΩ(x))) (θ̂ · n) dx

+
∫

Γ0∪ΓN
(f(x) ·wΩ(x)−A∇uΩ(x) : ∇wΩ(x)) (θ̂ · n) dx

+
∫

ΓN

(
∂w
∂n
· g + ∂g

∂n
·w +H(g ·w)

)
(θ̂ · n) dx.

(1.49)

We remark that Céa’s fast differentiation method yields the same surface expression for the
shape derivative as equation (1.44). However, this method is purely formal and assumes that
the state uΩ and the objective functional are regular enough to allow for the definition of the
Lagrangian on the appropriate spaces as well as the Eulerian derivative.

1.3 A gradient-based algorithm for shape optimization

1.3.1 Level-set method and signed distance function

In order to solve numerically a shape optimization problem, it is necessary to represent and
discretize the structure at each step of the optimization algorithm, and to be able to deform it
in accordance to a given deformation field θ : Rd → Rd.

One possible approach consists in representing the structure explicitly by an unstructured
mesh and advect its vertices according to the deformation θ (see [198, Chapter 7] or [184]). Let
TΩ be a mesh discretizing the shape Ω. The mesh TΩθ

discretizing Ωθ = (I + θ)Ω would share
its connectivity with TΩ, and its vertices x′

1, . . . ,x′
N would be obtained by the displacement of

the nodes x1, . . . ,xN of TΩ by θ

x′
i = (I + θ(xi))xi for all nodes xi of TΩ.

The main benefit of this approach is the direct access to the discretized domain. In particular,
the solution of boundary value problems on Ω is made significantly easier since the boundary
regions are explicitly defined, and the PDE problem can be solved numerically on TΩ by the Finite
Elements Method. Despite its simplicity, this technique is prone to the degradation of the mesh
over few advection steps ([91, Section 3.2] and [41]), and it requires frequent remeshing in order
to avoid the presence of ill-shaped elements. Moreover, a mesh deformation technique would not
be able to deal with topological changes in the shape during the optimization process, since it
would require the creation or deletion of some edges or elements around the boundary. Different
approaches address these issues, like the partition of the mesh displacement into multiple steps
alternated with frequent partial remeshings [36], or the Deformable Simplicial Complex (DSC)
[182, 72, 71]. It is worth to remark that, contrarily to the simple nodal displacement method,
the DSC performs frequent remeshings and allows for topological changes in the structure.
Another approach consists in representing the density field by a suitable Non-Uniform Rational
Basis Spline (NURBS) as proposed in [185, 49], defining a natural sharp boundary between the
interior and the exterior of the structure.

A different technique relies on the introduction of a level-set function which provides an
implicit representation of the structure. The level-set method has first been introduced in the
domain of fluid mechanics [193], but has proven its versatility for shape optimization in several
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different contexts (see e.g. [230, 194, 253, 19] for early applications). Refer to [247] for a
comprehensive review of the level-set method, and [13, 98, 84] as examples of applications in
shape optimization.

We consider the notations adopted in [13, 248, 112, 101].

Definition 1.16 (Level-set function). A level-set function representing the open domain Ω is
any real-valued continuous function ϕΩ such that

ϕΩ(x) < 0 if x ∈ Ω,
ϕΩ(x) = 0 if x ∈ ∂Ω,
ϕΩ(x) > 0 if x ∈ Rd \ Ω.

The function ϕΩ encodes implicitly the shape Ω in Rdn and the level-set representation
allows to account for variable domains. Let θ be a time-dependent vector field that we suppose
to be Lipschitz continuous in space at each instant t ∈ [0, T ] and such that ∥θ(t)∥1,∞ < 1.

We suppose also that the mapping t 7→ θ(t) ∈ W1,∞
(
Rd
)d

is differentiable, and we denote
V(t,x) the Eulerian derivative of the vector field θ at the time t ∈ [0, T ] in the position x ∈ Rd.
Let Ωθ(t) = (I + θ(t)) Ω be the domain obtained by applying the deformation field θ(t) to the
original domain Ω, and ϕΩθ(t) the corresponding level-set function. If the velocity field V is
known in [0, T ] × Rd, the function ϕΩθ(t) can be computed by solving the following advection
equation {

∂
∂tϕΩθ(t) + V(t,x) · ∇ϕΩθ(t) = 0 in (0, T ]× Rd,

ϕΩθ(0)(x) = ϕΩ(x) in Rd.
(1.50)

If Ωθ(t) is of class C1, it is possible to define a normal vector n(t, s) for each t ∈ [0, T ] and
s ∈ ∂Ωθ(t). Thus, if there exists a scalar function v : [0, T ] × Rd → R such that the advection
field can be written as V(t, s) = v(t, s)n(t, s) for all t ∈ [0, T ] and s ∈ ∂Ωθ(t), the equation (1.50)
can be replaced by the Hamilton-Jacobi equation

∂
∂tϕΩθ(t) + v(t,x)

∥∥∥∇ϕΩθ(t)

∥∥∥
L2

= 0 in (0, T ]× Rd,

ϕΩθ(0)(x) = ϕΩ(x) in Rd.
(1.51)

For numerical applications, the level-set function is considered to be defined on a bounded
computational domain D ⊂ Rd. The library advection1 [56], part of the ISCD toolbox2, is
the main tool used in the present thesis for the solution of the advection equation (1.50) on an
unstructured mesh. Different numerical approaches to the solution of the advection equation
are provided in [150, 62]. As remarked in [56, 101], the problems (1.50) and (1.51) are not
well-posed on a bounded domain without a re-entrant boundary condition to account for the
values of the level-set function outside D. For further information on the boundary conditions
for the Hamilton-Jacobi equation we refer to [78, 40].

As pointed out in [192, 70], multiple solutions of the advection equation can result in a
level-set function that is locally too flat, which can cause problems in numerical applications.
Hence, there is a necessity to update the level-set ϕΩ every few iterations in order to preserve its
quality. Given a domain Ω ∈ Rd, there exist infinite level-set functions encoding the shape Ω.
A function of particular significance in the context of shape optimization is the signed distance
function [228, 18, 90, 113, 94].

1https://github.com/ISCDtoolbox/Advection
2https://github.com/ISCDtoolbox
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Definition 1.17 (Signed distance function). For an open domain Ω ⊂ Rd, the signed distance
function dΩ : Rd → R is a real-valued continuous function such that

dΩ(x) =
{

infs∈∂Ω ∥x− s∥Rd if x /∈ Ω,
− infs∈∂Ω ∥x− s∥Rd if x ∈ Ω.

(1.52)

At first, we remark that the function dΩ is a level-set function for Ω according to 1.16 since
dΩ(s) = 0 if s ∈ ∂Ω. Moreover, the signed distance function is 1-Lipschitz continuous [100, 92]
and, thanks to Rademacher’s theorem [110, Chapter 5], it is differentiable almost everywhere.
Let us denote ΣΩ the skeleton of Ω, that is the set of points in Rd where the minimization
problem mins∈∂Ω ∥x− s∥Rd admits multiple minimizers. For any point x ∈ Rd \ ΣΩ, we denote
pΩ(x) ∈ ∂Ω the projection of x onto ∂Ω, that is the arg mins∈∂Ω ∥x− s∥Rd . An example of the
signed distance function representing a bounded domain in R2 is reported in fig. 1.1.

(a) Domain Ω included in a square box D.

8

4

0

−4

−8

(b) Representation of the corresponding signed distance
function dΩ. The isoline dΩ(x) = 0 is marked in black.

Figure 1.1: Representation of the signed distance function for a domain Ω in a computational
domain D ⊂ R2. The signed distance function dΩ has been computed numerically using the
library mshdist.

For regular domains, it is possible to characterize the signed distance function by the following
result [112, Proposition 1.10].

Proposition 1.18. Let Ω ⊂ Rd be a C1 domain. Then, for all x ∈ Rd \ΣΩ, the signed distance
function dΩ is differentiable in x, and its gradient is equal to

∇dΩ(x) = n(pΩ(x)).

Moreover, dΩ satisfies the eikonal equation{
∥∇dΩ(x)∥Rd = 1 for all x ∈ Rd \ ΣΩ,

dΩ(s) = 0 for all s ∈ ∂Ω.
(1.53)
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Proposition 1.18 highlights two important properties of the signed distance suncion as level-
set for shape optimization. At first, it provides an easy method to compute an extension of the
normal vector n to the entire space Rd. Secondly, since the norm of the gradient of the signed
distance is equal to 1 almost everywhere, taking dΩ as level-set ensures that it is never too flat
to cause numerical issues.

It is clear that, if an advection field θ is applied to a signed distance function dΩ, the resulting
mapping would be a level-set for the perturbed domain Ωθ = (I + θ)Ω, but it would not be a
signed distance anymore. Thus, it is necessary to recompute the signed distance function after
any perturbation of the domain in order to preserve the properties proven in proposition 1.18.

In the literature, two main families of approaches are proposed for the numerical computation
of the signed distance function. The first group, which includes the Fast Marching Method
[228, 229, 119] and the Fast Sweeping Method [263, 202, 35] aim to solve directly the stationary
eikonal equation (1.53) and rely on the information on the distances between the different
elements of the mesh. The second group ,which includes the techniques proposed in [235, 92],
relies on the following result on the unsteady eikonal equation (see [92, Theorem 2.5], proven in
[32, Section 2.2.2]).

Theorem 1.19. Let ϕΩ : Rd → R be a level-set function for an open domain Ω ⊂ Rd. We define
the unsteady eikonal equation, also called the reinitialization equation [32] or redistanciation
equation [92, 112], as the following Hamilton-Jacobi PDE:{

∂φ
∂t (t,x) + sign(ϕΩ(x))

(
∥∇φ(t,x)∥Rd − 1

)
= 0 for all t > 0,x ∈ Rd;

φ(0,x) = ϕΩ(x) for all x ∈ Rd.
(1.54)

Then, the only viscosity solution of (1.54) is φ : R+ × Rd → R defined as

φ(t,x) =

 sign(ϕΩ(x)) inf∥y∥≤t

(
sign(ϕΩ(x))ϕΩ(x + y) + t

)
if 0 ≤ t ≤ |dΩ(x)| ,

dΩ(x) if t > |dΩ(x)| .
(1.55)

Moreover, the signed distance function is the steady-state solution of equation (1.54).

In this work we used the open-source library mshdist3 developed as part of the ISCD toolbox
and detailed in [92]. The mshdist software relies on the solution of the unsteady eikonal equation
(1.54) to compute the signed distance function of domains discretized by body-fitted meshes.
Refer to [32, 100, 92] for further information on the eikonal equation for the identification of the
signed distance function.

1.3.2 Implicit and explicit shape representation

Let Sadm be a class of domains in Rd, Ω an open domain in Sadm, and D a sufficiently large subset
of Rd such that all elements of Sadm are contained in D. We suppose also that all elements of
Sadm share the portion ΓD of their boundaries, and that ΓD is included in ∂D. Let us consider a
shape optimization problem in the form (1.25). As we remarked in section 1.3.1, if Ω is explicitly
discretized by a mesh TΩ, a suitable numerical method can be applied to solve the state and
adjoint problems on TΩ. Clearly, this consideration is not limited to elliptical problems, but can
be extended to any kind of well-posed PDE constraint.

The solution of the state equation is more subtle if the domain Ω is encoded implicitly by a
level-set function ϕΩ defined on D. Let TD be a fixed simplicial mesh covering the computational

3https://github.com/ISCDtoolbox/Mshdist
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box D. The numerical solution of the state problem is complicated by the fact that no mesh
covering exclusively Ω is readily available. The ersatz material approach is among the early
approaches to solve this issue [19], and consists in replacing the state problem defined in Ω with
the following relaxation on the entire computational box D.

−div(Aε(ϕΩ(x))∇uε) = f(x)χΩ(x) in D,

(Aε(ϕΩ(x))∇uε) n = g on ΓN,

(Aε(ϕΩ(x))∇uε) n = 0 on ∂D \ (ΓD ∪ ΓN),
u = 0 on ΓD.

(1.56)

where χΩ is the characteristic function of the domain Ω. The operator Aε : R→ Rd×d in (1.56)
is defined as

Aε = εA + (1− ε)AχR+ , (1.57)

where ε ≪ 1 is a positive small parameter. A relaxed problem analogous to (1.56) can be
formulated for the adjont problem (1.36).

Equation (1.56) can be interpreted as an approximation of the state problem, where Ω is
surrounded by a light ersatz material approximating the void in D \Ω [84]. The strict positivity
of ε is necessary to assure the well-posedness of the relaxed state problem, but it introduces an
error in the computation of the state. As proven in [84, Theorem 1.8], the error on the solution
of the state problem can be bounded by

∥uΩ − uε∥H1(Ω) ≤ C(Ω, D, f ,g) ε, (1.58)

where C(Ω, D, f ,g) is a constant depending only on the shape of the domain and the computation
box, and on the volume and surface loads, and uΩ is the exact solution of the state problem.

In numerical applications, the value of ε is subject to a trade-off. Equation (1.58) encourages
to decrease its value, in order to compute a better approximation of uΩ. However, a too small
value for ε can degrade the conditioning number of the stiffness matrix in the finite element
system, and make its numerical solution more difficult to achieve.

As highlighted in [101, Section 2.2], the error between uε and the exact solution uΩ is not
the only difficulty introduced by the ersatz material technique. Indeed, since Ω is included into
the computational box D, a finite element problem formulated on TD is computationally more
expensive than one defined on a smaller mesh covering only Ω because it requires the computation
of a fictitious solution far outside Ω. Moreover, if ϕΩ is discretized as a P1 function, the elliptic
operator Aε(ϕΩ(x)) assumes an intermediate value between A and εA in the vicinity of the
isoline ϕΩ(x) = 0, which corresponds to the boundary of Ω. This last issue implies that the
error on the numerical solution of (1.56) can be significantly larger than the one on the continuous
solution uε. This problem is particularly relevant in the context of shape optimization since the
surface expression of the shape derivative of a differentiable functional depends on the value of
the state and its adjoint on the free boundary Γ0. The immersed interface approach [254, 230]
does not require any modification of the fixed mesh TD, and deals with the transition between
the interior and the exterior of Ω by suitable jump conditions. The LEVITY algorithm for
shape optimization [77] relies on the ersatz material approximation (1.57) and on the definition
of a metric on the computational box D as function of the level-set function and calls for a mesh
adaptation step only when a criterion on the convergence of the objective function.

A different strategy addressing all these issues consists in replacing the fixed mesh TD by
a simplicial mesh TD,Ω where Ω is explicitly discretized as a submesh TΩ. Multiple approaches
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have been proposed in order to extract an explicit discretization TD,Ω of Ω from a mesh TD and
a level-set function ϕΩ.

The XFEM method [107, 249] consists in cutting the elements of TD crossed by ϕΩ, obtaining
an explicit representation of Ω. An important drawback of this approach is the fact that cutting
the elements of TD may give rise to thin, low-quality elements in TD,Ω around the isoline ϕΩ(x) =
0, affecting the numerical solution of the state and adjoint problems. The CutFEM method
[59, 250] addresses the low-quality issue of the mesh near the boundary resulting from the
XFEM method by refining the mesh around the interface between the interior and the exterior
of Ω.

In this thesis we considered the approach proposed in [88, 13, 89], which relies on a local
remeshing of TD around the isoline ϕΩ(x) = 0 every time the level-set function is advected, in
order to construct a body-fitted mesh for the domain Ω. Let TD,Ω be a mesh for D where a
domain Ω is explicitly represented as a submesh, and let θ ∈W1,∞ (D)d a Lipschitz continuous
vector field. We suppose that the domain Ω is represented by a level-set function ϕΩ discretized
on TD,Ω. We aim to obtain a mesh TD,Ωθ

where the perturbed domain Ωθ = (I + θ)Ω is
explicitly discretized. We start by solving the advection equation (1.50) in order to compute a
level set function ϕ̃Ωθ

for the perturbed domain on the mesh TD,Ωθ
. Then, a local remeshing

is performed around the isoline ϕΩθ
(x) = 0, producing a body-fitted mesh TD,Ωθ

covering the
entire computational box D. An example of the advection and remeshing process is presented
in fig. 1.2.

The local remeshing is performed using the implicit domain meshing option of the open-
source mmg platform4 [89, 37], in 2 dimensions (mmg2d_O3) and 3 dimensions (mmg3d_O3). The
implicit domain meshing of mmg relies on the isovalue discretization algorithm, which takes as
input an unstructured simplicial mesh TD and a P1 level-set function ϕΩ defined on the nodes
of TD, and returns a simplicial mesh TD,Ω where the domain Ω is explicitly represented by a
submesh TΩ. The execution of the isovalue discretization algorithm can be adjusted by the
following options:

• hmin and hmax are real values defining the minimal and maximal authorized length of an
edge in the mesh;

• hausd defines an upper bound on the Hausdorff distance between an edge (in 2D) or
a triangle (in 3D), and the ideal continuous boundary ∂Ω, in order to assure a good
representation of the domain Ω;

• hgrad is a real value, larger than 1 (typically around 1.4), that controls the ratio between
adjacent elements of TD,Ω, in order to avoid flat elements, and assure the overall quality
of the mesh.

1.3.3 Shape gradient and the Hilbertian regularization-extension

In order to apply a gradient-based algorithm to shape optimization problems, it is worth recalling
the definition of gradient in Hilbert spaces in analogy with [114]. Let (H, ⟨·, ·⟩H) be a Hilbert
space, and J : H → R a function that is Fréchet differentiable in x ∈ H, and its derivative is
denoted as DJ(x)(·). The derivative of J in x is a continuous linear functional defined on H.
Thus, DJ(x) belongs to the dual space of H

DJ(x) ∈ H∗ = {L : H → R : L linear and bounded} .
4http://www.mmgtools.org
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(a) Mesh TD,Ω fitting the circle Ω defined by a
level-set ϕΩθ .

(b) Definition of a displacement field θ for the
level-set ϕΩθ

(c) Advection of ϕΩ by the field θ to the new
level-set function ϕ̃Ωθ

(d) Body-fitting mesh TD,Ωθ for the shape de-
fined by the advected level-set.

Figure 1.2: Level-set advection and mesh adaptation for a domain Ω and a given displacement
field θ using mshdist, advect, and mmg.

An element y ∈ H is said to be a direction of descent for J in x if DJ(x)(y) < 0.
The gradient of J is an element of the Hilbert space H, uniquely identified by Riesz’s iden-

tification theorem as the only element ∇J(x) of H such that

⟨∇J(x), y⟩H = DJ(x)(y) for all y ∈ H. (1.59)

We suppose that x is not a stationary point, and thus DJ(x)(·) is not identically equal to 0. An
evident direction of descent is given by −τ∇J(x) for any τ > 0, since

DJ(x)(−τ∇J(x)) = −τ ⟨∇J(x),∇J(x)⟩H = −τ ∥∇J(x)∥2H < 0.

Similar concepts can be introduced for smooth functions defined on a Riemannian manifold
[104, 160]. Let M be a differential manifold endowed with the Riemannian metric g. We recall
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that a Riemannian metric on a differential manifold is a mapping that associates any point
x ∈ M with an inner product ⟨·, ·⟩g(x) defined on the tangent space TxM [104, Definition 2.1].
Thus, if J is a function defined on M which is differentiable in x, its derivative DJ(x) belongs
to the dual space (TxM)∗, and its gradient ∇J(x) is the only element of TxM such that

⟨∇J(x), y⟩g(x) = DJ(x)(y) for all y ∈ TxM. (1.60)

We suppose that the derivative of J does not vanish in x. Then, any element of TxM in the
form −τ∇J(x) is a direction of descent for J in x ∈M, if τ > 0.

In the context of shape optimization introduced in section 1.2, the space of definition of
a shape functional Ĵ is a class of open Lipschitz continuous domains Sadm. We suppose that
there exists an open bounded domain D ⊂ Rd containing all admissible domains. The class
Sadm is not even a vector space, and thus it cannot be provided with a Hilbertian structure.
The idea proposed in [223] and expanded in [224, 114] consists in considering Sadm as a smooth
manifold such that, for any domain Ω ∈ Sadm, the tangent space at Ω coincides with W1,∞ (D)d.
Therefore, the shape derivative of Ĵ in Ω as introduced in definition 1.5 belongs to the dual
of the tangent space of M in Ω. However, W1,∞ (D)d is not a Hilbert space, and the gradient
corresponding to a shape derivative cannot be immediately identified as in equation (1.60).

The solution proposed in [114] consists in identifying a suitable Hilbert spaceH ⊂W1,∞ (D)d

endowed with the inner product ⟨·, ·⟩H. By limiting the set of admissible deformation fields to
H, the restriction of DĴ(Ω) to H is associated to a unique gradient ∇Ĵ(Ω) ∈ H such that
equation (1.59) holds for any y ∈ H. The choice of the Hilbert space is not unique, as remarked
in [58, 98, 114]. One possibility is to identify H with the Sobolev space Hk (D) with the standard
inner product, with k > 1 + d

2 . Indeed, thanks to the Sobolev embedding theorem [2, Theorem
4.12, part I], Hk (D) is embedded into W1,∞ (D)d.

A more common choice in literature consists in considering the space H1 (D)d, with the inner
product

⟨·, ·⟩γ : (θ, ξ) 7→ ⟨θ, ξ⟩γ =
∫

D

(
θ · ξ + γ2∇θ : ∇ξ

)
dx,

where the constant γ is a positive regularization parameter (see [19, 11, 224, 15, 113]). In
numerical application, γ is usually taken as three times the minimal length of the edges of the
mesh covering D [114].

The space H1 (D)d is not a subspace of W1,∞ (D)d. However, if Ω and Ĵ are regular enough
to satisfy the hypotheses of theorem 1.7, the shape derivative of Ĵ can be written as

DĴ(Ω) : θ̂ 7→
∫

∂Ω
v

Ĵ
(θ̂ · n), (1.61)

for some v
Ĵ
∈ L2 (∂Ω), which is a continuous linear form on H1 (Ω) by the trace theorem [218,

Theorem 7.85]. Therefore, the shape gradient ∇Ĵ(Ω) if the only element of H1 (D)d such that,
for all θ ∈ H1 (D)d, 〈

∇Ĵ(Ω),θ
〉

γ
=
∫

∂Ω
v

Ĵ
(θ · n) ds. (1.62)

The use of the shape gradient defined as in (1.62) is convenient to solve a few numerical
difficulties. Firstly, the gradient ∇Ĵ(Ω) is not bounded to ∂Ω, but is defined on D, extending
the vector field v

Ĵ
n to the entire computational box. Secondly, the shape derivative as defined in

(1.61) can be affected by regularity issues [33, 19, 98, 101] that may compromise the numerical
solution, while the gradient is smooth by definition. One cause of the irregularity in the shape
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derivative can be the presence of sharp corners in the domain Ω. Another source of irregularity
is linked to the numerical computation of v

Ĵ
. Indeed, let us consider Ĵ to be a PDE-constrained

functional as in (1.24), which depends on a state uΩ solving the state problem (1.26). If TD

is a mesh covering the computational box D and uΩ and the corresponding adjoint state wΩ
are discretized as P1, then normal velocity v

Ĵ
in the shape derivative holds only a P0 regularity

[101, Subsection 2.2.4]. Moreover, as remarked in [98], the vector velocity field v
Ĵ
n is even

less regular than the normal velocity in presence of two separate boundaries tending to merge.
The use of a H1 shape gradient ∇Ĵ(Ω) avoids the regularity issues and ensures better stability
in the numerical solution [198]. Thanks to these two aforementioned properties, this method
to compute a shape gradient is known in literature as the Hilbertian regularization-extension
technique [98, 112, 14, 101] or smoothing [58].

A final advantage of the Hilbertian regularization-extension method is the possibility to
enforce non-optimizable boundaries in the shape optimization process. Let us consider that
all admissible shapes share a portion Γ of their boundary, or that there exists a subdomain Ω
contained in all admissible shapes in Sadm, [91]. In order to enforce the fact that Γ and Ω are
not altered by the advection field, it is sufficient to consider the Hilbert space HΓ,Ω ⊂ H such
that

HΓ,Ω =
{

θ ∈ H : θ = 0 on Γ ∪ Ω
}
.

It should be remarked that the computation of the shape gradient depends on the choice of
the Hilbert space H extending W1,∞ (D)d. However, regardless of the choice of H, the vector
field −∇Ĵ(Ω) is always a direction of descent for Ĵ in Ω.

In conclusion, a gradient-based optimization algorithm for the solution of the shape opti-
mization problem (1.25) can be summarized as in algorithm 1.

Algorithm 1 Procedure for the solution of the shape optimization problem (1.25) by a gradient-
based method.
Require: a simplicial mesh TD for the computational box D
Require: a level-set ϕΩ0 representing the initial domain Ω0 ⊂ D on TD

Compute a body-fitted mesh TD,Ω0

Compute the signed distance function dΩ0

Solve the state equation for uΩ0

Compute the value of the objective functional J(uΩ0 ,Ω0)
while n < nmax or a given convergence criterion is satisfied do

Solve the adjoint problem for wΩn

Compute the shape derivative DĴ(Ωn)
Compute the shape gradient ∇Ĵ(Ωn) by a Hilbertian regularization-extension procedure
Define a deformation field θn = −τn∇Ĵ(Ωn), where τn is a small discretization step
Advect dΩn by the vector field θn in order to obtain a new level-set ϕΩn+1

Compute a body-fitted mesh TD,Ωn+1

Compute the signed distance function dΩn+1

Solve the state equation for uΩn+1

Compute the value of the objective functional J(uΩn+1 ,Ωn+1)
n← n+ 1

end while
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1.3.4 Null space optimization algorithm

Thus far we considered shape optimization problems where the shape Ω is subject to no explicit
constraint, and the state is defined by one or more partial differential equations. In practice it
is often necessary to complete the optimization problem (1.25) with one or more constraints.

Multiple approaches have been proposed for the solution of constrained optimization prob-
lems in the form of problem (1.5) outside the scope of shape optimization. Among the gradient-
based algorithms we mention the augmented Lagrangian [51], penalty methods [117, Section
12.1], interior point algorithms [200], the method of moving asymptotes [240], and techniques
based on an Ordinary Differential Equation (ODE) like Yamashita’s method [258], and its off-
shoots [221, 39, 114]. In this thesis we focus on the null space optimization approach first
introduced by Feppon, Allaire and Dapogny in [114].

Equality constraints

In order to understand the null space optimization algorithm, we start by considering a generic
optimization problem in the form (1.5), where the control variable x belongs to a subset Xadm
of the Hilbert space (H, ⟨·, ·⟩H).

The main idea behind ODE based methods consists in the definition of a dynamical system on
H×[0,+∞), whose solution converges to the solution of the underlying optimization problem for
t→∞. Yamashita’s gradient flow technique [258] has been developed for optimization problems
featuring only equality constraints. Inequality constraints can be taken into account by slack
variables [221], or by suitable adaptation of the dynamical system. In particular, in this section
we present the null space optimization algorithm as presented by Feppon, Allaire et Dapogny
in [114] and its python implementation5.

At first, let us consider an optimization problem featuring only NG equality constraints∣∣∣∣∣∣∣∣∣∣
Find x ∈ H
minimizing the objective function J(x)
under the constraints

G(x) = 0.

(1.63)

The function G : H → RNG encodes NG equality constraints, and we suppose that the
objective and the constraint functions to be differentiable in the entire space H. We denote
DJ(x) and DG(x) the respective sensitivities, and ∇J(x) and DG(x)T their transpose with
respect to the inner product ⟨·, ·⟩H.

The vector G(x) satisfies the Linear Independence Constraint Qualification (LICQ) condition
in x ∈ H if DG(x) has full rank (or, equivalently, if DG(x) DG(x)T is a full-rank NG × NG
matrix). Let x0 be a point in the Hilbert space H. The gradient flow ODE associated with the
optimization problem (1.63) is{ d

dx t(t) = −αJξJ(x)− αGξG(x), for t ∈ (0,+∞)
x(0) = x0,

(1.64)

where αJ and αG are positive parameters. The terms ξJ(x) and ξG(x) belong to H and are
defined as the null space and range space directions respectively. It is not necessary for x0 to

5https://gitlab.com/florian.feppon/null-space-optimizer
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satisfy the equality constraints G(x) = 0. For any point x ∈ H that satisfies the LICQ condition,
the null space and range space directions are defined as

ξJ(x) =
(
I−DGT (DG DGT )−1DG

)
∇J(x),

ξG(x) = DGT (DG DGT )−1G(x).
(1.65)

As proven in [114, Section 2], −ξG(x) is a descent direction for the vector of the violations of
the equality constraints, and it belongs to the range space of DG(x) for all x ∈ H respecting
the LICQ condition. Moreover, the null space direction ξJ(x) is the least-square approximation
of ∇J(x) onto Ker(DG(x)), and can be seen as

ξJ(x) = ∇J(x) + DGT λ(x).

We denoted λ(x) ∈ RNG the vector of the Lagrange multipliers for the orthogonality constraint
between ξJ and the range space of DG, and it solves the optimization problem

λ(x) = arg min
λ∈RNG

∥∥∥∇J(x) + DGT λ
∥∥∥

H
. (1.66)

Problem (1.66) can be solved numerically by dedicated solvers like cvxopt6[24], OSQP7[234],
or IPOPT8 [252]. The aforementioned two properties ensure that the vector of violation of the
constraints G(x) tends to 0 along the trajectories of (1.64) and that, when G(x) is small enough,
the objective function J(x) decreases without affecting the decrease of G(x). The proofs are
provided in [258] and [114, Annex A].

Inequality constraints

The handling of the inequality constraints in the null space optimization algorithm is more
complex. We consider the generic optimization problem∣∣∣∣∣∣∣∣∣∣∣∣∣

Find x ∈ Xadm

minimizing the objective function J(x)
under the constraints

G(x) = 0,
H(x) ≤ 0.

(1.67)

simplifying the notation of problem (1.5). The functions G and H encode respectively NG
equality constraints and NH inequality constraints, and are supposed to be differentiable in the
entire space H.

At first, we number the equality constraints with indices from 1 to NG, and the inequality
constraints from NG + 1 to NG + NH. Let I = {1, . . . , NG +NH} be the set of indices of all
constraints, and C = [GT,HT]T the vector obtained by the concatenation of all equality and
inequality constraints. A major complication related to the presence of inequality constraints
is the fact that an inequality constraint that is satisfied strictly in any x ∈ H should not be
considered in the identification of the gradient flow in x, since they are satisfied everywhere
in an open neighborhood of x. In order to take into account only the inequality constraints

6https://cvxopt.org/
7https://osqp.org/docs/release-0.6.3
8https://coin-or.github.io/Ipopt/
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Figure 1.3: Representation of the space of phases R2 for the problem of minimizing ∥x∥2 under
the constraints H1 : −x1 − x2 ≤ 3 and H2 : x1 ≤ 2. The sets of active constraints for the points
P1, . . . , P4 are Ĩ (P1) = {1, 2}, Ĩ (P2) = {1}, Ĩ (P3) = {2}, Ĩ (P4) = {}.

which are violated or saturated, an active-set methodology analogous to [39] is used. We denote
Ĩ (x) ⊂ I the set of all indices corresponding to the active constraints in x, which are all the
equality constraints and the violated or saturated inequality constraints.

Ĩ (x) = {i ∈ I : i ≤ NG or Ci(x) ≥ 0} .

Moreover, we consider C
Ĩ(x) to be the vector of all active constraints in x, H

Ĩ(x) the vector of
all active inequality constraints in x, and ÑH(x) the number of active inequality constraints.
An example of the definition of active constraints is illustrated in fig. 1.3.

In this case, the vector C
Ĩ(x) is said to satisfy the LICQ condition in x if DC

Ĩ(x)(x) has full

rank NG + ÑH(x), which is equivalent to require that
(
DC

Ĩ(x)(x) DC
Ĩ(x)(x)T

)
is an invertible

square matrix.
As for the equality constrained problem, we aim to define an ODE in the form{ d

dx t(t) = −αJξJ(x)− αCξC(x), for t ∈ (0,+∞)
x(0) = x0,

(1.68)

whose solution converges towards the optimal solution of problem (1.67). We look for the
definition of a null-space and a range-space direction analogous to (1.65). Let us consider x ∈ H
that satisfies the LICQ condition. The range-space direction ξC is defined similarly to ξG in
(1.65) as

ξC(x) = DCT
Ĩ(x)(DC

Ĩ(x) DCT
Ĩ(x))

−1C
Ĩ(x)(x). (1.69)

Once again, −ξC(x) is a descent direction for the violation of active constraints and it belongs
to the range space of DC

Ĩ(x)(x).
The computation of the null space direction ξJ is not obtained simply by replacing DG with

DC
Ĩ(x) in equation (1.65), since the projection of −∇J onto Ker(DC

Ĩ(x)(x)) may not be the
optimal direction for the solution of problem (1.67), as shown by fig. 1.4. Instead, we consider
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Figure 1.4: We consider once again the problem of minimizing ∥x∥2 under the constraints
H1 : −x1−x2 ≤ 3 and H2 : x1 ≤ 2. Constraints H1 and H2 are active in P1 and P2 respectively.
The minimization of the objective and the satisfaction of the constraint are antagonistic in P1,
so Ĩ (P1) = Î (P1) = {1}. On the contrary, the improvement of the objective in P2 does not
violate H2. Thus Ĩ (P2) = {2}, while Î (P2) = {}.

−ξJ to be positively proportional to the solution ξ⋆ of the following constrained optimization
problem ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find ξ⋆ ∈ H
minimizing DJ(x)ξ
under the constraints

DG(x)ξ = 0,
DH(x)ξ ≤ 0,
∥ξ∥H ≤ 0.

(1.70)

Instead of solving directly problem (1.70), it is suitable to consider its dual problem∣∣∣∣∣∣∣∣∣∣
Find λ(x) ∈ RNG and µ(x) ∈ RÑH(x),

minimizing
∥∥∥∥∇J(x) + DGT λ + DHT

Ĩ(x)µ

∥∥∥∥
H

under the constraints µ ≥ 0.

(1.71)

If x ∈ H satisfies the LICQ condition, problem (1.71) admits a unique solution [114, Propo-
sition 3.2]. Let us consider the set of indices Î (x) ⊂ Ĩ (x) defined as

Î (x) =
{
i ∈ Ĩ (x) : i ≤ NG or µi−NG(x) > 0

}
, (1.72)

representing the subset of active constraints whose gradients are not aligned with ∇J(x).
Then, if x satisfies the LICQ condition, the null-space direction ξJ(x) is defined as the

projection of ∇J(x) onto the kernel of DC
Î(x)(x), and can be expressed as

ξJ(x) =
(
I−DCT

Î(x)(DC
Î(x) DCT

Î(x))
−1DC

Î(x)(x)
)
∇J(x)

= ∇J(x) + DG(x)T λ(x) + DH
Î(x)(x)T µ(x).

(1.73)
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Moreover, the solution of problem (1.70) is such that ξ⋆(x) = −ξJ(x)/ ∥ξJ(x)∥H.

Discretization of the ODE

The null space optimization algorithm consists in a discretization of the ODE (1.68). Given
a time step ∆t sufficiently small, the discretized dynamical system evolves according to the
following law

∆xn = (αn
J ξJ(xn) + αn

C ξC(xn)) for n ∈ {1, . . . , Nmax}
xn+1 = xn −∆t∆xn, for n ∈ {1, . . . , Nmax}
x0 = x0.

(1.74)

The coefficients αJ and αC are tuned throughout the execution of the optimization algorithm
as follows, in order to assure the normalization of the descent directions and avoid oscillations
after a large number of iterations (see [91])

αn
J =


AJ

∥ξJ (xn)∥H
if n ≤ n,

AJ

max(∥ξJ (xn)∥H,∥ξJ (xn)∥H) if n > n;

αn
C = min

(
AC

∥ξC(xn)∥H
, αC

)
.

The terms AJ , AC , n, and αC are fixed positive parameters.
An issue related to inequality constraints consists in the fact that the mapping of the active

set x 7→ Ĩ (x) is discontinuous on the boundary of the admissible set of problem (1.67). Such
discontinuity can cause wide oscillations in the discretization of the ODE (1.68) [103]. The
authors of [114] propose to introduce a vector of tolerances ϵ(x) ∈ RÑH(x) defined as

ϵi = ∥∇Hi(x)∥H h for all i ∈ I, (1.75)

where h is a positive parameter. In order to avoid oscillations near the border of the admissible
region, the set of active constraints Ĩ (x) is replaced by the set of active constraints up to ϵi

Ĩϵ (x) = {i ∈ I : i ≤ NG or Ci(x) ≥ −ϵi} . (1.76)

Similarly, if Ĩϵ (x) replaces Ĩ (x) in the solution of problem (1.71) and denoting λϵ(x) and µϵ(x)
its solution, it is possible to define the subset Îϵ (x) ⊂ Ĩϵ (x) as the set of all active constraints
up to ϵ which are either equality constraints, or whose gradient is not aligned with ∇J(x)

Îϵ (x) = {i ∈ I : i ≤ NG or µϵ,i−NG(x) > tolLag} , (1.77)

with 0 < tolLag ≪ 1. Thus, for the discretization of the solution of the ODE (1.68), the
null-space and range-space directions become

ξJ,ϵ(x) =
(
I−DCT

Îϵ(x)(DC
Îϵ(x) DCT

Îϵ(x))
−1DC

Îϵ(x)

)
∇J(x), (1.78)

ξC,ϵ(x) = DCT
I⋆

ϵ (x)(DCI⋆
ϵ (x) DCT

I⋆
ϵ (x))

−1CI⋆
ϵ (x)(x), (1.79)

where I⋆
ϵ (x) = Îϵ (x)∪ Ĩ (x). In order to ease the computations, the expression (1.78) is replaced

by an equivalent formula

ξJ,ϵ(x) = ∇J(x) + DGT λϵ(x) + DH
Ĩϵ(x)(x) µϵ(x), (1.80)
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where the Lagrange multipliers solve the following problem∣∣∣∣∣∣∣∣∣∣∣
Find λϵ(x) ∈ RNG and µϵ(x) ∈ R

Card
(

H
Ĩϵ(x)

(x)
)
,

minimizing
∥∥∥∥∇J(x) + DGT λϵ + DHT

Ĩϵ(x)µϵ

∥∥∥∥
H

under the constraints µϵ ≥ 0.

(1.81)

The size of the time step is adapted during the optimization algorithm through the use of a
merit function Mn : H → R defined at each iteration n as

Mn(x) = αn
J

(
J(x) + G(x) λϵ(xn) + H

Ĩϵ(xn)(x) µϵ(xn)
)

+ αn
C

2
(
C

Ĩϵ(xn)(x)TS(xn)C
Ĩϵ(xn)(x)

)
.

(1.82)
The square positive definite matrix S(xn) is defined as

S(xn) =
(
DH

Ĩϵ(xn)(x
n) DH

Ĩϵ(xn)(x
n)T

)−1
.

The merit function Mn is defined in such a way that its gradient computed in xn is equal to
the increment ∆xn of equation (1.74). At each iteration of the algorithm, the merit function
computed in xn+1 is compared with its value in xn. If Mn(xn+1) < Mn(xn), the algorithm
proceeds to the next iteration. Otherwise, xn+1 is discarded and recomputed with a halved time
step ∆t. This procedure is repeated until an iterate for which the merit function decreases is
found, or a maximal number of halvings kmax is attained.

The null space optimization algorithm for the solution of problem (1.67) can be summarized
as in algorithm 2, and requires the input of the following parameters:

• ∆t (denoted dt in the python implementation) virtual time-step of the discretized ODE;

• AJ and AC scaling the null-space and range-space direction respectively in the definition
of the increment (in the implementation, the parameters alphaJ = AJ/∆t and alphaC =
AC/∆t are provided instead);

• n (itnormalisation) the iteration number after which the normalization of the null-space
step ξJ is no further updated;

• αC (equal to 0.9 in the implementation) minimal normalization term for the range-space
direction;

• the distance h used in the definition of the tolerance vector ϵ (in the implementation is
given the parameter J = h/∆t);

• nmax (maxit) maximal number of steps in the optimization algorithm;

• kmax (maxtrials) maximal number of halvings in the search for a suitable increment step.

1.3.5 Summary of the algorithm for constrained shape optimization

Having stated in the previous sections the definitions and the main results about shape deriva-
tives, we can now consider a more general shape optimization problem written similarly to
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Algorithm 2 null space optimization algorithm for the solution of a constrained optimization
problem in the form (1.67).
Require: a starting point x0 ∈ H

Compute J(x0), G(x0), and H(x0)
while n < nmax do

Compute the vector of tolerances ϵ (1.75)
Identify the sets Ĩ (xn) and Ĩϵ (xn) of active constraints, and active constraints up to ϵ
Compute the derivatives of the objectiveDJ(xn) and of the constraints DG(xn), DH(xn)
Compute the gradients ∇J(xn), DG(xn)T , and DH(xn)T

Compute the range-space direction ξC,ϵ(xn) by equation (1.79)
Solve the problem (1.81) to find the Lagrange multipliers λϵ(xn) and µϵ(xn)
Identify the set Îϵ (xn) of active constraints up to ϵ non aligned with ∇J
Compute the null-space direction ξJ,ϵ(xn) by equation (1.80)
Compute the increment ∆xn = (αn

J ξJ(xn) + αn
C ξC(xn))

Compute the merit function and evaluate Mn(xn)
k ← 0
while k ≤ kmax do

Increment xn+1 = xn + ∆t
2k ∆x

Evaluate Mn(xn+1)
if Mn(xn+1) <Mn(xn) then

break
else

Reject xn+1

k ← k + 1
end if

end while
Accept xn+1

Compute J(xn+1), G(xn+1), and H(xn+1)
n← n+ 1

end while

problem (1.3) as ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the objective function J(uΩ,Ω)
under the costraints{

G(uΩ,Ω) = 0,
H(uΩ,Ω) ≤ 0,

where the state uΩ ∈ Yadm is solution
of the state problem f(y,Ω) = 0.

(1.83)

We consider Sadm to be a class of Lipschitz continuous open and bounded domains in Rd. The
functions G and H encode respectively NG equality constraint and NH inequality constraint,
and each one may depend on a state defined by a partial differential equation. For the sake of
simplicity, we consider a single state function uΩ for the objective and the constraints.

If the state problem f(y,Ω) = 0 is well-posed for all Ω ∈ Sadm, problem (1.83) can be written
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in terms of the reduced functionals∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the objective function Ĵ(Ω)
under the costraints{

Ĝ(Ω) = 0,
Ĥ(Ω) ≤ 0.

(1.84)

We suppose also that the state function f , the objective J , and the constraints are regular
enough to compute the shape derivatives DJ , DG and DH as continuous linear functionals on
the space of Lipschitz continuous vector fields W1,∞

(
Rd
)d

.
The null space optimization algorithm presented in section 1.3.4 can be adapted to shape and

topology optimization by considering the set of admissible shapes as a Riemaniann manifold,
whose metric is the scalar product associated to the regularization-extension procedure (see
[114, Sections 5] for further information). This approach has proven its efficacy in level-set
based shape optimization [112, 188, 91]. Other techniques that have been used in the context of
structural optimization include the method of moving asymptotes for density-based approaches
to topology optimization [45, 1], and the augmented Lagrangian [19, 91, 261] for level-set based
optimization.

As remarked in [112, pg. 57], a shape optimization method based on Hadamard’s derivative
with respect to the domain should not allow for changes in the topology of the structure. Strictly
speaking, the shape derivatives introduced in definition 1.5 describe the sensitivity of shape
functionals with respect to small deformation which do not entail topological changes. However,
the discretized nature of the algorithm makes them possible, in particular the piercing and
disappearance of thin structures and the merging of two or more holes next to each other. Thus,
sudden variations and even increases of the value of the functional of interest should be expected
whenever changes in the topology occur during the execution of a shape optimization algorithm.

A shape optimization procedure can be developed by taking into account the definition of
shape derivative of section 1.2, the discussion around body-fitting meshes of section 1.3.2, the
Hilbertian regularization-extension procedure of section 1.3.3, and the null space optimization
algorithm, outlined in section 1.3.4. The structure of the shape optimization procedure consid-
ered in this thesis follows the structure outlined in algorithm 3, similarly to the sotuto9 platform
devised by Dapogny and Feppon [91]. A similar solution is provided by the OpenPisco10 software
[188] developed by Safran Tech and IRT SystemX11.

9https://github.com/dapogny/sotuto
10https://openpisco.irt-systemx.fr/
11https://www.irt-systemx.fr/
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Algorithm 3 Procedure for shape optimization based on the null space optimization algorithm,
using a level-set method and body-fitted meshes.
Require: a simplicial mesh TD for the computational box D
Require: a level-set ϕΩ0 representing the initial domain Ω0 ⊂ D on TD

Compute a body-fitted mesh TD,Ω0

Compute the signed distance function dΩ0

Solve the state equation for uΩ0

Compute the value of J(uΩ0 ,Ω0), G(uΩ0 ,Ω0), H(uΩ0 ,Ω0)
while n < nmax do

Compute the vector of tolerances ϵ (1.75)
Identify the sets of active constraints Ĩ (Ωn) as in (1.72), and Ĩϵ (Ωn) as in (1.76)
Compute the adjoint states for the objective or the constraints, where necessary
Compute the shape derivatives DĴ(Ωn), DĜ(Ωn), DĤ(Ωn)
Compute the gradients ∇Ĵ(Ωn), DĜ(Ωn)T , DĤ(Ωn)T by regularization-extension (1.62)
Compute the range-space direction θn

C by (1.79)
Solve the problem (1.81) to find the Lagrange multipliers λϵ(Ωn) and µϵ(Ωn)
Identify the set Îϵ (Ωn) defined in (1.77)
Compute the null-space direction θn

J by (1.80)
Compute the displacement field θn = (αn

J θn
J + αn

C θn
C)

Compute the merit function (1.82) and evaluate Mn(Ωn)
k ← 0
while k ≤ kmax do

Transport dΩn by 1
2k θn to get a new level-set ϕΩn+1 for Ωn+1 using advect

Compute a body-fitted mesh TD,Ωn+1 using mmg
Compute the signed distance function dΩn+1 using mshdist
Evaluate Mn(Ωn+1)
if Mn(Ωn+1) <Mn(Ωn) then

break
else

Reject Ωn+1

k ← k + 1
end if

end while
Accept Ωn+1, TD,Ωn+1 , and dΩn+1

Solve the state equation for uΩn+1

Compute the value of J(uΩn+1 ,Ωn+1), G(uΩn+1 ,Ωn+1), and H(uΩn+1 ,Ωn+1)
n← n+ 1

end while
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Chapter 2

A deterministic thermo-elastic
problem

All formulas in section 2.2 have been obtained in collaboration with Viacheslav Karnaev12, PhD
student at the university of Basel. The results on deterministic thermo-elastic coupling are part
of an ongoing work about shape optimization under uncertainties in a multiphysics context.
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2.1 Linear elasticity framework

2.1.1 Introduction to linear elasticity

The subject of the optimization of static structure modeled by the equations of linear elasticity
has been addressed since the early applications of the shape optimization algorithms (see [46, 47,
213, 210] for examples of density methods, and [17, 23, 205] for boundary variation methods). In
the recent years, shape optimization of mechanical structures has been studied for more complex
cases. Notable examples include the coupling with heat and fluid equations in a multiphysics
system [113, 112], the application to connected structures [205, 204], and the consideration of

12viacheslav.karnaev@unibas.ch
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contact phenomena [101, 143, 3]. Plastic deformations have been taken into account in their
temporal dimension in [102, 101].

The problems studied in part II of this thesis consider elastic structure whose behavior is
modeled by Hooke’s linear elasticity equation, for which the displacement field in a mechanically
charged structure is linearly proportional to the applied force. In particular, we focus our
attention on the case of linear homogeneous isotropic materials. For further information on the
theory of linear elasticity we refer to [232]. The impact of thermal coupling and time-dependent
problems will be discussed in section 2.2.

Let us consider a structure represented by a Lipschitz continuous bounded domain Ω ⊂ Rd.
We consider its surface ∂Ω to be divided in three disjoint parts with strictly positive measure:
ΓD, ΓN, and Γ0. We suppose that the structure is clamped in ΓD, and a force g is applied
on ΓN. Moreover, the structure is subject to a volume force f . The forces f and g induce a
displacement of the structure represented by a vector field uΩ : Ω → Rd. In a steady problem,
the conservation of mechanical momentum yields the following system of equations

−div (σ) = f in Ω,
σ n = g on ΓN,

σ n = 0 on Γ0,

uΩ = 0 on ΓD,

(2.1)

where σ is the Cauchy stress tensor.
In the context of linear elasticity, the displacement is supposed to be small, and the stress

tensor is taken, according to Hooke’s law, as a linear function of the linearized strain tensor
ε (uΩ) defined as

ε (uΩ) = ∇uΩ +∇uΩ
T

2 .

The linear relation between the stress and strain tensors is the constitutive relation of the
material

σ (uΩ) = Cε (uΩ). (2.2)

The expression of the fourth order elasticity tensor C depends on the material of the structure.
However, in order to ensure that the operator∇v 7→ Cε (v) is uniformly elliptic and the elasticity
problem is well posed, the elasticity tensor C must fulfill the following three conditions [116, 157]:

1. Cijkl = Cklij , ensuring that C is a symmetric operator;

2. Cijkl = Cjikl and Cijkl = Cijlk, so that C is an endomorphism in the space of symmetric
matrices of order d;

3. there exist two positive constants κ and K such that, for any d × d symmetric matrix
M, κ (M : M) < (CM : M) < K(M : M), meaning that C is a strictly positive and
continuous operator.

Under the aforementioned hypotheses, equation (2.1) becomes the equation of linear elasticity
−div (σ (uΩ)) = f in Ω,

σ (uΩ) n = g on ΓN,

σ (uΩ) n = 0 on Γ0,

uΩ = 0 on ΓD.

(2.3)
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2.1. Linear elasticity framework

Problem (2.3) is written in weak form as∣∣∣∣∣∣∣∣∣∣
Find uΩ ∈ H1

ΓD (Ω)d such that
for all v ∈ H1

ΓD (Ω)d∫
Ω

σ (uΩ) : ε (uΩ) =
∫

Ω
f · v +

∫
ΓN

g · v.
(2.4)

The symmetries required for the fourth order elasticity tensor C limit drastically the num-
ber of independent components (6 for two-dimensional problems, and 21 for three-dimensional
problems). For homogeneous isotropic materials, the independent components of the elasticity
tensor are reduced to two. In this case C is written as function of the Lamé parameters λ and
µ as

σ (uΩ) = Cε (uΩ) = 2µε (uΩ) + λ(div uΩ)I. (2.5)

In three dimensions, the Lamé parameters can be expressed in terms of Young’s modulus E and
Poisson’s ratio ν as

µ = E

2(1 + ν) , λ = Eν

(1 + ν)(1− 2ν) .

In order to ensure the positivity and continuity of the elasticity tensor, the Lamé parameters
must satisfy the following two inequalities

µ > 0, 2µ+ dλ > 0.

We remark that the parameter λ can technically be negative. However, it is positive for most
materials. The parameter µ is also known as the shear modulus of the material, and it mea-
sures the ratio between the shear stress and the shear strain. Both Lamé parameters have the
dimension of a pressure.

The well-posedness of problem (2.4) is a classical result (see [116] for a generic elasticity tensor
and [218, Section 9.3] for the homogeneous and isotropic case), and relies on Lax-Milgram’s
lemma and Korn’s inequality (see [157, 73] and [218, Lemma 9.5]).

2.1.2 The mechanical compliance

A shape functional that appears very often in studies on shape and topology optimization of
elastic structures is the mechanical compliance, which is defined as the work of all forces acting
on the structure [6, Section 5.1]:

Ĉ(Ω) = C (Ω,uΩ) =
∫

Ω
f · uΩ dx +

∫
ΓN

g · uΩ ds. (2.6)

The expression of the compliance coincides with the left-hand side of the variational formulation
(2.4), where the displacement uΩ ∈ H1

ΓD
(Ω) is taken as test function. Thus, the compliance can

be written as twice the total density of the elastic energy in the structure

C (Ω,uΩ) =
∫

Ω
σ (uΩ) : ε (uΩ) dx, (2.7)

which is a quadratic function of the displacement uΩ. Expression (2.7) highlights the interpre-
tation of the compliance as the integral over the volume of the structure of the elastic energy
induced by the forces f and g. As remarked in [6, 101], a large value of the compliance implies a
high transfer of energy to the domain, and thus a significant deformation. Thus, the compliance
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Chapter 2. A deterministic thermo-elastic problem

can be interpreted as a measure of the flexibility of the structure with respect to the applied
loads f and g.

An important property of the compliance as a differentiable shape functional is the fact that
it does not require the computation of an adjoint state for the formulation of its shape derivative.
Indeed, let θ ∈ W1,∞

(
Rd
)d

be a Lipschitz continuous vector field such that ∥θ∥1,∞ < 1 and
θ = 0 on ΓD. The mechanical compliance on the deformed domain Ωθ = (I + θ)Ω is

C (Ωθ,uΩθ
) =

∫
Ωθ

σx̃(uΩθ
) : εx̃(uΩθ

) dx̃

=
∫

Ωθ

(
µ
(
∇x̃uΩθ

: ∇x̃uΩθ
+∇x̃uΩθ

: ∇x̃uΩθ

T
)

+ λ
(
divx̃ uΩθ

)2) dx̃

=
∫

Ω

(
µ
(
∇ũθ

Ω (I +∇θ)−1 : ∇ũθ
Ω (I +∇θ)−1 +∇ũθ

Ω (I +∇θ)−1 : (I +∇θ)−T (∇ũθ
Ω)T

)
+ λ

(
∇ũθ

Ω : (I +∇θ)−T
)2
)
|det (I +∇θ)| dx,

(2.8)

where uΩθ
is the solution of the elasticity equation (2.3) on the deformed domain, ũθ

Ω = uΩθ
◦

(I+θ) its push-back on the reference domain, and the index "x̃" under the differential operators
indicates that they are computed with respect to the perturbed coordinates. By differentiating
equation (2.8) with respect to θ and using the symmetries of the elasticity tensor we obtain

DĈ(Ω)(θ̂) = 2
∫

Ω
µ
(
∇u̇Ω(θ̂) : ∇uΩ +∇u̇Ω(θ̂) : ∇uΩ

T −∇uΩ∇θ̂ : ∇uΩ −∇uΩ∇θ̂ : ∇uΩ
T
)

dx

+ 2
∫

Ω
λ

(
(div u̇Ω(θ̂))(div uΩ)−

(
∇uΩ : ∇θ̂

T
)

(div uΩ)
)

dx +
∫

Ω
(σ (uΩ) : ε (uΩ))(div θ̂) dx

= 2
∫

Ω
σ
(
u̇Ω(θ̂)

)
: ε (uΩ) dx− 2

∫
Ω

σ (uΩ) :
(
∇uΩ∇θ̂

)
dx +

∫
Ω

(σ (uΩ) : ε (uΩ))(div θ̂) dx.
(2.9)

The equation solved by the Lagrangian derivative is found by differentiating the variational
form of problem (2.4). For any v ∈ H1

ΓD
(Ω) defined on the reference domain, the weak form of

the state equation is∫
Ωθ

σx̃(uΩθ
) : εx̃(v ◦ (I + θ)−1) dx̃ =

∫
Ωθ

f(x̃) · v ◦ (I + θ)−1 dx̃ +
∫

(I+θ)ΓN
g(x̃) · v ◦ (I + θ)−1 ds̃

which, transported on Ω, yields∫
Ω

σ (v) :
(
∇ũθ

Ω (I +∇θ)−1
)
|det (I +∇θ)| dx

=
∫

Ω
f ◦ (I + θ) · v |det (I +∇θ)| dx +

∫
ΓN

g ◦ (I + θ) · vJacΓN(I + θ) ds.
(2.10)

By differentiating both sides of equation (2.10), we obtain the following expression∫
Ω

σ (v) :
(
∇u̇Ω(θ̂)−∇uΩ∇θ̂

)
dx +

∫
Ω

(σ (v) : ε (uΩ))(div θ̂) dx

=
∫

Ω

(
∇f θ̂ · v + (f · v)(div θ̂)

)
dx +

∫
ΓN

(
∇gθ̂ · v + (g · v)(divΓN θ̂)

)
dx.
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2.1. Linear elasticity framework

Since the equation above holds for any test function v ∈ H1 (ΓD) Ω and thanks to the symmetry
properties of the elasticity tensor, the following variational formulation for u̇Ω(θ̂) holds∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find u̇Ω(θ̂) ∈ H1
ΓD (Ω)d such that

for all v ∈ H1
ΓD (Ω)∫

Ω
σ
(
u̇Ω(θ̂)

)
: ε (v) dx =

∫
Ω

σ (v) :
(
∇uΩ∇θ̂

)
dx−

∫
Ω

(σ (v) : ε (uΩ))(div θ̂) dx

+
∫

Ω

(
∇f θ̂ + div(θ̂)f

)
· v dx +

∫
ΓN

(
∇gθ̂ + divΓN(θ̂)g

)
· v ds.

(2.11)
By choosing uΩ as test function, we obtain the term with the Lagrangian derivative of the
displacement of equation (2.9) on the right-hand side of the equation in (2.11). Thus, it is
possible to formulate the shape derivative of the mechanical compliance without the need of an
adjoint state

DĈ(Ω)(θ̂) = −
∫

Ω
(σ (uΩ) : ε (uΩ))(div θ̂) dx

+2
∫

Ω

(
∇f θ̂ + div(θ̂)f

)
· uΩ dx + 2

∫
ΓN

(
∇gθ̂ + divΓN(θ̂)g

)
· uΩ ds.

(2.12)

If Ω is a C1 domain, the hypotheses of theorem 1.7 hold, and the shape derivative of the com-
pliance can be written as

DĈ(Ω)(θ̂) =
∫

ΓN∪Γ0
(θ̂ · n) (−σ (uΩ) : ε (uΩ) + 2f · uΩ) ds

+ 2
∫

ΓN
(θ̂ · n)

(
∂uΩ
∂n · g + ∂g

∂n · uΩ +H(g · uΩ)
)

ds.
(2.13)

2.1.3 The von Mises criterion

Let us consider a structure covering a domain Ω, composed of a linear elastic, homogeneous
and isotropic material, characterized by the Lamé parameters λ and µ. A material can lose its
elastic properties and assume a plastic behavior if it is subject to a sufficiently intense stress.
Notable aspects of plastic deformation are the non-linearity of the relation between stress and
strain, and the fact that the structure does not return to its initial configuration once the
mechanical load is removed. These phenomena can be explained by permanent modifications in
the crystalline structure of the material. Therefore, plastic deformations are generally avoided
in many industrial applications, since they can entail a degradation of the material and of its
elastic properties.

A classic behavior of an elasto-plastic material subject to uniaxial tensile loading is repre-
sented in the diagram of fig. 2.1. If a sample is progressively stretched, the strain-stress relation
remains linear until the stress reaches the yield point σY . After this threshold, plasticity be-
havior appears and the relation between the stress and the strain becomes non-linear (we refer
to [145] for a detailed description of the non-linear phenomena). If the sample is stretched even
further, it may break once the strain reaches the fracture point in the diagram. Otherwise, if
the sample is released past the yield point, it does not return to the initial configuration, but it
maintains a residual strain.

In order to describe the limit of the elastic behavior of materials for two or three dimensional
deformations, we introduce the decomposition of the stress tensor as the sum of a hydrostatic
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Figure 2.1: Example of a stress-strain curve for an elasto-plastic material subject to uniaxial
strain.

and deviatoric component
σ (uΩ) = σHyd (uΩ) + σD (uΩ), (2.14)

where
σHyd (uΩ) = I

1
d

tr (σ (uΩ)) , σD (uΩ) = σ (uΩ)− σHyd (uΩ). (2.15)

The hydrostatic component identifies the mean normal stress exerted in each point, while the
deviatoric part is related to distortion [31]. The same decomposition can be applied to the strain
tensor ε (uΩ) = εHyd (uΩ) + εD (uΩ):

εHyd (uΩ) = I
1
d

(div uΩ) , εD (uΩ) = ε (uΩ)− εHyd (uΩ).

For linear homogeneous isotropic materials, the tensors σHyd (uΩ) and σD (uΩ) can be expressed
in terms of the Lamé parameters as

σHyd (uΩ) =
(2µ
d

+ λ

)
(div uΩ) I, σD (uΩ) = 2µε (uΩ)− 2µ

d
(div uΩ) I = 2µ εD (uΩ).

(2.16)
Thanks to the orthogonality between the identity tensor and the space of traceless tensors,

the elastic energy density U in each point of a loaded elastic structure can be written as the
sum of the dilatation and distortion energy densities UHyd and UD as

U(uΩ) = 1
2 σ (uΩ) : ε (uΩ) = UHyd(uΩ) + UD(uΩ) (2.17)

in each point of Ω, where

UHyd(uΩ) = 1
2 σHyd (uΩ) : εHyd (uΩ), UD(uΩ) = 1

2 σD (uΩ) : εD (uΩ).

Historically, the von Mises stress has been developed in the context of plasticity criteria [145,
Section 1.4.4]. The intuition of the dependency of plastic deformation from the deviatoric part
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of the stress tensor emerged in England in the nineteenth century. The idea was then adopted as
an hypothesis for subsequent plasticity criteria, like Tresca’s and von Mises’, and confirmed by
experiments. It should be remarked that such assumption is adapted only for ductile materials
as aluminum or steel. Indeed, structures made up of brittle materials, like concrete, can undergo
permanent deformations and fissuring following isotropic compression or dilatation. For these
cases, the hydrostatic and deviatoric components of the stress tensor must be taken into account
by the material failure criterion.

Von Mises’ plasticity criterion has been formulated for the first time by Richard von Mises in
1913 [251], but its physical interpretation in terms of the deformation energy has been provided
only in 1924 by Heinrich Hencky [137]. Under this interpretation, plastic deformation occurs
when the distortion energy density in some point of Ω exceeds the distortion energy density of a
sample of the same material subject to uniaxial traction stress at the yield point. For a sample
of linear isotropic material subject to uniaxial traction of module σY , the stress tensor σY and
its deviatoric component σY,D are

σY =

σY 0 0
0 0 0
0 0 0

 , σY,D =


2σY

3 0 0

0 −σY

3 0

0 0 −σY

3

 .
Therefore, thanks to the proportionality between the deviatoric strain and stress, the distortion
energy density related to the uniaxial traction is

UY,D = 1
2 σY,D :

( 1
2µσY,D

)
= 1

2
6σ2

Y

9
1

2µ = σ2
Y

6µ (2.18)

According to Hencky’s interpretation of the von Mises criterion, a loaded structure preserves its
elastic behavior if, in each point, the distortion energy density is smaller than UY,D as computed
in equation (2.18).

σ2
Y

6µ = UY,D ≥ UD(uΩ) = 1
2 σD (uΩ) : εD (uΩ) = 1

4µ σD (uΩ) : σD (uΩ).

Thus, the criterion can be written as√
3
2 (σD (uΩ) : σD (uΩ))1/2 ≤ σY . (2.19)

The left-hand side of the inequality (2.19) is defined as the von Mises stress

sD (uΩ) =
√

3
2
(
σD (uΩ) : σD (uΩ)

)1/2
. (2.20)

We refer to [145, Section 4.5.6] for further details on the interpretation of the criterion and its
comparison with other plasticity criteria.

The interpretation in terms of a plasticity criterion suggests that, in order to avoid plastic
deformations and deterioration of the material, it is important to control the value of the von
Mises stress in the entire domain while designing the structure. Requiring the von Mises stress
to remain below a given threshold in a domain is equivalent to control its supremum, or its
L∞-norm, which is defined like in (1.12) as

∥sD (uΩ)∥∞ = ess sup
x∈Ω

|sD (uΩ)(x)| . (2.21)
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However, the quantity defined in (2.21) is not differentiable with respect to the domain, and
thus cannot be considered as a constraint functional in a shape optimization problem solved by
gradient-based algorithms.

An alternative to the supremum of the von Mises stress is given by its Lp-norm for p suf-
ficiently large, as proven by proposition 1.3. This approximation has the advantage of being
differentiable for all p < ∞ if the domain and the loads are sufficiently regular. The order
p of the norm ought to be chosen carefully. On the one hand, if p is too small, substantial
concentrations of stress could be overlooked, especially for wide domains. On the other hand,
the computation of ∥sD (uΩ)∥p can be numerically challenging for large value of p and requires
highly refined meshes to capture the stress peaks inside the structure.

By the expression (2.20), the Lp-norm of the von Mises stress is

∥sD (uΩ)∥p =
√

3
2

(∫
Ω

(
σD (uΩ) : σD (uΩ)

)p/2
dx
)1/p

(2.22)

Let us consider an elastic structure Ω ⊂ Rd which has a C1 boundary and whose displacement
uΩ solves problem (2.3). Then, we can apply the results of section 1.2.2 and obtain the following
expression for the shape derivative of ∥sD (uΩ)∥p

D ∥sD (uΩ)∥p (θ̂) =
(3

2

)1/2 1
p ∥sD (uΩ)∥p−1

p

(∫
Γ0∪ΓN

(
σD (uΩ) : σD (uΩ)

)p/2 (
θ̂ · n

)
ds

+
∫

Γ0∪ΓN
(f ·wΩ − σ (uΩ) : ε (wΩ))

(
θ̂ · n

)
ds

+
∫

ΓN

(
∂g
∂n ·wΩ + ∂wΩ

∂n · g +H(g ·wΩ)
)(

θ̂ · n
)

ds
) (2.23)

The adjoint state wΩ satisfies the following boundary values problem
−div (σ (wΩ)) = −div

(
p
2

(
σD (uΩ) : σD (uΩ)

) p
2 −1
∇
(
σD (uΩ) : σD (uΩ)

))
in Ω,(

AT∇wΩ
)

n = p
2

(
σD (uΩ) : σD (uΩ)

) p
2 −1
∇
(
σD (uΩ) : σD (uΩ)

)
n on ΓN ∪ Γ0,

wΩ = 0 on ΓD.

(2.24)
The variational formulation of (2.24)∣∣∣∣∣∣∣

Find wΩ ∈ H1
ΓD (Ω) such that for all v ∈ H1

ΓD (Ω)∫
Ω

σ (wΩ) : ε (v) dx =
∫

Ω

p

2
(
σD (uΩ) : σD (uΩ)

) p
2 −1(

σD (uΩ) : σD (v)
)

dx.
(2.25)

2.2 Formulation of the thermo-elastic problem

2.2.1 Time dependent thermo-elasticity

An aspect that can introduce some perturbations in the elastic behavior of a mechanical struc-
ture consists in taking into account the influence of the temperature on the material properties.
In particular, unless the temperature reaches large enough values to provoke the melting of the
material or alter its elasto-plastic properties, thermal dilation is an important phenomenon to
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take into account. Thermal effects has been taken into account in shape optimization prob-
lems in the literature (see, for example, [255, 15, 112]). In particular, applications of topology
optimization to additive manufacturing require to pay attention to the different effects of high
temperature gradients on the structure as well as their temporal dimension (refer to [15] for
more details on thermal effects in 3D printing).

In this chapter we focus on the thermal dilation and the mechanical stress caused by the
presence of a time-variant temperature field surrounding an elastic structure. Let us consider
a bounded domain D ∈ Rd, where the temperature field is defined, containing an open domain
Ω, representing an elastic structure. We consider the evolution of the temperature inside Ω
in the time interval [0, tf ]. We suppose that the temperature field in D \ Ω is given as a
function of space and time, and that the material of the structure interacts with the temperature
of its surroundings by Fourier’s law of thermal conduction. The variation of temperature in
Ω is modeled as the solution of the heat equation, where Fourier-Robin boundary conditions
are imposed on the interface between D and Ω. Let ρ, k, and β be positive real parameters
representing the product of the mass density and the thermal capacity of the material composing
the structure, its thermal conductivity, and the heat transfer coefficient respectively. We consider
also Q ∈ L2 (Ω) to be a heat source internal to the structure. Finally, we assume that the
temperature in the external medium is known, we denote its expression by the function Text :
(D \ Ω)× [0, tf ]→ R, and we suppose that

Text ∈ L2
(
[0, tf ]; L2 (∂Ω)

)
=
{
T : (D \ Ω)× [0, tf ]→ R :

∫ t

0

(∫
ΓN∪Γ0

|T |2 dx
)

dt < +∞
}
.

Under the assumptions above, the differential equation describing the evolution of the tem-
perature field TΩ in Ω for the time interval [0, tf ] is

ρ∂TΩ
∂t − div (k∇TΩ) = Q in (0, tf ]× Ω,

k∇TΩ · n + β(TΩ − Text) = 0 on (0, tf ]× ∂Ω,
TΩ(0,x) = T0 in Ω,

(2.26)

where T0 ∈ L2 (Ω) is the initial temperature distribution. The parabolic boundary value problem
(2.26) is well-posed, as proven in [218, Theorem 2.2], and its solution belongs to the function
space L2 ([0, tf ]; H1 (Ω)

)
.

We consider that the temperature field affects the mechanics of the structure through thermal
dilation. Let α > 0 be the thermal dilation coefficient, and Tref ∈ R a reference temperature. The
phenomenon of thermal dilation for linear elastic systems can be taken into account by adding
a term depending on the temperature to the Cauchy stress tensor. For linear, homogeneous,
isotropic materials, the modified stress tensor follows the Duhamel-Neumann law [168] and
assumes the following expression

σ (uΩ, TΩ) = C∇uΩ + σTh (TΩ),

where C is the elasticity tensor introduced in (2.5), and σTh (uΩ) the component dependent on
the temperature, which is defined as

σTh (uΩ) = −α(TΩ − Tref)I. (2.27)

We consider that the surface ∂Ω of the structure can be divided in three disjoint parts: ΓD, ΓN,
and Γ0. Let f ∈ L2 ([0, tf ]; H−1 (Ω)

)
and g ∈ L2

(
[0, tf ]; H−1/2 (ΓN)

)
be the mechanical solici-

tations applied in the volume of the structure and on the surface ΓN respectively. We consider
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that the elastic displacements caused by the external mechanical loads propagate faster than
the heat, so that at each instant the structure is supposed at its mechanical equilibrium. Thus,
for all t ∈ (0, tf ], the displacement uΩ(t,x) can be computed solving the following boundary
values problem 

−div (σ (uΩ, TΩ)) = f in Ω,
σ (uΩ, TΩ)n = g on ΓN,

σ (uΩ, TΩ)n = 0 on Γ0,

uΩ(s, t) = 0 on ΓD,

(2.28)

where TΩ is the solution of (2.26).
The temperature appears in the expression of the elasticity problem, but we ignore the

heat generated by internal friction or other mechanical phenomena. Thus, the thermal and
mechanical problems are said to be weakly coupled. In order to compute the state of the system
in the time interval [0, tf ], it is possible to solve first the time-dependent heat equation, and
then solve for the displacement.

2.2.2 The optimization problem

Having stated the heat and elasticity equations for an elastic structure subject to a time-
dependent temperature field, we can state a shape optimization problem. The shape functional
we are interested in is the sum of two parts. The first one, similarly to the problem considered in
[15], consists in the average over time of a differentiable functional, while the second takes into
account the state of the structure at the final time tf . In particular, we focus on a functional
CT that evaluates the compliance of an elastic structure in the time interval (0, tf )

CT (u, T ; Ω) = γ

tf

∫ tf

0

∫
Ω

σ (uΩ(t,x), TΩ(t,x)) : ε (uΩ(t,x)) dx dt

+ (1− γ)
∫

Ω
σ (uΩ(tf ,x), TΩ(tf ,x)) : ε (uΩ(tf ,x)) dx,

(2.29)

for any u ∈ L2
(
[0, tf ],H1

ΓD
(Ω)d

)
and any T ∈ L2 ([0, tf ],H1 (Ω)

)
. The parameter γ ∈ [0, 1]

weights the two components of the functional CT. As in section 1.1.1, we denote the reduced
functional by ĈT(Ω) = CT (uΩ, TΩ; Ω), where TΩ and uΩ solve problems (2.26) and (2.28) respec-
tively. Similarly to the optimization problems studied in part II, we consider an optimization
problem where the objective is the minimization of the volume of a structure, under a constraint
on the functional CT.∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint CT (uΩ, TΩ; Ω) ≤ τ , (see equation (2.29)),

where the temperature TΩ ∈ L2
(
[0, tf ],H1 (Ω)

)
solves the heat equation (2.26),

and the displacement uΩ ∈ L2
(
[0, tf ],H1

ΓD (Ω)d
)

solves the thermo-elasticity equation (2.28).

(2.30)
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2.2.3 Computation of the shape derivative

In order to solve problem (2.30) using a gradient-based optimization method, it is necessary to
compute the shape derivative DĈT(Ω) of the functional ĈT. We proceed as in section 2.1.2. First,
we compute the sensitivity of ĈT to the shape Ω, then, we compute the Lagrangian derivatives of
the temperature and the displacement. Finally, since the functional CT is not self-adjoint with
respect to the state (uΩ, TΩ), we introduce two adjoint states RΩ and wΩ aiming to erase the
Lagrangian derivatives in the expression of DĈT(Ω).

We refer to appendix A for the list of formulas used to compute the shape derivative of
CT. An analogous result can be obtained using the Céa fast derivation technique described in
section 1.2.3, as proposed in [15].

Differentiation of the thermo-elastic compliance

We start by considering a bounded C1-domain Ω and a Lipschitz continuous vector field θ ∈
W1,∞

(
Rd
)d

such that ∥θ∥1,∞ < 1. We denote Ωθ = (I+θ)Ω the perturbed domain by the vector
field θ, and TΩθ

and uΩθ
the temperature and displacement respectively obtained by solving

equations (2.26) and (2.28) on Ωθ. By supposing that the portion of the boundary where the
structure is clamped is not optimizable, we can consider that θ = 0 on ΓD.

CT (uΩθ
, TΩθ

; Ωθ) = γ

tf

∫ tf

0

∫
Ωθ

σx̃ (uΩθ
(x̃t), TΩθ

(t, x̃)) : εx̃ (uΩθ
(t, x̃)) dx̃ dt

+ (1− γ)
∫

Ωθ

σx̃ (uΩθ
(x̃, tf ), TΩθ

(x̃, tf )) : εx̃ (uΩ(x̃, tf )) dx̃

= γ

tf

∫ tf

0

∫
Ωθ

(
C∇x̃uΩθ

(t, x̃) : ∇x̃uΩθ
(t, x̃)− α(TΩθ

(t, x̃)− Tref)divx̃ uΩθ
(t, x̃)

)
dx̃ dt

+ (1− γ)
∫

Ωθ

(
C∇x̃uΩθ

(x̃, tf ) : ∇x̃uΩθ
(x̃, tf )− α(TΩθ

(x̃, tf )− Tref)divx̃ uΩθ
(x̃, tf )

)
dx̃.

Using the results of section A.2, we can express ĈT(Ωθ) in terms of integrals on the reference
domain.

ĈT(Ωθ) = γ

tf

∫ tf

0

∫
Ω

(
C
(
∇ũθ

Ω(t,x)(I +∇θ)−1
)

:
(
∇ũθ

Ω(t,x)(I +∇θ)−1
))
|det (I +∇θ)| dxdt

− γ

tf

∫ tf

0

∫
Ω

(
α(T̃ θ

Ω(t,x)− Tref)(I +∇θ)−T : ∇ũθ
Ω(t,x)(I +∇θ)−1

)
|det (I +∇θ)| dx dt

+ (1− γ)
∫

Ω

(
C
(
∇ũθ

Ω(tf ,x)(I +∇θ)−1
)

:
(
∇ũθ

Ω(tf ,x)(I +∇θ)−1
))
|det (I +∇θ)| dx

− (1− γ)
∫

Ω

(
α(T̃ θ

Ω(tf ,x)− Tref)(I +∇θ)−T : ∇ũθ
Ω(tf ,x)(I +∇θ)−1

)
|det (I +∇θ)| dx,

(2.31)
where C is the fourth order Hooke tensor, and ũθ

Ω = uΩθ
◦ (I + θ) and T̃ θ

Ω = TΩθ
◦ (I + θ) are the

results of pushing uΩθ
and TΩθ

on the reference domain. Then, we differentiate equation (2.31)
with respect to θ in 0 using the expressions in section A.3. Denoting u̇Ω(θ̂) and ṪΩ(θ̂) the
Lagrangian derivatives of the displacement and the temperature we get

DĈT(Ω)(θ̂) = 2 γ
tf

∫ tf

0

∫
Ω

(
C∇uΩ(t,x) :

(
∇u̇Ω(θ̂)−∇uΩ(t,x)∇θ̂

))
dx dt

− γ

tf

∫ tf

0

∫
Ω

(
αṪΩ(θ̂)div uΩ + α(TΩ − Tref)

(
div u̇Ω(θ̂)−∇θ̂

T : ∇uΩ

))
dx dt

67



Chapter 2. A deterministic thermo-elastic problem

+ γ

tf

∫ tf

0

∫
Ω

(C∇uΩ(t,x) : uΩ − α(TΩ − Tref)div uΩ) div θ̂ dx dt

+ 2(1− γ)
∫

Ω

(
C∇uΩ(tf ,x) :

(
∇u̇Ω(θ̂)−∇uΩ(tf ,x)∇θ̂

))
dx

− (1− γ)
∫

Ω

(
αṪΩ(θ̂)div uΩ + α(TΩ − Tref)

(
div u̇Ω(θ̂)−∇θ̂

T : ∇uΩ

))
dx

+ (1− γ)
∫

Ω
(C∇uΩ(tf ,x) : uΩ − α(TΩ − Tref)div uΩ) div θ̂ dx. (2.32)

Computation of the Lagrangian derivatives

In order to remove the terms of equation (2.32) containing the Lagrangian derivatives of the
temperature and the displacement, we compute their expression by differentiating the state
equations (2.26) and (2.28) with respect to the domain.

We start by multiplying the time-dependent heat equation (2.26) by a generic test function
S ∈ V(0, tf ; Ω), where

V(0, tf ; Ω) = C1
(
[0, tf ]; L2 (Ω)

)
∩ L2

(
(0, tf ); H1 (Ω)

)
.

After integrating over Ω, on the time interval [0, tf ] and by parts, we obtain that TΩ satisfies
the following identity for all S ∈ V(0, tf ; Ω)

∫ tf

0

∫
Ω
ρ
∂TΩ
∂t

S dx dt+
∫ tf

0

∫
Ω
k∇TΩ · ∇S dx dt+

∫ tf

0

∫
∂Ω
βTΩS ds dt

=
∫ tf

0

∫
Ω
S Q dx dt+

∫ tf

0

∫
∂Ω
βTextS ds dt.

(2.33)

Let TΩθ
be the solution of problem (2.26) on the perturbed domain Ωθ = (I + θ)Ω. Thus,

considering a test function S still defined on the reference domain, (2.33) becomes

∫ tf

0

∫
Ωθ

ρ
∂TΩθ

∂t
S ◦ (I + θ)−1 dx̃ dt+

∫ tf

0

∫
Ωθ

k∇x̃TΩθ
· ∇x̃

(
S ◦ (I + θ)−1

)
dx̃ dt

+
∫ tf

0

∫
(I+θ)∂Ω

βTΩθ
S ◦ (I + θ)−1 ds̃ dt =

∫ tf

0

∫
Ωθ

QS ◦ (I + θ)−1 dx̃ dt

+
∫ tf

0

∫
(I+θ)∂Ω

βText S ◦ (I + θ)−1 ds̃ dt.

(2.34)

By writing equation (2.34) with respect to the reference domain we get

∫ tf

0

∫
Ω
ρ
∂T̃ θ

Ω
∂t

S |det (I +∇θ)| dx dt+
∫ tf

0

∫
∂Ω
βT̃ θ

Ω S JacΓN(I + θ) ds dt

+
∫ tf

0

∫
Ω
k
(
(I +∇θ)−T∇T̃ θ

Ω

)
·
(
(I +∇θ)−T∇S

)
|det (I +∇θ)| dx dt

=
∫ tf

0

∫
Ω
S Q ◦ (I + θ) |det (I +∇θ)| dx dt+

∫ tf

0

∫
∂Ω
β S Text ◦ (I + θ) JacΓN(I + θ) ds dt.

(2.35)
The expression for the Lagrangian derivative ṪΩ is obtained by differentiating equation (2.35)
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in θ = 0:∫ tf

0

∫
Ω
ρS

(
∂ṪΩ(θ̂)
∂t

+ ∂TΩ
∂t

(div θ̂)
)

dx dt+
∫ tf

0

∫
Ω
k∇ṪΩ(θ̂) · ∇S dx dt

−
∫ tf

0

∫
Ω
k

(
∇θ̂ +∇θ̂

T − div θ̂

)
∇TΩ · ∇S dx dt+

∫ tf

0

∫
∂Ω
βS

(
ṪΩ + div∂Ω θ̂

)
ds dt

=
∫ tf

0

∫
Ω
S div (θ̂Q) dx dt+

∫ tf

0

∫
∂Ω
βS

(
div∂Ω(θ̂ Text) + ∂Text

∂n
(θ̂ · n)

)
ds dt

(2.36)

for any θ̂ ∈W1,∞
(
Rd
)d

. By rearranging the terms of equation (2.36), we obtain the following
identity, satisfied for all S ∈ V(0, tf ; Ω)∫ tf

0

∫
Ω
ρ
∂ṪΩ
∂t

S dx dt+
∫ tf

0

∫
Ω
k∇ṪΩ · ∇S dx dt+

∫ tf

0

∫
∂Ω
βṪΩS ds dt

=−
∫ tf

0

∫
Ω
ρ
∂TΩ
∂t

S(div θ̂) dx dt+
∫ tf

0

∫
Ω
k

(
∇θ̂ +∇θ̂

T
)
∇TΩ · ∇S dx dt

−
∫ tf

0

∫
Ω
k∇TΩ · ∇S (div θ̂) dx dt−

∫ tf

0

∫
∂Ω
βTΩS (div∂Ω θ̂) ds dt

+
∫ tf

0

∫
Ω
S div (θ̂Q) dx dt+

∫ tf

0

∫
∂Ω
βS

(
div∂Ω(θ̂ Text) + ∂Text

∂n (θ̂ · n)
)

ds dt.

(2.37)

Moreover, thanks to the initial condition TΩ(0,x) = Tref , we have that ṪΩ(0,x) 0 on Ω.
In order to identify the equation solved bu u̇Ω we proceed in a similar way. Since the elasticity

equation is supposed to be quasi-static, the following equations hold for any t ∈ [0, tf ]. We start
by considering a generic test function v ∈ W(0, tf ; Ω), where

W(0, tf ; Ω) = C1
(
[0, tf ]; L2 (Ω)d

)
∩ L2

(
(0, tf ); H1

ΓD (Ω)d
)
.

We multiply the first equation of problem (2.28) by v and we integrate over Ω and by parts,
and we obtain the following identity, which hold for all t ∈ [0, tf ]∫

Ω
C∇uΩ(x, t) : ε (v) dx =

∫
Ω
α(TΩ − Tref) div v dx +

∫
Ω

f · v dx +
∫

ΓN
g · v ds. (2.38)

Denoting uΩθ
the displacement solving (2.26) on the perturbed domain Ωθ = (I + θ)Ω and

considering a test function v defined on Ω, (2.38) is written as∫
Ωθ

C∇x̃uΩθ
: ∇x̃

(
v ◦ (I + θ)−1

)
dx̃ =

∫
Ωθ

α(TΩθ
− Tref) divx̃(v ◦ (I + θ)−1) dx̃

+
∫

Ωθ

f ·
(
v ◦ (I + θ)−1

)
dx̃ +

∫
(I+θ)ΓN

g ·
(
v ◦ (I + θ)−1

)
ds̃.

(2.39)

Using the formulas of section A.2 we express equation (2.39) in terms of integrals on the reference
domain∫

Ω
C
(
∇ũθ

Ω(I +∇θ)−1
)

:
(
∇v(I +∇θ)−1

)
|det (I +∇θ)| dx

=
∫

Ω
α (T̃ θ

Ω − Tref)
(
(I +∇θ)−T : ∇v

)
|det (I +∇θ)| dx +

∫
Ω

(f ◦ (I + θ)) · v |det (I +∇θ)| dx

+
∫

ΓN
(g ◦ (I + θ)) JacΓN(I + θ) ds.

(2.40)
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Then, we differentiate (2.40) in θ = 0 using the expressions formulated in section A.3. Thus,
for all θ̂ ∈W1,∞

(
Rd
)d

such that θ = 0 on ΓD we have

∫
Ω

(
C∇u̇Ω(θ̂) : ∇v− C(∇u∇θ̂) : ∇v− C∇u : (∇v∇θ̂) + (C∇u : ∇v) (div θ̂)

)
dx

=
∫

Ω
αṪΩ(θ̂)div v dx−

∫
Ω
α(TΩ − Tref)

(
∇θ̂

T : ∇v
)

dx +
∫

Ω
α(TΩ − Tref)(div v)(div θ̂) dx

+
∫

Ω
v · div

(
f ⊗ θ̂

)
dx +

∫
ΓN

v · divΓN

(
g⊗ θ̂

)
ds +

∫
ΓN

(
v · ∂g

∂n

)
(θ̂ · n) ds.

The equation above can be reformulated as follows, highlighting the terms containing the La-
grangian derivative u̇Ω∫

Ω
C∇u̇Ω(θ̂) : ε (v) dx =

∫
Ω

(
C(∇uΩ∇θ̂) : ∇v + C∇uΩ : (∇v∇θ̂)− (C∇uΩ : ∇v) (divθ̂)

)
dx

+
∫

Ω
α

(
ṪΩ(θ̂)div v− (TΩ − Tref)

(
∇θ̂

T : ∇v
)

+ (TΩ − Tref)(div v)(div θ̂)
)

dx

+
∫

Ω
v · div

(
f ⊗ θ̂

)
dx +

∫
ΓN

(
v · divΓN

(
g⊗ θ̂

)
+
(

v · ∂g
∂n

)
(θ̂ · n)

)
ds.

(2.41)

Introduction of the adjoint states

In order to cancel the Lagrangian derivatives in the expression (2.32), we introduce the adjoint
states RΩ and wΩ, related to the temperature and the elastic displacement respectively.

We start by considering the adjoint state wΩ ∈ V(0, tf ,Ω) solving the following quasi-static
differential equation for all t ∈ [0, tf ]


−div(C∇wΩ) = −div(C∇uΩ) + α

2∇TΩ in Ω,
(C∇wΩ)n = g + (TΩ − Tref)n on ΓN,

(C∇wΩ)n = (TΩ − Tref)n on Γ0,

wΩ = 0 on ΓD.

(2.42)

In order to inject the adjoint state in the expression (2.32) of the shape derivative of ĈT(Ω), we
multiply the first equation of (2.42) by u̇Ω(θ̂) ∈ W(0, tf ; Ω), and we integrate over Ω, obtaining

∫
Ω
C∇wΩ : ∇u̇Ω(θ̂) dx =

∫
Ω
C∇uΩ : ∇u̇Ω(θ̂) dx−

∫
Ω

α

2∇TΩ · u̇Ω(θ̂) dx. (2.43)

We remark that all terms in the right-hand side of equation (2.43) appear in the expression
(2.32) of the shape derivative of the compliance. Moreover, the left-hand side of equation (2.43)
coincides with the left-hand side of (2.41) for v = wΩ because, thanks to the definition and
properties of the Hooke elasticity tensor,

C∇u̇Ω(θ̂) : ε (v) = C∇v : ∇u̇Ω(θ̂)

70



2.2. Formulation of the thermo-elastic problem

Since wΩ ∈ W(0, tf ,Ω), the identity (2.41) holds, and the shape derivative of ĈT becomes

DĈT(Ω)(θ̂) = γ

tf

∫ tf

0

(∫
Ω

(
αṪΩ(θ̂) div(2wΩ − uΩ)− α(TΩ − Tref)

(
∇θ̂

T : ∇(2wΩ − uΩ)
))

dx

−
∫

Ω
(C∇(2wΩ − uΩ) : ∇uΩ − α(TΩ − Tref)div(2wΩ − uΩ)) div θ̂ dx

+
∫

Ω

(
C(∇uΩ∇θ̂) : ∇(2wΩ − uΩ) + C∇uΩ : (∇(2wΩ − uΩ)∇θ̂)(divθ̂)

)
dx

+ 2
∫

Ω
wΩ · div

(
f ⊗ θ̂

)
dx + 2

∫
ΓN

(
wΩ · divΓN

(
g⊗ θ̂

)
+
(

wΩ ·
∂g
∂n

)
(θ̂ · n)

)
ds
)

dt

+(1− γ)
(∫

Ω

(
αṪΩ(θ̂) div(2wΩ − uΩ)− α(TΩ − Tref)

(
∇θ̂

T : ∇(2wΩ − uΩ)
))

dx

−
∫

Ω
(C∇(2wΩ − uΩ) : ∇uΩ − α(TΩ − Tref)div(2wΩ − uΩ)) div θ̂ dx

+
∫

Ω

(
C(∇uΩ∇θ̂) : ∇(2wΩ − uΩ) + C∇uΩ : (∇(2wΩ − uΩ)∇θ̂)(divθ̂)

)
dx

+ 2
∫

Ω
wΩ · div

(
f ⊗ θ̂

)
dx + 2

∫
ΓN

(
wΩ · divΓN

(
g⊗ θ̂

)
+
(

wΩ ·
∂g
∂n

)
(θ̂ · n)

)
ds
)∣∣∣∣

t=tf

.

(2.44)

For the purpose of canceling the dependence of the expression (2.44) from ṪΩ(θ̂), we introduce
the adjoint state RΩ ∈ V(0, tf ; Ω) solving the following differential equation backwards in time

−ρ∂RΩ
∂t − div (k∇RΩ) = γ α div (2wΩ − uΩ) in [0, tf )× Ω,
k∇RΩ · n + βRΩ = 0 on [0, tf )× ∂Ω,

RΩ(tf ,x) = (1−γ)
ρ α div (2wΩ(tf ,x)− uΩ(tf ,x)) in Ω.

(2.45)
We multiply the first equation of (2.45) by ṪΩ(θ̂) ∈ V(0, tf ; Ω), and we integrate over Ω and
[0, tf ], as well as by parts in space and time, and we obtain

−
∫ tf

0

∫
Ω

(
ρ
∂RΩ
∂t

ṪΩ(θ̂) + div (k∇RΩ)ṪΩ(θ̂)
)

dx dt = γ

∫ tf

0

∫
Ω
α div (2wΩ − uΩ) ṪΩ(θ̂) dx dt;

−
∫

Ω
ρ
(
RΩ ṪΩ(θ̂)

) ∣∣∣∣
t=tf

dx +
∫ tf

0

∫
Ω
ρ
∂ṪΩ(θ̂)
∂t

RΩ dx dt+
∫ tf

0

∫
Ω
k∇RΩ · ∇ṪΩ(θ̂) dx dt

−
∫ tf

0

∫
ΓN∪Γ0

kṪΩ(θ̂)∂RΩ
∂n dx dt = γ

∫ tf

0

∫
Ω
α ṪΩ(θ̂)div (2wΩ − uΩ) dx dt.

Thus∫ tf

0

∫
Ω
ρ
∂ṪΩ(θ̂)
∂t

RΩ dx dt+
∫ tf

0

∫
Ω
k∇RΩ · ∇ṪΩ(θ̂) dx dt+

∫ tf

0

∫
ΓN∪Γ0

βṪΩ(θ̂)RΩ dx dt

= γ

∫ tf

0

∫
Ω
α ṪΩ(θ̂)div (2wΩ − uΩ) dx dt,+(1− γ)

∫
Ω
α (div(2wΩ(tf ,x)− uΩ(tf ,x)))

∣∣∣∣
t=tf

dx.

(2.46)
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By combining equations (2.37) and (2.46), and injecting the result in the expression (2.44), the
shape derivative of the compliance can be written as

DĈT(Ω)(θ̂) = γ

tf

∫ tf

0

(
−
∫

Ω

(
α(TΩ − Tref)

(
∇θ̂

T : ∇(2wΩ − uΩ)
))

dx

−
∫

Ω
(C∇(2wΩ − uΩ) : ∇uΩ − α(TΩ − Tref)div(2wΩ − uΩ)) div θ̂ dx

+
∫

Ω

(
C(∇uΩ∇θ̂) : ∇(2wΩ − uΩ) + C∇uΩ : (∇(2wΩ − uΩ)∇θ̂)

)
dx

+ 2
∫

Ω
wΩ · div

(
f ⊗ θ̂

)
dx + 2

∫
ΓN

(
wΩ · divΓN

(
g⊗ θ̂

)
+
(

wΩ ·
∂g
∂n

)
(θ̂ · n)

)
ds
)

dt

+(1− γ)
(
−
∫

Ω

(
α(TΩ − Tref)

(
∇θ̂

T : ∇(2wΩ − uΩ)
))

dx

−
∫

Ω
(C∇(2wΩ − uΩ) : ∇uΩ − α(TΩ − Tref)div(2wΩ − uΩ)) div θ̂ dx

+
∫

Ω

(
C(∇uΩ∇θ̂) : ∇(2wΩ − uΩ) + C∇uΩ : (∇(2wΩ − uΩ)∇θ̂)

)
dx

+ 2
∫

Ω
wΩ · div

(
f ⊗ θ̂

)
dx + 2

∫
ΓN

(
wΩ · divΓN

(
g⊗ θ̂

)
+
(

wΩ ·
∂g
∂n

)
(θ̂ · n)

)
ds
)∣∣∣∣

t=tf

+
∫ tf

0

(
−
∫

Ω

(
ρ
∂TΩ
∂t

RΩ(div θ̂) + k

(
∇θ̂ +∇θ̂

T
)
∇TΩ · ∇RΩ − k∇TΩ · ∇RΩ (div θ̂)

)
dx

+
∫

Ω
RΩ div (θ̂Q) dx +

∫
ΓN∪Γ0

βRΩ

(
div∂Ω(θ̂ Text) + ∂Text

∂n (θ̂ · n)− TΩ (div∂Ω θ̂)
)

ds
)

dt.

(2.47)

Looking at the equations (2.42) and (2.45), we remark that the adjoint states are weakly
coupled with one another, but the dependence is reversed with respect to the relation between
the temperature and the displacement fields. Indeed, in section 2.2.1 we supposed that the
equation for uΩ relies on the solution of TΩ, while the expression of the adjoint state for the
temperature RΩ depends on the adjoint state for the displacement wΩ.

The expression (2.47) of DĈT(Ω)(θ̂) is the volume form of the shape derivative of the compli-
ance. However, theorem 1.7 ensures that, if Ω ⊂ Rd is a C1 domain, DĈT(Ω)(θ̂) can be expressed
as an integral over ∂Ω depending only on the component of θ̂ normal to ∂Ω. We suppose that
the part ΓD of the boundary is non-optimizable, therefore we restrict the Lipschitz continuous
vector field θ̂ ∈ W1,∞

(
Rd
)d

to be such that θ̂ = 0 on ΓD. With the help of the formulas of
section A.4 and considering the boundary conditions of problems (2.26) and (2.28) we obtain

DĈT(Ω)(θ̂) = γ

tf

∫ tf

0

(
−
∫

ΓN∪Γ0

(
α(TΩ − Tref)n ·

(
2∂wΩ
∂n − ∂uΩ

∂n

))
(θ̂ · n) ds

−
∫

ΓN∪Γ0

(
C∇(2wΩ − uΩ) : ∇uΩ − α(TΩ − Tref)div(2wΩ − uΩ)

)
(θ̂ · n) ds

+ 2
∫

ΓN

(
g · ∂uΩ

∂n

)
(θ̂ · n) ds + 2

∫
ΓN∪Γ0

(
f ·wΩ + (TΩ − Tref)n ·

∂uΩ
∂n

)
(θ̂ · n) ds
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+ 2
∫

ΓN

(
wΩ · divΓN

(
g⊗ θ̂

)
+
(

wΩ ·
∂g
∂n

)
(θ̂ · n)

)
ds
)

dt

+(1− γ)
(
−
∫

ΓN∪Γ0

(
α(TΩ − Tref)n ·

(
2∂wΩ
∂n − ∂uΩ

∂n

))
(θ̂ · n) ds

−
∫

ΓN∪Γ0

(
C∇(2wΩ − uΩ) : ∇uΩ − α(TΩ − Tref)div(2wΩ − uΩ)

)
(θ̂ · n) ds

+ 2
∫

ΓN

(
g · ∂uΩ

∂n

)
(θ̂ · n) ds + 2

∫
ΓN∪Γ0

(
f ·wΩ + (TΩ − Tref)n ·

∂uΩ
∂n

)
(θ̂ · n) ds

+ 2
∫

ΓN

(
wΩ · divΓN

(
g⊗ θ̂

)
+
(

wΩ ·
∂g
∂n

)
(θ̂ · n)

)
ds
)∣∣∣∣

t=tf

+
∫ tf

0

(∫
ΓN∪Γ0

(
k(∇TΩ · ∇RΩ)− ρ∂TΩ

∂t
RΩ − 2β

2

k
RΩ(TΩ − Tref) +RΩQ

)
(θ̂ · n) ds

+
∫

ΓN∪Γ0
βRΩ

(
div∂Ω(θ̂ Text) + ∂Text

∂n (θ̂ · n)− TΩ (div∂Ω θ̂)
)

ds
)

dt. (2.48)

2.2.4 Discretization of the state and adjoint equations

In order to solve numerically the optimization problem (2.30) using the techniques presented in
section 1.3, it is necessary to discretize and solve the state problems (2.26) and (2.28) for the
temperature and the displacement, as well as the adjoint problems (2.42) and (2.45), at each step
of the optimization algorithm. Let D ⊂ Rd be a computational domain such that any admissible
domain in Sadm is contained in D, and let Ω ⊂ D be an admissible domain. We consider a mesh
TD covering the entire domain D, and such that Ω is explicitly discretized by a submesh TΩ.
Moreover, we discretize the time interval [0, tf ] by dividing it in Nt sub-intervals, each with
length ∆t = tf

Nt
. We introduce the finite-dimensional spaces Vh(Ω) and Wh(Ω) discretizing

V(Ω) and W(Ω) respectively by P1 Lagrangian finite elements:

Vh(Ω) =
{
S ∈ H1 (Ω) : S

∣∣∣∣
K

∈ P1(K) for all element K ∈ TD

}
;

Wh(Ω) =
{

v ∈ H1
ΓD (Ω)d : v

∣∣∣∣
K

∈ P1(K)d for all element K ∈ TD

}
.

As first step, we aim to solve the time-dependent thermal equation. We start by writing the
discretization in space of the variational form of equation (2.26).∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find T h ∈ C1
(
[0, tf ];Vh(Ω)

)
∩ L2

(
(0, tf );Vh(Ω)

)
such that for all Sh ∈ Vh(Ω)
d
dt

∫
Ω
ρ T h Sh dx +

∫
Ω
k∇T h · ∇Sh dx +

∫
ΓN∪Γ0

β T h Sh ds =
∫

Ω
ShQdx +

∫
ΓN∪Γ0

Tref S
h ds,

with the initial condition T h(0, ·) = T0.
(2.49)

In order to solve problem (2.49) in time we denote T h
i ∈ Vh(Ω) the discretization of TΩ(i∆t, ·)

for all i ∈ {0, . . . , Nt}. We consider as initial condition T h
0 = T0, and we compute the subsequent
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temperature fields by an implicit Euler method∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

For any i ∈ {1, . . . , Nt}, find T h
i ∈ Vh(Ω)

such that for all Sh ∈ Vh(Ω)∫
Ω
ρ

(
T h

i − T h
i−1

∆t

)
Sh dx +

∫
Ω
k∇T h

i · ∇Sh dx +
∫

ΓN∪Γ0
β T h

i S
h ds

=
∫

Ω
ShQdx +

∫
ΓN∪Γ0

Tref S
h ds,

knowing the initial condition T h
0 = T0.

(2.50)

Since the state equation (2.28) for the displacement uΩ is quasi-static, we can compute
uh

i ∈ Wh(Ω) approximating uΩ(i∆t, ·) for all i ∈ {0, . . . , Nt} by solving the following problem
by a finite-element method∣∣∣∣∣∣∣∣∣∣

For any i ∈ {0, . . . , Nt},
find uh

i ∈ Wh(Ω) such that for all vh ∈ Wh(Ω)∫
Ω
C∇uh

i : ∇vh dx =
∫

Ω
(T h

i − Tref)(div vh) dx +
∫

Ω
f · vh dx +

∫
ΓN

g · vh ds.
(2.51)

Having discretized the state in space and time, we can express the discrete thermal compli-
ance (2.29) by replacing each state variable with its approximation, and the time integral with
a Riemann sum

Ĉh
T(Ω) =Ch

T

(
(uh

0 , . . . ,uh
Nt

), (T h
0 , . . . , T

h
Nt

); Ω
)

= γ

tf

Nt∑
i=1

∫
Ω

σ
(
uh

i , T
h
i

)
: ε
(
uh

i

)
dx

+ (1− γ)
∫

Ω
σ
(
uh

Nt
, T h

Nt

)
: ε
(
uh

Nt

)
dx.

(2.52)

The computation of a discretized shape derivative of the compliance requires the discretiza-
tion of the adjoint states is done similarly to the forward equations. Since equation equa-
tion (2.42) for wΩ is quasi-static and it depends on both uΩ and TΩ, we can discretize it as
follows ∣∣∣∣∣∣∣∣∣

For any i ∈ {0, . . . , Nt},
find wh

i ∈ Wh(Ω) such that for all vh ∈ Wh(Ω)∫
Ω
C∇wh

i : ∇vh dx =
∫

Ω
C∇uh

i : ∇vh dx +
∫

Ω

α

2∇T
h
i · vh dx.

(2.53)

For the adjoint state RΩ we discretize in space the variational form of problem (2.45), and
we consider an implicit Euler scheme backwards in time for the integration in time.∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

For any i ∈ {0, . . . , (Nt − 1)},
find Rh

i ∈ Vh(Ω) such that for all Sh ∈ Vh(Ω)

−
∫

Ω
ρ

(
Rh

i −Rh
i+1

∆t

)
Sh dx +

∫
Ω
k∇Rh

i · ∇Sh dx +
∫

ΓN∪Γ0
β Rh

i S
h ds

=
∫

Ω
γ α div

(
2wh

i − uh
i

)
Sh dx +

∫
ΓN∪Γ0

Tref S
h ds,

knowing the final condition Rh
Nt

= (1− γ)
ρ

α div
(
2wh

Nt
− uh

Nt

)
.

(2.54)
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The final condition on the adjoint state is fixed. Thus, we start by computing Rh
Nt−1, and we

proceed backwards towards Rh
0 .

Having computed the discrete solutions of problems (2.50), (2.51), (2.53), and (2.54) for all
timestep i = 0, . . . , Nt, we can finally express the discretization of the shape derivative of the
functional ĈT in Ω as

DĈh
T(Ω)(θ̂) = γ

tf

Nt∑
i=1

(
−
∫

ΓN∪Γ0

(
α(T h

i − Tref)n ·
(

2∂wh
i

∂n −
∂uh

i

∂n

))
(θ̂ · n) ds

−
∫

ΓN∪Γ0

(
C∇(2wh

i − uh
i ) : ∇uh

i − α(T h
i − Tref)div(2wh

i − uh
i )
)
(θ̂ · n) ds

+2
∫

ΓN

(
g · ∂uh

i

∂n

)
(θ̂ · n) ds + 2

∫
ΓN∪Γ0

(
f ·wh

i + (T h
i − Tref)n ·

∂uΩ
∂n

)
(θ̂ · n) ds

+2
∫

ΓN

(
wh

i · divΓN

(
g⊗ θ̂

)
+
(

wΩ ·
∂g
∂n

)
(θ̂ · n)

)
ds
)

+(1− γ)
(
−
∫

ΓN∪Γ0

(
α(T h

i − Tref)n ·
(

2∂wh
i

∂n −
∂uh

i

∂n

))
(θ̂ · n) ds

−
∫

ΓN∪Γ0

(
C∇(2wh

i − uh
i ) : ∇uΩ − α(T h

i − Tref)div(2wh
i − uh

i )
)
(θ̂ · n) ds

+2
∫

ΓN

(
g ·

∂uh
Nt

∂n

)
(θ̂ · n) ds + 2

∫
ΓN∪Γ0

(
f ·wΩ + (T h

Nt
− Tref)n ·

∂uh
Nt

∂n

)
(θ̂ · n) ds

+2
∫

ΓN

(
wh

Nt
· divΓN

(
g⊗ θ̂

)
+
(

wh
Nt
· ∂g
∂n

)
(θ̂ · n)

)
ds
)∣∣∣∣

t=tf

+
Nt∑
i=1

(∫
ΓN∪Γ0

(
k(∇T h

i · ∇Rh
i )− ρ

T h
i − T h

i−1
t

Rh
i − 2β

2

k
Rh

i (T h
i − Tref) +Rh

i Q

)
(θ̂ · n) ds

+
∫

ΓN∪Γ0
βRh

i

(
div∂Ω(θ̂ Text) + ∂Text

∂n (θ̂ · n)− T h
i (div∂Ω θ̂)

)
ds
)
. (2.55)

2.3 Numerical simulations

2.3.1 Optimization of elastic structures

As a first example, we consider the optimization of the 3D cantilever structure shown in fig. 2.2.
The cantilever is clamped on the four portions ΓD of its boundary, and a traction load g ori-
ented as −ez is applied on ΓN. We suppose that the structure is composed by a linear elastic,
homogeneous and isotropic material, characterized by the Young modulus E and the Poisson
ratio ν.

We considered three different optimization problems. For all three, the objective is to min-
imize the volume of the cantilever. However, different constraints are imposed to each case.
In the first one we impose that the mechanical compliance should not exceed a threshold τC .
For the two remaining problems, the constraint is replaced by imposing an upper bound on the
L2-norm and the L6-norm of the von Mises stress respectively.
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The optimization problems can thus be formulated as follows∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint H(uΩ,Ω) ≤ τ ,
where the displacement uΩ ∈ H1

ΓD (Ω)d

solves the elasticity equation
−div (σ (uΩ)) = f in Ω,

σ (uΩ) n = g on ΓN,

σ (uΩ) n = 0 on Γ0,

uΩ = 0 on ΓD.

(2.56)

The three different constraint functionals taken in consideration here are:

• H(uΩ,Ω) = C (uΩ,Ω) =
∫

Ω
σ (uΩ) : ε (uΩ)dx for the mechanical compliance;

• H(uΩ,Ω) = ∥sD (uΩ)∥L2(Ω) =
√

3
2

(∫
Ω

σD (uΩ) : σD (uΩ)dx
)1/2

for the L2-norm of the von
Mises stress;

• H(uΩ,Ω) = ∥sD (uΩ)∥L6(Ω) =
√

3
2

(∫
Ω

(σD (uΩ) : σD (uΩ))3 dx
)1/6

for the L6-norm of the
von Mises stress.

ΓN

ΓD ΓD

ΓDΓD

Figure 2.2: Initial and final condition for the optimization problems (2.56) of the 3D cantilever.

All numerical results of this section and the next rely on the sotuto platform developed
by Dapogny and Feppon in [91] and summarized in section 1.3.5 The simulations have been
performed on a Virtualbox virtual machine Linux with 1GB of dedicated memory, on a Dell
PC equipped with a 2.80 GHz Intel i7 processor. The numerical values for the geometry, the
material properties, and the discretization parameters are presented in table 2.1. The numerical
results are compiled in table 2.2.

In fig. 2.3 we show the optimal shape of the cantilever under a constraint on the mechanical
compliance, and in fig. 2.4 we report the trends of the objective and the constraint functions
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Geometry of the structure
cross section length ℓs 1.0 cm
longitudinal length ℓx 2.0 cm
sidelength of ΓD 0.3 cm
radius of ΓN 0.1 cm

Elastic coefficients
young’s modulus E 200 MPa
poisson’s ratio ν 0.3

Mechanical loads
vertical load |g| 10 kPa

Mesh size parameters
minimal mesh size hmin 0.025 cm
maximal mesh size hmin 0.10 cm

Thresholds for the inequality constraints
threshold on the compliance τC 5× 10−2 kPa cm3

threshold on the norm of the von Mises stress τD 3 MPa

Table 2.1: Numerical data about the geometry and the mechanics of the cantilever of fig. 2.2.

throughout the optimization process. The optimized cantilever has a hollow structure that is
reinforced in the vertical direction, in order to resist the vertical traction. It is worth remarking
that the upper and lower halves of the structure are identical. This symmetry is due to the
invariance of the compliance with respect to a change of sign of the displacement.

Figure 2.3: Optimal shape of the 3D cantilever under a constraint on the mechanical compliance.

The results of the optimization under constraint on the Lp-norm of the von Mises stress are
reported in fig. 2.5 (for p = 2) and fig. 2.6 (for p = 6). The evolution of the objective and the
constraint is shown in fig. 2.7 for both cases.

As for the case of the constraint on the compliance, the optimized shapes are reinforced on
the vertical direction and present a symmetry between the upper and lower halves. However,
the structures are not hollow and show a pronounced branched structure. In graph of fig. 2.7b
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Figure 2.4: Convergence of the objective and the constraints for the 3D cantilever under con-
straints on the mechanical compliance.

we can observe a few spikes in the trend of the constraint on the L6-norm of the von Mises
stress. This phenomenon shows that the enforcement of the constraint on the L6-norm of the
von Mises stress is more difficult than for the constraint on the L2-norm. Indeed, the L6-norm
is more sensible to the concentration of the von Mises stress than the L2-norm. Thus, numerical
instabilities can arise due to an inadequate mesh refinement in the critical regions for some steps
of the optimization.

The numerical results of table 2.2 compare the value of the compliance and the L2 and L6 -
norms of the von Mises stress for the three optimal structures. At first, we can remark that
the constraints enforced in each problem are saturated and satisfied. By comparing the norms
of the von Mises stress for the three cases it appears that the L6-norm is always larger than
the L2-norm. Despite their similar shape, the structure optimized for the L2-norm does not
satisfy the constraint on the L6-norm of the von Mises stress, while the optimal structure for the
L6-norm satisfies both. This difference can be explained by a stress concentration in the first
structure that has been avoided in the second one. As discussed in section 2.1.3, the avoidance
of high concentrations of the von Mises stress is a problem of primary importance in structural
mechanics. The different results yielded by the cantilevers optimized for the L2 and the L6-norm
highlight the need to consider norms of higher degree in order to obtain robust structures with
respect to the von Mises criterion.

2.3.2 A 2D thermo-elastic problem

In this section we present the results of the numerical solution of a 2D thermo-elastic problem.
Let us consider a square computational domain D and an elastic structure Ω ⊂ D. We divide

the boundary of Ω in three disjoint regions: ΓD consists in two support region on the lower face
of D, ΓN is the upper surface, and Γ0 the remaining portion of ∂Ω. A uniform mechanical load is
applied on the upper surface of the structure (see section 2.3.2), while a time-dependent thermal
field Text swipes the space D \Ω. We suppose that Text models an ascending heatwave with the
following expression

Text(t,x) = T0 + max
(

0.0,−Tmax sin
(
π

(
y − 2 t

tf

)))
t ∈ (0, tf ],

x = (x, y) ∈ D \ Ω. (2.57)
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2.3. Numerical simulations

Figure 2.5: Optimal shape of the 3D cantilever under a constraint on the L2-norm of the von
Mises stress.

Figure 2.6: Optimal shape of the 3D cantilever under a constraint on the L6-norm of the von
Mises stress.

79



Chapter 2. A deterministic thermo-elastic problem

0 20 40 60 80 100

0.5

1

1.5

Iterations

V
o
l
(Ω

)
[c
m

3
]

Objective

L2-norm

L6-norm

(a) Evolution of the objective function.

0 20 40 60 80 100

2

3

4

5

Iterations

∥s
D
∥ L

p
(Ω

)
[M

P
a]

Constraint

τD = 3MPa

L2-norm

L6-norm

(b) Evolution of the constraint.

Figure 2.7: Convergence of the objective and the constraints for the 3D cantilever under con-
straints on the L2-norm and the L6-norm of the von Mises stress.

Elastic problem Constraint functional
Compliance L2-norm of sD L6-norm of sD

Execution
Number of iterations 300 100 100
Execution time [min] 143.7 47.6 40.9

Objective
Final volume [cm3] 0.2402 0.2493 0.5840

Constraints
C (u,Ω) [kPa cm3] 5.0936e− 2 6.6118× 10−2 3.5763× 10−2

∥sD (uΩ)∥L6(Ω) [MPa] 2.645 3.003 2.203
∥sD (uΩ)∥L2(Ω) [MPa] 4.906 5.571 2.989

Table 2.2: Numerical results for the cantilever problem (2.56)

The heat is transmitted from the exterior of Ω to the structure through the free surface Γ0, and
than it diffuses in the interior of Ω.

The elastic properties of the material are described by the Lamé parameters λ and µ, the
density ρM , the heat capacity C, the thermal expansion coefficient α, the thermal conductivity
k, and the heat transfer coefficient β between the structure Ω and the exterior. The term ρ
appearing in the heat equation (2.26) is the product between the mass density ρM and the heat
capacity of the material C. The equations describing the heat diffusion in Ω and the elastic
displacement are presented in section 2.2 as equation (2.26) and equation (2.26). For the sake
of simplicity, we neglect the volume forces term (f = 0) and the thermal generation inside Ω
(Q = 0). A vertical pressure of module |g| is applied on the upper surface of the structure.

We aim to find the shape Ω of minimal volume for which the functional CT (u, T ; Ω) intro-
duced in equation (2.29) is kept below a threshold τ . The shape optimization problem can thus
be summarized as in problem (2.30). We suppose that small regions around ΓN and ΓD are
non-optimizable. The numerical values of the parameters cited above are presented in table 2.3,
while the procedure for the numerical optimization is detailed in section 2.2.4.
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Geometry of the structure
Length ℓx 1.0 cm
Heigth ℓy 1.0 cm
Sidelength of each support ΓD 0.1 cm
Thickness of the non-optimizable regions 0.05 m

Duration of the simulation tf 5.0 s
Discretization parameters

Minimal mesh size hmin 0.01
Maximal mesh size hmax 0.03
Time step length ∆t 0.1 s
Number of time steps Nt 50

Elastic coefficients
Young modulus E 200 GPa cm
Poisson ratio ν 0.3

Thermo-mechanical properties
Mass density ρ 8× 10−3 kg cm−2

Heat capacity C 450 J kg−1 K−1

Thermal conductivity k 15× 10−2 W m−1 K−1

Heat transfer coefficient β 10 W m−1 K−1

Thermal expansion coefficient α 0.05 GPa K−1

Mechanical and thermal loads
Vertical mechanical load |g| 10 GPa cm
Maximal external temperature Tmax 100 ◦C

Parameters on the constraint functional
Weight parameter γ 0.5
Threshold on the compliance τ 3.0× 10−3 MPa cm2

Table 2.3: Numerical data concerning the geometry, the mechanics, and the material properties
of the thermo-elastic problem (2.30).

We compare two cases. In the first one we consider the thermal coupling according to the
equations of section 2.2. In the first one, all dependence on time and temperature is disregarded.
For this case, the functional CT (u, T ; Ω) is equivalent to the simple mechanical compliance. The
results of the two simulations are presented in fig. 2.8a and fig. 2.8b respectively. Figure 2.10
compare the evolution of the compliance through the optimization for both cases, and compare
it with the imposed threshold. In fig. 2.10a the compliance CT (u, T ; Ω) is decomposed in two
parts CMech

T and CTh
T , in order to highlight the contributions of the two parts of the thermo-elastic

stress tensor σ (uΩ, TΩ)

CMech
T = γ

tf

∫ tf

0

∫
Ω
C∇uΩ(t,x) : ε (uΩ(t,x)) dx dt

+(1− γ)
∫

Ω
C∇uΩ(tf ,x) : ε (uΩ(tf ,x)) dx,

CTh
T = −α γ

tf

∫ tf

0

∫
Ω

(TΩ(t,x)− Tref) div uΩ(t,x) dx dt

−α(1− γ)
∫

Ω
(TΩ(tf ,x)− Tref) div uΩ(tf ,x) dx,

The numerical results of the two optimization problems are compared in table 2.4. In fig. 2.9
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we show the decrease of the volume (the objective function) through the optimization process.
Figure 2.10 illustrates the conformity to the constraint for all three examples. In fig. 2.11 is
shown the evolution of the temperature inside the structure optimized for the thermo-elastic
problem.

ΓN

ΓD ΓD

Thermo-elasticity Elasticity
Execution
Number of iterations 100 100
Execution time [min] 18.07 1.30
Results
Final volume Vol (Ωopt) [cm2] 0.6423 0.3825
Compliance CT (u, T ; Ω) [MPa cm2] 3.004 51× 10−3 3.010 18× 10−3

Table 2.4: Numerical results for the thermo-elastic problem (2.30)

A notable difference between the mechanical compliance for purely elastic problems and
problems where the thermal effects are taken into account is the fact that the second one can
be negative. If the thermal expansion is predominant over the deformation due to mechanical
solicitation, it is possible that the pressure applied to the structure exerts a negative work. Such
situation can be observed for the initial condition of the thermo-elastic problem in fig. 2.10a.

Figure 2.10a shows also the antagonistic role played by the components CMech
T and CTh

T
of the constraint functional. Being constantly negative, the thermal component balances the
mechanical component, which is always positive, lowering the value of the constraint.The effects
of this feature can be observed also by comparing the optimal structure sensible to the thermal
variations (fig. 2.8a) with the optimal shape for simple linear elasticity (fig. 2.8b). Indeed, the
lowering of the compliance by the thermal expansion effect allows, in this case, for a thinner and
lighter structure.

The extremely short duration of the optimization in the purely elastic case is expected. The
mechanical response of the structure is supposed to be instantaneous, and the displacement is
computed by the quasi-static elasticity equations. Since the dependence from the temperature
is neglected for that example, and since the mechanical load is supposed as constant, there is
no need to compute the evolution of the displacement field in time.
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2.3. Numerical simulations

(a) Thermo-elastic problem. (b) Purely elastic problem.

Figure 2.8: Optimal shapes for the optimization problem (2.30).
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Figure 2.9: Evolution of the volume of the structures for the two cases of the thermo-elastic
optimization problem.
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Figure 2.10: Convergence of the constraints for the 2D thermo-elastic optimization prob-
lem (2.30).
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Figure 2.11: Temperature of the optimal structure for the thermo-elastic problem subject to
vertical compression at the instants iter_t = 12, 25, 36 and 50.
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Chapter 3

Optimization of the worst-case
scenario
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3.1 Introduction

3.1.1 State of the art and contents of the chapter

An important class of optimization problem under uncertainties focuses on the evaluation of
the worst-case scenario of a given functional, which can either appear as the objective func-
tion or as the constraint of the optimization problem. The two situations require different
approaches. As reported in [43], the optimization of the worst-case scenario is preferable to
robust or reliability-based optimization problems when the data are imprecise or if they are
uncertain with an unknown probability distribution, or if the strict respect of the constraint
in all circumstances is of primary importance. Different techniques to solve shape optimization
problems with worst-case functionals have been proposed. In [68, 99, 161, 22] the objective of the
optimization problem consists in minimizing the maximal possible value of a given functional.

87



Chapter 3. Optimization of the worst-case scenario

In [128, 10, 22] are considered also problems where the uncertain functional acts as a constraint,
and numerical examples are provided for density and level-set methods. The authors of [10]
consider smooth functionals subject to small perturbations, and propose a method to compute
the shape derivative of their supremum using linearization techniques. For further information
about worst-case problems, outside the domain of structure optimization, we refer to [43, 42].

In this chapter we focus on the optimization of linear elastic structures subject to uncertain
mechanical loads. In section 3.1.2 we present an optimization problem under constraints on the
worst possible value of a continuous functional of the displacement. In the next two sections we
present two different methods to solve shape optimization problems under constraints on the
worst-case scenario for a given functional.

The first, discussed in 3.2, requires the convexity of the set of admissible loads and of the
function mapping the uncertain parameters with the corresponding value of the constraint func-
tion. This first method consists in the replacement of the constraint on the worst-case by a finite
number of deterministic constraints, obtaining an optimization problem that approximates the
initial one. Theorem 3.12 provides a result on the convergence of the solution of the approxi-
mated problem towards the exact solution when the number of constraints increases.

In 3.3 a second method is discussed. After recalling the notion of generalized directional
derivative and of subdifferential in the sense of Clarke, we extend them to the context of shape
functionals. The optimization method, that is discussed in 3.3.3, consists in the identification of
one element of the subdifferential at each step of the shape optimization algorithm, and in the
definition of a direction of descent for the constraint function with respect to it.

Finally, in section 3.4 we present some numerical results. We compare the two methods in
two different situations. In fig. 3.9b we optimize the shape of a 3D cantilever subject to a traction
and compression load on its extremity. In section 3.4.2 we aim to optimize a disc-like structure
showing a rotational symmetry. The two methods are compared for both examples, highlighting
the advantages of the technique based on the subdifferential in terms of the duration of the
computations, as well as the challenges provided by a problem with a symmetric geometry.

3.1.2 Problem framework

Let us consider the following shape optimization problem, where the objective consists in the
minimization of the volume of the structure, the state solves the linear elasticity equation, and
the mechanical loads applied are uncertain. Let us suppose that g is a random variable that
belongs almost surely to a bounded set G ⊂ L2 (ΓN)d. Therefore, the optimization problem can
be written as follows, hiding the dependence from the event space.

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint sup

g∈G
H(uΩ,g,Ω) ≤ τ ,

where the displacement uΩ,g ∈ H1
ΓD (Ω)d

solves the elasticity equation
−div (σ (uΩ,g)) = f in Ω,

σ (uΩ,g) n = g on ΓN,

σ (uΩ,g) n = 0 on Γ0,

uΩ,g = 0 on ΓD.

(3.1)
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We suppose that the constraint functional H(·, ·) can be written in integral form as

H(u,Ω) =
∫

Ω
(j0(u(x)) + j1(∇u(x))) dx for u ∈ H1 (Ω)d ,

with j0 and j1 continuous functions. If the mapping g 7→ H(uΩ,g,Ω) is continuous and the set G
is compact, H(uΩ,g,Ω) reaches its supremum for some g ∈ G, and the constraint can be replaced
by maxg∈G H(uΩ,g,Ω) ≤ τG .

As remarked in [10], two different points of view can be adopted, according to whether the
functional affected by the perturbation acts as the objective of an optimization problem or as
a constraint. If the objective of the optimization is the minimization of the maximal possible
level of a functional, the problem can be formulated as a min-max problem. This interpretation
can also be applied to the case of constrained optimization problems where an upper bound
on the maximum of a functional is imposed. However, this constraint can also be interpreted
as imposing an upper bound on the constraining functional for all possible configuration of the
uncertain parameters.

3.2 A convexity-based approach for the worst-case

3.2.1 Definitions of convex sets and functions

Before describing the first approach, we recall a few definitions about convex functions and sets.

Definition 3.1 (Convex function). Let X be a vector space. A real valued function f : X → R
is convex if, for all x1,x2 ∈ X such that x1 ̸= x2, the following inequality holds

f(tx1 + (1− t) x2) ≤ tf(x1) + (1− t)f(x2), for all t ∈ (0, 1). (3.2)

If the inequality (3.2) is strictly satisfied, the function f is said to be strictly convex.

In other terms, a function f is (strictly) convex if, for any pair of points (x1,x2), the graph
of f is (strictly) below the segment connecting x1 to x2.

Definition 3.2 (Convex set). A subset S of the vector space X is a convex set if, for all
x1,x2 ∈ S and for all 0 < t < 1, the point yx1,x2(t) = tx1 + (1 − t)x2 belongs to S. The set
S is said to be strictly convex if yx1,x2(t) belongs to the interior of S. The minimal convex set
containing a set T ⊂ X is the convex hull of T , denoted hull(T ).

Definition 3.3 (Polyhedral set). A subset P of the vector space X is a polyhedral convex set if
it can be expressed as the convex hull of a set containing a finite number of points in X .

Having stated the definitions of convex functions and sets, we can introduced a classical
result concerning the maximization of convex functionals on convex sets. Such result descends
directly from [209, Theorem 32.3] and its corollaries.

Proposition 3.4. Let f : X → R be a convex and bounded function defined on the vector space
X , and let S ⊂ X be a compact convex set. Then, f attains supx∈S f(x) in at least a point
x̄ ∈ S, and x̄ belongs to the border ∂S of the convex set S. Moreover, if S is a convex, closed,
and bounded polyhedral set, x̄ can be found among the vertices of S.
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T

hull(T )

(a) Convex hull of a set T . (b) Convex polyhedral set.

Figure 3.1: Examples of the convex hull of a set and a convex polyhedral set in R2.

3.2.2 The Hausdorff distance and the continuity of the constraint

In order to define the concept of convergence for the domains, it is necessary to introduce a
topology on the set of admissible shapes Sadm and among the sets of possible mechanical loads.
At first, we introduce the notion of Hausdorff distance between subsets of metric spaces as in
[138, Definition 2.2.7].

Definition 3.5 (Hausdorff distance). Let M be a metric space provided with the distance dM,
and let A1 and A2 be two subsets of M. The distance of a point x ∈ M to a set A1 ⊂ M is
defined as

dM(x,A1) = inf
y∈A1

dM(x,y).

The Hausdorff distance between the sets A1 and A2 is

dH(A1,A2) = max
{

sup
x∈A1

dM(x,A2), sup
y∈A2

dM(y,A1)
}
.

The fact that dH is a distance between subsets of M is proven in [29, Proposition 1.2].

Let A1 and A2 be two subsets of the metric space (M, ∥·∥) such that dH(A1,A2) = 0. As
remarked in [28], we can deduce that A1 = A2 only assuming that both A1 and A2 are closed,
meaning that dH is a metric for the class of compact subsets of M. However said implication
does not hold true for open sets.

In order to define a metric and the notion of convergence for open subsets of M, we limit
our study to uniformly bounded open sets. Let B ⊂ M be a fixed compact subset of M. We
can introduce a metric on the class of the open subsets of B as proposed in [138, Definition 2.2.8
and Remark 2.2.10].

Definition 3.6 (Metric among open spaces and Hausdorff convergence). We consider the fol-
lowing function mH defined on the class of subsets of B

mH
B(A1,A2) = dH(B \ A1,B \ A2).

The function mH defines a metric structure on the class of open subsets of B. Moreover, if B̂
is another compact subset of M, and A1 and A2 are open sets contained in both B and B̂, we
have the identity

mH
B(A1,A2) = mH

B̂(A1,A2).
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3.2. A convexity-based approach for the worst-case

For the sake of simplicity, if the compact subset of the metric space including all subspaces of
interest is fixed, we denote the Hausdorff metric introduced in (3.6) as mH(·, ·). Finally, if
{An}∞n=1 and A are open subsets of B, we say that the sequence {An}∞n=1 converges in the sense
of Hausdorff towards A if

lim
n→∞

mH(An,A) = 0

and we denote such convergence as An
H−→A.

We recall that the Hausdorff metric mH does not take into account the topology of the open
sets, and it is possible to design two open sets arbitrarily close to each other that are different
from a topological point of view.

The shape functional Ω 7→ supg∈G H(uΩ,g,Ω) is not continuous if Sadm is a generic class of
open domains in Rd since it relies on the computation of uΩ. Therefore, it is necessary to restrict
the class of admissible domains in order to ensure the continuity of the constraint functional.

Definition 3.7 (ε-cone condition). Let ε be a positive parameter. For any x ∈ Rd and any unit
vector ξ ∈ Rd, we denote Bε(x) the ball of radius ε centered in x, and Cε(x, ξ) the open cone of
vertex x (without its vertex), of direction ξ defined as

Cε(x, ξ) =
{

y ∈ Rd : ⟨y− x, ξ⟩Rd ≥ cos(ε) |y− x| and 0 < |y− x| < ε
}
.

An open set A is said to satisfy the ε-cone condition if, for all x on the boundary of A, there
exists a unit vector ξ such that for any y ∈ Bε(x), the cone Cε(y, ξ) is contained in A. We
denote Dε(Rd) the set of all open domains in Rd fulfilling the ε-cone condition. For any compact
set B ⊂ Rd, we denote Dε(B) the subset of all open domains in Dε(Rd) contained into B

Dε(B) = {A ⊂ B : A open, and satisfying the ε-cone condition} . (3.3)

This definition can be found in [138, Definition 2.4.1]. Moreover, according to [138, Theorem
2.4.7], a domain Ω satisfies the ε-cone condition for some ε > 0 if and only if it has a uniformly
Lipschitz continuous boundary.

The continuity of the reduced constraint functional Ĥ relies on the following result, proven
in [67] and reported in [138, Theorem 3.2.13].

Theorem 3.8. We consider ε > 0, and B ⊂ Rd to be a compact set. Let {Ωn}∞n=1 and Ω be open
domains in Sadm ⊂ Dε(B), and let Ωn

H−→Ω. Then, the sequence {uΩn}
∞
n=1 converges towards uΩ,

where uΩ is the solution of the elasticity problem on Ω and uΩn is the solution on Ωn for all
n ≥ 0.

The result of theorem 3.8 combined with the structure of the constraint stated in (3.1.2)
ensures that the reduced shape functional Ω 7→ supg∈G H(uΩ,g,Ω) is continuous on a class of
uniformly bounded open sets satisfying the ε-cone condition for some positive ε.

3.2.3 Theoretical results

In industrial applications, the principal technique to approximate the solution of problem (3.1)
consists in the identification of a number N of loading conditions and consider them as separate
constraints of the shape optimization problem. From now on, we consider that all admissible
domains satisfy the ε-cone condition, that they are uniformly bounded by a compact set B, and
that Sadm is a closed subset of Dε(B). We suppose that the set of admissible loads is bounded,
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convex and finite-dimensional, and the mapping g 7→ H(uΩ,g,Ω) is a convex function. The
objective of this section is to justify the approach of the engineers and provide some results on
the convergence of the solution when the number of loading conditions N increases.

We state all the results of this section for the following generic optimization problem, where
the dependence from the state is kept implicit∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint sup

g∈G
h (g,Ω) ≤ τ .

(3.4)

We suppose that G is contained in a finite-dimensional normed vector space (Y, ∥·∥Y), and that
h : G×Sadm → R is a real-valued function. We assume also that Sadm consists in a class of open
subsets of Rd which are uniformly bounded and satisfy the ε-cone condition for some ε > 0. The
mapping Ω 7→ h (g,Ω) can be seen as an instance of a family of shape functions depending on
the parameter G. Moreover, we suppose that said functions satisfy the following conditions:

(i) the mapping g 7→ h (g,Ω) is convex and bounded for all admissible Ω ∈ Sadm;

(ii) for all choice of the parameter g ∈ G, the mapping Ω 7→ h (g,Ω) is shape differentiable.

A first result on the solution of problem (3.1) is provided by the following proposition, which
applies to the case where the set of admissible loads is polyhedral.

Proposition 3.9. Let G be a compact convex polyhedral subset of the Banach space Y with N
vertices g1, . . . ,gN , and h : G × Sadm → R a real-valued function satisfying the assumptions
(i) - (ii) stated above. Then, the solution of problem (3.4) is equivalent to the solution of the
following constrained optimization problem:∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the N inequality constraints:

h (g1,Ω) ≤ τ ,
...

h (gN ,Ω) ≤ τ .

(3.5)

Proposition 3.9 follows directly from the application of proposition 3.4 to the inequality
constraint. Moreover, the formulation of proposition 3.4 as an optimization problem with mul-
tiple constraints makes it conforming with the nullspace optimization algorithm introduced in
[114, 112] and presented in section 1.3.4.

Having proven a result on the solution of problem (3.4) for convex polyhedra, we aim to
extend it to more general compact convex sets. Let G be a compact and convex subset of the
Banach space Y, and {Gn}∞n=1 a sequence of convex compact polyhedral subsets of Y converging
towards G with respect to the Hausdorff distance. The next step is the evaluation of the conver-
gence of the minimizers of a sequence of problems in the form (3.4). A first important remark
concerns the relation of the admissible sets in two different problems, when the corresponding
sets of parameters are nested one into the other.
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Lemma 3.10. Let us consider two subsets G1, G2 of the Banach space Y such that G1 ⊂ G2.
We denote E1, E2 the subsets of Sadm ⊂ Dε(B) where the inequality constraint of problem (3.4)
is satisfied for the sets of parameters G1 and G2 respectively:

Ei =
{

Ω ∈ Sadm : sup
g∈Gi

h (g,Ω) ≤ τ
}
, for i ∈ {1, 2}.

Then, E2 ⊂ E1.

Proof. Let us consider Ω ∈ E2. Since all g1 ∈ G1 belongs also to G2, we have that h (g1,Ω) ≤ τ
for all g1 ∈ G1. Thus Ω ∈ E1.

Thanks to lemma 3.10, we can prove the following result about the convergence of the
solutions of a sequence of problems in the form (3.4).

Proposition 3.11. We consider {Gn}∞n=1 to be an increasing sequence of compact subsets of Y
where Gi ⊂ Gj if i < j and such that G =

⋃∞
i=1 Gi is compact as well. Let h : G × Sadm → R be a

function that satisfies the assumptions (i) and (ii), Sadm ⊂ Dε(B) closed, and τ ∈ R be a given
threshold. As in lemma 3.10, we denote Ei the subset of admissible domains Sadm such that, if
Ω ∈ Ei, then h (g,Ω) ≤ τ for all g ∈ Gi. Finally, we denote E the set of admissible domains
such defined as

E =
{

Ω ∈ Sadm : sup
g∈G

h (g,Ω) ≤ τ
}
,

and we suppose that neither any set Ei, nor the set E is empty. Then, the sequence {Ei}∞i=1 is
decreasing, in the sense that Ei ⊇ Ej if i < j, E =

⋂∞
i=1Ei, and E as well as all Ei are closed

subsets of Sadm with respect to its metric mH.

Proof. The fact that {Ei}∞i=1 is a decreasing sequence follows directly from lemma 3.10. Next,
we prove the identity E =

⋂∞
i=1Ei. The inclusion E ⊂

⋂∞
i=1Ei is, again, a direct consequence of

lemma 3.10 since, for all i > 0, we suppose that G ⊇ Gi. In order to prove the converse inclusion
we suppose that Ω ∈ Ei for all i > 0. Since we defined the set G as G =

⋃∞
i=1 Gi, for all g ∈ G,

there exists a sequence {gi}∞i=1 such that gi ∈ Gi for all i > 0, and gi → g. By hypothesis,
g 7→ h (g,Ω) is convex on the finite-dimensional space Y and it is bounded. Thus, such mapping
is also continuous (see [209, Corollary 10.1.1]). By the definition of the sets {Ei}∞i=1 and the
sequence {gi}∞i=1, and by the continuity of g 7→ h (g,Ω), we deduce that h (g,Ω) ≤ τ , and we
conclude that Ω ∈ E.

Let i ∈ N. In order to prove that Ei is a closed set, we consider the function Φi : Sadm → R+,
mapping Ω 7→ supg∈Gi

h (g,Ω). Such function is well-defined and continuous on Sadm, since the
set of parameters Gi is compact. Thus, we deduce that Ei = Φ−1

i ([0,M ]) is a closed subset of
Sadm. Since E =

⋂∞
i=1Ei, we conclude that E is closed with respect to the Hausdorff metric in

Sadm as well.

Now, we can state the main result of this section, which is about the convergence of the
solution of a sequence of shape optimization problems in the form (3.9) with an increasingly
accurate approximation of the set G.

Theorem 3.12. We consider a compact set B ⊂ Rd, and a family of open domains Sadm,
uniformly bounded by B and closed in Dε(B). Let h : G × Sadm → R be a function fulfilling
assumptions (i) and (ii), τ ∈ R a given threshold, and {Gn}∞n=1 a sequence of compact subsets
of Y satisfying the hypotheses of proposition 3.11. Let {Ωi}∞i=1 be a sequence of domains such
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that Ωi ∈ arg minΩ∈Ei
Vol(Ω) for all i ∈ N. Then, {Ωi}∞i=1 admits a converging subsequence with

respect to the Hausdorff metric, and any Ω∞ in the limit class is a solution of problem (3.4).

Proof. Let us consider a sequence {Ωi}∞i=1 such that Ωi ∈ Ei for all n > 0. All sets Ei are closed
subset of Sadm ⊂ Dε(B) embedded into one another, and Dε(B) is sequentially compact with
respect to the Hausdorff metric [138, Theorem 2.4.10]. Thus, {Ωi}∞i=1 admits a subsequence
converging towards Ω∞ ∈ Dε(B), and Ω∞ ∈ Ei for all i ∈ N. Thanks to proposition 3.11 we
deduce that Ω∞ ∈ E.

Finally, in order to prove that Ω∞ ∈ arg minΩ∈E Vol(Ω), we reason by contradiction. Let
ε > 0 and Ωε ∈ E such that Vol(Ω∞) = Vol(Ωε) + ε. Since Vol(·) is a continuous function with
respect to the metric mH, there exists Nε > 0 such that, for all n > Nε, Vol(Ωn) > Vol(Ωε)+ε/2.
This result is in contradiction with the assumption Ωn ∈ arg minΩ∈En

Vol(Ω), since Ωε ∈ E ⊂
En. Therefore, we conclude that Ω∞ ∈ arg minΩ∈E Vol(Ω).

One technique to solve problem (3.4) for a constraint functional h (·, ·) satisfying conditions
(i) and (ii) consists in solving an approximate problem where the set of admissible parameters
G is replaced by a convex polyhedral set GN with N vertices. Theorem 3.12 suggests that,
by increasing the accuracy of the approximation of G by GN , the solution of the approximate
problem converges towards the solution of the original one. The approximate problems can then
be solved as simple constrained optimization problem using proposition 3.9.

g1

g2

G G4

(a) N = 4

g1

g2

G G8

(b) N = 8

g1

g2

G G16

(c) N = 16

Figure 3.2: Approximation of the set of admissible parameters by convex polyhedra with an
increasing number of vertices N .

This approach suffers from two notable drawbacks. The first one is the fact that none of the
polyhedral sets considered by proposition 3.9 is a conservative approximation of the original set
of admissible parameters g. Therefore, for any possible approximation GN of G, denoting ΩN the
solution of the corresponding optimization problem, there exists a parameter g̃ ∈ (G \ GN ) ̸= ∅
such that h (g,ΩN ) > τ . A possible solution to this issue consists in considering a sequence of
polyhedral sets converging towards G∗ strictly containing G. However, the convergence of the
solutions of the approximated problems towards the solution of the original would be lost.

A second important issue from the numerical point of view concerns the number of points
that are necessary to accurately approximate the finite-dimensional set G. Indeed, as shown in
[38], given a convex set G ⊂ Rn of class C2 and a tolerance ϵ > 0, the minimal number of vertices
NG,ϵ such that the Hausdorff distance between their convex hull and G is bounded by

NG,ϵ ≥
(
c(G)
ϵ

)n−1
2
, (3.6)

94



3.3. An approach based on subdifferentials

where c(G) is a constant depending on the shape of the convex set. Equation (3.6) proves
that the number of vertices that are necessary to approximate a given convex set for a given
precision increases exponentially with respect to the dimension of the space of parameters.
Since any vertex in the approximating polyhedron corresponds to a constraint in problem (3.4),
an exponentially increasing number of constraints has to be evaluated for the solution of the
optimization problem, indicating that this approach suffers from the curse of dimensionality.

3.3 An approach based on subdifferentials

3.3.1 Introduction to Clarke’s subdifferential

A different approach to the solution of problem (3.1) by a gradient-based method consists in
differentiating directly the constraint function Ω 7→ supg∈G H(uΩ,g,Ω). The question of the
derivative with respect to the domain of non-differentiable shape functionals has been consid-
ered in literature from different points of view. The authors of [170, 3] are interested in the
optimization with respect to non-smooth functionals In [16, 85, 60], the quantity of interest con-
sists in the first eigenvalue of different functionals, which can be expressed as minima of suitable
Rayleigh quotients. In particular, the approach proposed in [60] consists in the computation of
a semiderivative in the sense of Danskin [87] by applying a result from Delfour and Zolésio [100,
Theorem 2.1, Chapter 10] on the sensitivity of a minimum with respect to a parameter. In this
section we present an approach inspired by the methods of [129], which relies on the notion of
subdifferentiability of nonsmooth functions as introduced by Clarke in [74].

At first, we recall the definitions of generalized directional derivative, strict differentiability,
and subdifferential in the sense of Clarke, as found in [74, Section 2.1].

Definition 3.13 (Generalized directional derivative). Let X be a Banach space, x, v ∈ X , and
f : X → R a function which is Lipschitz continuous in a neighborhood of x. The generalized
directional derivative of f in x in the direction v is defined as

f◦ (x; v) = lim
y→x
t↘0+

f(y + tv)− f(y)
t

.

Definition 3.14 (Strictly differentiable function). Let us denote X ∗ the topological dual of the
Banach space X . A real-valued function f defined on X is strictly differentiable in x ∈ X if
it admits a generalized directional derivative f◦ (x; v) for all v ∈ X , and there exists a linear
functional Ds

x ∈ X ∗ such that
f◦ (x; v) = Ds

x(v)

for all v ∈ X .

Next, we present the notion of subdifferential in the sense of Clarke, introduced in [74] as
"generalized gradient" and extending the results of Danskin [87].

Definition 3.15 (subdifferential in the sense of Clarke). Let f : X → R be a function de-
fined on the Banach space X , which is Lipschitz continuous in a neighborhood of x ∈ X . The
subdifferential in the sense of Clarke of f in x is the subset of X ∗ defined as

∂f (x) = {L ∈ X ∗ : f◦ (x; v) ≥ L(v) for all v ∈ X} .

We state now a result presented as [74, Corollary 2 of Theorem 2.8.2] and referred in [129,
Section 4.2].
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Chapter 3. Optimization of the worst-case scenario

Proposition 3.16. Let X be a Banach space, T a metrizable, sequentially compact topological
space, x ∈ X , and {f(·, t)}t∈T a family of functions such that

(1) y 7→ f(y, t) is Lipschitz continuous for all y in a neighborhood Ux of x and for all t ∈ T ;

(2) for any y ∈ Ux the mapping t 7→ f(y, t) is upper-semicontinuous;

(3) the set {f(x, t) : t ∈ T } ⊂ R is bounded;

(4) f(·, t) is strictly differentiable in Ux, and the strict derivative Ds
yf(y, t) is continuous in

Ux × T .

We denote F : X → R the function mapping y 7→ F (y) = supt∈T f(y, t), which is defined, finite,
and Lipschitz continuous in Ux. Moreover, we denote T (y) = {t ∈ T : f(y, t) = F (y)} the
subset of the set of the parameters T where the maximum in the definition of F (·) is attained,
and we remark that T (y) is not empty for all y ∈ Ux.

Then, the subdifferential in the sense of Clarke of F exists for all y ∈ Ux and is given by:

∂F (y) =
{∫

T
Ds

yf(y, t) dµ(t) : µ ∈ P [T (y)]
}
, (3.7)

where the notation P [S] denotes the collection of probability Radon measures on a measurable
subset S of T .

Remark 3.17. In [74, Section 2.2] is recalled that any continuously differentiable function in
x ∈ X is also strictly differentiable in x. Thus, in proposition 3.16 we can suppose that f(·, t)
is differentiable in Ux and the derivative ∂f

∂y (y, t) is continuous on Ux × T , and the proposition
still holds true.

Let f : X × T → R satisfy the hypotheses of proposition 3.16, and F : X → R be the
mapping x 7→ maxt∈T f(x, t). Finally, let us consider y ∈ X , and t ∈ T (y) a parameter for
which f(x, t) = F (x). Since P [T (y)] contains the Dirac measure concentrated in t, the derivative
∂f
∂y (y, t) ∈ X ∗ belongs to the subdifferential ∂F (y). Moreover, if F is differentiable in y ∈ X ,
the subdifferential reduces to a singleton.

3.3.2 Application to shape optimization problems

Similarly to what has been done in section 3.2.3, we consider a generic optimization problem
without an explicit expression of the state like problem (3.4). For the sake of simplicity, we
denote Φ : Sadm → R the shape functional defined as

Φ(Ω) = sup
g∈G

h (g,Ω). (3.8)

Unfortunately, we cannot apply directly proposition 3.16 to differentiate Φ, since the space Sadm
provided with the Hausdorff metric mH defined in (3.6) is not a Banach space. Such issue can
be bypassed thanks to the definition of the shape derivative according to Hadamard introduced
in section 1.2.1. Indeed, for a given admissible domain Ω ∈ Sadm, the deformation field θ at
the core of Hadamard’s moving boundaries approach belongs to the Banach space W1,∞

(
Rd
)d

.
With this in mind, we can extend the concepts of subdifferential to shape functionals.
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Definition 3.18 (Subdifferential of a shape functional). Let Ω ∈ Sadm be a domain in Rd, and
J : Sadm → R a shape functional such that the mapping θ 7→ J(Ωθ) admits a Gâteaux derivative
dJ (Ω; θ) for all θ ∈W1,∞

(
Rd
)d

. Then, the subdifferential of J in Ω is defined as

∂J (Ω) =
{
L ∈

(
W1,∞

(
Rd
)d
)∗

: dJ (Ω; θ) ≥ L(θ) for all θ ∈W1,∞
(
Rd
)d
}
.

We can now state a result for shape functionals analogous to proposition 3.16.

Proposition 3.19. Let Sadm be a family of uniformly bounded open domains in Rd endowed
with the topology induced by the Hausdorff metric mH, and G a compact subset of a Banach
space (Y, ∥·∥). Let Ω ∈ Sadm be an admissible domain, and h : G ×Sadm → R a shape functional
such that:

(i) Ω̃ 7→ h
(
g, Ω̃

)
is Lipschitz continuous in a neighborhood UΩ of Ω for all g ∈ G;

(ii) g 7→ h
(
g, Ω̃

)
is convex and bounded for all Ω̃ ∈ UΩ;

(iii) Ω̃ 7→ h
(
g, Ω̃

)
is Fréchet differentiable in UΩ for any choice of the parameter g ∈ G;

(iv) The Fréchet derivative ∂h
∂Ω(g, Ω̃) ∈

(
W1,∞

(
Rd
)d
)∗

is continuous in G × UΩ.

We denote Φ : Sadm → R the shape functional

Ω 7→ Φ(Ω) = max
g∈G

h (g,Ω),

where the maximum is attained thanks to the convexity of h (·,g) and compactness of G. Then,
the functional Φ(·) admits a subdifferential ∂Φ (Ω) in Ω, and its expression is given by

∂Φ (Ω) =
{∫

G

∂h

∂Ω(g,Ω) dµ(g) : µ ∈ P [G(Ω)]
}
⊂
(

W1,∞
(
Rd
)d
)∗
.

Proof. We consider the class ΘΩ ⊂W1,∞
(
Rd
)d

of admissible deformations defined as

ΘΩ =
{

θ ∈W1,∞
(
Rd
)d

: Ωθ ∈ UΩ

}
.

We introduce the function fΩ : G × ΘΩ → R mapping (g,θ) 7→ fΩ(g,θ) = h (g,Ωθ). In order
to prove proposition 3.19, we verify that fΩ satisfies all the hypotheses of proposition 3.16. At
first, we observe that the set G is compatible with the hypotheses of proposition 3.16, since it is
a compact subset of the Banach space Y with respect to the Hausdorff metric mH. The set ΘΩ

is a neighborhood of the origin in the Banach space W1,∞
(
Rd
)d

.
The conditions (1) - (3) of proposition 3.16 are satisfied by fΩ thanks to assumptions (i)

and (ii). In particular, the continuity of fΩ(·,θ) for all θ ∈ ΘΩ is ensured by the convexity
of g 7→ h

(
g, Ω̃

)
for all Ω̃ ∈ UΩ. The existence and continuity of the strict derivative of θ 7→

fΩ(g,θ) follow from assumptions (iii) and (iv) and from remark 3.17. Therefore, the function
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θ 7→ FΩ(θ) = maxg∈G fΩ(g,θ) is well defined, and it admits a subdifferential ∂FΩ (θ) with the
following expression

∂FΩ (θ) =
{∫

G

∂fΩ
∂θ

(g,θ) dµ(g) : µ ∈ P [G(Ω)]
}
⊂
(

W1,∞
(
Rd
)d
)∗
.

Thanks to the definitions of the functionals Φ and FΩ we have that, for all θ ∈ ΘΩ, Φ(Ωθ) =
FΩ(θ) and, in particular, Φ(Ω) = FΩ(0). Thus, we conclude that ∂Φ (Ω) = ∂FΩ (0).

Proposition 3.19 provides a method to compute elements of the subdifferential ∂Φ (Ω) by
computing a value of the parameter g ∈ G where h (Ω,g) attains its maximum. Differently from
the case studied in section 3.2, the convexity of the set G of external loads is not required. It
should also be remarked that any element of the subdifferential defines a direction of descent
for the functional Φ, albeit not necessarily optimal if ∂Φ (Ω) is not a singleton.

3.3.3 Algorithmic implementation

Let us consider the same notations of proposition 3.19: G is a compact subset of a Banach
space (Y, ∥·∥), h : G×Sadm → R a function satisfying the conditions (i)-(iv), and Φ (·) the shape
functional mapping Ω 7→ maxg∈G h (g,Ω) as in (3.8). In section 3.3.2 we provided the theoretical
framework for the computation of the subdifferential of Φ (·).

Here we provide a procedure to compute one element to the subdifferential ∂Φ (Ω) in the
context of the optimization algorithm presented in section 1.3. The procedure can be divided in
two steps. First, we identify a parameter g ∈ arg maxg∈G h (g,Ω) ⊂ G for which the maximum
of h (·,Ω) is attained. The maximum is attained in at least one point, since G is compact, and
h (·,Ω) is convex and bounded (see proposition 3.4). Next, the shape derivative of the term
h (g,Ω) is computed using the classical methods of section 1.2. Proposition 3.19 ensures that
the shape derivative of h (g,Ω) belongs to the subdifferential ∂Φ (Ω).

Different possible methods can be considered to identify the parameter g depending on the
nature of the set G and the function h (·,Ω). If the mapping g 7→ h (g,Ω) is differentiable
with respect to g and G is a subset of a Hilbert space, a simple gradient-descent method can
be implemented to identify g. If further hypotheses apply on the constraint functional or on
the set of admissible parameters, ad hoc methods can be used. An example for the case where
g 7→ h (g,Ω) is a quadratic function and G an ellipsoid is provided in section 3.4.1.

3.4 Numerical results

3.4.1 3D Cantilever

As first numerical application, we consider the optimization of a 3D cantilever structure under
a constraint on the mechanical compliance. The initial condition of the structure is presented
in fig. 3.3: the structure is clamped on the four corners marked as ΓD, and a mechanical load g
is applied on the region ΓN on the opposite side.

We suppose that the load g applied to ΓN consists of two components: one of traction-
compression (oriented along the x axis), and a vertical one (along the z axis):

g = Xex + Zez. (3.9)
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We suppose also that the parameters X and Z belong to the intervals [−gx, gx] and [−gz, gz]
respectively. Moreover, we suppose that they are bounded by the following inequality:

X2

g2
x

+ Z2

g2
z

≤ 1. (3.10)

The inequality (3.10) states that the set of admissible mechanical loads can be parametrized by
an ellipse in R2 with semi-axes equal to gx and gz. To sum up, the optimization problem can
be expressed as ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint sup

g∈G
C (uΩ,g,Ω) ≤ τ ,

where the displacement uΩ,g ∈ H1
ΓD (Ω)d

solves the elasticity equation
−div (σ (uΩ,g)) = f in Ω,

σ (uΩ,g) n = g on ΓN,

σ (uΩ,g) n = 0 on Γ0,

uΩ,g = 0 on ΓD.

(3.11)

The numerical parameters considered for this problem are reported in table 3.1. The simu-
lations of this section and of section 3.4.2 have been performed on a Virtualbox virtual machine
Linux with 1GB of dedicated memory, installed on a Dell PC equipped with a 2.80 GHz Intel
i7 processor.

ΓD

ΓD

ΓD

ΓD ΓN

Figure 3.3: Structure of the 3D cantilever structure. The region ΓN where the uncertain me-
chanical load is applied is marked in red, while the clamping region ΓD is highlighted in grey.

In order to solve the optimization problem (3.11) we consider both the polyhedral approx-
imation approach of 3.2, and the method based on the subdifferential as in section 3.3. Both
methods can be applied since the set G is convex, the mapping g 7→ C (uΩ,g,Ω) is a convex
function, and the compliance operator satisfies the conditions (i)-(iv) of proposition 3.19.
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Geometry of the structure
cross section length ℓs 1.0 cm
longitudinal length ℓx 2.0 cm
sidelength of ΓD 0.3 cm
radius of ΓN 0.1 cm

Elastic coefficients
Young’s modulus E 200 MPa
Poisson’s ratio ν 0.3

Mechanical loads
compression load gx 25 kPa
vertical load gz 10 kPa

Mesh size parameters
minimal mesh size hmin 0.025 cm
maximal mesh size hmax 0.10 cm

Thresholds for the inequality constraints
threshold on the compliance τ 2.5× 10−2 kPa cm3

bound on the probability of failure p̄ 1.0%

Table 3.1: Numerical data concerning the geometry and the mechanics of the cantilever structure
of fig. 3.3.

For the polyhedral approach, we approximated the ellipse G by polygons with 4, 8, and 16
vertices denoted G4, G8, and G16 respectively. The polygons G4, G8, and G16 are defined as convex
hulls of N points as follows

G4 = hull
{(
gx sin

(
2nπ

4

)
ex + gz cos

(
2nπ

4

)
ey

)
: n ∈ {0, . . . , 3}

}
⊂ R2;

G8 = hull
{(
gx sin

(
2nπ

8

)
ex + gz cos

(
2nπ

8

)
ey

)
: n ∈ {0, . . . , 7}

}
⊂ R2;

G16 = hull
{(
gx sin

(
2nπ
16

)
ex + gz cos

(
2nπ
16

)
ey

)
: n ∈ {0, . . . , 15}

}
⊂ R2.

It should be remarked that, since the compliance is invariant with respect to a change of sign in
the applied load, it is necessary to consider only half of the vertices of G4, G8, and G16 to define
the constraints of the approximated optimization problem. The structures optimized for the
three cases are denoted as Ω4, Ω8, and Ω16 respectively, and are represented in fig. 3.4, fig. 3.5,
and fig. 3.6.

In the subdifferential approach, it is necessary to identify the parameter g maximizing C (·,Ω)
at each step of the optimization. We can assume, by proposition 3.4, that g belongs to the
boundary of G. Therefore, there exists an angle α ∈ [0, 2π) such that

g = sinα gxex + cosα gzez.

Thanks to the symmetry of the compliance operator, we can restrict the search for α to the
interval [−π

2 ,
π
2 ). The angle α yielding the maximal compliance for a given shape Ω can be

identified by interpreting the compliance as a quadratic functional. Indeed, there exists a matrix
MΩ ∈ R2×2 such that, for all α̂ ∈ [0, 2π),

C (uΩ,g,Ω) =
(
sin α̂, cos α̂

)
MΩ

(
sin α̂
cos α̂

)
,

100



3.4. Numerical results

Figure 3.4: Optimal shape Ω4 resulting from the polyhedron approach with N = 4 vertices.

Figure 3.5: Optimal shape Ω8 resulting from the polyhedron approach with N = 8 vertices.

where the load associated to uΩ,g is g(α̂) = sin α̂gxex + cos α̂gzez. The entries of the matrix
MΩ are

[MΩ]11 = m11 =
∫

Ω
σ (uΩ,gx) : ε (uΩ,gx) dx,

[MΩ]22 = m22 =
∫

Ω
σ (uΩ,gz ) : ε (uΩ,gz ) dx,

[MΩ]12 = [MΩ]21 = m12 =
∫

Ω
σ (uΩ,gx) : ε (uΩ,gz ) dx.

The angle α for which the maximum of the compliance is attained depends on the eigenvector
related to the maximal eigenvalue of MΩ. In particular, α can be computed explicitly by the
following expression

α =
{

π
4 −

β
2 if m12 ≥ 0,

3π
4 + β

2 if m12 < 0,
where β = arcsin

 m22 −m11

2
√(m22−m11

2
)2 +m2

12

 . (3.12)
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Figure 3.6: Optimal shape Ω16 resulting from the polyhedron approach with N = 16 vertices.

The optimal shape resulting from the optimization based on the subdifferential is reported
in fig. 3.7, and we denote it as ΩS . In the graph of fig. 3.8 is reported the evolution of the angle
α along the iterations. We remark that α oscillates around 0, underlying the fact that vertical
loads which are orthogonal to the main axis of the cantilever are responsible for the largest
values of the compliance.

Figure 3.7: Optimal shape ΩS resulting from the subdifferential approach.

In table 3.2 we reported the numerical results of the optimization of the cantilever using
the method of polyhedral approximation with three increasing degrees of precision, as well as
the results of the subdifferential technique. The graph showing the progressive decrease of
the volume of the structure is presented in fig. 3.9a, while fig. 3.9 follows the evolution of the
constraint in each numerical example.

A first remark concerns the slow rate of convergence of the four examples, as shown in
fig. 3.9a. This issue seems to be proper to the 3D cantilever structure, as pointed out also in
[112, Section 6.2.1]. Next, we can observe in fig. 3.9b that in all four cases the constraint on
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Figure 3.8: Evolution of the direction of the maximal constraint (in terms of the angle α) during
the optimization process.

Polyhedron Subdifferential
N = 4 N = 8 N = 16

Optimization
Duration [min] 180 187 208 180
Number of iterations 500 500 500 500

Results
Final volume Vol(Ω) [cm3] 0.369 0.418 0.428 0.419
Maximal constraint [kPa cm3] 2.500 × 10−2 2.495 × 10−2 2.496 × 10−2 2.499 × 10−2

dH(ΩS , ΩN ) [cm] 0.1561 0.1361 0.2130 −

Table 3.2: Numerical results for the optimization of the volume of the cantilever under con-
straints on the mechanical compliance, obtained using the Polyhedron method (with an increas-
ing number of vertices), and the Subdifferential method.
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(a) Evolution of the objective function.
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(b) Evolution of the constraint for three instances of the
polyhedron method, and the Subdifferential method.

Figure 3.9: Convergence of the objective (volume) and the constraint (compliance) for the
cantilever.
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the maximum of the compliance is satisfied. By comparing the duration of the four simulations
we can state that the method based on the subdifferential is efficient and reliable to solve
problem (3.11) since it yields a similar result as the three other simulations while requiring
fewer computations of the shape derivative.

Finally, we can see that the four simulations yield similar results, as a consequence of the
preeminence of the vertical load to the optimization of the structure. The fact that the Hausdorff
distances between ΩN and ΩS is of the order of the mesh size for each N ∈ {4, 8, 16} supports
the conclusion that all four simulations have reached a result close to the exact solution of
problem (3.11).

3.4.2 Disc

In this section we consider the optimization of a cylinder-like structure. Once again we aim to
minimize its volume, but we replace the constraint on the compliance on a constraint on the
L6-norm of the von Mises stress. The initial condition is presented in fig. 3.10: the structure is
fixed on a region ΓD on its side, while shear loads are applied tangentially to a ring-like surface
ΓN on the top of the cylinder. The optimization problem to be solved is the following:

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint sup

g∈G
∥sD (uΩ)∥6 ≤ τ ,

where the displacement uΩ,g ∈ H1
ΓD (Ω)d

solves the elasticity equation
−div (σ (uΩ,g)) = f in Ω,

σ (uΩ,g) n = g on ΓN,

σ (uΩ,g) n = 0 on Γ0,

uΩ,g = 0 on ΓD.

(3.13)

Similarly to the model considered in the previous section, we suppose that the load g can
be written as sum of two terms, aligned with the axes x and y

g = Xex + Y ey.

We suppose that the intensity of the applied force is bounded by g, so that the set of admissible
loads G can be parametrized by a circle in R2 with radius g. The geometric and material
properties of the structure, the mesh size, the maximal value of the applied force and the
threshold τ on the L6-norm of the von Mises stress are reported in table 3.3.

Similarly to the previous section, we consider three different approximations for the polyhe-
dral approach, where G is replaced by inscribed regular polygons with N = 4, 8, and 16 vertices
denoted G4, G8, and G16 respectively. These polygons can thus be defined as convex hulls of N
points as follows

G4 = hull
{
g
(
sin
(

2nπ
4

)
ex + cos

(
2nπ

4

)
ey

)
: n ∈ {0, . . . , 3}

}
⊂ R2;

G8 = hull
{
g
(
sin
(

2nπ
8

)
ex + cos

(
2nπ

8

)
ey

)
: n ∈ {0, . . . , 7}

}
⊂ R2;

G16 = hull
{
g
(
sin
(

2nπ
16

)
ex + cos

(
2nπ
16

)
ey

)
: n ∈ {0, . . . , 15}

}
⊂ R2.
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ΓN

ΓD

Figure 3.10: Structure of the 3D disc structure. The region ΓN where the random load is applied
is marked in red, while the clamping region ΓD is highlighted in grey.

Geometry of the structure
height of the domain 12.0 cm
maximal radius of the romain 12.0 cm

Region ΓN
inner radius of ΓN 4.0 cm
outer radius of ΓN 6.0 cm

Region ΓD
thickness of ΓD 2.0 cm

Mesh size parameters
minimal mesh size hmin 0.75 cm
maximal mesh size hmax 1.25 cm

Elastic coefficients
Young’s modulus E 200 MPa
Poisson’s ratio ν 0.3

Mechanical loads
maximal load in any direction g 10 kPa
threshold on ∥sD∥6 τ 5.0 kPa

Table 3.3: Numerical data concerning the geometry and the mechanics of the disc structure of
fig. 3.10.
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Thanks to the symmetry of the constraint with respect to a change of sign in the applied
force (and thus in the displacement uΩ,g), only N/2 constraints need to be evaluated at each
step of the solution of problem (3.13). The structures resulting from applying the polyhedral
approximation method are shown in fig. 3.11, fig. 3.12, and fig. 3.13 and denoted as Ω4, Ω8, and
Ω16 respectively.

Contrarily to the example discussed in section 3.4.1, the increasing refinement in the ap-
proximation of G results in structures that differ significantly from one another. Indeed, we can
see how Ω4, represented infig. 3.11, is optimized to resist the forces applied in the directions of
the four edges of G4. The structure Ω8 of fig. 3.12 is similar, but its four branches are wider,
responding to forces oriented in the direction bisecting the main axes. Finally, Ω16, shown in
fig. 3.13, is characterized by a rotational symmetry, thus resisting to forces applied in 16 different
directions.

Figure 3.11: Optimal shape Ω4 resulting from the polyhedron approach with N = 4 vertices.

The similarities between the two cases allow to use a similar parametrization of the set G.
Let us denote g the element of G maximizing the constraint functional. Thanks to the convexity
of the mapping g 7→ ∥sD (uΩ)∥6 proposition 3.4 applies, and we deduce that g belongs to the
boundary of G. Thus, there exist α ∈ [0, 2π) such that

g = g (sinα ex + cosα ey) .

The constraint functional considered in problem (3.13) is the L6-norm of the von Mises stress,
which is not a quadratic function. Therefore, the method used in section 3.4.1 to identify
the load maximizing the constraint functional cannot be applied. Instead, we identify the
value of α maximizing the constraint function by applying the Newton method to the function
α 7→ (∥sD (uΩ)∥6)6. It should be remarked that such a function can be expressed analytically in
terms of the displacement fields generated by the application of the loads gex and gey. Thus its
evaluation is extremely fast and does not require the solution of an expensive boundary value
problem. Once again, thanks to the symmetry of the constraint under a change of sign of the
mechanical load, the search of the critical direction α can be limited to the interval [−π

2 ,
π
2 ). The

shape ΩS resulting from the application of the subdifferential approach is reported in fig. 3.14.
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Figure 3.12: Optimal shape Ω8 resulting from the polyhedron approach with N = 8 vertices.

Figure 3.13: Optimal shape Ω16 resulting from the polyhedron approach with N = 16 vertices.
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Figure 3.14: Optimal shape ΩS resulting from the Subdifferential approach.

The numerical results of the optimization performed using the polyhedral approximation
and the subdifferential method are reported in table 3.4. In fig. 3.15 we plotted the value of the
maximal constraint throughout the optimization: firstly for the three instances of the polyhedral
approximation algorithm (fig. 3.15a), next comparing them with the evolution of the constraints
for the subdifferential approach (fig. 3.15b). The trend of the objective function for all four
simulations is represented in fig. 3.16a. In fig. 3.16b we report the evolution of the angle α
parametrizing the direction of the load maximizing the L6-norm of the von Mises stress at each
step.

The method of subdifferential yields an optimal structure ΩS with rotational symmetry
similar to the most precise polyedral approximation Ω16, as shown by fig. 3.14. If we assume that
ΩS is representative of the exact solution of problem (3.13), the comparison of the illustrations
of the optimal shapes validates the convergence result of theorem 3.12. Indeed, the similarity
between ΩN and ΩS increases when GN approximates better the original set G. This statement
is corroborated by the numerical computation of the Hausdorff distances between ΩS and the
shapes resulting from the polyhedral approximation, as shown in table 3.4.

By looking at the graph of fig. 3.15b we remark that the constraint on the maximum of
the L6-norm of the von Mises stress is overall satisfied by the method of subdifferential, but
more significant perturbations can be observed. A more difficult convergence compared to the
polyhedron method can be remarked in fig. 3.16a, where a slower decrease in the objective
function is evident, to the point that a larger number of iterations has been necessary in order
to reach a stable configuration (200 for the polyhedron method and 300 for the subdifferential).
Both issues can be justified by the rotational symmetry of the optimization problem. As the
graph in 3.16b shows, the critical direction α varies widely at each step of the optimization
algorithm, even from one iteration to the next.

By comparing the duration of the simulations as presented in table 3.4, we remark that the
subdifferential approach is overall faster than the polyhedral approximation, since it requires
fewer evaluations of the constraint functional. Therefore, the shorter duration of each step
compensates the smaller contribution of each iteration to the decrease of the objective function.
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Polyhedron Subdifferential
N = 4 N = 8 N = 16

Execution of the optimization
Duration of the optimization [min] 189 296 499 159
Number of iterations 200 200 200 300

Results
Final volume Vol(Ω) [cm3] 666.27 692.18 751.46 874.07
Maximal constraint [kPa] 5.015 5.053 5.164 5.183
dH(ΩS , ΩN ) [cm] 3.001 3.037 1.347 −

Table 3.4: Numerical results for the optimization of the volume of a disc structure under con-
straints on the L6-norm of the von Mises stress, obtained using the Polyhedron method (with
an increasing number of vertices), and the Subdifferential method.

3.5 Conclusions and perspectives
In this chapter we have compared two different methods to address shape optimization problems
under constraints on the worst-case scenario of a given functional. The first method can be
applied only to convex functions of the displacement, and relies on the approximation of the set
G of admissible loads by polyhedra. This method corresponds to the design of a structure which
complies with the constraint in a finite number of representative load cases. The second method
is based on the computation of an element of the subdifferential of the constraint by identifying
the critical element of G maximizing the constraint, and differentiating in the relative direction.

The numerical simulations of section 3.4 support the efficacy of both methods in the case of
an admissible set of loads parametrized by an ellipse in R2. We observed that in both cases the
method based on the subdifferential is faster than the polyhedral approximation since it requires
fewer evaluations of the constraint function. However, we remark that, if the admissible load
maximizing the constraint is not unique, the convergence of method based on the subdifferential
is degraded, and smaller and more numerous optimization steps are required to converge.

One way to improve the method of the subdifferential consists in taking into account multiple
elements of the subdifferential of the constraint functional. Such variant of the algorithm would
require to identify if multiple mechanical loads maximize the constraint for a given shape. A
possible direction of development could be the adaptation of the proximal algorithm to shape
optimization, since it already relies on the subdifferential in the sense of Clarke. Refer to
[27, 190] and the references therein for further information on the proximal algorithm in non-
smooth optimization.
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Chapter 4

Shape optimization of a polynomial
functional

A large portion of this chapter has been submitted to publication as a journal paper under the
title Shape Optimization of Polynomial Functionals under Uncertainties on the Right-Hand Side
of the State Equation, co-written by Fabien Caubet, Marc Dambrine, and Jérôme Maynadier.
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4.1 Introduction

The design of mechanical structures satisfying several constraints of different natures is a difficult
problem for engineers, and shape optimization techniques offer an automated approach to devise
original designs which satisfies the given constraints. However, as discussed in chapter 3, it is
unrealistic to consider that all information on the problem is perfectly known for industrial
applications. In the previous chapter, from section 3.1.2 forward, we focused on optimization
problem with constraints on the worst-case scenario for an uncertain functional. Here, we
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consider a different approach to topology optimization under uncertainties, where the boundary
conditions are modeled by random variables, and the constraint is imposed on the expected
value or the variance of a given functional of the state.

This approach, known in the literature as Robust Topology Optimization (RTO) [121] has
been studied by numerous different authors, providing multiple perspectives on the problem.
In [64] the mean and the variance of a generic objective functional are estimated by using a
dimension reduction method followed by a Gauss-type quadrature sampling, while the shape
sensitivities are computed by using the analytic derivatives of the random moments. In [11]
the authors address the issue of small uncertainties on the material properties, on the external
loads, and on the geometry of the structure by linearizing the perturbation around their mean
value. In [26, 245, 79, 212] the authors consider RTO problems for structures with uncertainties
on the applied loads and on the shape itself, where the structure is represented using density
methods. In particular, in [245] the propagation of the uncertainties is studied using a polynomial
chaos method, while in [211, 212] the authors represent the uncertainties by a Karhunen-Loève
expansion, and model their propagation by a Sparse Grid Collocation method. The issue of
the curse of dimensionality is addressed in [97], where the uncertainties are taken into account
using a Stochastic Gradient Descent algorithm. In [76, 30] the structures are represented by
a level-set technique, and the optimization under uncertainties is performed using techniques
of stochastic programming. The authors of [106] study the minimization of the mean and the
variance of the mechanical compliance of an elastic structure, considering an exact expression
of the random moments and their sensitivities with respect to the shape. A similar approach
is adopted in [80], where the authors provide a method to compute analytically the expected
value of a generic quadratic functional in terms of the first and second moments of the random
variables modeling the uncertainties.

The present chapter adapts and extends the approach of [80] to the case of polynomial
functionals of the right-hand side of the state equation. We consider the shape optimization
problem as an instance of a PDE-constrained optimization problem. We suppose the right-hand
side of the partial differential equation to be subject to uncertainties, without any assumption on
their amplitude. The uncertainties are modeled as random variables, by using suitable Bochner
spaces. Let us consider a functional of the shape that can be expressed as a polynomial function
of degree m of the solution of the state equation. Similarly to the procedure detailed in [80],
we introduce a deterministic correlation tensor of order m, which depends only on the first m
random moments. Consequently, it is possible to compute exactly the expected value of the
functional of interest, as well as its shape derivative.

The main contribution of this chapter is theorem 4.17, that provides the analytic expression
of its shape derivative in terms of the first m moments of the random variables modeling the
uncertainties, without any further assumption on their distributions. In the case of a finite
dimensional valued uncertainty, tensor representation of the uncertainties is not needed and we
present in proposition 4.18 the corresponding result. Notably, no sampling method requiring a
large number of simulations is used in the method presented here.

An application of the proposed procedure is related to the utilization of the Lm-norm of a
function as a smooth approximation of its L∞-norm (i.e. its supremum) in a given domain.
Indeed, by considering the Lm-norm of the stress in the domain as functional of interest, we are
able to derive shapes where, on average, stress is less concentrated than in the ones obtained by
controlling the expectation of the mechanical compliance.

This chapter is organized as follows. In section 4.2 we recall some definitions and results
about Bochner spaces and tensor products among Hilbert spaces. Section 4.3 states the main
results of the present chapter: it introduces the correlation operator for multilinear functionals
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and its applications in the context of shape optimization, with a particular focus on the context
of linear elasticity. Section 4.4 and section 4.5 provide two examples of numerical applications. In
section 4.4 a tridimensional structure is subject to an uncertain load, and its mass is minimized
under a constraint on the L6-norm of the von Mises stress in the domain. Such example adresses
the common concern in structural mechanics in avoiding the concentration of stress in a small
region of the structure. Section 4.5 treats a bidimensional example, and shows how taking into
account the variance of the compliance in a shape optimization problem can be crucial when the
random variable modeling the mechanical loads are heavily correlated. Conclusions are drawn
in section 4.6.

4.2 Mathematical setting

4.2.1 Tensor product in Hilbert spaces

In [225, 80] tensor products between Hilbert spaces have been used to work with the stochastic
moment of order 2 of random quantities. In [226], the same technique has been extended to
treat the stochastic moments of order m > 2. Here, we recall the main definitions and results
about the tensor product in Hilbert spaces as presented in [206, 217, 225, 226, 80].

Definition 4.1 (Tensor product in vector spaces). For a positive integer m ≥ 2, let us consider
the vector spaces X1, . . . ,Xm. We denote P̂m (X1, . . . ,Xm) the space of all m-multilinear forms
on

∏m
i=1Xi. For (X1, . . . ,Xm) ∈

∏m
i=1Xi, the tensor product x1 ⊗ . . . ⊗ xm, also written as⊗m

i=1 xi, is a real valued linear application defined on P̂m (X1, . . . ,Xm) such that, for all Pm ∈
P̂m (X1, . . . ,Xm), (

m⊗
i=1

xi

)
(Pm) = Pm(X1, . . . ,Xm).

If all spaces X1, . . . ,Xm are Hilbert spaces, it is possible to define a product space with a
Hilbertian structure.

Definition 4.2 (Tensor product between Hilbert spaces). Let
(
Hi, ⟨·, ·⟩Hi

)
be m Hilbert spaces,

with m ≥ 2. We define the set V as

V = span
{

m⊗
i=1

xi such that xi ∈ Hi ∀i = 1 . . .m
}
.

Let ⟨·, ·⟩⊗ : V × V → R be a bilinear operation such that〈
m⊗

i=1
xi,

m⊗
i=1

yi

〉
⊗

=
m∏

i=1
⟨xi, yi⟩Hi

. (4.1)

for any choice of xi, yi ∈ Hi. We denote ∥·∥⊗ the norm induced by the tensor product ⟨·, ·⟩⊗. The
operation introduced in (4.1) is an inner product in V [206, Section II.4]. The tensor product
of the Hilbert spaces H1, . . . ,Hm is the completion of V with respect to the inner product ⟨·, ·⟩⊗,

and is denoted
m⊗

i=1
Hi. If all the m Hilbert spaces coincide with a single Hilbert space H, we

denote their tensor product as H⊗m.

113



Chapter 4. Shape optimization of a polynomial functional

Definition 4.3 (Operator norm). For any real valued linear operator P defined on a normed
vector space X , we denote its operator norm as

∥P∥OP = sup
∥x∥X =1

|P (x)|.

For any m-multilinear functional Pm : X1, . . . ,Xm → R its operator norm is defined as

∥Pm∥OP = sup
∥xi∥Xi

=1 ∀i
|Pm(X1, . . . ,Xm)|.

As stated in [217, section 1.2], a primary purpose of the tensor product is the multilinear
mappings into linear ones.

Proposition 4.4 (Linearization of bounded multilinear functionals). Let us consider a real-
valued, bounded, multilinear functional P :

∏m
i=1Hi → R defined on the separable Hilbert spaces

H1, . . . ,Hm. Then, there exists a unique linear functional P̂m :
⊗̂m

i=1Hi → R such that P̂m is
continuous, and for all (x1, . . . , xm) ∈

∏m
i=1Hi, P̂m (

⊗m
i=1 xi) = P (x1, . . . , xm).

The existence of the functional P̂m for any m-multilinear continuous mapping P is often
referred as the universal property of the tensor product [57, Chapter 9] and is proven in [148,
Theorem 2.6.4].

4.2.2 Modeling of the uncertainties

In order to model the uncertainties, we use the formalism of Bochner spaces, which extends
the theory of integration to Banach-valued functions [141, Chapter 1]. Let (O,A, µ) be a mea-
sure space, characterized by the σ-algebra A and the measure µ. We recall the definition of
measurable and integrable functions in the context of Bochner spaces.

Definition 4.5 (µ-simple and strongly µ-measurable functions). A function g : O → X is said
to be µ-simple if it can be written in the form

N∑
i=1

χAixi,

where N is a finite positive integer, xi ∈ X , Ai ∈ A, and µ(Ai) < ∞ for all i ∈ {1, . . . , N},
and χA is the characteristic function for the set A. A function f : O → X is said to be strongly
µ-measurable if there exists a sequence {gi}∞i=1 of µ-simple functions converging to f µ-almost
everywhere.

Definition 4.6 (Bochner integral). The Bochner integral of a simple function g : O → X such
that g =

∑N
i=1 χAixi with respect to the measure µ is defined by

∫
O
g dµ =

N∑
i=1

µ(Ai) xi ∈ X .

A strongly µ-measurable function f is Bochner integrable with respect to the measure µ if there
exists a sequence {gi}∞i=1 of µ-simple functions gi : O → X such that

lim
i→∞

∫
O
∥f − gi∥X dµ = 0,
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where the (real) integral is intended at the sense of Lebesgue. The Bochner integral of such a
Bochner integrable function function is defined as∫

O
f dµ = lim

i→∞

∫
O
gi dµ ∈ X .

Moreover, the value of
∫

O
f dµ is independent from the choice of the sequence {gi}∞i=1.

Once defined the integration for Banach-valued functions, we can introduce the Bochner
spaces as the equivalent of the usual Lp spaces for real-valued functions.

Definition 4.7 (Bochner spaces and equivalence). A Bochner integrable function f : O → X
belongs to the space Lp(O, µ;X ) for i ≤ p < ∞ if and only if

∫
O ∥f∥

p
X dµ < ∞. A Bochner

integrable function f : O → X belongs to the space L∞(O, µ;X ) if and only if there exist a
real positive number r <∞ such that µ ({Ω ∈ O : ∥f∥X ≥ r}) = 0. Two strongly µ-measurable
function f and g are said to be equivalent if the subset of O where f is different from g has
measure 0. The equivalence relation is denoted as f ∼ g. The Bochner space Lp (O, µ;X ) for
1 ≤ p ≤ ∞ is defined as the quotient of Lp(O, µ;X ) with respect to the equivalence relation "∼".
Bochner spaces are also Banach spaces with respect to the following norms:

∥f∥p =
(∫

O
∥f∥pX dP

)1/p

for 1 ≤ p <∞;

∥f∥∞ = inf {r ≥ 0 : µ ({Ω ∈ O : ∥f∥X ≥ r}) = 0} .

Having stated the main definition about generic Bochner spaces, let us focus on the case
where a probability measure P replaces the generic measure µ. At first, we can remark the
following embedding of Bochner spaces.

Proposition 4.8 (Embeddings in Bochner spaces). Let ℓ and m be real numbers such that
1 ≤ ℓ < m <∞. Then, the following inclusion is true:

Lm (O,P;X ) ⊂ Lℓ (O,P;X ) .

In particular, if f ∈ Lm (O,P;X ), then f belongs also to L1 (O,P;X ).

Proof. The proof relies simply on Hölder’s inequality [218, Equation (1.9)]. Let us denote p = m
l

and q its conjugate such that 1
p + 1

q = 1. Then, we have

∫
O
∥f∥lX dP =

∫
O
∥f∥lX 1 dP =

(∫
O
∥f∥l

m
l

X dP
)1/p (∫

O
1
)1/q

= ∥f∥lLm(O,P;X ) <∞.

We recall the definition of the expectation operator in Bochner spaces and a classical result
about the commutation of the expectation and a closed linear operator.

Definition 4.9 (Expectation). The expectation operator E [ · ] : L1 (O,P;X )→ X is the bounded
linear operator such that, for all f ∈ L1 (O,P;X ),

E [f ] =
∫

O
f dP ∈ X .
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The following result, proven by [141, Proposition 1.2.3 and Equation (1.2)] allows to swap
the expectation and a continuous linear operator.

Proposition 4.10. Let X and Y be Banach spaces, f : O → X be a Bochner-integrable function,
and T : X → Y be a continuous linear operator. Then, Tf : O → Y is a Bochner-integrable
function, and

E [T f ] = T E [f ].

A more general version of proposition 4.10 is known in literature as Hille’s theorem [141,
Theorem 1.2.4], which does not require T to be a continuous operator, but only a closed one on
a subspace of X .

Theorem 4.11 (Hille). Let f : O → X be a Bochner-integrable function valued in the Banach
space X , and let T be a closed linear operator whose domain D(T ) is a subspace of X and
has values in another Banach space Y . We suppose that f takes its values in D(T ) almost
everywhere and the almost everywhere defined function Tf : O → Y is Bochner-integrable.
Then, f is Bochner-integrable as a D(T )-valued function (i.e. the equivalence class of f belongs
to L1 (O,P;D(T ))), E [f ] ∈ D(T ), and E [T f ] = T E [f ].

Hille’s theorem is reported in [141, Theorem 1.2.4]. We can remark that Hille’s theorem is
valid if T is a continuous operator, since all continuous operator is closed (see [141, page 15,
definition of closed operator]). However, [141, Proposition 1.2.3 and Equation (1.2)] points
out that, for continuous operators, it is not necessary to prove Hille’s theorem to get the same
properties, since they descend directly from the definition of Bochner integral.

4.3 Main results

4.3.1 Correlation operator and multilinear functionals

We begin our study by introducing the correlation operator for multilinear functionals defined
on Hilbert spaces under uncertainties. The random component of the problem is treated by
considering functions defined on suitable Bochner spaces. The correlation operator has been
studied in the context of shape optimization under uncertainties in [80], limitedly to bilinear
functionals defined on Hilbert spaces, and in [225, 226] for bilinear and multilinear functionals.
Let us consider the measure space (O,A,P), where O is the event space, A ⊂ 2O is a σ-algebra
on O, and P is a probability measure, and let (X , ∥·∥X ) be a Banach space. First of all, we can
state a result about the Bochner-integrability of the tensor product.

Proposition 4.12. Let H1, . . . ,Hm be Hilbert spaces, each endowed with the inner product
⟨·, ·⟩Hi

for i = 1, . . . ,m. Let us consider x1, . . . , xm, each belonging to the Bochner space
Lm (O,P;Hi). Finally, we define the mapping ω 7→

⊗m
i=1 xi(ω) from the event space O to the

Hilbert space
⊗̂m

i=1Hi. Then, such a function belongs to the Bochner space L1
(
O,P;

⊗̂m

i=1Hi

)
.

Proof. We consider the Hilbert spaces H1, . . . ,Hm as well as their tensor product
⊗̂m

i=1Hi as
Banach spaces with respect to the norms induced by their respective inner products. In order to
prove that

⊗m
i=1 xi ∈ L1

(
O,P;

⊗̂m

i=1Hi

)
, we estimate its norm, and we use Hölder’s inequality
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extended to multiple terms∫
O

∥∥∥∥∥
m⊗

i=1
xi(ω)

∥∥∥∥∥⊗̂m

i=1Hi

dP(ω) =
∫

O

(
m∏

i=1
∥xi(ω)∥Hi

)
dP(ω)

≤
m∏

i=1

(∫
O
∥xi(ω)∥mHi

dP(ω)
) 1

m

=
m∏

i=1
∥xi∥Lm(O,P;Hi) <∞.

Next, the correlation operator is introduced. As it is remarked in [80], the literature is not
consistent in the definition of the correlation between random variables. In the present thesis,
we adopt the following definition.

Definition 4.13 (Correlation operator on Bochner spaces). Let
(
Hi, ⟨·, ·⟩Hi

)
be Hilbert spaces

for i = 1, . . . ,m. Let us consider the linear operator defined on
∏m

i=1 Lm (O,P;Hi), mapping
(x1, . . . , xm) to

⊗m
i=1 xi(ω). Proposition 4.12 ensures that the function ω 7→

⊗m
i=1 xi(ω) is

Bochner-integrable. The correlation between the m functions x1, . . . , xm is defined as

Cor (x1, . . . , xm) = E
[

m⊗
i=1

xi(ω)
]
∈

m⊗̂
i=1
Hi,

and the correlation operator Cor :
∏m

i=1 Lm (O,P;Hi) →
⊗̂m

i=1Hi is a bounded linear operator
associating m random vectors with their correlation. If all arguments of the correlation operator
are the same, we denote Corm (x) = Cor (x, . . . , x).

In [225, 226] the term Corm (x) is denoted as the stochastic moment of order m of x.
Finally, we state a proposition that allows the expression of the expected value of a multilinear

expression in terms of a correlation tensor.
Proposition 4.14. Let (O,A,P) be a probability space, H1, . . . ,Hm Hilbert spaces provided with
the norms ∥·∥Hi

for i = 1 . . .m, and P :
∏m

i=1Hi → R a bounded multilinear operator. Then,
there exists a unique bounded, real-valued, linear operator P̂m defined on

⊗̂m

i=1Hi such that the
following three statements hold true for all (x1, . . . , xm) ∈

∏m
i=1 Lm (O,P;Hi):

1. P (x1, . . . , xm) ∈ L1 (O,P),

2. P (x1(ω), . . . , xm(ω)) = P̂m (
⊗m

i=1 xi(ω)), for almost all ω ∈ O,

3. E [P (x1, . . . , xm)] = P̂m (Cor (x1, . . . , xm)).

Proof. The first point comes directly from the continuity of the operator P and the application
of Hölder’s inequality. The second can be deduced from the universal property of the tensor
product (see [57, Chapter 9], [148, Theorem 2.6.4], and proposition 4.4).

In order to prove the third statement, we show that the hypotheses of [141, Proposition 1.2.3]
(reported in section 4.2 as proposition 4.10) are verified. The function ω 7→ P (x1(ω), . . . , xm(ω))
is Bochner-integrable thanks to the first point of this proposition. The operator P̂m is continuous,
as proven by the second point of this proposition. Therefore, we can apply [141, Proposition
1.2.3] and conclude

E [P (x1, . . . , xm)] = E
[
P̂m

(
m⊗

i=1
xi

)]
= P̂m

(
m⊗

i=1
xi

)
= P̂m (Cor (x1, . . . , xm)) .
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4.3.2 Uncertain loads in linear elasticity

From now on, we focus on Robust Topology Optimization problems in the context of linear
elasticity. ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint E [H(uΩ(·),Ω)] ≤ τ ,
where the displacement uΩ(ω) ∈ H1

ΓD (Ω)d

solves the elasticity equation
−div (σ (uΩ(ω))) = f in Ω,

σ (uΩ(ω)) n = g(ω) on ΓN,

σ (uΩ(ω)) n = 0 on Γ0,

uΩ(ω) = 0 on ΓD,

for almost all event ω ∈ O.

(4.2)

We remark that, since g ∈ Lm
(
O,P; L2 (ΓN)d

)
is a random process, uΩ is a random process in

the Bochner space Lm (O,P;XΩ) thanks to the usual elliptic a priori estimates. If we consider
the mechanical load applied on ΓN to be a random variable g ∈ Lm

(
O,P; L2 (ΓN)d

)
, we can

conclude that uΩ(ω) ∈ H1 (Ω)d for almost all event ω, and uΩ ∈ Lm
(
O,P; H1 (Ω)d

)
. Denoting C

the fourth order elasticity tensor, and γ : H1 (Ω)d → L2 (ΓN)d the operator mapping v 7→ v|ΓN ,
the problem defining the state equation can be written in variational form∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find uΩ(ω) ∈ V = H1
ΓD (Ω)d such that for all v ∈ V :

⟨C∇uΩ(ω),∇v⟩L2(Ω)d = ⟨γ(v),g(ω)⟩L2(ΓN)d ,

where

⟨C∇uΩ(ω),∇v⟩L2(Ω)d =
∫

Ω
(C∇uΩ(ω) : ∇v) dx,

⟨γ(v),g(ω)⟩L2(ΓN)d =
∫

ΓN
g(ω) · v ds.

(4.3)

For simplicity, we suppose that all admissible shapes in Sadm share the portions ΓN and
ΓD, constraining the displacements fields θ ∈ Θadm ⊂W1,∞

(
Rd,Rd

)
to be equal to 0 on these

surfaces. Moreover, we focus our study on functionals PΩ with the following structure

PΩ(v1, . . . ,vm) =
∫

Ω
q0(v1(x), . . . ,vm(x)) dx +

∫
Ω
q1(∇v1(x), . . . ,∇vm(x)) dx, (4.4)

where q0 :
∏m

i=1 Rd → R and q1 :
∏m

i=1 Rd×d → R are multilinear and continuous.
Without any further assumption on the domain, problem (4.2) can be affected by regularity

issues [165, 133, 50]. Indeed, the Lax-Milgram theorem ensures that, for almost any ω ∈ O,
uΩ(ω) ∈ H1 (Ω)d. However, for PΩ(uΩ(ω), . . . ,uΩ(ω)) to be well-defined we must require that
uΩ(ω) ∈W1,m (Ω). In order to verify such condition we consider that, for all admissible domain
Ω ∈ Sadm, the portions of the boundary where Dirichlet and Neumann conditions are applied
are fully separated, meaning that

ΓD ∩ (ΓN ∪ Γ0) = ∅ (4.5)
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ΓD

ΓN

Γ0

Ω

Figure 4.1: Example of a domain Ω where the condition (4.5) is satisfied, since the Neumann
and Dirichlet portiond of the boundary are fully disjoint.

as showed in fig. 4.1.
We recall the following result on the regularity of the solution of boundary value problems.

Proposition 4.15. Let Ω ⊂ Rd be a bounded domain of class Ck+2, with k integer. We suppose
that its boundary can be divided in three parts ΓD, ΓN, and Γ0 mutually disjoint, with strictly
positive measure, satisfying the condition (4.5). Let us consider g ∈ Hk+ 1

2 (ΓN)d. Then, the
solution uΩ of problem (4.3) belongs to the Sobolev space Hk+2

ΓD
(Ω), and there exists C > 0 such

that the following estimate holds

∥uΩ∥Hk+2(Ω) ≤ C ∥g∥Hk+ 1
2 (ΓN)

. (4.6)

Proof. At first, we remark that g̃, extension of g to ΓN ∪ Γ0 such that g̃|Γ0 = 0 belongs to
Hk+ 1

2 (ΓN ∪ Γ0)d. Moreover, ∥g∥
Hk+ 1

2 (ΓN)
= ∥g̃∥

Hk+ 1
2 (ΓN∪Γ0)

.
Under the hypothesis (4.5), the elliptic regularity estimates apply on the entire domain Ω.

In particular, there exists some constant C̃ > 0 such that (see [218, Theorem 8.29])

∥uΩ∥Hk+2(Ω) ≤ C̃
(
∥uΩ∥L2(Ω)d + ∥g̃∥

Hk+ 1
2 (ΓN∪Γ0)

)
. (4.7)

By the coercivity of the bilinear form and the Poincaré and trace inequalities, there exists three
positive constants α, C1, C2 such that

∥uΩ∥2H1(Ω) ≤
1
α
⟨C∇uΩ,∇uΩ⟩L2(Ω)d = ⟨γ(uΩ),g⟩L2(ΓN)d

≤ C1 ∥uΩ∥L2(ΓN)d ∥g̃∥L2(ΓN∪Γ0) ≤ C2 ∥uΩ∥H1(Ω) ∥g̃∥L2(ΓN∪Γ0) .

Injecting this result into (4.7) we conclude that

∥uΩ∥Hk+2(Ω) ≤ C̃
(
∥uΩ∥H1(Ω) + ∥g̃∥

Hk+ 1
2 (ΓN∪Γ0)

)
≤ C̃

(
C2 ∥g̃∥L2(ΓN∪Γ0) + ∥g̃∥

Hk+ 1
2 (ΓN∪Γ0)

)
≤ C ∥g̃∥

Hk+ 1
2 (ΓN∪Γ0)

for some positive constant C.
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The following result details the computation of the shape derivative of PΩ(uΩ, . . . ,uΩ) for
a deterministic problem. We remark that, even if we only need uΩ to be in W1,m

ΓD
(Ω)d to define

PΩ(uΩ, . . . ,uΩ), we require the higher regularity in W1,2m−2
ΓD

(Ω)d to compute its derivative.

Proposition 4.16. Let k be a positive integer such that k+1 > d/2. Let Ω ∈ Sadm be a bounded
domain with a Ck+2 boundary, g ∈ Hk+ 1

2 (ΓN), and uΩ solution of problem (4.3). We suppose
that PΩ :

∏m
i=1 W1,m

ΓD
(Ω)d → R has the structure presented in (4.4). Then, uΩ ∈ W1,2m−2

ΓD
(Ω),

and the quantity PΩ(uΩ, . . . ,uΩ) is differentiable with respect to Ω. The adjoint state wΩ solving
the following boundary-value problem is well-defined in H1 (Ω)

−divC∇wΩ =
m∑

i=1
∂iq0(uΩ, . . . ,uΩ)− div ∂iq1(∇uΩ, . . . ,∇uΩ) in Ω,

(
C∇wΩ

)
n =

m∑
i=1

∂iq1(∇uΩ, . . . ,∇uΩ)n on ΓN ∪ Γ0,

wΩ = 0 on ΓD,

(4.8)

where ∂iq0 and ∂iq1 denote the derivative of q0 and q1 with respect to the i-th component of
their respective arguments. Finally, the shape derivative of PΩ(uΩ, . . . ,uΩ) can be expressed as
follows

d
dΩP

Ω(uΩ, . . . ,uΩ)(θ) =
∫

Γ0

(
q0(uΩ(s), . . . ,uΩ(s))

)
(θ · n) ds

+
∫

Γ0

(
q1(∇uΩ(s), . . . ,∇uΩ(s))

)
(θ · n) ds−

∫
Γ0

(
C∇uΩ(s) : ∇wΩ(s)

)
(θ · n) ds.

(4.9)

Proof. At first, we prove the regularity of uΩ to ensure that PΩ(uΩ, . . . ,uΩ) is well-defined.
The displacement uΩ solves the elliptic boundary-value problem (4.3). Given the regularity
Ck+2 of the domain and the fact that g ∈ Hk+ 1

2 (ΓN), we can apply proposition 4.15 and prove
that uΩ ∈ Hk+2

ΓD
(Ω). The domain Ω is bounded and of class Ck+2, thus it complies with the

cone condition defined as in [2, Definition 4.6]. Thanks to the Sobolev embedding theorem [2,
Theorem 4.12, part I], the space Hk+2 (Ω) is compactly embedded into W1,m (Ω) for any p̃ > 2.
Thus, we can conclude that uΩ ∈W1,2m−2

ΓD
(Ω) ⊂W1,m

ΓD
(Ω).

The shape derivative and the adjoint problem can be computed by the fast derivation method
developed by Céa as presented in section 1.2.3. We introduce a Lagrangian function L : Sadm ×
Hk+2

(
Rd
)d
×H1

(
Rd
)d
→ R such that

L (Ω; û; ŵ) =
∫

Ω
q0(û, . . . , û) dx +

∫
Ω
q1(∇û, . . . ,∇û) dx−

∫
Ω
C∇û : ∇ŵ dx

+
∫

ΓN
g · γ(ŵ) ds +

∫
ΓD

γ(ŵ) ·
(
C∇û

)
n + γ(û) ·

(
C∇ŵ−

N∑
j=1

∂iq1(∇û, . . . ,∇û)
)
n

 ds.

All arguments of the Lagrangian are independent, since û and ŵ are defined on the whole
space Rd, and not only on Ω. The term defined as an integral on the portion ΓD of the boundary
enforces the Dirichlet boundary condition, similarly to the proof of [19, Theorem 7]. The partial
derivative ∂L

∂ŵ (Ω, û, ŵ) vanishes when evaluated in û = uΩ thanks to the definition of the state
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equation (4.3). Thus, for any ŵ ∈ H1
(
Rd
)d

we have that

L (Ω; uΩ; ŵ) =
∫

Ω
q0(uΩ(x), . . . ,uΩ(x)) dx +

∫
Ω
q1(∇uΩ(x), . . . ,∇uΩ(x)) dx = PΩ(uΩ, . . . ,uΩ).

(4.10)
Let us focus on the adjoint state wΩ solution of equation (4.8). The weak form of equation (4.8)
can be written as follows∣∣∣∣∣∣∣∣

Find wΩ ∈ V = H1
ΓD (Ω)d such that for all v ∈ V :

⟨C∇wΩ,∇v⟩L2(Ω)d =
m∑

i=1

∫
Ω
∂iq0(uΩ, . . . ,uΩ)v dx +

m∑
i=1

∫
Ω
∂iq1(∇uΩ, . . . ,∇uΩ)∇v dx.

(4.11)

The well-posedness of problem (4.11) is proven by the Lax-Milgram theorem. The bilinear
form is the classical elasticity operator, which is continuous and coercive. The left-hand side is
continuous by the definition of the operator PΩ and by the regularity of uΩ. Indeed, since q0
and q1 are m-multilinear continuous operators (see (4.4)), there exist two positive constants C0
and C1 such that

|q0(y1, . . . ,ym)| ≤ C0

m∏
j=1
∥yj∥Rd for any y1, . . . ,ym ∈ Rd,

|q1(Y1, . . . ,Ym)| ≤ C1

m∏
j=1
∥Yj∥Rd×d for any Y1, . . . ,Ym ∈ Rd×d.

Thus ∣∣∣∣ m∑
i=1

∫
Ω
∂iq0(uΩ, . . . ,uΩ)v dx +

m∑
i=1

∫
Ω
∂iq1(∇uΩ, . . . ,∇uΩ)∇v dx

∣∣∣∣
≤

m∑
i=1

∫
Ω
|∂iq0(uΩ, . . . ,uΩ)v| dx +

m∑
i=1

∫
Ω
|∂iq1(∇uΩ, . . . ,∇uΩ)∇v| dx

≤ m
(
C0

∫
Ω
∥uΩ(x)∥m−1

Rd ∥v(x)∥Rd dx + C1

∫
Ω
∥∇uΩ(x)∥m−1

Rd×d ∥∇v(x)∥Rd×d dx
)

≤ mC0 ∥v∥L2(Ω)d ∥uΩ∥L2m−2(Ω)m−1 +mC1 ∥∇v∥L2(Ω)d ∥∇uΩ∥L2m−2(Ω)m−1

≤
(
m(C0 + C1) ∥uΩ∥m−1

W1,2m−2(Ω)

)
∥v∥H1(Ω) .

Having proven that the adjoint problem (4.8) is well-posed, we remark that the derivative
∂L
∂û (Ω,uΩ, ŵ) vanishes when evaluated in ŵ = wΩ. Indeed

∂L
∂û (Ω,uΩ,wΩ)(v) = −

∫
Ω

(C∇wΩ : ∇v) dx +
∫

ΓD
γ(v)

(
C∇wΩn

)
ds

−
m∑

i=1

(∫
ΓD
γ(v) ·

(
∂iq1(∇uΩ, . . . ,∇uΩ)

)
n ds

+
∫

Ω

(
∂iq0(uΩ, . . . ,uΩ)(v)+ ∂iq1(∇uΩ, . . . ,∇uΩ)(∇v)

)
dx
)

=
∫

Ω
v ·
(
divC∇wΩ

)
dx +

m∑
i=1

∫
Ω

v ·
(
∂iq0(uΩ, . . . ,uΩ)− div ∂iq1(∇uΩ, . . . ,∇uΩ)

)
dx

−
∫

ΓN∪Γ0
γ(v) ·

(
C∇wΩ −

m∑
i=1

∂iq1(∇uΩ, . . . ,∇uΩ)
)
n ds +

∫
ΓD
γ(v) ·

(
C∇wΩn

)
ds = 0.
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We conclude computing the expression (4.9) of the shape derivative of PΩ(uΩ, . . . ,uΩ).
Recalling (4.10) and the results of [138, Section 5] on shape differentiation we obtain

d
dΩP

Ω(uΩ, . . . ,uΩ)(θ) = d
dΩL (Ω; uΩ; wΩ) (θ)

= ∂

∂ΩL (Ω; uΩ; wΩ) (θ) + ∂

∂ûL (Ω; uΩ; wΩ) d
dΩuΩ(θ) + ∂

∂ŵL (Ω; uΩ; wΩ) d
dΩwΩ(θ)

=
∫

Γ0

(
q0(uΩ(s), . . . ,uΩ(s)) + q1(∇uΩ(s), . . . ,∇uΩ(s))− C∇uΩ(s) : ∇wΩ(s)

)
(θ · n) ds.

We have proven the well-posedness of the variational problems and the expression of the shape
derivative in the deterministic case. Thus, if we consider the applied load g to be a random
variable belonging to the Bochner space Lm

(
O,P; Hk+ 1

2 (ΓN)
)
, the results of proposition 4.16

apply for almost any event ω ∈ O. Thanks to the framework adopted in [226, Theorem 3.2], we
introduce the following tensorialized bounded linear operators, defined on Hilbert spaces

Ĉm :
(
L2 (Ω)d

)⊗m
→
(
L2 (Ω)d

)⊗m
s.t. Ĉm

⊗m
i=1 Vi 7→

⊗m
i=1(CVi);

∇̂m :
(
H1 (Ω)d

)⊗m
→
(
L2 (Ω)d

)⊗m
s.t. ∇̂m

⊗m
i=1 vi 7→

⊗m
i=1(∇vi);

γ̂m :
(
H1 (Ω)d

)⊗m
→
(
H−1/2 (ΓN)d

)⊗m
s.t. γ̂m

⊗m
i=1 vi 7→

⊗m
i=1 vi|ΓN .

Using the tensor notation we can state the following result concerning the computation of
the objective of problem (4.2) and its shape derivative.

Theorem 4.17. Let Sadm be a class of regular enough admissible shapes sharing the portions
ΓD and ΓN of their boundaries, so that any Ω ∈ Sadm is of class Ck+2 with k + 1 > dm

2 integer.
Moreover, set g ∈ Lm

(
O,P; Hk+ 1

2 (ΓN)
)

. If uΩ solves problem (4.3) almost surely, then

(i) uΩ belongs to Lm
(
O,P; Hk+2

ΓD
(Ω)d

)
.

(ii) Corm (uΩ) ∈
(
H1

ΓD
(Ω)d

)⊗m
is solution of the following problem∣∣∣∣∣∣∣∣∣∣

Find Corm (uΩ) ∈ V =
(
H1

ΓD (Ω)d
)⊗m

such that, for all V ∈ V :〈
Ĉm∇̂mCorm (uΩ), ∇̂mV

〉
(L2(Ω)d)⊗m = ⟨γ̂m(V ),Corm (g)⟩(L2(ΓN)d)⊗m .

(4.12)

Moreover, Corm (uΩ) belongs to
m⊗̂

i=1
Hk+2

ΓD
(Ω)d.

(iii) Let P̂Ω
m be the tensorization of the operator PΩ on

(
Hk+2

ΓD
(Ω)

)⊗m
. We denote q̂0m :

(Rd)⊗m → R and q̂1m : (Rd×d)⊗m → R the tensorizations of q0 and q1 respectively. Then
E
[
PΩ(uΩ, . . . ,uΩ)

]
= P̂Ω

m (Corm (uΩ)), with

P̂Ω
m (Corm (uΩ)) =

∫
Ω

(
q̂0m + q̂1m∇̂m

) (
Corm (uΩ)

)
(x, . . . ,x)dx. (4.13)
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(iv) The shape derivative of E
[
PΩ(uΩ, . . . ,uΩ)

]
can be written as

d
dΩE

[
PΩ(uΩ, . . . ,uΩ)

]
(θ) =

∫
Γ0

(
q̂0m + q̂1m∇̂m

) (
Corm (uΩ)

)
(s, . . . , s)(θ · n)ds

−
∫

Γ0
⟨C∇,∇⟩

(
Cor (uΩ,wΩ)

)
(s, s)(θ · n)ds, (4.14)

where the mapping ⟨C∇,∇⟩ : H1
ΓD

(Ω) ⊗ H1
ΓD

(Ω) → L1 (Ω) is induced from the bilinear
form (û, ŵ) 7→ C∇û : ∇ŵ. The term Cor (uΩ,wΩ) solves the adjoint problem∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find Cor (uΩ,wΩ) ∈ W = H1
ΓD (Ω)d ⊗H1

ΓD (Ω)d

such that, for all W ∈ W :〈(
C∇⊗ C∇

)
Cor (uΩ,wΩ),

(
∇⊗∇

)
W
〉

L2(Ω)d⊗L2(Ω)d

=
m∑

i=1
⟨(γ ⊗ I)W,Cor (g, ∂iq0(uΩ, . . . ,uΩ))⟩L2(ΓN)d⊗L2(Ω)d

+
m∑

i=1
⟨(γ ⊗∇)W,Cor (g, ∂iq1(∇uΩ, . . . ,∇uΩ))⟩L2(ΓN)d⊗L2(Ω)d .

(4.15)

Proof. In order to prove (i), we recall that the estimate (4.6) on the norm of uΩ holds for almost
any ω ∈ O. Thus, the solution of (4.3) belongs to the space Hk+2 (Ω) almost surely. Moreover,
[226, Theorem 2.1] ensures that, since g ∈ L2

(
O,P; Hk+1/2 (ΓN)

)
, the random solution uΩ of

problem (4.3) is unique and belongs to L2
(
O,P; Hk+2

ΓD
(Ω)d

)
. Therefore, by the uniqueness of

uΩ and the elliptical estimates, we can state that uΩ ∈ Lm
(
O,P; Hk+2

ΓD
(Ω)d

)
.

Point (ii) can be proven by [226, Theorem 3.2], which ensures the well-posedness of prob-
lem (4.12) and the uniqueness of the solution in V. In order to prove the regularity of Corm (uΩ)
we use point (i) and proposition 4.12 to show that, since uΩ belongs to the Bochner space
Lm

(
O,P; Hk+2

ΓD
(Ω)d

)
, then

Corm (uΩ) = E
[
(uΩ)⊗m] ∈ (Hk+2

ΓD
(Ω)d

)⊗m
.

The existence of the linear continuous operator P̂Ω
m :

(
Hk+2

ΓD
(Ω)d

)⊗m
→ R in point (iii)

is a direct application of proposition 4.14. Indeed, since Hk+2
ΓD

(Ω) ⊂ W1,m
ΓD

(Ω) by the Sobolev
embedding theorem, the restriction of the m-multilinear functional PΩ to

∏m
i=1 Hk+2

ΓD
(Ω) is well-

defined. Hence, proposition 4.14 ensures the existence and uniqueness of the linear operator
P̂Ω

m such that E
[
PΩ(uΩ, . . . ,uΩ)

]
= P̂Ω

m (Corm (uΩ)).

The expression (4.13) for E
[
PΩ(uΩ, . . . ,uΩ)

]
derives from the linearity of the expectation

operator

E
[
PΩ(uΩ, . . . ,uΩ)

]
= E

[
PΩ(uΩ, . . . ,uΩ)

]
=
∫

Ω
E [q0(uΩ(x), . . . ,uΩ(x))] dx +

∫
Ω
E [q1(∇uΩ(x), . . . ,∇uΩ(x))] dx

=
∫

Ω

(
q̂0m

(
Corm (uΩ)(x, . . . ,x)

)
+ q̂1m

(
∇̂mCorm (uΩ)(x, . . . ,x)

))
dx

=
∫

Ω

(
q̂0m + q̂1m∇̂m

) (
Corm (uΩ)

)
(x, . . . ,x) dx = P̂Ω

m (Corm (uΩ)) .
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The variational formulation (4.15) for Cor (uΩ,wΩ) in point (iv) can be deduced from the ap-
plication of [226, Theorem 3.2] to uΩ ⊗wΩ, knowing that, for almost any ω ∈ O, uΩ(ω) solves
problem (4.3) and wΩ(ω) solves problem (4.11). We remark that, by point (i), uΩ belongs to
Lm

(
O,P; Hk+2

ΓD
(Ω)d

)
and, by proposition 4.16, also to Lm

(
O,P; W1,2m−2

ΓD
(Ω)d

)
. Thus

m∑
i=1

(∂iq0(uΩ, . . . ,uΩ) + ∂iq1(∇uΩ, . . . ,∇uΩ)) ∈ L1− 1
m

(
O,P; L2 (Ω)d

)
.

Since g ∈ Lm
(
O,P; Hk+ 1

2 (ΓN)
)
⊂ Lm

(
O,P; L2 (ΓN)d

)
and by proposition 4.12 we have

g⊗
m∑

i=1
(∂iq0(uΩ, . . . ,uΩ) + ∂iq1(∇uΩ, . . . ,∇uΩ)) ∈ L1

(
O,P; L2 (ΓN)d ⊗ L2 (Ω)d

)
.

Therefore

Cor
(

g,
m∑

i=1
(∂iq0(uΩ, . . . ,uΩ) + ∂iq1(∇uΩ, . . . ,∇uΩ))

)
∈ L2 (ΓN)d ⊗ L2 (Ω)d

and the right-hand side of the variational formulation in (4.15) is continuous, assuring the well-
posedness of problem (4.15) by the Lax-Milgram theorem.

In order to retrieve the expression (4.14) of the shape derivative of E
[
PΩ(uΩ, . . . ,uΩ)

]
, we

consider the derivative of the objective function for a fixed event ω ∈ O found in the expression
(4.9) of proposition 4.16. For each event ω ∈ O we introduce the adjoint state wΩ(ω) as the
solution of problem (4.11). The expression of the derivative of E

[
PΩ(uΩ, . . . ,uΩ)

]
can be found

computing the expectation of proposition 4.16 and applying the tensorized operators introduced
earlier

d
dΩE

[
PΩ(uΩ, . . . ,uΩ)

]
(θ) = E

[∫
Γ0

(
q0(uΩ, . . . ,uΩ)

)
(s, . . . , s)(θ · n) ds

]
+ E

[∫
Γ0

(
q1(∇uΩ, . . . ,∇uΩ)

)
(s, . . . , s)(θ · n) ds−

∫
Γ0

(
C∇uΩ : ∇wΩ

)
(s, s)(θ · n) ds

]
=E

[∫
Γ0

(
q̂0m(uΩ)⊗m

)
(s, . . . , s)(θ · n) ds +

∫
Γ0

(
q̂1m∇̂m(uΩ)⊗m

)
(s, . . . , s)(θ · n) ds

]
− E

[∫
Γ0

(
⟨C∇,∇⟩ (uΩ ⊗wΩ)

)
(s, s)(θ · n) ds

]
=
∫

Γ0
q̂0m

(
Corm (uΩ)

)
(s, . . . , s)(θ · n)ds +

∫
Γ0
q̂1m∇̂m

(
Corm (uΩ)

)
(s, . . . , s)(θ · n) ds

−
∫

Γ0
⟨C∇,∇⟩

(
Cor (uΩ,wΩ)

)
(s, s)(θ · n) ds

4.3.3 Shape derivatives under finite-rank noise

For this section, we consider k to be a positive integer such that k + 1 ≥ d/2.
The numerical computation of the correlation tensor by the numerical solution problem (4.12)

is not viable, given the high dimension of the tensor space. Therefore, we limit our study to
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finite-rank perturbations. We consider that g can be written in terms of a finite number of
random variables X1, . . . , Xm ∈ Lm (O,A,P) and loads g1, . . . ,gN ∈ Hk+ 1

2 (ΓN) as

g(ω) =
N∑

j=1
Xj(ω) gj . (4.16)

We introduce the following notations:

• A(1,m),N = {1, . . . , N}m is the set of all m-tuples whose elements are integers between 1
and N ;

• Ai,j
(1,m),N =

{
k⃗ ∈ A(1,m),N such that ki = j

}
⊂ A(1,m),N is the subset of all m-tuples in

A(1,m),N whose i-th element is equal to j;

• we denote Cj

k⃗
the number of times the integer j appears in the m-tuple k⃗

• finally, we denote α(k⃗) the following quantity:

α(k⃗) = α(k1, . . . , km) =
N∏

j=1

(
E
[
X

Cj

k⃗
j

])
.

Proposition 4.18. Let Ω ∈ Sadm be a Ck+2 domain, and PΩ be an m-multilinear continuous
functional following the structure (4.4). Moreover, let g ∈ Lm

(
O,P; Hk+ 1

2 (ΓN)
)

be a random
mechanical load such that it can be decomposed as in (4.16), where the N real random variables
Xi ∈ Lm (O,A,P) are mutually independent, and let uj ∈ Hk+2

ΓD
(Ω) be the solution of the

elasticity equation under the load gj for j ∈ {1, . . . , N}. Then, E
[
PΩ(uΩ, . . . ,uΩ)

]
can be

written as

E
[
PΩ(uΩ, . . . ,uΩ)

]
=

∑
k⃗∈A(1,m),N

(
α(k⃗)

∫
Ω

(q0(uk1 , . . . ,ukm) + q1(∇uk1 , . . . ,∇ukm)) dx
)
(4.17)

Furthermore, we can write its the shape derivative in Ω as follows

d
dΩE

[
PΩ(uΩ, . . . ,uΩ)

]
(θ) = −

N∑
j=1

∫
Γ0

(θ · n) (C∇uj : ∇wj) ds

+
∑

k⃗∈A(1,m),N

α(k⃗)
(∫

Γ0
(θ · n) (q0(uk1 , . . . ,ukm) + q1(∇uk1 , . . . ,∇ukm)) ds

) (4.18)

where the N states u1, . . . ,uN solve the state equation for g1, . . . ,gN respectively and belong
to Hk+2

ΓD
(Ω), while the N adjoint states w1, . . . ,wN belong to H1

ΓD
(Ω) and solve the following

adjoint problems

−div (C∇wj) =
m∑

i=1

∑
k⃗∈Ai,j

(1,m),N

α(k⃗)
(
∂iq0(uk1 , . . . ,ukm)−div ∂iq1(∇uk1 , . . . ,∇ukm)

)
in Ω,

(C∇wj) n =
m∑

i=1

∑
k⃗∈Ai,j

(1,m),N

α(k⃗) (∂iq1(∇uk1 , . . . ,∇ukm))T n on Γ0 ∪ ΓN,

wj = 0 on ΓD.

(4.19)
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Proof. At first we remark that, by the linearity of the elasticity equation, the decomposition
(4.16) can be extended to the displacement uΩ as

uΩ(ω) =
N∑

j=1
Xj(ω)uj

The expression (4.18) derives directly from the linearity of the expected value and the m-linearity
of PΩ. Indeed, for almost all event ω ∈ O,

PΩ (uΩ(ω), . . . ,uΩ(ω)) =
∑

k⃗∈A(1,m),N

( N∏
j=1

X
Cj

k⃗
j

)
PΩ(uk1(ω), . . . ,ukm(ω))

 .
Therefore

E
[
PΩ (uΩ, . . . ,uΩ)

]
=

∑
k⃗∈A(1,m),N

α(k⃗)PΩ(uk1 , . . . ,ukm).

In order to compute the shape derivative of E
[
PΩ (uΩ, . . . ,uΩ)

]
we use once again Céa’s fast

derivative method [61, 6] as done for proposition 4.16. We introduce the following Lagrangian
function L : Sadm × (H1

(
Rd
)d

)N × (H1
(
Rd
)d

)N → R associated to problem (4.2) where the
state equation is seen as a PDE constraint

L (Ω; û1, . . . , ûN ; ŵ1, . . . , ŵN ) = −
N∑

j=1

{∫
Ω

(C∇ûj : ∇ŵj) dx−
∫

ΓN
gj · ŵj ds

−
∫

ΓD

(
ŵj · (C∇ûj) n + ûj ·

(
C∇ŵj −

N∑
ℓ

∂ℓq1(∇ûk1 , . . . ,∇ûkm)
)

n
)

ds
}

+
∑

k⃗∈A(1,m),N

{
α(k⃗)

(∫
Ω
q0(ûk1 , . . . , ûkm) dx +

∫
Ω
q1(∇ûk1 , . . . ,∇ûkm) dx

)}
.

(4.20)

The variables ŵ1, . . . , ŵN act as Lagrange multipliers for the PDE constraints of the terms
û1, . . . , ûN . In order to assure that all arguments of the Lagrangian are independent, the terms
û1, . . . , ûN and ŵ1, . . . , ŵN are defined on the whole space Rd, and not only on Ω.

By construction, the terms u1, . . . ,uN solving the equation ∂L
∂ŵj

= 0, are also solutions
of the state equation for the right-hand side g = gj . Thus, we can express the functional
E
[
PΩ(uΩ, · · · ,uΩ)

]
in terms of the Lagrangian:

E
[
PΩ(uΩ, · · · ,uΩ)

]
= L (Ω; u1, . . . ,uN ; ŵ1, . . . , ŵN ) , (4.21)

for all ŵ1, . . . , ŵN ∈ H1
(
Rd
)
.

The expression for the shape derivative of the functional of interest is found differentiating
equation (4.21) with respect to the domain Ω

d
dΩE

[
PΩ(uΩ, · · · ,uΩ)

]
(θ) = d

dΩL (Ω; u1, . . . ,uN ; ŵ1, . . . , ŵN ) (θ)

=∂L
∂Ω (Ω,u1, . . . ,uN , ŵ1, . . . , ŵN ) (θ) +

N∑
j=1

∂L
∂ûi

(Ω,u1, . . . ,uN , ŵ1, . . . , ŵN ) (u′
j).

(4.22)
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The term u′
j denotes the Eulerian derivative of uj , which is the derivative of the mapping

t 7→ uj(Ωtθ) in t = 0, where uj(Ωtθ) is the unique solution of the state equation for the right-
hand side gj and on the deformed domain Ωtθ.

Next, we remark that, by choosing w1, . . . ,wN solving the adjoint problem (4.19), the quan-
tity ∂L

∂ûj
vanishes for j = 1 . . . N . Indeed, for any v ∈ H1

(
Rd
)

we have

∂L
∂ûj

(Ω,u1, . . . ,uN ,w1, . . . ,wN )(v)

=
m∑

i=1

∑
k⃗∈Ai,j

(1,m),N

∫
Ω
α(k⃗)

(
∂iq0(uk1 , . . . ,ukN

)(v) + ∂iq1(∇uk1 , . . . ,∇ukN
) : (∇v)

)
dx

−
∫

Ω
(C∇wj : ∇v) dx +

∫
ΓD

(wj · (C∇vn) + v · (C∇wjn)) ds

=
∫

Ω

 m∑
i=1

∑
k⃗∈Ai,j

(1,m),N

α(k⃗)
(
∂iq0(u1, . . . ,uN )− (div ∂iq1(∇uk1 , . . . ,∇ukN

))
)

+ div wj

 · v dx

+
∫

ΓN

(
−C∇wj n + (∂iq1(∇uk1 , . . . ,∇ukN

))T n
)
· v ds +

∫
ΓD

wj (C∇v n) ds = 0.

By taking w1, . . . ,wN as solutions of problem (4.19) for j = 1 . . . N , we can further simplify
the expression (4.22) for the shape derivative of E

[
PΩ(uΩ, · · · ,uΩ)

]
and obtain

d
dΩE

[
PΩ(uΩ, · · · ,uΩ)

]
(θ) = ∂L

∂Ω (Ω,u1, . . . ,uN ,w1, . . . ,wN ) (θ). (4.23)

For simplicity, we consider the portions ΓN and ΓD of the boundary to be non-optimizable,
which is equivalent to narrow the set of admissible displacement fields θ to the set Θadm defined
as

Θadm =
{

θ ∈W1,∞
(
Rd,Rd

)
: θ = 0 on ΓD ∪ ΓN

}
.

Thanks to the restriction of the admissible displacement fields to Θadm and to [138, Theorem
5.2.2], we conclude that the shape derivative of E

[
PΩ(uΩ, · · · ,uΩ)

]
can be expressed as

d
dΩE

[
PΩ(uΩ, · · · ,uΩ)

]
(θ) = ∂L

∂Ω (Ω,u1, . . . ,uN ,w1, . . . ,wN ) (θ) =
∫

Γ0
(θ · n)A(s) ds.

with

A = −
m∑

i=1
(C∇ui : ∇wi) +

∑
k⃗∈A(1,m),N

α(k⃗)
(
q0(uk1 , . . . ,ukm) + q1(∇uk1 , . . . ,∇ukm)

)
.

It is worth remarking that the method presented in this section requires the computation of
only N adjoint states. Moreover, the PDEs defining the states u1, . . . ,uN and the adjoint states
w1, . . . ,wN all share the structure of their left-hand side. This property can be useful for the
numerical simulations since, by inverting once the matrix representing the discretization of the
bilinear form (u,v) 7→

∫
Ω (C∇u : ∇v) dx, we can solve the 2N boundary value problems faster.

The authors of [80] proved that the expected value of a quadratic functional of the displace-
ment and its shape derivative depend only from the first two stochastic moments of the random
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variables modeling the uncertain boundary conditions. Theorem 4.17 and proposition 4.18 ex-
tend such result to m-multilinear functionals, showing that their expectation can be expressed
as a function of the first m stochastic moments of the uncertainties.

Let us denote N
(
PΩ, N

)
the minimal number of terms to be computed in (4.17) and (4.18)

to express the expected value of the functional and its derivative. In the most general case,
N
(
PΩ, N

)
= Nm, since we have to compute all the terms in the form PΩ (gk1 , . . . ,gkm), as well

as their shape derivatives. However, this number can be reduced if the multilinear functional
PΩ shows some symmetries among its arguments. Indeed, if PΩ is completely symmetric, we

have N
(
PΩ, N

)
=
(
N +m− 1

m

)
.

4.4 Optimization under constraints on the von Mises stress

4.4.1 Estimate of the expected value of the von Mises stress

An application of polynomial functionals in shape optimization is related to the approximation
of the L∞-norm of a given quantity in a structure by the Lm-norm, for m sufficiently large. A
significant concern in structural mechanics is the design of structures where the stress is as evenly
distributed as possible, preventing stress concentrations that could compromise the integrity of
the component. This requirement suggests the use of functionals with order m > 2 in order to
better penalize stress concentrations than quadratic functionals.

As a showcase, we study the optimization of a 3D linear elastic structure (thus d = 3) with
respect to its volume and the Lm-norm of the von Mises stress, for m ≥ 2 even integer. We
suppose that the optimization problem is framed as problem (4.2), and that the random external
load g ∈ Lm

(
O,P; L2 (Ω)d

)
can be decomposed as in equation (4.16), with k ≥ 1 integer.

We are interested in estimating the expected value of the following quantity Hm(uΩ,g,Ω),
representing the Lm-norm of the von Mises stress in a structure Ω subject to a random load g.
The functional Hm(·, ·) is defined, for m even, as

Ω 7→ Hm(uΩ,g,Ω) = Hm(uΩ,g, . . . ,uΩ,g), (4.24)

where Hm :
[
W1,m (Ω)3]d → R is such that

Hm(v1, . . . ,vm) =
∫

Ω

m/2∏
i=1

((σD (v2i−1) : σD (v2i))

 dx. (4.25)

We remark that, because of the concavity of the mapping x 7→ m
√
x, the following bound on the

expectation of the Lm-norm of the von Mises stress holds

E
[
∥sD (u)∥Lm(Ω)

]
≤
√

3
2 (E [Hm(u, . . . ,u)])

1
m . (4.26)

The functional Hm respects the structure defined in equation (4.4). Therefore, we can apply
proposition 4.18 to compute the shape derivative of the functional Ω 7→ Hm(uΩ,g,Ω). The
expression of the functional can be further simplified by considering the symmetries between the
arguments of Hm.

Definition 4.19. We establish the following notation.
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• We denote

Bℓ,N =

ρ⃗ ∈ NN×N : 0 ≤ ρij ≤ ℓ and
N∑

i,j=1
ρij = ℓ


the set of all N ×N integer matrices whose entries are positive and their sum is equal to

ℓ. The cardinality of said set can be computed as Card (Bℓ,N ) =
(
N2 + ℓ− 1

ℓ

)
.

• For ℓ and N positive integers and ρ⃗ ∈ Bℓ,N , we define the following multinomial coefficient(
ℓ

ρ⃗

)
= ℓ!∏N

i,j=1(ρi,j !)
.

• For N real random variables X1, . . . , Xm ∈ Lm (O,P;R) and ρ⃗ ∈ Bm
2 ,N , we denote:

K(ρ⃗) =
(

m
2
ρ⃗

)
N∏

j=1
E
[
X

∑N

k=1(ρkj+ρjk)
j

]
.

Having introduced the necessary notation to take the symmetries among the arguments into
account, we can write the expectation of the functional Hm(uΩ,g,Ω) as

E [Hm(uΩ,g,Ω)] =
∑

ρ⃗∈Bm
2 ,N

K(ρ⃗)
∫

Ω

N∏
j,k=1

(σD (uj) : σD (uk))ρjk dx

 , (4.27)

where each uj solves the state equation problem (4.3) with the loadings gj for j ∈ {1, . . . , N}.
Since the functional F respects the structure defined in equation (4.4), we can apply proposi-
tion 4.18 and find the following expression for the shape derivative of E [Hm(uΩ,g,Ω)]

d
dΩE [Hm(uΩ,g,Ω)](θ) = d

dΩE [F (u, . . . ,u)]

=
∫

Γ0
(θ · n)

− N∑
j=1

(C∇uj : ∇wj) +
∑

ρ⃗∈Bm
2 ,N

K(ρ⃗)
N∏

j,k=1
(σD (uj) : σD (uk))ρjk


 ds.

(4.28)
The adjoint states w1, . . . ,wN solve the following adjoint equations

−divC∇wj = −2µ div
(

N∑
k=1

LjkσD (uk)
)

in Ω

(
C∇wj

)
n = 2µ

(
N∑

k=1
LjkσD (uk)

)
n on Γ0 ∪ ΓN

wj = 0 on ΓD,

(4.29)

where the terms Ljk ∈ Lm−1 (Ω) are defined as

Ljk = 2
∑

ρ⃗∈Bm
2 ,N

K(ρ⃗)ρjk (σD (uj) : σD (uk))ρjk−1∏
ℓ ̸=k

(σD (uj) : σD (uℓ))ρjℓ

 .
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We can notice also that, thanks to the symmetries of the von Mises functional Hm defined as in
equation (4.25), it is not necessary to compute all the Card

(
Bm

2 ,N

)
terms of the sums in the

formulas (4.27) and (4.28). Instead, the computation of N (Hm, N) =
(

N(N+1)+m
2 − 1

m
2

)
terms

is sufficient, provided that they are counted with their respective multiplicity.

4.4.2 Numerical application

As showcase we study the following shape optimization problem∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find Ω ∈ Sadm minimizing Vol(Ω),
where, for all ω ∈ O, the state uΩ ∈ H1 (Ω)3 solves:

−div σ (uΩ(ω)) = 0 in Ω,
σ (uΩ(ω)) n = g(ω) on ΓN,

σ (uΩ(ω)) n = 0 on Γ0,

uΩ(ω) = 0 on ΓD.

with the constraint: E [H6(Ω,uΩ,g)] ≤M6
0 ,

(4.30)

where M0 > 0 is a given upper bound for the constraint functional E [H6(Ω,uΩ,g)].
The structure to be optimized is a cylinder-like shape with axis z = 0, reported in fig. 4.2.

Dirichlet boundary conditions are imposed on a thin stripe on the lateral surface, while the
random load g is applied on a ring-shaped section on the upper surface of the structure. We
consider the mechanical load g ∈ L6

(
O,P; L2 (ΓN)d

)
to have the following structure

g(ω) = g1X1(ω) + g2X2(ω) for almost all event ω ∈ O.

The loads g1 and g2 are set as constant vectors on ΓN, parallel to the axes x and y respectively,
thus tangent to the surface. Moreover, we consider the random variables X1 and X2 to follow
centered Gaussian distributions with variance σ1 and σ2 respectively.

ΓD

ΓN

Figure 4.2: Representation of the structure to be optimized. The surface ΓD is the thin grey
stripe on the lateral surface, while ΓN is the ring-shaped portion of the upper surface marked in
yellow.
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Unfortunately, the hypothesis (4.5) about the separation of the Dirichlet and Neumann
boundaries cannot be verified in most practical situations. Indeed, the regularity of the dis-
placement uΩ is limited by the possible appearance of a finite number of singularities around
the junctions of the two portions of the boundary where natural or essential conditions are
imposed [50]. In this section we will not focus on the study of the compatibility conditions to
avoid the emergence of singularities, but we present the results of some simulations where no
difficulty related to the regularity of the solution has been observed.

From the numerical point of view, we represent the structure by using a level-set function
on a fixed mesh T covering a fixed domain D containing every admissible shape in Sadm. The
linear elasticity equations (4.3) and the adjoint problems (4.19) are defined on the entire domain
D = Ω∪ΩC , by using an ersatz material approximation in ΩC to assure the well-posedness of the
problems (see [19, 84]). The elasticity and adjoint equations are solved by using the FreeFem++
environment [136].

The numerical results of two different simulations are discussed: in the first case we consider
the random variables X and Y to have an identical distribution (isotropic distribution of the
external mechanical load), while the second case considers an asymmetry in the variances of
the two random variables (anisotropic distribution). The parameters used in the simulation
are reported in table 4.1. The shapes obtained by the execution of 200 iterations of the null
space optimization algorithm for both cases are reported in fig. 4.3, and the convergences of
the objective and the constraint functions in fig. 4.4. All simulations have been performed on
a Virtualbox virtual machine Linux with 1GB of dedicated memory, installed on a Dell PC
equipped with a 2.80 GHz Intel i7 processor. The numerical results are reported in table 4.2.

(a) Isotropic mechanical load (b) Anisotropic mechanical load

Figure 4.3: Optimal shapes for problem (4.30) under isotropic and anisotropic mechanical loads
applied on ΓN.

From the observation of fig. 4.3 and fig. 4.4 we remark firstly the efficiency of the null space
optimization algorithm in the solution of the constrained optimization problem (4.30). Indeed,
the value of the objective functional is decreasing (see fig. 4.4a). As seen in fig. 4.4b, the
constraint on the expectation of H6 is saturated in less than 50 iterations for the anisotropic
case. In the isotropic case, we observe some oscillations in the constraint saturation around
iteration 80, which are due to a change in the topology around that step of the optimization.
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Heigth of the domain D 12.0 cm
Radius of the cylinder D 12.0 cm
Region ΓN

inner radius 4.0 cm
outer radius 6.0 cm

Region ΓD
thickness 2.0 cm
distance from the edge of D 1.0 cm

Mesh size parameters
minimal element size hmin 0.4
maximal element size hmax 0.8
gradation value hgrad 1.3

Elastic coefficients
Young’s modulus E 15 MPa
Poisson’s ration ν 0.35

Ersatz material coefficient εers 10−3

Threshold M0 3.0 MPa
Variances of the random variables isotropic anisotropic

variance of X1 σ2
1 2.5 1.0

variance of X2 σ2
2 2.5 4.0

Table 4.1: Numerical parameters for problem (4.30) for the cases of random variables with equal
and with different variances.
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Figure 4.4: Convergence of the objective and constraint of problem (4.30).

Isotropic case Anisotropic case
Number of iterations 200 200
Execution time 129 minutes 148 minutes
Final volume

Vol(Ω) 872.93 cm3 890.30 cm3

Normalized saturation of the constraint
(E [H6] − M6

0 )/M6
0 0.03002 0.005351

Table 4.2: Numerical results of the solution of problem (4.30) for an isotropic and anisotropic
mechanical load.
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The shapes of fig. 4.3 show that a branched structure presents the minimal volume ensuring
enough resistance with respect to random mechanical loads. Moreover, if the direction of the
mechanical load g(·) is not uniformly distributed in the interval [0, 2π], the branches tend to
align parallel to the most probable direction of the load (see fig. 4.3b). Finally, we remark that
the constraint imposed in problem (4.30) is a quite conservative estimate for the expected value
of the L6-norm of the von Mises stress. Thanks to the inequality equation (4.26) and the fact
that the optimal shapes respect the constraint E [H6] ≤M6

0 , we deduce that the average of the
L6-norm of the von Mises stress in the structures is actually less than the chosen threshold M0.

4.5 Optimization under constraints on expectation and variance
of a quadratic functional

4.5.1 Expression of the variance of the mechanical compliance

The technique presented in 4.3.2 can be applied to compute the shape derivative of the variance
of a quadratic functional. As an example, we consider the optimization of a 2D bridge-like
structure with respect to the expectation and the variance of the mechanical compliance. We
recall that the compliance of a shape Ω is defined in section 2.1.2 as the work of the external
forces g acting on Ω and it can be expressed as:

Ĉ(Ω) = C (Ω,uΩ) =
∫

Ω
σ (uΩ) : ε (uΩ) dx = CΩ(uΩ,uΩ), (4.31)

where uΩ is the displacement computed as solution to the elasticity equation under the appli-
cation of the load g, and CΩ : H1 (Ω)d ×H1 (Ω)d → R is a continuous bilinear functional. From
its expression, and from the fact that the elasticity equation is linear, we recognize that the
compliance is a quadratic functional of the applied load g.

We suppose that the structure Ω is enclosed in a square computational domain D of size
1.0 × 1.0, its lower side ΓD is clamped, and a random uniform load g is applied on the upper
side ΓN (see fig. 4.6a). We assume the random load g to have the following structure:

g(ω) = g0 +X(ω) gx + Y (ω) gy, for all ω ∈ O (4.32)

where X,Y ∈ L4 (O,P;R) are real-valued random variables, and g0 = (0,−g0), gx = (gx, 0),
and gy = (0,−gy). Under such hypotheses, the variance of the compliance can be written as

Var [C (Ω,uΩ)] =Var [CΩ(uΩ,uΩ] = E
[
X4
]
CΩ(ux,ux)2 + 4E

[
X3 Y

]
CΩ(ux,ux)CΩ(ux,uy)

+ E
[
X2 Y 2

] (
2CΩ(ux,ux)CΩ(uy,uy) + 4CΩ(ux,uy)2

)
+ 4E

[
X Y 3

]
CΩ(ux,uy)CΩ(uy,uy) + E

[
Y 4
]
CΩ(uy,uy)2

−
(
E
[
X2
]
CΩ(ux,ux) + 2E [X Y ]CΩ(ux,uy) + E

[
Y 2
]
CΩ(uy,uy)

)2
.

(4.33)
Given β, α ∈ [0, π

2 ), we define the following random variables:

Xα = T sinα+NX cosα,

Yα,β = sin β√
Var [X2

α]

(
X2

α − E
[
X2

α

])
+NY cosβ,

(4.34)

133



Chapter 4. Shape optimization of a polynomial functional

where T , NX , and NY are independent random variables such that T is uniformly distributed
on the set {−1, 1}, while NX , and NY follow a standard Gaussian distribution. The densities of
the variables Xα and Yα,β for different values of β and α are represented in fig. 4.5. It can be
remarked that, unless β = 0, Xα and Yα,β are not independent from one another. However, for
any choice of β, α ∈ [0, π

2 ), they are centered, normalized and uncorrelated, that is:

E [Xα] = E [Yα,β] = 0, E
[
X2

α

]
= E

[
Y 2

α,β

]
= 1, E [Xα Yα,β] = 0.

Therefore, solving different shape optimization problems on structures charged by random me-
chanical loads with the structure (4.32) for different parameters α and β allows to highlight the
importance of the fourth order moment of the random variables.
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Figure 4.5: Probability densities of the random variables Xα and Yα,β for different values of the
parameters α, β ∈ [0, π

2 ) as introduced in (4.34).

A deterministic expression for the variance of a generic cost functional has been proposed
in [11] for the case of small perturbations, by using a linearization procedure. However, equa-
tion (4.33) provides a deterministic expression for the variance of the compliance without any
assumption on the size of the uncertainties, and can be differentiated thanks to proposition 4.18.

4.5.2 An optimization problem for the variance of the compliance

Given the setting outlined in section 4.5.1, we consider the following optimization problem:∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find Ω ∈ Sadm minimizing Vol(Ω),
where, for all ω ∈ O, the state uΩ ∈ H1 (Ω)2 solves:

−divσ (uΩ) = 0 in Ω,
σ (uΩ(ω)) n = g(ω) on ΓN,

σ (uΩ(ω)) n = 0 on Γ0,

uΩ(ω) = 0 on ΓD.

and the following constraint holds:
E [CΩ(uΩ(ω),uΩ(ω))] ≤M0,

Var [CΩ(uΩ(ω),uΩ(ω))] ≤M1.

(4.35)

The terms M0 and M1 are thresholds for the expectation and the variance of the compliance
not to be exceeded.
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4.6. Conclusions and perspectives

At first, we remark that, without the constraint on the variance, the solution of prob-
lem (4.35) would be the same for any choice of β, α ∈ [0, π

2 ). Indeed, as stated in 4.14, the
value of E [CΩ(uΩ(ω),uΩ(ω))] is a function of Cor2 (g,g), which depends only on the first two
moments of the variables Xα and Yα,β. It turns out that Xα and Yα,β share the same expected
value, variance and correlation, for any β, α ∈ [0, π

2 ).
The optimization is performed numerically by using the nullspace optimization algorithm on

an adaptive 2D mesh, as in [114] using the mmg platform for the mesh adaptation [89]. The
results of two simulations are presented, under different parameters α and β. In both cases, we
used as initial condition the structure shown in fig. 4.6b. The numerical parameters are listed
in table 4.3, and the results in table 4.4. Once again, the simulations have been done on a Dell
PC with a 2.80 GHz Intel i7 processor, on a Virtualbox virtual machine Linux with 1GB of
dedicated memory.

g

Ω

D

ΓD

ΓN

Γ0

(a) Test case (b) Initial condition

Figure 4.6: Representation of the test case described in section 4.5.1 and initial condition.

The final results of the optimization, the evolution of the volume and of the expectation and
variance of the compliance in the two cases are shown in fig. 4.7, fig. 4.8, and fig. 4.9.

At first, we remark the similarity in the optimal structures for the two problems, represented
in fig. 4.7. However, the structure in fig. 4.7a is thicker than fig. 4.7b, and the final volume of
the solution of case 1 is 31% higher than the volume occupied by the solution of case 2. Such
a gap is explained by the fact that the variance of the compliance is significantly different in
the two cases, as shown by fig. 4.9b. Indeed, in the first case, the constraint on the variance is
saturated first, while in the second case the variance stays small throughout the optimization
and the constraint on the expected value is saturated instead.

This example underlines the importance of the high order moments of the uncertainties
in the domain of robust optimization, in particular when the random variables describing the
boundary condition show a strong dependence from each other.

4.6 Conclusions and perspectives

This chapter focused on a procedure of shape optimization of polynomial functionals, where the
external load applied to the structure is subject to uncertainties. Particular attention has been
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Chapter 4. Shape optimization of a polynomial functional

Geometry of the structure
heigth of the domain 1.0
length of the domain 1.0

Mesh size parameters
minimal element size hmin 0.01
maximal element size hmax 0.02
gradation value hgrad 0.5

Elastic coefficients
Young’s modulus E 15
Poisson’s ration ν 0.35

Mechanical loads
Fixed load g0 1.2
Horizontal term gx 1.0
Vertical term gy 0.3

Thresholds for the inequality constraints
Treshold for the expected value M0 2.0
Treshold for the variance M1 3.0625

Table 4.3: Numerical parameters for problem (4.35).

(a) Optimal structure for the choice of param-
eters α = 0.0 and β = 0.95 π

2 (case 1)
(b) Optimal structure for the choice of param-
eters α = 0.95 π

2 and β = 0.0 (case 2)

Figure 4.7: Solution of the shape optimization problem (4.35) for two choices of α and β. The
color scale represents the expectation of the concentration of the elastic energy E [σ (u) : ε (u)].

136



4.6. Conclusions and perspectives
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Figure 4.8: Volume of the structure during the optimization problem for two choices of the
parameters α and β.
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Figure 4.9: Values of the expectation and the variance of the mechanical compliance throughout
the optimization.

Case 1 Case 2
Parameters for Xα and Yα,β

Parameter α 0.0 0.95 π
2

Parameter β 0.95 π
2 0.0

Execution of the optimization
Duration of the optimization 25 min 49 s 30 min 48 s
Number of iterations 500 500

Final volume Vol(Ω) 0.435348 0.330348
Saturation of the constraints

on the expected value E [CΩΩ]−M0 −0.56886 0.004041
on the variance Var [CΩΩ]−M1 0.03952 −2.94801

Table 4.4: Results of the numerical solution of problem (4.35) for two choices of α and β.
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Chapter 4. Shape optimization of a polynomial functional

payed to the optimization of linear elastic structures, and we adopted the level-set approach to
topology optimization. The present section proposes an extension of the technique proposed in
[80] to the case of continuous multilinear functionals, and relies on the linearization properties
of the tensor product between elements of a Banach space.

A significant obstacle in the application of this method is the number of terms appearing
in the sums of equation (4.17) (for the computation of the functional of interest), and equa-
tion (4.18) (for its derivative). Let us recall the definition of N (P,N) introduced at the end of
section 4.3.3 as the minimal number of terms that are necessary to compute E [P (u, . . . ,u)] and
its derivative, where P is a m-multilinear functional, and u is described by N random variables.
Let us consider three different bounded m-multilinear functionals: a generic functional P , a
functional S which is completely symmetric in its arguments, and the von Mises functional G
defined in equation (4.25). We recall that in section 4.3.3 and in section 4.4.1 we found the
following expressions for the number of terms necessary to compute the expectations of such
functionals

N (P,N) = Nm, N (S,N) =
(
N +m− 1

m

)
and N (G,N) =

(
N(N+1)

2 + m
2 − 1

m
2

)
. (4.36)

As represented in fig. 4.10, the number of terms to be computed increases rapidly with the
degree m of the multilinear functional, even if the number of random variables N is limited to
2 or 3. Naturally, the presence of symmetries in the multilinear mapping greatly reduces the
number of terms to be computed, but the problem can still become too complex if the degree
m required is too high.
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(a) Case of N = 2 random variables
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(b) Case of N = 3 random variables

Figure 4.10: Evaluation of the number of terms in the expression of the expectation of three m-
multilinear functionals showing different symmetries among their arguments, when the stochastic
aspect is modeled by two or three random variables.

As remedy to this issue, we suggest to exploit the symmetric nature of the correlation tensor,
and study the application of some techniques of tensor decomposition. One promising solution
consists in the approximation of the discretized correlation tensor as a sum of tensor of rank
1, by using the CP-decomposition. This technique and other kinds of tensor decomposition are
detailed in [155, 154, 75], and have been implemented in Python libraries as TensorLy [158].
However, its interpretation and applicability in the field of shape optimization are still to be
investigated.
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Chapter 5

Shape optimization of the
probability to exceed a threshold

Portions of this chapters have been submitted for publication as a journal paper under the title
Shape optimization under constraints on the probability of a quadratic functional to exceed a
given threshold, written in collaboration with Marc Dambrine, Helmut Harbrecht, and Jérôme
Maynadier.
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Chapter 5. Shape optimization of the probability to exceed a threshold

5.1 Introduction

In this chapter, we are once again interested in the solution of a constrained shape optimization
problem on a set of mechanical structures subject to a random mechanical loading g = g(ω).
Unlike in chapters 3 and 4, we restrict our attention to a constraint functionalQ (g,Ω) depending
quadratically on the uncertain parameter g. Among such functionals we count the mechanical
compliance and the L2-norm of the von Mises stress. The objective is the identification of the
structure Ω with the smallest volume for which the probability of failure P [Q (g,Ω) > τ ] does
not exceed a prescribed threshold.

The problem under consideration is known in the literature as Reliability-Based Topology
optimization [121], and is known to be computationally hard as the probability of failure defines
a quantity of interest which is not smooth with respect to the random parameter ω. Numerous
approaches to reliability-based parametric optimization applied to structure optimization are
cited in the manual [69]. The authors of [34, 180, 147, 152] use a density-based approach to
represent the structure to be optimized, and estimate the probability of failure using a First
and a Second Order Reliability Method [134]. In [151, 179] the authors use a polynomial chaos
technique to estimate the probability of failure and compute its sensitivity with respect to a
set of parameters characterizing the structure. A different technique is proposed in [76, 11],
where Reliability-Based Topology Optimization problems have been tackled by approximating
the non-smooth functional by a smooth one.

In the present setting of a quadratic shape functional, we will show that the region, where
Q (g,Ω) > τ holds, is the exterior of an ellipsoid with respect to the stochastic parameter ω. We
will exploit this fact in order to compute the shape derivative of the problem under consideration
and to derive an efficient, deterministic shape optimization algorithm. Unlike in the approach
proposed in [11], we make no assumptions on the amplitude of the perturbation. Moreover,
in the case of Gaussian perturbations, the computation of the probability of failure and its
sensitivity with respect to the shape are computed by suitable formulas relying on recurrence
relations, without the need of computationally expensive sampling techniques.

The rest of this chapter is structured as follows. In section 5.2, we introduce the model
problem and compute the shape functional and its shape gradient. Section 5.4 is then dedicated
to our showcase, where we suppose that the loading g = g(ω) is a Gaussian random field. We
develop a suitable quadrature formula which can be used to numerically compute the shape
functional and the associated shape gradient. Then, in 5.5 we present the details of the algo-
rithms used for the numerical simulations, and two examples are compiled in 5.6 in order to
demonstrate the feasibility of the present approach. In particular, we compare the method pre-
sented in section 5.4 with the generic expression of the shape derivatives computed in section 5.2
in the case of centered Gaussian distributions, using the quadrature formulas of appendix C.
The coefficients for the evaluation of the probability of failure and their shape derivatives are
computed in python using the algorithms detailed in appendix D.

5.2 The shape optimization problem

5.2.1 Problem statement

Let us consider a family of Lipschitz continuous admissible domains Sadm in Rd (for d = 2 or 3)
sharing the portions ΓN and ΓD, which we suppose to be disjoint. For each Ω ∈ Sadm, we denote
Γ0 = ∂Ω\(ΓN∪ΓD) the optimizable portion of the boundary. We suppose that the structure to be
optimized is made up of a linear elastic material, characterized by the Lamé parameters λ and µ,
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and is clamped on ΓD. Let further (O,A,P) be a probability space, where A ⊂ 2O is a σ-algebra
on O and P is a probability measure. A random mechanical load g ∈ L2

(
O,P; H−1/2 (ΓN)d

)
is

applied on the portion ΓN of the boundary. In particular, we suppose that g can be written in
terms of a deterministic term g0 and a finite number N of random terms in accordance with

g(ω) = g0 + g1X1(ω) + . . .+ gNXN (ω) for almost all ω ∈ O, (5.1)

where X1, . . . , XN ∈ L2 (O,P;R) are independent, real-valued random variables, and the terms
g0, . . . ,gN belong to H−1/2 (ΓN)d. Then, for almost any event ω ∈ O, the displacement uΩ(ω) ∈
H1 (Ω)d is the solution of the linear elasticity system

−div σ (uΩ(ω)) = 0 in Ω,
σ (uΩ(ω))n = 0 on Γ0,

σ (uΩ(ω))n = g(ω) on ΓN,

uΩ(ω) = 0 on ΓD.

(5.2)

In this chapter, we suppose that the functional of interest for the constraint Q (g,Ω) is a
quadratic function of the displacement uΩ, and thus can be written as

Q (g,Ω) = ⟨uΩ, QuΩ⟩H1(Ω),

where Q is a self-adjoint positive definite endomorphism in H1 (Ω)d. We consider the shape
optimization problem∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing Vol (Ω)
under the constraint

P
[
⟨uΩ, QuΩ⟩H1(Ω) > τ

]
≤ p̄,

where the state uΩ(ω)
satisfies the state equation (5.2) for almost all ω ∈ O,

(5.3)

where Sadm is a class of Lipschitz continuous and uniformly bounded domains in Rd. Note that
the safety criterion Q (g,Ω) is supposed to be a quadratic functional of the displacement uΩ. As
we intend to adopt the moving boundary approach introduced in section 1.2, we require that,
for any g ∈ H−1/2 (ΓN)d, the mapping Ω 7→ Q (g,Ω) is differentiable with respect to the shape.

5.2.2 Properties of the safety criterion

We shall highlight the dependency of the constraint P
[
⟨uΩ, QuΩ⟩H1(Ω) > τ

]
from the ran-

dom variables X1, . . . , XN appearing in the definition (5.1) of the mechanical load. For all
i ∈ {1, . . . , N}, we define the displacement uΩ,i ∈ H1 (Ω)d as the solution of the following
deterministic elasticity problem

−div σ (uΩ,i) = 0 in Ω,
σ (uΩ,i)n = 0 on Γ0,

σ (uΩ,i)n = gi on ΓN,

uΩ,i = 0 on ΓD,

(5.4)
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where σ (u) = C∇u identifies the Cauchy stress tensor for the displacement u ∈ H1
ΓD

(Ω).
Thanks to the linearity of the state equation (5.2), the displacement uΩ ∈ L2 (O,P; H1 (Ω)

)
can

be written as a sum of N terms, depending from the same random variables as in (5.1)

uΩ(ω) = uΩ,0 + uΩ,1X1(ω) + . . .+ uΩ,NXN (ω) for almost all ω ∈ O. (5.5)

The safety functional is quadratic with respect to the displacement, and we can express it as
a quadratic function ΨΩ : RN → R of the random vector X = (X1, . . . , XN ) ∈ L2

(
O,P;RN

)
as

Q (g(ω),Ω) = ΨΩ (X(ω)) = X(ω)TMΩ X(ω) + 2bΩ
TX(ω) + cΩ, (5.6)

for almost all ω ∈ O. The symmetric matrix MΩ ∈ RN×N , the vector bΩ ∈ RN , and the scalar
cΩ are functions of the displacements uΩ,1, . . . ,uΩ,N , and are defined as

• [MΩ]i,j = ⟨uΩ,i, QuΩ,j⟩H1(Ω) for all i, j ∈ {1, . . . , N};

• [bΩ]k = ⟨uΩ,0, QuΩ,k⟩H1(Ω) for all k ∈ {1, . . . , N};

• cΩ = ⟨uΩ,0, QuΩ,0⟩H1(Ω).

Since Q is a self-adjoint positive definite operator, the matrix MΩ is symmetric, having N
eigenvalues λΩ,1, . . . , λΩ,N that are real and strictly positive. We denote DΩ = diag {λ1, . . . , λN}
the matrix of eigenvalues, and UΩ ∈ RN×N the orthogonal matrix of eigenvectors such that
MΩ = UΩDΩUΩ

T.
Let us consider the (deterministic) subset of RN EΨΩ,τ containing all the realizations of the

random vector X for which the constraint is satisfied:

EΨΩ,τ =
{

x ∈ RN : ΨΩ (x) ≤ τ
}
. (5.7)

We denote τ̃Ω the following quantity:

τ̃Ω = τ −
(
cΩ − bΩ

TMΩ
−1bΩ

)
. (5.8)

Given the properties of the quadratic function ΨΩ and assuming that τ̃Ω > 0, we recognize that
EΨΩ,τ is an ellipsoid in RN , centered in −MΩ

−1bΩ, and whose semi-axes are oriented as the
eigenvectors of MΩ and have length rΩ,τ

1 , . . . , rΩ,τ
N :

rΩ,τ
i =

√
τ̃Ω/λΩ,i for all i ∈ {1, . . . , N}. (5.9)

However, if τ̃Ω < 0, we have that EΨΩ,τ = ∅, and the constraint cannot be satisfied for any p̄ < 1.
For the sake of clarity, we introduce the shape functional Φ : Sadm → R defined as the

probability of the constraint to be satisfied:

Φ (Ω) = P [Q (g,Ω) ≤ τ ] = 1− P [Q (g,Ω) > τ ].

The inequality constraint in problem (5.3) can be written alternatively as Φ (Ω) ≥ 1− p̄. Espe-
cially, Φ (Ω) can be expressed by means of the probability for the random vector X to belong to
the ellipsoid EΨΩ,τ

Φ (Ω) = P [ΨΩ (X) ≤ τ ] = P [X ∈ EΨΩ,τ ].
Therefore, Φ (Ω) can be interpreted as the volume of the ellipsoid EΨΩ,τ with respect to the
probability measure PX induced by the random variable X:

Φ (Ω) = P [X ∈ EΨΩ,τ ] = PX (EΨΩ,τ ) =
∫

EΨΩ,τ

1 dPX(x). (5.10)
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5.3 Sensitivity of the exceeding probability

5.3.1 General formula

In order to solve problem (5.3) using a gradient-based optimization algorithm, we have to com-
pute an expression for Φ (Ω) and for its shape derivative DΦ (Ω). To this end, let us suppose
that the random vector X admits a probability density function f : RN → R+, such that
f ∈W1,1

(
RN

)
. Then, in view of (5.10), the quantity Φ (Ω) can be written as:

Φ (Ω) =
∫

EΨΩ,τ

f(x) dx (5.11)

Moreover, we suppose that all entries of MΩ and bΩ, as well as cΩ are differentiable with respect
to the shape, and we denote their shape derivatives evaluated in θ ∈ W1,∞ (Ω)d by DMΩ(θ),
DbΩ(θ), and DcΩ(θ), respectively.

We recognize in (5.11) the expression of the integral of a constant function over a variable
domain EΨΩ,τ . Let ξ ∈W1,∞

(
RN ;RN

)
be a Lipschitz continuous deformation field in RN . Then,

we can compute the derivative of the mapping ξ 7→ P [X ∈ (I + ξ)EΨΩ,τ ] thanks to the usual
shape differentiation techniques (see [138, Eq. (5.24)]). Moreover, since EΨΩ,τ is an ellipsoid and
supposing that ξ is also C1, we can apply Hadamard’s regularity theorem (see [138, Proposition
5.9.1]) and write

d
dξ̃

P
[
X ∈ (I + ξ̃)EΨΩ,τ

]∣∣∣∣
ξ̃=0

(ξ) =
∫

EΨΩ,τ

divξ(x) f(x) dx =
∫

∂EΨΩ,τ

f(s)
(
ξ(s) · n(s)

)
ds. (5.12)

Here, for all s ∈ ∂EΨΩ,τ , n(s) ∈ RN is the unitary vector orthogonal to ∂EΨΩ,τ in s.

Lemma 5.1. Let us consider an admissible domain Ω ∈ Sadm and a regular enough displacement
field θ ∈ C1 ∩W1,∞ (Ω)d. We denote ΞΩ,θ ∈ RN×N and rΩ,θ ∈ RN the matrix and the vector
respectively defined as

ΞΩ,θ = Dτ̃Ω(θ)
2τ̃Ω

I− 1
2MΩ

−1 DMΩ(θ); (5.13)

rΩ,θ = −MΩ
−1DbΩ(θ) +

(Dτ̃Ω(θ)
2τ̃Ω

I + 1
2MΩ

−1 DMΩ(θ)
)

MΩ
−1bΩ, (5.14)

where Dτ̃Ω(θ) has the expression

Dτ̃Ω(θ) = −DcΩ(θ)−MΩ
−1DMΩ(θ)MΩ

−1bΩ + MΩ
−1DbΩ(θ). (5.15)

Then, ξθ : x 7→ ΞΩ,θ x + rΩ,θ is a C1 Lipschitz continuous displacement field on RN such that
the shape derivative of Φ (·) in Ω can be written in its volumic and surface forms as

DΦ (Ω)(θ) =
∫

EΨΩ,τ

div
(
f(x)ξθ(x)

)
dx =

∫
∂EΨΩ,τ

f(s)
(
ξθ(s) · n(s)

)
ds. (5.16)

Proof. Let δ > 0 be such that, for any t ∈ [0, δ], τ̃(I+tθ)Ω > 0. We consider the following
dynamical system:{

ẋ(t; x̄) = Ξ(I+tθ)Ω,θx(t; x̄) + r(I+tθ)Ω,θ for t ∈ [0, δ], x̄ ∈ RN ,

x(0; x̄) = x̄ for x̄ ∈ RN .
(5.17)
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We set
y(t, θ, x̄) := x(t; x̄) + M(I+tθ)Ω

−1b(I+tθ)Ω

and remark that the quantity defined as

F(I+tθ)Ω
(
y(t, θ, x̄)

)
=

y(t, θ, x̄)TM(I+tθ)Ωy(t, θ, x̄)
τ̃(I+tθ)Ω

is constant along the trajectories. Indeed, by expressions (5.13), (5.14), and (5.17), it holds

d
dtF(I+tθ)Ω

(
y(t, θ, x̄)

)
= τ̃−2

(I+tθ)Ω

[
−Dτ̃(I+tθ)Ω(θ) y(t, θ, x̄)TM(I+tθ)Ωy(t, θ, x̄)

+ τ̃(I+tθ)Ω

(
y(t, θ, x̄)T d

dtM(I+tθ)Ωy(t, θ, x̄) + 2y(t, θ, x̄)T

×
(

M(I+tθ)Ωẋ(t; x̄)− d
dtM(I+tθ)ΩM(I+tθ)Ω

−1b(I+tθ)Ω + d
dtb(I+tθ)Ω

))]
= 0.

Moreover, for any t ∈ [1, δ], the inequality F(I+tθ)Ω(x) ≤ 1 defines the same ellipsoid EΨ(I+tθ)Ω,τ

as the inequality Ψ(I+tθ)Ω(x) ≤ τ . Therefore, the deformation x 7→ (I + Ft) x gives the identity
EΨ(I+tθ)Ω,τ = (I + Ft) EΨΩ,τ , where Ft : RN → RN is defined as Ft x =

∫ t
0 ẋ(s; x)ds for t ∈ [0, δ].

We recall that, for any differentiable shape functional F and Lipschitz continuous domain
D ∈ RN , we have

d
dtF

((
I + ξ(t)

)
D
)∣∣∣∣

t=0
= d

dDF (D)
(
ξ′(0)

)
, (5.18)

provided that ξ : [0, δ] → W1,∞
(
RN ;RN

)
is a differentiable mapping that vanishes in t = 0.

Therefore, since d
dtFt

∣∣
t=0 = ẋ(0,x) = ΞΩ,θx + rΩ,θ = ξθ(x), we conclude that

DΦ (Ω)(θ) = d
dtΦ ((I + tθ)Ω)

∣∣∣∣
t=0

= d
dt

∫
EM(I+tθ)Ω,τ

f(x) dx
∣∣∣∣
t=0

= d
dt

∫
(I+Ft)EΨΩ,τ

f(x) dx
∣∣∣∣
t=0

=
∫

EΨΩ,τ

div
(
f(x) ξθ(x)

)
dx

=
∫

∂EΨΩ,τ

f(s)
(
n(s) · ξθ(s)

)
ds.

A first remark on the result of lemma 5.1 is that, since ξθ(x) is a linear function of θ, the
expression we found is a Fréchet derivative of the functional Φ (·). A second observation concerns
the expression of the derivative as a surface integral on a variable ellipsoid. For numerical reasons,
it might be more interesting to reformulate the integral as one on a fixed domain. Thus, we can
use the volumic expression of the shape derivative to write (5.16) as an integral on the unitary
N -sphere, as is done in the following proposition.

Proposition 5.2. Under the hypotheses of lemma 5.1, the shape derivative of the functional
Φ (·) in Ω can be written as an integral on the unit N -sphere SN−1 in accordance with

DΦ (Ω)(θ) =

√
τ̃N

Ω
det MΩ

∫
SN−1

f
(√

τ̃ΩMΩ
−1/2s−MΩ

−1bΩ
)

×
((

ΞΩ,θMΩ
−1/2s + 1√

τ̃Ω

(
rΩ,θ −ΞΩ,θMΩ

−1bΩ
))
·
(
MΩ

1/2s
))

ds.
(5.19)
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Proof. In order to prove (5.19), we consider the expression of the shape derivative given by
lemma 5.1 and apply the change of variables such that y = 1√

τ̃Ω
MΩ

1/2
(
x + MΩ

−1bΩ
)
, mapping

EΨΩ,τ to the unit ball BN . We recall that, for any function f : RN → RN that is C1 (A) in a
given open subset A of RN , the expression of the divergence with respect to the variable y can
be written as

div f(x) = 1√
τ̃Ω

divy
(
MΩ

1/2 f
(√

τ̃ΩMΩ
−1/2y−MΩ

−1bΩ
))
.

By considering the expression of the displacement field ξθ : RN → RN as ξθ(x) = ΞΩ,θ x + rΩ,θ,
where ΞΩ,θ and rΩ,θ are defined in equation (5.13) and equation (5.14), we get

DΦ (Ω)(θ) =
∫

EΨΩ,τ

div
(
f(x) ξθ(x)

)
dx

=
∫

EΨΩ,τ

div(f(x) (ΞΩ,θ x + rΩ,θ)) dx

=

√
τ̃N

Ω
det MΩ

∫
BN

divy

((
f
(√

τ̃ΩMΩ
−1/2y−MΩ

−1bΩ
)

×MΩ
1/2
(

ΞΩ,θMΩ
−1/2y + 1√

τ̃Ω

(
rΩ,θ −ΞΩ,θMΩ

−1bΩ
))))

dy.

(5.20)

Observing that the normal vector on the unit sphere SN−1 in any point s coincides with the
vector s itself, the expression (5.20) can be written as an integral on the sphere ∂BN according
to (5.19).

It is possible to demonstrate proposition 5.2 without the use of lemma 5.1 and relying only
on change of variables, integration by parts, and Jacobi’s formula for the derivative of the
determinant of an invertible matrix [174]. The alternative proof is reported in appendix B.

The expression of the derivative of Φ (·) as found in proposition 5.2 is valid only if the
random vector X admits a C1 density function f(·) in an open neighborhood of the ellipsoid
EΨΩ,τ . However, if the sensitivity of Φ (·) is computed as part of a shape optimization procedure,
such assumption should be verified for all shapes obtained during the execution of the algorithm.
Therefore, it is crucial that the density f(·) is C1 in an open subset of RN containing all the
ellipsoids corresponding to Ω0, . . . ,Ωnmax . Such condition might be unrealistic if the density f
is not C1 on the entire space RN which happens if it is compactly supported like the uniform
distribution. This issue is investigated more thoroughly in section 5.3.2 for the particular case
of the uniform probability distribution.

The expression (5.19) can be reformulated in order to highlight the terms depending on the
argument of the shape derivative θ. We denote {e1, . . . , eN} the canonical basis of RN , and we
consider a basis

{
Bi,j

}∞
0≤i≤j≤N for the space of N ×N symmetric matrices such that

[
Bi,j

]
k,ℓ

=


βi,j , if k = i, ℓ = j,

βi,j , if k = j, ℓ = i,

0, otherwise,
βi,j =

{
1, if i = j,

1/
√

2, if i ̸= j.
(5.21)
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Thus, the shape derivative of Φ (·) in Ω becomes

DΦ (Ω)(θ) =
∑

1≤i≤j≤N

((
MΩ

1/2ΞΩ,θMΩ
−1/2

)
: Bi,j

×
∫
SN−1

√
τ̃N

Ω
det MΩ

f
(√

τ̃ΩMΩ
−1/2s−MΩ

−1bΩ
)
sisj ds

)

+
N∑

k=1

(rΩ,θ −ΞΩ,θMΩ
−1bΩ

)
· ek

∫
SN−1

√
τ̃N−1

Ω
det MΩ

f
(√

τ̃ΩMΩ
−1/2s−MΩ

−1bΩ
)
sk ds

 .
(5.22)

For problems where g0 = 0, equation equation (5.22) simplifies to

DΦ (Ω)(θ) =− 1
2

∑
1≤i≤j≤N

((
MΩ

−1/2DMΩ(θ)MΩ
−1/2

)
: Bi,j

×
∫
SN−1

√
τ̃N

Ω
det MΩ

f
(√

τ̃ΩMΩ
−1/2s

)
sisj ds

) (5.23)

The expression (5.22) of the shape derivative of Φ (Ω) requires the computation of all the
entries of ΞΩ,θ and rΩ,θ (which are functions of DMΩ(θ), DbΩ(θ), and DcΩ(θ)), as well as
N(N + 3)/2 integrals on SN−1. The evaluation of said integrals can be done by applying
suitable quadrature formulas on SN−1, which of course might be quite expensive if the number
N of random variables is large.

5.3.2 Remarks about the uniform distribution

Let us consider the random variables X1, . . . , XN to be independent and uniformly distributed
in the interval [−1

2 ,
1
2 ]. For the sake of simplicity we suppose also that g0 = 0. If we denote

TN = [−1
2 ,

1
2 ]× . . .× [−1

2 ,
1
2 ], the vector X follows the uniform distribution X ∼ U(TN ). In such

case, for a given admissible domain Ω ∈ Sadm, the probability of the quantity Q (uΩ,g(·),Ω) to
be below the threshold τ has a simple expression:

Φ (Ω) = P [Q (uΩ,g,Ω) ≤ τ ] = Vol (EMΩ,τ ∩ TN )
Vol (TN ) . (5.24)

Equation (5.24) has an explicit expression if the ellipsoid EMΩ,τ is included into the box TN .
Indeed, the volume of an N -dimensional ellipsoid E with semiaxes a1, . . . , aN is:

Vol (E) = πN/2

Γ
(

N
2 + 1

) N∏
i=1

ai. (5.25)

Given the expression (5.9) for the length of the semiaxes of EMΩ,τ , in the cases where EMΩ,τ ⊂
TN , the quantity Φ (Ω) can be expressed as:

Φ (Ω) = Vol (EMΩ,τ ∩ TN )
Vol (TN ) = Vol (EMΩ,τ )

Vol (TN ) = πN/2 τN/2

Γ
(

N
2 + 1

) (det MΩ)−1/2 . (5.26)
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We suppose that all the components of the N ×N matrix MΩ are differentiable with respect
to the domain Ω, and we denote DMΩ(θ) the N ×N matrix such that:

[DMΩ(θ)]ij = D⟨uΩi, QuΩj⟩H1(Ω)(θ) for all i, j ∈ {1, . . . , N}.

By applying the expression (5.22), the shape derivative DΦ (Ω)(θ) can be written as:

DΦ (Ω)(θ) =− 1
2

 πN/2 τN/2

Γ
(

N
2 + 1

)
 (det MΩ)−1/2 tr

(
MΩ

−1 DMΩ(θ)
)

=− 1
2Φ (Ω) tr

(
MΩ

−1 DMΩ(θ)
)
.

(5.27)

Unfortunately, the relatively simple expression (5.27) applies only when the hypothesis
EMΩ,τ ⊂ TN is verified. Let B̂N be the N -dimensional ball of radius 0.5 centered in 0, and
νN the ratio between the volumes of the ball B̂N and the box TN :

νN =
Vol

(
B̂N

)
Vol (TN ) = πN/2

Γ
(

N
2 + 1

) (1
2

)N

.

Since B̂N is the biggest ellipsoid included in TN , a necessary, but not sufficient, condition for
the hypothesis EMΩ,τ ⊂ TN is that

Φ (Ω) = Vol (EMΩ,τ ∩ TN )
Vol (TN ) = Vol (EMΩ,τ )

Vol (TN ) ≤
Vol

(
B̂N

)
Vol (TN ) = νN .

Therefore, in order to be able to use the expression (5.27), the threshold p̄ introduced in prob-
lem (5.3) must satisfy the following inequality:

p̄ ≥ P [Q (uΩ,g(·),Ω) > τ ] = 1− Φ (Ω) ≥ 1− νN . (5.28)

The solution of problem (5.3) is significant when the threshold p̄ is sufficiently small (around
10−1, or 10−2, or less). Unfortunately, such problems are not compatible with the inequality
(5.28), especially when the number N of random components is bigger than 4, as shown in
table 5.1.

N Vol
(
B̂N

)
= Vol

(
B̂N

)
Vol(TN ) = νN 1− νN

2 3.1416× (0.5)2 = 0.7853 0.2146
3 4.1888× (0.5)3 = 0.5236 0.4764
4 4.9348× (0.5)4 = 0.3084 0.6916
5 5.2638× (0.5)5 = 0.1645 0.8355
6 5.1677× (0.5)6 = 0.0807 0.9193
8 4.0587× (0.5)8 = 0.0159 0.9841

10 2.5502× (0.5)10 = 0.0025 0.9975

Table 5.1: Ratio of the volume of the unit sphere B̂N and the volume of the box TN , and
maximum value of p̄ for equation (5.26) and equation (5.27) to be valid, as function of the
number N of random variables.

147



Chapter 5. Shape optimization of the probability to exceed a threshold

5.3.3 Shape derivative for centered Gaussian perturbations

In this section we aim to apply the formula proposed in (5.22) to the case of centered Gaussian
mechanical loads. In particular, in order to avoid the numerical computation of the integrals
on the N -ball and N -sphere that are necessary to compute Φ (Ω) and its shape derivative, we
apply the quadrature formulas presented in appendix C.

Let X ∼ N (0, I) be a standard Gaussian multivariate random variable with N components,
and g ∈ L2

(
O,P; H−1/2 (ΓN)d

)
be a centered random load such that, for almost any event

ω ∈ O,
g(ω) = g1X1(ω) + . . .+ gNXN (ω). (5.29)

The random variable X has the following probability density function

fX(x) = 1
(2π)N/2 e

− 1
2 xTx. (5.30)

By equation (5.11) and by the change of variable x = 1√
τ
MΩ

1/2y, we express the functional
Φ (Ω) = P [X ∈ EΨΩ,τ ] as

Φ (Ω) =
∫

EΨΩ,τ

fX(x) dx = τN/2

(2π)N/2√det MΩ

∫
BN

exp
(
−τ2yMΩ

−1y
)

dx. (5.31)

The expression (5.31) can be formulated using the results of appendix C.

Proposition 5.3. Under the hypotheses of section 5.3.3, the quantity Φ (Ω) can be computed as

Φ (Ω) = (λN )N/2

2 (π)N/2√det MΩ

∞∑
k=0

1
k!γ

(
N

2 + k,
τ

2λN

)
Bk, (5.32)

where λN is the smallest eigenvalue of MΩ, γ(·, ·) denotes the lower incomplete gamma function,
and the terms {Bk}∞k=0 are found by the following recursive relation


Bk =

∑N
j=2

(
1− λj

λ1

)
Aj

k,

A1
k = 2πN/2

N(N+2k) Γ( N
2 ) ,

Ai
k = 2πN/2

N(N+2k) Γ( N
2 ) + 2k

N+2k

(
1− λN

λi

)
Ai

k−1 for 2 ≤ i ≤ N.
(5.33)

The recursive relation (5.33) is initialized by:
B0 = |SN−1| = 2πN/2

Γ( N
2 ) ,

Ai
0 = |SN−1|

N = 2πN/2

N Γ( N
2 ) for 1 ≤ i ≤ N.

(5.34)

Proof. We consider the expression (5.31) for Φ (Ω), and we focus on the integral term. Thanks
to the spherical symmetry of BN , we can diagonalize MΩ and replace the integral with∫

BN

exp
(
−τ2yMΩ

−1y
)

dx =
∫
BN

exp
(
−yTD̃Ωy

)
dx, (5.35)
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where D̃Ω = diag
{

τ
2λN

, . . . , τ
2λN

}
, and λ1, . . . , λN are the eigenvalues of MΩ in decreasing order.

The thesis follows from the expansion of the integral (5.35) into a series using proposition C.21,
where the terms

{
Ai

k

}∞
k=0 and {Bk}∞k=0 denote, for all i ∈ {1, . . . , N} and k ≥ 0,

Ai
k =

∫
SN−1

(
sT(I− D̃Ω)s

)k
s2

i ds and Bk =
∫
SN−1

(
sT(I− D̃Ω)s

)k
ds.

(5.36)

A similar expression can be obtained for the shape derivative, as shown by the following
result.

Proposition 5.4. Let Ω ∈ Sadm be a Lipschitz continuous domain in Rd. For all i ∈ {1, . . . , N}
we define the load g̃i ∈ H−1/2 (ΓN)d as

g̃i = g1vi,Ω
1 + . . .+ gN vi,Ω

N ,

where vi,Ω is the eigenvector of MΩ corresponding to the eigenvalue λi, and vi,Ω
j its j-th com-

ponent. Moreover, we denote ũΩ,i the displacement obtained by solving the state equation (5.2)
for the load g̃i. Under the same hypotheses and notations of proposition 5.3, the shape derivative
of Φ (·) evaluated in Ω ∈ Sadm can be expressed as

DΦ (Ω)(θ) = −
(

τ
2π

)N/2

2
√

det MΩ

N∑
i=1

e− τ
2λN

λi
D⟨ũΩ,i, Q ũΩ,i⟩H1(Ω)(θ)

∞∑
k=0

Ai
k

k!

(
τ

2λN

)k
 . (5.37)

Proof. We start by considering the expression (5.19) for the case where X is a centered Gaussian
random vector.

DΦ (Ω)(θ) = −
(

τ
2π

)N/2

2
√

det MΩ

∫
SN−1

e− τ
2 sTMΩs

(
DΦ (Ω)(θ)MΩ

−1/2s
)
·
(
MΩ

−1/2s
)

ds.

We diagonalize the matrix MΩ as MΩ = UΩDΩUΩ
T and apply the change of variables s 7→ s̃ =

UΩ
Ts. Since UΩ is an orthogonal matrix, the domain of integration after the change of variable

stays the same. As in proposition 5.3, we denote D̃Ω = τ
2 DΩ = diag

{
τ

2λN
, . . . , τ

2λN

}

DΦ (Ω)(θ) = −
(

τ
2π

)N/2

2
√

det MΩ

∫
SN−1

e− τ
2 sTUΩDΩUΩ

Ts

×
(
DMΩ(θ)UΩDΩ

−1/2UΩ
Ts
)
·
(
UΩDΩ

−1/2UΩ
Ts
)

ds

= −
(

τ
2π

)N/2

2
√

det MΩ

∫
SN−1

e−s̃TD̃Ωs̃
((

UΩ
TDMΩ(θ)UΩ

)
DΩ

−1/2s̃
)
·
(
DΩ

−1/2s̃
)

ds̃.

(5.38)

We decompose the symmetric matrix
(
UΩ

TDMΩ(θ)UΩ
)

on the basis of symmetric matrices{
Bi,j

}∞
1≤i≤j≤N introduced in (5.21)

UΩ
TDMΩ(θ)UΩ =

∑
1≤i≤j≤N

((
UΩ

TDMΩ(θ)UΩ
)

: Bi,j
)

Bi,j .
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Therefore, equation (5.38) becomes

DΦ (Ω)(θ) = −
(

τ
2π

)N/2

2
√

det MΩ

∑
1≤i≤j≤N

((
UΩ

TDMΩ(θ)UΩ
)

: Bi,j
) ∫

SN−1

e−s̃TD̃Ωs̃s̃i s̃j√
λiλj

ds̃. (5.39)

In order to conclude the proof we remark three properties of the different terms in (5.39).
First, we consider the quadratic nature of the mapping uΩ 7→ ⟨uΩ, QuΩ⟩H1(Ω), the linearity of
g 7→ uΩ, and the definition of the matrix MΩ. For any b, c ∈ RN we denote g̃b, g̃b ∈ H−1/2 (ΓN)d

the loads

g̃b = g1b1 + . . .+ gNbN , and g̃c = g1c1 + . . .+ gNcN ,

and ũΩb, ũΩc ∈ H1 (Ω)d the displacements obtained by solving the state equation (5.2) for g̃b

and g̃c respectively. Then

bTDMΩ(θ)c = D
〈
ũΩb, Q ũΩc

〉
H1(Ω)

(θ).

Therefore [
UΩ

TDMΩ(θ)UΩ
]

ij
= D⟨ũΩ,i, Q ũΩ,j⟩H1(Ω)(θ).

A second results concerns the terms inside the integral in equation (5.39). Indeed, thanks to
lemma C.18 all terms where i ̸= j are equal to zero, and only the N terms of the sum for which
i = j remain

DΦ (Ω)(θ) = −
(

τ
2π

)N/2

2
√

det MΩ

N∑
i=1

D⟨ũΩ,i, Q ũΩ,i⟩H1(Ω)(θ)
∫
SN−1

e−s̃TD̃Ωs̃ s̃
2
i

λi
ds̃. (5.40)

Finally, proposition C.17 allows to express the integrals in (5.40) in the form of an infinite series
as ∫

SN−1
e−s̃TD̃Ωs̃ s̃

2
i

λi
ds̃ =

∞∑
k=0

Ai
k, (5.41)

for any i ∈ {1, . . . , N}. The terms
{
Ai

k

}∞
k=0 are introduced in (5.36) and follow the recursive

relation (5.33) - (5.34). In conclusion, we obtain that the shape derivative of Φ (Ω) evaluated
θ ∈W1,∞ (Ω)d can be expressed as

DΦ (Ω)(θ) = −
(

τ
2π

)N/2

2
√

det MΩ

N∑
i=1

e− τ
2λN

λi
D⟨ũΩ,i, Q ũΩ,i⟩H1(Ω)(θ)

∞∑
k=0

Ai
k

k!

(
τ

2λN

)k
 .

5.4 The generalized noncentral chi-squared distribution

5.4.1 Series expansion of the cumulative distribution function

Let X ∼ N (µ,Σ) be a Gaussian random vector with N components, mean µ and covariance
matrix Σ, and let D = diag {λ1, . . . , λN} be a positive definite diagonal matrix. Let T be the
random variable defined as follows:

T = XT D X = λ1X
2
1 + . . .+ λNX

2
N . (5.42)
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5.4. The generalized noncentral chi-squared distribution

Without loss of generality, we suppose that the covariance matrix of the Gaussian random
vector X is the identity matrix: X ∼ N (µ, I). In such case, each random variable X2

i follows
a noncentral chi-squared distribution with one degree of freedom and non-centrality parameter
µ2

i . The random variable T is said to follow a generalized non-central chi-squared distribution

T ∼ χ̃2 (1; µ⊙ µ; λ), (5.43)

where 1 = [1, . . . , 1] is the vector of the degrees of freedom, µ⊙µ = [µ2
1, . . . , µ

2
N ] is the vector of

noncentrality parameters (the symbol "⊙" represent the elementwise product), and λ = diag {D}
is the vector of the weights of the random variables X1, . . . , XN .

The characterization of the cumulative distribution function FT of the random variable T has
been studied analytically in [208, 214]. The results of these articles have led to the development
of several algorithms for the numerical computation of the quantiles of T . Sequential methods
that provide an estimate for the truncation error include the algorithms developed by Imhof
[142], Davies [95, 96], and Farebrother [111], who refined the result obtained by Sheil and
O’Muircheartaigh in [231]. If the number N of random variables is large, faster but less accurate
approximations should be considered. Among such techniques we mention Kuonen’s method
[159], which is based on a saddlepoint approximation of the distribution of T , the approach
based on the leading eigenvalues developed by Lumley et al. in [171], and the several approaches
based on the computation of the stochastic moments of the random variable T like the methods
deveolped by Liu–Tang–Zhang [166], Satterthwaite–Welch [219], Hall-Buckley–Eagleson [132,
55], and Lindsay–Pilla–Basak [164]. Further information on the comparison between the different
methods can be found in [105, 52, 66].

In this section, we present the results of Ruben [214], where, for any threshold τ > 0,
the quantity FT (τ) is expressed in terms of a series of cumulative distribution functions of
centered chi-squared random variables [214, Theorem 1]. The coefficients of the decomposition
are defined by a recurrence relation. Moreover, an upper bound on the truncation error of the
series is provided.

Theorem 5.5 (Decomposition of FT (τ) by chi-squared random variables). Let T be a real-
valued random variable defined as in (5.42). Then, for any choice of β > 0, the quantity
FT (τ) = P [T ≤ τ ] can be expressed as

FT (τ) =
∞∑

k=0
γkFχ2(2k+N)

(
τ

β

)
. (5.44)

The weights {γk}∞k=0 are computed by using the recurrence relation

γ0 = e− 1
2 ∥µ∥2

βN/2 det (D)−1/2 and γk = 1
2k

k−1∑
ℓ=0

gk−ℓγℓ for k ≥ 1, (5.45)

where the coefficients {gk}∞k=1 are defined in accordance with

gk =
N∑

i=1

(
1− β

λi

)k−1 (
1 + (kµ2

i − 1) β
λi

)
. (5.46)

In particular, if 0 < β < mini∈{1,...,N} {λ1, . . . , λN}, the series (5.44) is a mixture representation,
meaning that all coefficients γk are non-negative and

∑∞
k=0 γk = 1.
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Chapter 5. Shape optimization of the probability to exceed a threshold

This result is stated and proven in [214, Theorem 1], while the condition of the mixture
representation is stated in [214, Section 5]. Note that [214] provides also an explicit expression
for the coefficients {γk}∞k=0 which can be used to prove the uniform convergence of the series
(5.44) for any choice of β > 0 and for any finite value of the threshold 0 ≤ τ < ∞. Especially,
analogous results apply also to the probability density function of T .

Corollary 5.6. If 0 < β < mini∈{1,...,N} {λ1, . . . , λN}, for any τ > 0, the following expression
for the probability density function of T holds:

fT (τ) =
∞∑

k=0
γkfχ2(2k+N)

(
τ

β

)
.

If the mixture representation holds (that is if 0 < β < min {λ1, . . . , λN}), it is possible to
establish the following upper bound on the truncation error of the series (5.44).

Proposition 5.7. If 0 < β < min {λ1, . . . , λN} and the hypotheses of theorem 5.5 hold, then∣∣∣∣∣FT (τ)−
n∑

k=0
γkFχ2(2k+N)

(
τ

β

)∣∣∣∣∣ ≤
(

1−
n∑

k=0
γk

)
Fχ2(2n+2+N)

(
τ

β

)
(5.47)

for all 0 < τ <∞ and any positive integer n.

Proof. One readily verifies that Fχ2(m) (τ) < Fχ2(n) (τ) for any pair of integers m > n and any
τ > 0 fixed. Therefore, the sequence

{
Fχ2(2k+N+2)

(
τ
β

)}∞

k=0
is decreasing whenever τ /β is fixed.

Thus, we conclude∣∣∣∣∣FT (τ)−
n∑

k=0
γkFχ2(2k+N)

(
τ

β

)∣∣∣∣∣ =

∣∣∣∣∣∣
∞∑

k=n+1
γkFχ2(2k+N)

(
τ

β

)∣∣∣∣∣∣
≤ Fχ2(2n+N+2)

(
τ

β

) ∞∑
k=n+1

γk =
(

1−
n∑

k=0
γk

)
Fχ2(2n+2+N)

(
τ

β

)
.

5.4.2 Differentiating the probability to exceed a threshold

Let τ be a positive constant, and let us consider the following mappings:

• M : [0, δ]→ RN×N associating to any t ∈ [0, δ] a positive definite symmetric matrix;

• b : [0, δ]→ RN ;

• c : [0, δ]→ R.

We assume that these three functions are all C1, and we denote by Ψt the quadratic form defined
on RN given by

Ψt : x 7→ xTM(t)x + 2Tb(t)x + c(t). (5.48)

We suppose that Ψt(x) > 0 and that τ > c(t)−bT(t)M−1(t)b(t) = Ψt
(
−M−1(t)b(t)

)
holds for

all t ∈ [0, δ] and x ∈ RN .
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5.4. The generalized noncentral chi-squared distribution

Let X ∼ N (h, I) be a Gaussian random vector, where h ∈ RN is constant and I is the
N ×N identity matrix. We are interested in differentiating the cumulative distribution function
of the random variable Ψt(X) with respect to the parameter t. In order to do so, we prove the
following lemma about the derivative of the cumulative distribution of a generalized χ̃2 random
variable.

Lemma 5.8. Let us consider two C1 vector-valued functions µ,λ : [0, δ] → RN such that, for
all t ∈ [0, δ], all components of λ(t) are strictly larger than a positive constant β independent
from t. For all t ∈ [0, δ], let T (t) be a random variable with the following generalized chi-squared
distribution:

T (t) ∼ χ̃2 (1; µ(t)⊙ µ(t); λ(t)), (5.49)
Due to theorem 5.5, its cumulative distribution function evaluated in τ can be expressed as

FT (t) (τ) =
∞∑

k=0
γk(t)Fχ2(2k+N)

(
τ

β

)
. (5.50)

Then, the coefficients γk(t) of the respective cumulative distribution function (5.44)evaluated in
τ are differentiable with respect to t for all t ∈ [0, δ] and all k ∈ N, and their derivative is

γ′
k(t) = λ′(t) · pk + µ′(t) · qk.

Herein, the terms pk = [pk
1, . . . , p

k
N ]T and qk = [qk

1 , . . . , q
k
N ]T, and Dj are defined as follows for

any j ∈ {1, . . . , N} and k ≥ 0:

• p0
j = − γ0

2λj
and pk

j = 1
2k

∑k−1
ℓ=0

(
νk−ℓ

j γℓ + pℓ
jgk−ℓ

)
for k ≥ 1;

• q0
j = 0 and qk

j = 1
2k

∑k−1
ℓ=0

(
κk−ℓ

j γℓ + qℓ
jgk−ℓ

)
for k ≥ 1;

• ν1
j = β

λ2
j

(
1− µ2

j

)
and νk

j = β
λ2

j

(
1− β

λj

)k−2[(k− 1)
(
1 + β

λj
(kµ2

j − 1)
)

+
(
1− β

λj

)
(1− kµ2

j )
]

for
k ≥ 1;

• κk
j = 2kµj

β
λj

(
1− β

λj

)k−1 for k ≥ 1.

Proof. According to theorem 5.5, the coefficients γk are defined as in (5.45), where the coefficients
gk are given by:

gk =
N∑

j=1

(
1− β

λj

)k−1(
1 + (kµj(t)2 − 1) β

λj(t)

)
. (5.51)

Differentiating equation (5.51), we obtain

g′
1(t) =

N∑
j=1

(
2hiβ

λj
µ′

j(t)− (h2
j − 1) β

λ2
j

λ′
j(t)

)
=

N∑
j=1

(
κ1

jµ
′
j(t) + ν1

j λ
′
j(t)

)
and for k > 1

g′
k(t) =

N∑
j=1

[(
1− β

λj

)k−2(
(k − 1) β

λ2
j

(
1 + (kµ2

j − 1) β
λj

))
λ′

j(t)

+
(

1− β

λj

)(
2kµjβ

λj
µ′

j(t)−
(

(kµ2
j − 1) β

λj(t)2

)
λ′

j(t)
)]

=
N∑

j=1

(
κk

jµ
′
j(t) + νk

j λ
′
j(t)

)
.

The assertion follows by differentiating the definitions of γk, found in (5.45), and using the
expression above for the derivatives of gk.
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Chapter 5. Shape optimization of the probability to exceed a threshold

Proposition 5.9. Let Ψt : RN → R be defined as in (5.48) for t ∈ [0, δ], let X ∼ N (h, I) be a
Gaussian vector, and let τ be a positive constant. We assume that τ > c(t)− bT(t)M−1(t)b(t)
for all t ∈ [0, δ], and that all eigenvalues of M(t) λ1(t), . . . , λN (t) are pairwise distinct and larger
than a strictly positive constant β > 0. We introduce the following notation:

• Y(t) ∈ L2 (O,P)N is the random variable defined as Y(t) = X + M−1(t)b(t), so that its
law is Y(t) ∼ N

(
h + M−1(t)b(t), I

)
;

• for all t ∈ [0, δ], we denote T (t) the random variable T (t) = YT(t)M(t)Y(t);

• τ̃ : [0, δ]→ R mapping t 7→ τ −c(t) + b(t)TM−1(t) + b(t);

• M(t) is diagonalized as M(t) = Q(t)D(t)QT(t), where Q(t) = [v1|, . . . , |vN ] is an orthog-
onal matrix, and D(t) = diag {λ(t)} = diag {λ1(t), . . . , λN (t)};

• µ : [0, δ]→ RN such that µ(t) = QT(t)h + QT(t)M−1(t)b(t).

Then, for any t ∈ [0, δ], Y(t) is a normalized Gaussian random variable centered in µ(t), and
T (t) has the following chi-squared distribution:

T (t) ∼ χ̃2 (1; µ(t)⊙ µ(t); λ). (5.52)

Moreover, for all t ∈ [0, δ], the following identity between the values of the cumulative distribution
functions of Ψt(X) and T (t) holds:

FΨt(X) (τ) = FT (t) (τ̃(t)). (5.53)

Finally, the mapping t 7→ FΨt(X) (τ) is differentiable and its derivative can be written as

d
dtFΨt(X) (τ) =

( ∞∑
k=0

pkFχ2(2k+N)

(
τ̃(t)
β

))
· λ′(t)

+
( ∞∑

k=0
qkFχ2(2k+N)

(
τ̃(t)
β

))
· µ′(t) + 1

β

( ∞∑
k=0

γkfχ2(2k+N)

(
τ̃(t)
β

))
τ̃ ′(t). (5.54)

Here, for all n ∈ N, fχ2(n) is the density of a chi-squared random variable with n degrees of
freedom. The components of pk and qk are the coefficients appearing in the decomposition of
FT (t) (τ̃(t)) expressed as in lemma 5.8, while the derivatives of λ, µ, and τ̃ are:

λ′(t) = diag
{

QT(t)M′(t)Q(t)
}

; (5.55)

µ′
i(t) =

∑
j ̸=i

( 1
λi − λi

(
viTM′(t)vj

) (
vjT (h + M−1(t)b(t)

)))
(5.56)

+ viT (M−1(t)b′(t) + M−1(t)M′(t)M−1(t)b(t)
)

for all i ∈ {1, . . . , N};

τ̃ ′(t) = − d
dtc(t)− bT(t)M−1(t)M′(t)M−1(t)b(t) + 2bT(t)M−1(t)b′(t). (5.57)

Proof. The identity (5.53) follows from

FΨt(X) (τ) = P [Ψt(X) ≤ τ ] = P
[
XTM(t)X + 2b(t)TX + c(t) ≤ τ

]
= P

[(
X + M−1(t)b(t)

)T
M(t)

(
X + M−1(t)b(t)

)
≤ τ −c(t) + b(t)TM−1(t) + b(t)

]
= P [T (t) ≤ τ̃(t)] = FT (t) (τ̃(t)).
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5.4. The generalized noncentral chi-squared distribution

We prove next the differentiability of λ, µ, and τ̃ and equations (5.55), (5.56), and (5.57).
Equation (5.55) is deduced directly from [173, Equation (4)]. Equation (5.56) can be proven
by using [173, Equation (5)] on the derivative of the eigenvector of a symmetric matrix with
distinct eigenvalues

vi′(t) =
(
λiI−M(t)

)+M′(t)vi(t) =
∑
j ̸=i

1
λi − λj

(
vjTM′(t)vi

)
vj ,

where the symbol "+" denotes the Moore-Penrose inverse. Indeed, using the properties of the
Moore-Penrose inverse, we arrive at(

λiI−M
)+ =

(
Q (λiI−D) QT)+ = Q(t) diag

{
Di(t)

}
Q(t)T.

Herein, for all i, j ∈ {1, . . . , N}, Di(t) = [di
1(t), . . . , di

N (t)]T with di
i = 0 and di

j = 1
λi(t)−λj(t) if

i ̸= j. Since µi(t) = viTM−1(t)b(t) for all 1 ≤ i ≤ N , we deduce

µ′
i(t) = vi′(t)TM−1(t)b(t) + vi(t)TM−1(t)M′(t)M−1(t)b(t)M−1(t)b′(t),

which is equivalent to (5.56). Next, equation (5.57) can be computed directly by applying the
chain rule on the definition (5.57) of τ̃ .

Finally, in order to prove the expression (5.54) of the derivative of FΨt(T ) (τ), we consider
the identity (5.53) and the result of theorem 5.5 to write

FΨt(X) (τ) = FT (t) (τ̃(t)) =
∞∑

k=0
γk(t)Fχ2(2k+N)

(
τ̃(t)
β

)
.

By differentiating both sides with respect to t, we obtain

d
dtFΨt(X) (τ) = ∂

∂t1
FT (t1) (τ̃(t))

∣∣∣∣
t1=t

+ ∂

∂t2
FT (t) (τ̃(t2))

∣∣∣∣
t2=t

. (5.58)

We treat the two terms on the right-hand side of equation (5.58) separately.
In order to evaluate the first term, we aim to prove the uniform convergence of the se-

ries
∑∞

k=0 pk · λ′(t)Fχ2(2k+N)
(

τ̃(t)
β

)
and

∑∞
k=0 qk · µ′(t)Fχ2(2k+N)

(
τ̃(t)

β

)
. We start proving by

induction the inequalities∣∣∣pk
j

∣∣∣ ≤ ηkγk and
∣∣∣qk

j

∣∣∣ ≤ ζkγk for all j ∈ {1, . . . , N}, k ≥ 0, (5.59)

where ηk and ζk are defined for k ≥ 0 as

ηk = max
1≤i≤N

{ 1
2λi

}
+ k(k + 1)

2 max
1≤i≤N

 β(h2
i + 3)

λ2
i

(
1− β

λi

)
 ,

ζk = k(k + 1)
2 max

1≤i≤N

 2β |hi|
λ2

i

(
1− β

λi

)
 .

(5.60)

For k = 0, the inequalities in (5.59) are satisfied. Let us therefore suppose that they are
valid for the step k − 1 and prove that they hold for the step k. Thanks to the fact that
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Chapter 5. Shape optimization of the probability to exceed a threshold

0 < β < mini∈{1,...,N} {λ1, . . . , λN}, we have for all k ≥ 1 that

∣∣∣νk
j

∣∣∣ ≤ β

λ2
j

(k − 1)(
1− β

λj

) (1− β

λj

)k−1(
1 + (kh2

j − 1) β
λ2

j

)
+ β

λ2
j

(
1− β

λj

)k−1 ∣∣∣kh2
j − 1

∣∣∣
≤ β

λ2
j

gk

 k − 1(
1− β

λj

) +

∣∣∣kh2
j − 1

∣∣∣(
1− β

λj
+ β

λj
kh2

j

)
 ≤ β

λ2
j

gk

k − 1 +
∣∣∣1− kh2

j

∣∣∣(
1− β

λj

)
≤ k gk β max

i∈{1,...,N}

1 + h2
j + 2/k

λ2
j

(
1− β

λj

)
 ≤ k gk max

i∈{1,...,N}

 β(h2
j + 3)

λ2
j

(
1− β

λj

)


and

∣∣∣κk
j

∣∣∣ ≤ 2k |hj |β
λj

(
1− β

λj

)k−1
(

1 + (kh2
j − 1) β

λ2
j

)
(

1− β
λ2

j
+ kh2

j
β
λ2

j

) ≤ 2kgk |hj |β
λj

(
1− β

λj

) ≤ max
i∈{1,...,N}

 2k gk β |hj |
λj

(
1− β

λj

)
 .

In view of such upper bounds and since the sequences {ηk}∞k=0 and {ζk}∞k=0 defined in (5.60)
are strictly increasing, we arrive at

∣∣∣pk
j

∣∣∣ =
∣∣∣∣∣ 1
2k

k−1∑
ℓ=0

(
νk−ℓ

j γℓ + pℓ
jgk−ℓ

)∣∣∣∣∣ ≤ 1
2k

k−1∑
ℓ=0

∣∣∣νk−ℓ
j

∣∣∣ γℓ + 1
2k

k−1∑
ℓ=0

∣∣∣pℓ
j

∣∣∣ gk−ℓ

≤ max
i∈{1,...,N}

 β(h2
j + 3)

λ2
j

(
1− β

λj

)
 1

2k

k−1∑
ℓ=0

(k − ℓ)gk−ℓγℓ + 1
2k

k−1∑
ℓ=0

ηℓγℓgk−ℓ

≤ max
i∈{1,...,N}

 β(h2
j + 3)

λ2
j

(
1− β

λj

)
 k

2k

k−1∑
ℓ=0

gk−ℓγℓ + 1
2kηk−1

k−1∑
ℓ=0

γℓgk−ℓ

=

k max
i∈{1,...,N}

 β(h2
j + 3)

λ2
j

(
1− β

λj

)
+ ηk−1

 γk = ηk γk,

and

∣∣∣qk
j

∣∣∣ =
∣∣∣∣∣ 1
2k

k−1∑
ℓ=0

(
κk−ℓ

j γℓ + qℓ
jgk−ℓ

)∣∣∣∣∣ ≤ 1
2k

k−1∑
ℓ=0

∣∣∣κk−ℓ
j

∣∣∣ γℓ + 1
2k

k−1∑
ℓ=0

∣∣∣qℓ
j

∣∣∣ gk−ℓ

≤ max
i∈{1,...,N}

 2β |hj |
λj

(
1− β

λj

)
 1

2k

k−1∑
ℓ=0

(k − ℓ)gk−ℓγℓ + 1
2k

k−1∑
ℓ=0

ζℓγℓgk−ℓ

≤ max
i∈{1,...,N}

 2β |hj |
λj

(
1− β

λj

)
 k

2k

k−1∑
ℓ=0

gk−ℓγℓ + 1
2kζk−1

k−1∑
ℓ=0

γℓgk−ℓ

=

k max
i∈{1,...,N}

 2β |hj |
λj

(
1− β

λj

)
+ ζk−1

 γk = ζk γk.
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In order to prove the uniform convergence of the series of (5.59), we use two results from
[214]. The first one is presented as [214, Equation (4.14)] and states that

γk ≤ γ0
Γ
(

N
2 + k

)
Γ
(

N
2

) νk

k! (5.61)

for any k ≥ 0, where ν is a positive constant depending on β, λ(t), and µ(t). The second result
is [214, Lemma 4] and states that the series

∞∑
k=0

Γ
(

N
2 + k

)
Γ
(

N
2

) ν̃k

k! Fχ2(2k+N) (x) (5.62)

is uniformly convergent (and therefore absolutely convergent) for any positive and finite ν̃ and
x̄ on the interval [−∞, x̄]. Thus, we can introduce the quantities ρ1, ρ2, σ1 and σ2 with the
property

ηk ≤ ρ1σ
k
1 and ζk ≤ ρ2σ

k
2 for all k ≥ 0. (5.63)

A suitable choice is given by

ρ1 = max1≤i≤N

{ 1
2λi

}
, ρ2 = 1,

σ1 = max1≤i≤N

 β(h2
i + 3)

λ2
i

(
1− β

λi

)
 , σ2 = max1≤i≤N

 2β |hi|
λ2

i

(
1− β

λi

)
 . (5.64)

Using the bounds from (5.59) and the two results from [214] stated above, we remark that
the first and second series in (5.54) are absolutely convergent, since

∞∑
k=0

∣∣∣pk
j

∣∣∣Fχ2(N+2k)

(
τ

β

)
≤

∞∑
k=0

ηkγkFχ2(N+2k)

(
τ

β

)

≤
∞∑

k=0
ρ1γ0

Γ
(

N
2 + k

)
Γ
(

N
2

) (σ1ν)k

k! Fχ2(N+2k)

(
τ

β

)
<∞,

and

∞∑
k=0

∣∣∣qk
j

∣∣∣Fχ2(N+2k)

(
τ

β

)
≤

∞∑
k=0

ζkγkFχ2(N+2k)

(
τ

β

)

≤
∞∑

k=0
ρ2γ0

Γ
(

N
2 + k

)
Γ
(

N
2

) (σ2ν)k

k! Fχ2(N+2k)

(
τ

β

)
<∞.

Thus, the series
∑∞

k=0 pk ·λ′(t)Fχ2(2k+N)
(

τ̃(t)
β

)
and

∑∞
k=0 qk ·µ′(t)Fχ2(2k+N)

(
τ̃(t)

β

)
are absolutely

convergent and, hence, uniformly convergent by the Weierstrass criterion (see e.g. [215, Theorem
7.10]). Consequently, it is possible to swap the summation and the derivative for the first term
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of (5.58) (see [215, Theorem 7.17]) and we obtain
∞∑

k=0

(
pk · λ′(t)Fχ2(2k+N)

(
τ̃(t)
β

))
+

∞∑
k=0

(
qk · µ′(t)Fχ2(2k+N)

(
τ̃(t)
β

))

=
∞∑

k=0

(
pk · λ′(t)Fχ2(2k+N)

(
τ̃(t)
β

)
+ qk · µ′(t)Fχ2(2k+N)

(
τ̃(t)
β

))

=
∞∑

k=0
γ′

k(t)Fχ2(2k+N)

(
τ̃(t)
β

)
= ∂

∂t1

∞∑
k=0

γk(t)Fχ2(2k+N)

(
τ̃(t)
β

)
= ∂

∂t1
FT (t1) (τ̃(t))

∣∣∣∣
t1=t

.

(5.65)

We pass to the second term of (5.58). Since the generalized chi-squared distribution of T (t)
is continuous in R+, for any τ∗ > 0 the quantity fT (t) (τ∗) exists and is finite for any τ∗ > 0.
Moreover, thanks to theorem 5.5 and corollary 5.6, fT (t) (τ∗) =

∑∞
k=0 γk(t)fχ2(2k+N)

(
τ∗

β

)
. The

set T = {τ̃(t) : t ∈ [0, δ]} is compact, so the series converges point wise, and all of its terms are
positive, the series

∑∞
k=0 γk(t)fχ2(2k+N)

(
τ∗

β

)
is uniformly convergent on T [215, Theorem 7.13].

Hence, thanks to the absolute continuity of τ̃ ′(t) for all t ∈ [0, δ], we have

τ̃ ′(t)
β

∞∑
k=0

γk(t)fχ2(2k+N)

(
τ̃(t)
β

)
=

∞∑
k=0

∂

∂t2

(
γk(t)Fχ2(2k+N)

(
τ̃(t2)
β

)) ∣∣∣∣
t2=t

= ∂

∂t2

( ∞∑
k=0

γk(t)Fχ2(2k+N)

(
τ̃(t2)
β

)) ∣∣∣∣
t2=t

= ∂

∂t2
FT (t) (τ̃(t2))

∣∣∣∣
t2=t

.

(5.66)

In conclusion, the combination of the equations (5.58), (5.65), and (5.66) proves the expres-
sion (5.54) for the derivative of the cumulative distribution function of Ψt(X).

5.4.3 Shape optimization under Gaussian perturbations

Let us consider once again the shape optimization problem (5.3). Using the notations of Sec-
tion 5.2, we suppose that the random vector X follows a Gaussian distribution with mean
h = [h1, . . . , hN ]T and, without loss of generality, covariance matrix equal to the identity.

If the vector h or the deterministic load g0 are large enough, the uncertain component can be
seen as a small random perturbation around a deterministic load g = g0+g1h1+. . .+gNhN , and
the shape derivative can be computed as in [11, Section 4.2.3]. Otherwise, if the mechanical loads
are centered on 0 or the uncertainties are wide enough not to be treated as small perturbations,
a different method should be considered. If the probability density fX of the uncertainties is
known, the technique detailed in Section 5.3.1 can be applied. However, if the number of random
variables involved in the modelization of the uncertainties is significant, the computation of the
integrals on the N -ball and the N -sphere can be challenging.

Since we suppose that X follows a Gaussian distribution, by considering the diagonalization
of the matrix MΩ = UΩDΩ UΩ

T, we can use corollary 5.6 and proposition 5.9 to express
Φ (Ω) = P [ΨΩ (X) ≤ τ ] as the cumulative distribution function of a generalized chi-squared
random variable, and compute the shape derivative of Φ (·) in Ω ∈ Sadm.

Proposition 5.10. Let X ∼ N (µ, I) be a Gaussian random vector in RN , Ω ∈ Sadm a Lipschitz
continuous domain in R2 or R3, and τ ∈ R+ a strictly positive threshold. The quantities MΩ ∈
RN×N , bΩ ∈ RN , and cΩ ∈ R are functions of the domain Ω ∈ Sadm, and are defined as in
Section 5.2.2, and we suppose that τ̃Ω, defined as in (5.8), is strictly positive for all Ω ∈ Sadm.
In addition, we suppose that the mappings Ω 7→ [MΩ]i,j, Ω 7→ [bΩ]i, and Ω 7→ cΩ admit a shape
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derivative at Ω for all i, j ∈ {1, . . . , N} and that all eigenvalues of MΩ are distinct, strictly
positive, and larger than a positive constant β independent from Ω.

Then, Φ (Ω) can be written as the cumulative distribution function as Φ (Ω) = FTΩ

(
τ̃Ω
β

)
,

where TΩ is a random variable such that

TΩ ∼ χ̃2 (1; µΩ ⊙ µΩ; λΩ)

with λΩ being the vector of the eigenvalues of MΩ and µΩ =
(
h + MΩ

−1bΩ
)
. Moreover, Φ (·)

is shape-differentiable at Ω, and its derivative can be expressed as

DΦ (Ω)(θ) =
( ∞∑

k=0
pkFχ2(2k+N)

(
τ̃Ω
β

))
·DλΩ(θ)

+
( ∞∑

k=0
qkFχ2(2k+N)

(
τ̃Ω
β

))
·DµΩ(θ) + 1

β

( ∞∑
k=0

γkfχ2(2k+N)

(
τ̃Ω
β

))
Dτ̃Ω(θ).

(5.67)

Once again, the components of pk and qk are the coefficients appearing in the decomposition
of FTΩ (τ̃Ω) expressed as in lemma 5.8, while Dτ̃Ω(θ) is as in equation (5.15), and the shape
derivatives of λΩ, µΩ are

DλΩ(θ) = diag
{

UΩ
TDMΩ(θ)UΩ

}
;

DµΩi(θ) =
∑
j ̸=i

(
1

λΩ,i − λΩ,j

(
viTDMΩ(θ)vj

) (
vjT (h + MΩ

−1bΩ
)))

+ viT (MΩ
−1DbΩ(θ) + MΩ

−1DMΩ(θ)MΩ
−1bΩ

)
for all i ∈ {1, . . . , N}.

Proof. The proof of the identity Φ (Ω) = FTΩ

(
τ̃Ω
β

)
is analogous to the proof of equation (5.53) in

proposition 5.9. In order to compute the shape derivative of Φ (·) at Ω, we recall that the identity
(5.18) holds for any differentiable shape functional Sadm → R any Lipschitz continuous domain,
and any mapping ξ : [0, δ] → W1,∞

(
Rd;Rd

)
. Thus, taking as deformation field ξ(t) = tθ, we

have
DΦ (Ω)(θ) = d

dtΦ ((I + tθ)Ω)
∣∣∣∣
t=0

= d
dtFT(I+tθ)Ω (τ̃Ω)

∣∣∣∣
t=0

.

We denote T (t) = T(I+tθ)Ω, λ(t) = λ(I+tθ)Ω, µ(t) = µ(I+tθ)Ω, and τ̃(t) = τ̃(I+tθ)Ω. Equa-
tion (5.67) and the expressions of the shape derivatives of λΩ, µΩ and τ̃Ω are found using
proposition 5.9 and the identity (5.18).

5.5 Presentation of the algorithm

5.5.1 Generalities on the algorithm

The theoretical results stated in the previous section have been applied to the shape optimiza-
tion of a cantilever (in section 5.6.1) and a bridge-like structure (in section 5.6.2). In both
examples, we considered the structure to be composed by an isotropic linear elastic material,
subject to random mechanical loads. For the two structures, we aimed to minimize their mass
under constraints on the probability of the compliance to exceed a threshold. We recall from
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section 2.1.2 that the compliance of an elastic structure Ω is defined as the work of the external
mechanical load g and can be expressed as a quadratic function of the displacement uΩ as

C (Ω,uΩ) =
∫

ΓN
g · uΩ ds =

∫
Ω

σ (uΩ) : ε (uΩ) dx. (5.68)

The problems considered in the following can be resumed by the following structure:∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing Vol (Ω)
under the constraint

Φ (Ω) = P [C (Ω,uΩ(ω)) > τ ] ≤ p̄,
where the state uΩ satisfies the state equation (5.2) for almost all ω ∈ O

with g ∈ L2
(
O,P; L2 (ΓN)

)
such that

g(ω) = g0 + g1X1(ω) + . . .+ gNXN (ω) for almost all ω ∈ O, and
X = (X1, . . . , XN )T ∼ N (h, I).

(5.69)

All simulations have been performed under the python-based sotuto platform proposed by
Dapogny and Feppon in [91] and presented in section 1.3. The computation of the elastic dis-
placements and the adjoint states has been performed using the finite-element solver FreeFem++
[136]. We represented the domains by the means of conforming meshes obtained using the
implicit-domain remeshing tool of mmg [89], coupled to the level-set representation of the shapes
[12, 247]. The advection of the level-set function is handled by the advect library [56], while the
computation of the signed distance function is performed by mshdist [92]. The simulations have
been ran on a Virtualbox virtual machine Linux with 1GB of dedicated memory, installed on a
Dell PC equipped with a 2.80 GHz Intel i7 processor.

For all structures we considered two cases. In the first one we suppose X to be a cen-
tered Gaussian random variable, and we adopt the method described in section 5.3.3. In the
second case we consider X to be a non-centered Gaussian vector, and we apply the results of
section 5.4.3.

In the rest of this section we present the details of the numerical implementation of the to
methods. Let D ∈ Rd be a computational domain such that any admissible shape Ω is included
into D. For both situations, at each step n of the optimization algorithm we have a mesh TD,Ω
covering D where the domain Ω is represented explicitly. At first, we solve numerically the state
equation (5.4) for the N different mechanical loads g1, . . . ,gN , obtaining the displacement fields
uΩ,1, . . . ,uΩ,N . Next, we compute all entries of the matrix MΩ as

[MΩ]ij =
∫

Ω
σ (uΩ,i) : ε (uΩ,j) dx.

The matrix MΩ is symmetric and positive definite and is diagonalized as MΩ = UΩDΩQT
Ω, where

UΩ is the orthogonal matrix of the eigenvectors, and DΩ = diag {λ1, . . . , λN} the diagonal matrix
of the eigenvalues. If the term g0 is not 0, the quantities bΩ ∈ RN and cΩ ∈ R are computed as

[bΩ]i =
∫

Ω
σ (uΩ,i) : ε (uΩ,0) dx and cΩ =

∫
Ω

σ (uΩ,0) : ε (uΩ,0) dx.

The computation of Φ (Ω) and its shape derivative DΦ (Ω)(θ) is done differently in the two
methods, as detailed in the rest of this section.
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5.5.2 Centered Gaussian perturbations

In the case where g0 = 0 and X ∼ N (0, I) is a centered Gaussian vector, the computation of
Φ (Ω) relies on proposition 5.3. Let us consider a tolerance ε > 0 for the numerical computation
of Φ (Ω). The first step is the computation of the coefficients Ai

k and Bk for i ∈ {1, . . . , N}
according to the recursive relation (5.33) - (5.34), up to a sufficiently large index k̄ε. The
probability Φ (Ω) is approximated thanks to proposition 5.3 as

Φ (Ω) = (λN )N/2

2 (π)N/2√det MΩ

k̄ε∑
k=0

1
k!γ

(
N

2 + k,
τ

2λN

)
Bk.

According to proposition C.21, in order to compute Φ (Ω) up to the tolerance ε it is necessary
for k̄ε to satisfy the following condition(

1
λN
− 1

λ1

)k̄ε−1

(
N + 2(k̄ε + 1)

)
(k̄ε + 1)!

≤ 2ε e
τ

2λ1

τ |SN−1|
.

Let v1, . . . ,vN be the N unitary eigenvectors of MΩ. We compute the displacements
ũΩ,1, . . . , ũΩ,N as uΩ,i =

∑N
j=1 vi

juΩ,j thanks to the linearity of the state equation. In or-
der to compute the shape derivative DΦ (Ω)(θ) it is necessary to compute N shape derivatives
DC (Ω, ũΩ,i)(θ). Then, we can apply proposition 5.4 and use the coefficients Ai

0, . . . , A
i
k̄ε

com-
puted earlier and get

DΦ (Ω)(θ) = −
(

τ
2π

)N/2

2
√

det MΩ

N∑
i=1

e− τ
2λN

λi
DC (Ω, ũΩ,i)(θ)

k̄ε∑
k=0

Ai
k

k!

(
τ

2λN

)k
 .

5.5.3 Non-Centered Gaussian perturbations

If g0 is not zero or if X is a Gaussian vector centered on h ̸= 0, we use the results of 5.4
to compute Φ (Ω) up to an arbitrary precision, as well as its shape derivative. The first step
consists in computing the vectors λΩ and µΩ as

λΩ = [λ1, . . . , λN ]T and µΩ = h + (MΩ)−1bΩ.

Moreover, we denote βn and τ̃Ω the quantities

βn = 1
2 min (λ1, . . . , λN ) and τ̃Ω = τ −

(
cΩ − bΩ

T(MΩ)−1bΩ
)
.

Thanks to proposition 5.10 and theorem 5.5, Φ (Ω) = FT

(
τ̃Ω
βn

)
, where T is a generalized non-

central chi-squared random variable such that

T ∼ χ̃2 (1; µΩ ⊙ µΩ; λΩ).

Let us consider a tolerance ε > 0. In order to compute Φ (Ω) up to a precision ε we need to
compute the coefficients γ0, . . . , γk̄ε

and g1, . . . , gk̄ε
according to the following recursive relation{

γ0 = e− 1
2 ∥µΩ∥2

β
N/2
n (det DΩ)−1/2 ,

γk =
∑k−1

ℓ=0 gk−ℓγℓ

and gk =
N∑

i=1

(
1− βn

λi

)k−1
.

(5.70)
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The number k̄ε of terms to be considered satisfies the following inequality1−
k̄ε∑

k=0
γk

Fχ2(2k̄ε+N+2)
(
τ̃Ω
βn

)
< ε.

Having computed the coefficients γ0, . . . , γk̄ε
, the probability Φ (Ω) can be computed up to a

precisionε as

Φ (Ω) =
k̄ε∑

k=0
γkFχ2(2k+N)

(
τ̃Ω
βn

)
. (5.71)

The computation of the shape derivative of Φ (Ω) requires the evaluation of the coefficients
p1, . . . ,pk̄ε ∈ RN and q1, . . . ,qk̄ε ∈ RN , as well as the derivatives of τ̃Ω, λΩ, and µΩ. According
to equation (5.15) and proposition 5.10 such derivatives can be written in terms of the derivatives
of MΩ, bΩ, and cΩ as

• Dτ̃Ω(θ) = −DcΩ(θ)−MΩ
−1DMΩ(θ)MΩ

−1bΩ + MΩ
−1DbΩ(θ);

• DλΩ(θ) = diag
{

UΩ
TDMΩ(θ)UΩ

}
;

• DµΩi(θ) =
∑

j ̸=i

(
1

λΩ,i−λΩ,i

(
viTDMΩ(θ)vj

) (
vjT (h + MΩ

−1bΩ
)))

+viT (MΩ
−1DbΩ(θ) + MΩ

−1DMΩ(θ)MΩ
−1bΩ

)
for all i ∈ {1, . . . , N}.

The vectors p1, . . . ,pk̄ε ∈ RN and q1, . . . ,qk̄ε ∈ RN are computed component by component
according to lemma 5.8 as

• p0
j = − γ0

2λj
and pk

j = 1
2k

∑k−1
ℓ=0

(
νk−ℓ

j γℓ + pℓ
jgk−ℓ

)
for 1 ≤ k ≤ k̄ε;

• q0
j = 0 and qk

j = 1
2k

∑k−1
ℓ=0

(
κk−ℓ

j γℓ + qℓ
jgk−ℓ

)
for 1 ≤ k ≤ k̄ε;

• ν1
j = β

λ2
j

(
1− µ2

j

)
and νk

j = β
λ2

j

(
1− β

λj

)k−2[(k− 1)
(
1 + β

λj
(kµ2

j − 1)
)

+
(
1− β

λj

)
(1− kµ2

j )
]

for

1 ≤ k ≤ k̄ε;

• κk
j = 2kµj

β
λj

(
1− β

λj

)k−1 for 1 ≤ k ≤ k̄ε.

After the computation of all these terms, the shape derivative of Φ (Ω) is computed according
to proposition 5.10 as

DΦ (Ω)(θ) =
( ∞∑

k=0
pkFχ2(2k+N)

(
τ̃Ω
β

))
·DλΩ(θ)

+
( ∞∑

k=0
qkFχ2(2k+N)

(
τ̃Ω
β

))
·DµΩ(θ) + 1

β

( ∞∑
k=0

γkfχ2(2k+N)

(
τ̃Ω
β

))
Dτ̃Ω(θ).

5.6 Numerical simulations

5.6.1 Optimization of a 3D cantilever

We consider Ω to be the cantilever structure represented as seen in fig. 5.1, subject to an uncertain
mechanical load g perpendicular to the main axis of the cantilever. The load is applied on the
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region of the boundary denoted by ΓN, while the structure is clamped on the four corner regions
marked as ΓD. We suppose that the cantilever has a square cross section with side length ℓs,
and its length along the x axis is ℓx. Moreover, we consider the structure to made up of an
elastic material characterized by a Young’s modulus E and a Poisson’s ratio ν. We consider the
uncertain load to have the structure

g(ω) = gxXx(ω)ex + gyXy(ω)ey +
(
g0 + gzXz(ω)

)
ez, (5.72)

where Xx, Xy and Xz are real valued Gaussian random variables, {ex, ey, ez} is the canonical
basis of R3, and gx, gy, gz and g0 are deterministic forces. The geometric and material properties
of the structure are collected in table 5.2.

ΓN

ΓD

ΓD

ΓD
ΓD

Figure 5.1: Structure of the 3D cantilever. The region ΓN where the random load is applied is
marked in red, while the clamping region ΓD is highlighted in grey.

We considered two different cases. In case A, we consider a random load gA orthogonal to
the main axis of the cantilever. In case B, the stochastic term in the direction y in the load
gB is replaced by a random traction-compression force parallel to the main axis x. For both
cases we optimized the structure against centered Gaussian perturbations using the method of
section 5.5.2 and against Gaussian perturbations with a deterministic load g0 using the method
of section 5.5.3. The results of the noncentered optimization problems are compared to a fully
deterministic problem where gD = g0ez is the only load applied to ΓN, and the constraint
Φ (Ω) ≤ τ of the optimization problem (5.69) is replaced by

C (Ω,uΩ) ≤ τ .

The results of the optimization problems under centered loads are reported in table 5.3, and
the resulting optimal shapes are presented in fig. 5.2 and fig. 5.3. The trends of the objective
function and the constraint are shown in fig. 5.4a and fig. 5.4b respectively.

By comparing the optimal shapes presented in fig. 5.2 and fig. 5.3 we remark that both
have a hollow structure, allowing to distribute the random mechanical load from ΓN to the four
supports of ΓD. The graphs of fig. 5.4 show that the objective function decreases progressively
with the number of iterations (fig. 5.4a), and the constraint on the probability of the compliance
to exceed a threshold τ is satisfied (fig. 5.4b). An examination of table 5.3 confirms that the
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Geometry of the structure
cross section length ℓs 1.0 cm
longitudinal length ℓx 2.0 cm
sidelength of ΓD 0.3 cm
radius of ΓN 0.1 cm

Elastic coefficients
Young’s modulus E 200 MPa
Poisson’s ratio ν 0.3

Mechanical loads
compression load gx 10 kPa
horizontal load gy 10 kPa
vertical load gz 10 kPa

Mesh size parameters
minimal mesh size hmin 0.025 cm
maximal mesh size hmin 0.10 cm

Thresholds for the inequality constraints
threshold on the compliance τ 3.3× 10−2 MPa cm3

bound on the probability of failure p̄ 1.0%

Table 5.2: Numerical data concerning the geometry and the mechanics of the cantilever structure
of fig. 5.1.

Figure 5.2: Optimal shape for case A, where the applied load is gA(ω) = gyXy(ω)ey +
gzXz(ω)ez.
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Figure 5.3: Optimal shape for case B, where the applied load is gB(ω) = gxXx(ω)ex +
gzXz(ω)ez.

Centered loads case A case B
Number of iterations 300 300

Execution time 141 min 26 s 158 min 56 s
Final volume Vol (Ωopt) 0.512 cm3 0.355 cm3

P [C (Ω,uΩ(ω)) > τ ]
Excess probability under load gA 0.985 % 24.701 %
Excess probability under load gB 0.258 % 1.032 %

Table 5.3: Numerical results for the optimization of the volume of a cantilever subject to centered
Gaussian mechanical loads under constraint on the probability of the compliance to exceed a
threshold τ .
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(a) Evolution of the objective function.
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(b) Evolution of the constraint.

Figure 5.4: Convergence of the objective and the constraints for the cantilever problems under
centered perturbations.
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approach detailed in section 5.5.2 to differentiate Φ (Ω) = P [C (Ω,uΩ(ω)) > τ ] with respect to
shape is correct. Indeed, the computation of Φ (Ω) for the two optimized structures under cases
A and B respectively yields results close to the upper bound p̄ = 1.0% on the probability both
times (0.985% and 1.032%). By subjecting the two structures to the other loading condition we
remark that the structure optimized for case A complies with the constraint imposed by the
loadings of case B, but the reciprocate does not hold (the probability of failure being 0.258%
and 24.701% respectively).

A notable consideration emerging from table 5.3 concerns the duration of the optimization.
The execution time of the simulations discussed in this section is comparable to the time to solve
a deterministic problem. Indeed, the largest fraction of the duration of each iteration comprises
the solution of the finite element problems and the mesh adaptation.

The optimal shape for the noncentered cases are presented in fig. 5.2 (for case A) and fig. 5.3
(for case B), while the optimal shape for the deterministic problem is in fig. 5.7. The results
for the problems with noncentered problems are compared in table 5.4 with the outcome of the
deterministic problem. The decrease of the objective function in the three problems is shown in
fig. 5.8a, and the trend of the constraint for case A and case B is reported in fig. 5.8b.

Noncentered loads case A case B Deterministic case
Execution

Number of iterations 500 500 348
Execution time 152 min 32 s 177 min 49 s 114 min 15 s

Final volume Vol (Ωopt) 0.4605 cm3 0.4103 cm3 0.0573 cm3

P [Q (uΩ(ω),Ω) > τ ]
Excess probability under load gA 0.996 % 4.005 % 59.579 %
Excess probability under load gB 4.726 % 0.991 % 88.293 %

Table 5.4: Numerical results for the optimization of the volume of a cantilever subject to non-
centered uncertain mechanical loads under constraint on the probability of the compliance to
exceed a threshold τ .

By comparing fig. 5.5 and fig. 5.6, we observe that the optimal solutions for case A and
case B are quite similar to the ones optimized for centered loads, being convex hulls. The
main difference being the slight reinforcement on the z direction. In contrast, the solution of
the deterministic problem presented in fig. 5.7 is radically different, showing a thin branched
structure. Such difference can be explained by the fact that, on average, the cantilever is subject
to a stronger mechanical load in case A and case B, therefore the corresponding optimal
structures ought to be more robust in order to satisfy the constraint on the probability for the
compliance to exceed the threshold τ .

Another notable difference between the deterministic and the uncertain cases concerns the
speed of convergence. Figure 5.8a shows that the volume of the cantilever in the deterministic
problem converges much faster than the simulations of case A and case B. Moreover, in the
deterministic case, the optimization algorithm reaches a satisfying result and stops after 349
iterations, while the rate of convergence is much slower for case A and case B. Difficulties
in the convergence of the cantilever structure discussed here have also been observed in [112,
Section 6.2.1].

Finally, we remark that the shapes resulting from the solution of for case A and case B
comply with the constraint on the probability of failure, as shown in table 5.4. The observance
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Figure 5.5: Optimal shape for case A, where the applied load is gA(ω) = gyXy(ω)ey +
(g0 + gzXz(ω)) ez.

Figure 5.6: Optimal shape for case B, where the applied load is gB(ω) = gxXx(ω)ex +
(g0 + gzXz(ω)) ez.
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Figure 5.7: Optimal shape for the deterministic case, where the mechanical load applied is
gD = g0ez.
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Figure 5.8: Convergence of the objective and the constraints for the cantilever problems under
noncentered perturbations.
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of the constraint, the decrease of the objective functional, and the radically different result with
respect to the deterministic case justify the use of the null space optimization algorithm for the
solution of problem (5.69), and the suitability of the approach of section 5.4 for the expression
of Φ (Ω) and its shape derivative.

5.6.2 Optimization of a 3D bridge

As a second example, we consider the optimization of the bridge structure found in fig. 5.9. The
structure is clamped on the lower surface on its four corners, marked in grey in the picture. The
pinned region, where Dirichlet boundary conditions on the displacement are applied, is denoted
ΓD. The upper face of the bridge is divided into five sections Γ1

N, . . . ,Γ5
N of equal size. On each

section Γi
N, a random load gi ∈ L2 (O,P; L2 (Γi

N
))

is applied. We suppose that the loads are
oriented vertically (that is along the z axis), independent from one another, and such that

gi(ω) = −giXi(ω)ez on ΓN
i (5.73)

for all i ∈ {1, . . . , 5}, where giez is a deterministic vertical pressure and Xi a Gaussian random
variable. The numerical parameters describing the geometry and the mechanical properties of
the bridge are reported in table 5.5.

ΓD

ΓD

ΓD ΓD

Γ1
N Γ2

N Γ3
N Γ4

N
Γ5

N

Figure 5.9: Structure of the bridge. The non-optimizable supports of the bridge are marked
in grey and their lower surface ΓD is where Dirichlet are applied. The green block is non-
optimizable as well, and on its upper surface five random mechanical loads are applied on the
sections Γ1

N, . . . ,Γ5
N.

We suppose that X = [X1, . . . , X5] is a Gaussian random vector with covariance matrix equal
to the identity. Once again, we consider two cases. In the first one the random variables Xi are
centered in 0, and the techniques of section 5.5.2 are used to evaluate the constraint functional
and its derivative. In the second case we suppose that all random variables Xi to have a mean
equal to −1.0, implying that an average compression load of 1.0 MPa is applied on each of the
five sections of the bridge. We consider the shape shown in fig. 5.9 as initial condition. The
optimized shapes for the centered and noncentered cases are reported in fig. 5.10 and fig. 5.11
respectively. The trends of the objective and the constraint are presented in fig. 5.12a and
fig. 5.12b, and the numerical results for both problems are collected in table 5.6.
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Geometry of the structure
Longitudinal length ℓx 5.0 cm
Cross section length ℓy 1.0 cm
Height ℓz 1.0 cm
Sidelength of ΓD 0.2 cm
Sidelength of each Γi

N 1.0 cm
Mesh size parameters

Minimal mesh size hmin 0.10 cm
Maximal mesh size hmax 0.05 cm

Elastic coefficients
Young’s modulus E 200 MPa
Poisson’s ratio ν 0.3

Mechanical loads
Vertical load gi 1 MPa

Thresholds for the inequality constraints
Threshold on the compliance τ 1× 10−1 MPa cm3

Bound on the probability of failure p̄ 1.0 %

Table 5.5: Numerical data concerning the geometry and the mechanics of the bridge of fig. 5.9.

As for the cantilever in section 5.6.1, these results illustrate that the constraint on the
probability of failure is upheld for the centered and for the noncentered case, validating both
methods. Moreover, fig. 5.12a shows that the convergence of the objective function is faster for
the bridge than the cantilever. Comparing the shapes presented in fig. 5.10 and fig. 5.11 we
remark that structure optimized for loads centered in 0 is lighter and thinner than the structure
optimized for a load whose expected value is not equal to zero. Such result can be expected
since, on average, the pressure exerted on the first structure is less than the pressure acting on
the second one, and a thinner structure is enough to ensure the enforcement of the constraint
on the probability for the compliance to exceed the threshold τ .

Figure 5.10: Optimal shape for the bridge subject to vertical loads centered on 0.

170



5.6. Numerical simulations

Figure 5.11: Optimal shape for the bridge subject to vertical loads, with an average compression
of 1.0 MPa.
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Figure 5.12: Convergence of the objective and the constraints for the optimization problem of
the 3D bridge.

Bridge optimization Centered Noncentered
Execution
Number of iterations 100 100
Execution time [min] 138 127
Results
Final volume Vol (Ωopt) [cm3] 0.776 1.217
Excess probability P [Q (uΩ(ω),Ω) > τ ] 0.979% 0.961%

Table 5.6: Numerical results for the optimization of the volume of a bridge subject to five
uncertain mechanical loads on its upper surface.
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5.7 Conclusions and perspectives
In this chapter we presented a method to solve Reliability-Based Topology Optimization prob-
lems for elastic structures using a level-set representation and Hadamard’s approach to shape
derivatives. We limited our study to the differentiation of quadratic functionals of the displace-
ment. After having stated the optimization problem and the properties of the safety criterion,
we define a shape functional Φ (·) measuring the probability to violate the criterion when the
random external loads follow a given probability distribution. We assumed also that the random
behavior of the external loads can me parametrized by a finite number N of random variables.
We computed the shape derivative of such functional by interpreting the set of situations when
the criterion is satisfied as an ellipsoid in RN and integrating suitable functions of the probability
density on its surface.

We aimed to avoid the numerical computation of the integral of the density function on the
surface of the N -dimensional ellipse, which can be computationally expensive and requires great
accuracy if the tolerance on the probability to exceed the safety criterion is low. Therefore, we
tested numerically the expression of the shape derivative using suitable quadrature formulas for
centered Gaussian distribution, as presented in appendix C. In section 5.4 we provided a different
method to compute and differentiate the functional Φ (·) in the case where the uncertainties can
be parametrized as non-centered Gaussian random variables. In order to do so, we applied
the series expansion of the cumulative distribution function of generalized chi-squared random
variables as proven by Ruben in [214]. The reliability of both methods has been tested in 5.6 for
the optimization of two structures, subject to a constraint on the probability for the mechanical
compliance to exceed a threshold. One of the main advantages of this approach consists in
the fact that the computation of integrals on high dimensional domains is avoided. Instead
an analytic expression for Φ (Ω) and its derivative is used, which is extremely fast to evaluate
numerically, and can be computed up to an arbitrary precision.

The approaches detailed in this chapter are well-adapted for quadratic functionals of the
state of the optimization problem, like the mechanical compliance or the L2-norm of the stress.
However, the study of polynomial functionals of higher order is of particular interest, since they
can better approximate quantities like the maximal concentration of mechanical stress in the
structure. Thus, a future work could focus on the extension to more complex constraints.

A concept strictly related to the probability for a quantity Q (g,Ω) to exceed a threshold τ
is the notion of Value at Risk. Let us consider a quantity p̄ ∈ (0, 1). The Value at Risk at level
p̄ for the random variable Q (g,Ω) is defined as the minimal V ∈ R such that the probability of
Q (g,Ω) to exceed V is 1− p̄

P [Q (g,Ω) > VaRp̄] ≥ 1− p̄.

By definition, imposing that the value at risk at level p̄ should not exceed a threshold τ is
equivalent to impose that the probability for Q (g,Ω) to exceed τ should be below p̄. However,
being able to differentiate VaRp̄ with respect to the shape would allow to consider it as the
objective in an optimization problem.

In this chapter we studied the differentiation of the failure probability for quadratic func-
tionals of the displacement, without any assumption on the size of the uncertainties. In [11],
Allaire and Dapogny proposed a linearization approach to estimate and differentiate the failure
probability of a generic functional H(g,Ω) at least differentiable with respect to g. The present
method can be adapted to replace the linearized functional with a quadratic approximation,
under the hypotheses of small perturbations and twice differentiability of H(g,Ω) with respect
to g.
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Innovative techniques of shape and topology optimization have found their application in a
large variety of fields, ranging from structural mechanics to aerodynamics, and from the design
of components in microelectronics to the study of complex lattice structures for composite
materials. However, in any industrial context, the performance of a structure should not be
measured only with respect to its behavior in a baseline situation, but also on its robustness
with respect to altered external conditions or perturbations in its manufacturing.

The main objective of this thesis has been the study of different approaches to the inclusion
of uncertainties in the optimization of elastic structures. In particular, we focused on the case
where the uncertainties lie in the mechanical loads applied to the structure. We considered shape
optimization problems where the objective is the minimization of the volume under constraints
dependent on the uncertain loads.

In the introductory chapter 1 we presented the main tools and concepts used in this thesis.
We started from general recalls on optimization problems and gradient-based algorithms to
solve them. Next, we presented Hadamard’s method to differentiate a function with respect
to the shape and we provided the expression of some generic functionals. Then, we focused
on the differentiation of shape functionals in an integral form, whose value depends on the
solution of an elliptic PDE. We provided a general formula for the shape derivative of this kind
of functionals, and we proved it by computing the Lagrangian derivative of the solution of the
PDE, and by Céa’s fast derivation method. Finally, we discussed in details the different aspects
of the optimization procedure adopted in this work.

In the first section of chapter 2 we recalled the equations of linear elasticity and the definition
of the mechanical compliance and the von Mises stress. In section 2.2 we considered the opti-
mization of an elastic structure subject to a time-dependent thermal field, under a constraint on
the mechanical compliance. The constraint functional chosen in our example takes into account
both the average of the compliance in the time interval of the simulation, and its value at the
final instant. In section 2.2.3 we provided an expression for the shape derivative of the constraint
functional. We showed also that the adjoint to the temperature solves a differential equation
backwards in time, and that the weak coupling of the adjoints is reversed with respect to the
coupling of the temperature and displacement fields.

These results ought to be considered as part of an ongoing project aimed at the study of shape
optimization problems of elastic structures subject to uncertain and time-variant temperature
fields. Another direction of research on the subject could be the study the sensitivity of the
thermal compliance with respect to the different parameters of the problem. Finally, the model
can be enriched by considering other phenomena like the occurring of thermal radiation or the
dependence of the material properties from the temperature of the structure.

The chapters in part II presented three different ways to take into account uncertainties
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and perturbations on the external loads while solving shape optimization problems. All shape
optimization problems considered in part II had the following structure∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find the admissible shape Ω ∈ Sadm

minimizing the volume Vol(Ω)
under the constraint F [H(uΩ,Ω)] ≤ τ ,
where the displacement uΩ(ω) ∈ H1

ΓD (Ω)d

solves the elasticity equation
−div (σ (uΩ(ω))) = f in Ω,

σ (uΩ(ω)) n = g(ω) on ΓN,

σ (uΩ(ω)) n = 0 on Γ0,

uΩ(ω) = 0 on ΓD,

for almost all event ω ∈ O.

The operator F [ · ] associates a deterministic quantity to the random variable H(uΩ,Ω), and
different approaches lead to different choices of F [ · ]. A common feature to all techniques
considered in part II is the avoidance of sampling methods to estimate the impact of the uncer-
tainties on the objective and constraint functionals, since they can be extremely costly from a
computational point of view.

In chapter 3, we studied optimization problems under a constraint on the worst-case scenario,
so that the constraint reads F [H(uΩ,Ω)] = ess supω∈O H(uΩ(ω),Ω). We proposed two different
techniques. In both cases we supposed that the external loads could be parametrized as elements
of a finite-dimensional compact and convex set G.

The first method, introduced in section 3.2, applies only to convex functionals of the uncertain
parameters, and consists in approximating G by a polyhedron GN , thus transforming the original
optimization problem into a problem with multiple deterministic constraints. The null space
optimization algorithm is well suited to the solution of multi-constrained problems, as shown in
[114] and in the simulations of section 3.4. Moreover, we have been able to show numerically and
theoretically the convergence of the approximated solution with N constraints towards the exact
solution, when N tends to infinity and GN converges towards G with respect to the Hausdorff
distance. However, the number of vertices required for the polyhedron GN to properly represent
G increases rapidly with the dimension of G. Therefore, this method is not viable if dimension
of the set of admissible loads is too high.

The second technique, discussed in section 3.3, relies on the computation of one element of
the subdifferential ∂H(uΩ,Ω). The numerical simulations of section 3.4 show that the approach
based on the subdifferential is faster than the method based on the polyhedral approximation
of G, since it requires fewer computations of shape derivatives. However, we remarked that the
technique of the subdifferential suffers from wide oscillations impairing the convergence when the
constraint functional is maximized by multiple elements of G. Further research could focus on
the characterization of the subdifferential of the constraint and on the design of an optimization
algorithm capable to take into account multiple elements of ∂H(uΩ,Ω).

RTO are the main focus of chapter 4, meaning that F [H(uΩ,Ω)] has been taken as the
expectation of H(uΩ,Ω). Our main objective has been the extension of the results obtained by
Dambrine, Dapogny and Harbrecht in [80] to polynomial functions of degree m of the uncertain
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loads. We were able to compute a tensor formulation for the optimization problem by introduc-
ing a suitable correlation tensor of order m, proving that the expectation of an m-multilinear
function depends on the m first stochastic moments of the perturbation. However, such expres-
sion is impossible to solve numerically as a consequence of the high dimensionality of the tensor
space. Therefore, we limited our study to perturbations of finite rank N .

In section 4.4 we tested our approach for the optimization of a structure under a constraint
on the L6-norm of the von Mises stress, and in section 4.5 we showed how this method can be
used to compute the shape derivative of the variance of a quadratic functional. Similarly to
the first approach of chapter 3, this method suffers from the curse of dimensionality. Indeed,
the number of components the shape derivative grows exponentially with the rank N of the
perturbation due to the presence of numerous cross terms. One possible approach to this issue
is the application of tensor decomposition techniques to the correlation tensor, in order to isolate
the components responsible for the largest part of the constraint functional. This method would
allow to reduce the number of components to take into account in the expression of the shape
derivative by accepting a systematic error in the evaluation of the constraint.

A different strategy to be investigated consists in associating a weight to each of the N
components of the perturbation. Since all terms of the constraint functional are obtained by
combining m components of the random load, each one can be associated to a weight defined as
the product of the weights of its parts. By limiting the computation of the constraint functional
(as well as its derivative) to the terms with a weight larger than a given tolerance, it should be
possible to reduce the complexity of the expression while controlling the error.

Finally, in chapter 5 we focused on RBTO problems for quadratic functionals of the state,
where the applied loads are subject to perturbations of finite rank N . This approach is partic-
ularly interesting if the aim of the optimization is to be able to control the failure probability
of a given structure. The expression of F [ · ] chosen for this last case has been F [H(uΩ,Ω)] =
P [H(uΩ,Ω) > τ ].

In section 5.3 we provided a generic formula for the derivative of the failure probability for the
case where the random variable describing the uncertain loads admits a density function. The
coefficients of the several components of the shape derivative have been computed as integrals
of the probability density function on the surface of an N -dimensional ellipsoid. In section 5.4
we provided an alternative technique to compute and differentiate the failure probability for the
case of Gaussian perturbations, avoiding numerical integration in large dimension. This new
approach relied on the series expansion of the cumulative distribution function of a non-central
chi-squared random variable proven by Ruben [214]. This method scaled well with the rank
of the perturbations since the shape derivative of the failure probability can be written as the
weighted sum of just (N + 1)2 derivatives. The weights of each term have been computed by an
inexpensive recursive relation.

The simulations of section 5.6 show the efficacy and the accuracy of both approaches in
multiple cases. As an example, we cite the comparison between the results of section 3.4.1
and section 5.6.1. In both cases we aimed to minimize the volume of a 3D cantilever under a
constraint on the mechanical compliance. In the first case the constraint applied on the worst-
case scenario, while in the second we imposed that the event of the compliance exceeding a
threshold τ should happen with a probability lower than 1%. The two approaches yielded very
similar results, but the probabilistic approach has been slightly faster and its performance would
not be impaired by the addition of further uncertain loads. Possible directions of further research
in the RBTO approach consist in the search for results analogous to the ones of section 5.3 for
functionals other than quadratic. Other possible developments include the computation of the
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shape derivative of the Value at Risk, and the extension of the linearization approach of Allaire
and Dapogny [11] to include a second order approximation of the functional of interest.

The main objective of the present thesis has been the study of different approaches to address
the presence of uncertainties in the solution of shape and topology optimization problems. The
methods proposed in this work have been presented and tested for elastic structures. However,
their scope is larger than the context of linear elasticity, and future works on this subject may
focus on the implementation of the aforementioned techniques in a wider array of situations. As
stated in chapter 2, some studies have already been launched concerning the application of RTO
techniques to elastic structures subject to time-dependent and uncertain thermal perturbations.

All methods discussed in part II have been analyzed from the theoretical point of view, and
tested on academic examples. However, in engineering applications, the constraints on uncertain
functionals would have to concur with other kinds of constraints concerning various aspects of
the structure, as its manufacturability, or the interactions with its surroundings. A natural
extension of this work is the application of the methods detailed in this work to structures
with an industrial interest, and the development of numerical tools to deal with the increased
complexity of the problem. Some preliminary study on the application of the aforementioned
techniques to mechanical pieces is currently ongoing at Safran Helicopter Engines.
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Appendix A

Some shape calculus formulas

In this appendix we recall some formulas and propositions which have been used throughout
this thesis for the computation of shape derivatives. For the entirety of this appendix we
will suppose that Ω is a Lipschitz continuous domain in Rd, and θ ∈ W1,∞

(
Rd
)d

a Lipschitz
continuous displacement field such that ∥θ∥1,∞ < 1.

Contents
A.1 Shape derivatives on variable domains . . . . . . . . . . . . . . . 179
A.2 Differential operators under a change of variables . . . . . . . . 180
A.3 Shape derivatives of common expressions . . . . . . . . . . . . . 181
A.4 Integration by parts . . . . . . . . . . . . . . . . . . . . . . . . . . 181

A.1 Shape derivatives on variable domains

In this section we recall the results of proposition 1.8 and proposition 1.12.

Proposition A.11 (Shape derivative of a volume function). Let f ∈W1,1
(
Rd
)

be a real valued
function, and Sadm a class of Lipschitz continuous domains in Rd. Let Ω ∈ Sadm be a domain
such that, for any admissible displacement field θ ∈ Θadm the perturbed domain Ωθ belongs
to Sadm. Then, the shape functional Φ : Ω 7→

∫
Ωf(x)dx is shape differentiable in Ω and its

derivative can be written as

DΦ(Ω)(θ̂) =
∫

Ω
div

(
θ̂(x)f(x)

)
dx.

If, moreover, Ω has a Lipschitz continuous boundary, the shape derivative of Φ can be also
expressed as

DΦ(Ω)(θ̂) =
∫

∂Ω

(
n(s) · θ̂(s)

)
f(s) ds.

This result is reported and proven in section 1.2.1 as proposition 1.8.

Proposition A.12 (Shape derivative of a boundary functional). Let Ω be a C2 domain with
Lipschitz continuous boundary, and g ∈ W2,1

(
Rd
)

a real valued function. Then, the shape

179



Appendix A. Some shape calculus formulas

functional Φ : Ω 7→
∫

∂Ω
g(s)ds is shape differentiable in Ω, and its derivative is expressed as

DΦ(Ω)(θ̂) =
∫

∂Ω

(
∇g · θ̂ + g divΓ θ̂

)
ds. =

∫
∂Ω

(
n(s) · θ̂(s)

)( ∂g
∂n +Hg

)
ds.

The operator divΓ denotes the tangential divergence defined in definition 1.9. The quantity
H : ∂Ω → R is the mean curvature of the surface, and is introduced in definition 1.10. The
aforementioned result is reported and proven in [6, Proposition 6.24] and [138, Proposition
5.4.18].

A.2 Differential operators under a change of variables
Here we list the expression of different operators under a change of variables. Let us consider
a Lipschitz continuous vector field θ ∈ W1,∞

(
Rd
)d

. The mapping defined as Φθ : x 7→ y =
(I + θ(x))x is a diffeomorphism in Rd. In this section we denote by an index "y" the differential
operators computed with respect to the perturbed reference system.

• Gradient of a scalar function. Let us consider φ ∈ C1
(
Rd
)

a continuous scalar func-
tion. Then

∇y
(
φ ◦ (I + θ)−1

)
= (I +∇θ)−T∇φ

where ∇φ is a column vector, and ∇θ = [∇θ1| · · · |∇θN ]T.

• Product of gradients. Let φ,ψ ∈ C1
(
Rd
)

be two continuous scalar functions. Then

∇y
(
φ ◦ (I + θ)−1

)
· ∇y

(
ψ ◦ (I + θ)−1

)
= (Aθ∇φ) · ∇ψ,

where the matrix Aθ ∈ Rd×d is defined as

Aθ = (I +∇θ)−1(I +∇θ)−T.

• Gradient of a vector function. Let v ∈ C1
(
Rd
)d

be a smooth vector field. Then

∇y
(
v ◦ (I + θ)−1

)
= ∇v (I +∇θ)−1,

where ∇v = [∇v1| · · · |∇vN ]T.

• Divergence of a vector. We consider a smooth vector field v ∈ C1
(
Rd
)d

. Then

divy
(
v ◦ (I + θ)−1

)
= (I +∇θ)−T : ∇v.

• Product of gradients via an elasticity tensor. Let v,w ∈ C1
(
Rd
)d

be smooth vector
fields, and C a fourth order tensor satisfying the assumptions of section 2.1.1. Then

C∇y
(
v ◦ (I + θ)−1

)
: ∇y

(
w ◦ (I + θ)−1

)
= C

(
∇v(I +∇θ)−1

)
:
(
∇w(I +∇θ)−1

)
.
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• Volume integral. Let φ ∈ L1 (Ω) be an integrable real function, and Ωθ = Φθ(Ω) a
deformed Lipschitz continuous domain. Then∫

Ωθ

φ ◦ (I + θ)−1(x) dx =
∫

Ω
φ(x) |det (I +∇θ)| dx.

• Surface integral. Let Ω ⊂ Rd be a bounded domain with a C1 surface, and ψ ∈ L1 (∂Ω)
a real-valued function defined on the surface of Ω. Once again, we denote Ωθ = Φθ(Ω) the
domain obtained by the deformation Φθ, and ∂Ωθ its surface. Then∫

∂Ωθ

ψ ◦ (I + θ)−1 =
∫

∂Ω
ψ(s) Jac∂Ω (I + θ) ds,

where the Jacobian term is defined on each point s of ∂Ωθ as

Jac∂Ω (I + θ) (s) =
∥∥∥(I +∇θ)−T n(s)

∥∥∥ |det(I +∇θ)| .

A.3 Shape derivatives of common expressions

Let θ, θ̂ ∈ W1,∞
(
Rd
)d

be Lipschitz continuous vector fields defined on Rd. We collect in this
section the expression of the derivatives with respect to θ of quantities appearing frequently in
the computation of Hadamard shape derivatives.

• d
dθ

(
(I +∇θ)−1) ∣∣∣∣

θ=0
(θ̂) = −∇θ̂.

• d
dθ (|det(I +∇θ)|)

∣∣∣∣
θ=0

(θ̂) = −∇· θ̂ is the derivative of the Jacobian term appearing in the

expression of a volume integral under change of coordinates.

• d
dθ (Jac∂Ω (I + θ))

∣∣∣∣
θ=0

(θ̂) = div∂Ω θ̂ = div θ̂− (∇θ̂ n) ·n is the derivative of the Jacobian

for surface integrals under change of coordinates, and n identifies the unit vector normal
to the surface. This identity is proven in [138, Lemma 5.4.15].

• d
dθ

(
C
(
∇v(I +∇θ)−1) :

(
∇w(I +∇θ)−1)) ∣∣∣∣

θ=0
(θ̂) = −C∇w : (∇v∇θ̂)−C∇v : (∇w∇θ̂),

where v,u ∈ C1
(
Rd
)d

are smooth vector fields, and C is a fourth order tensor respecting
the constraints of Hooke’s elasticity as listed in section 2.1.1.

A.4 Integration by parts

Let Ω ⊂ Rd be a C1 domain, and let us denote n(s) the unitary vector normal to the surface of the
domain in s ∈ ∂Ω. As proven by Hadamard’s structure theorem (see theorem 1.7), the shape
derivative of a differentiable function on a C1 domain Ω ⊂ Rd evaluated in θ̂ ∈ W1,∞

(
Rd
)d

depends only on the normal component of θ̂ on ∂Ω. For each s ∈ ∂Ω, we denote θ̂τ (s) the
component of θ̂(s) tangent to ∂Ω in s. Thus, on the surface of the domain Ω, the vector θ̂(s)
can be decomposed as θ̂τ + n(θ̂ · n).
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Appendix A. Some shape calculus formulas

In this section we report the results of the integrations by parts of some expressions appearing
in the computation of shape derivatives. In particular, we express each integral as the sum of
a volume term, and two surface terms depending on the tangent and normal components of θ̂
respectively.

• Let φ,ψ ∈ C1 (Ω) be two continuous and differentiable functions. Then∫
Ω
φ(x) div

(
ψ θ̂

)
dx = −

∫
Ω

(θ̂ · ∇φ)ψ(x) dx +
∫

∂Ω
φ(s)ψ(s) (θ̂ · n) ds.

• Let φ,ψ ∈ C2 (Ω) be two continuous and twice differentiable functions. Then∫
Ω

(
∇θ̂∇φ

)
· ∇ψ dx = −

∫
Ω

θ̂ · div (∇ψ ⊗∇φ) dx

+
∫

∂Ω

∂φ

∂n

(
∇ψ · θ̂τ

)
ds +

∫
∂Ω

∂φ

∂n
∂ψ

∂n (θ̂ · n) ds.

• Let us consider two vector-valued functions f ,g ∈ C2
(
Rd
)d

and a fourth-order tensor C.
Then ∫

Ω

(
C∇f : (∇g∇θ̂)

)
dx = −

∫
Ω

θ̂ · div
(
∇gT C∇f

)
dx

+
∫

∂Ω
(C∇f n) · (∇gT θ̂τ ) ds +

∫
∂Ω

(C∇f n) · ∂g
∂n (θ̂ · n) ds.

• Let us consider a C2 vector valued function f , and a scalar function φ ∈ C1
(
Rd
)
. Then∫

Ω
φ(x)

(
∇fT : ∇θ̂

)
dx = −

∫
Ω

θ̂ · div
(
φ fT

)
dx

+
∫

∂Ω

(
θ̂τ ·

∂f
∂n

)
φ ds +

∫
∂Ω

(
n · ∂f

∂n

)
φ (θ̂ · n) ds.

• Let f ,g ∈ C1
(
Rd
)d

be two continuous and differentiable vector functions. Then∫
Ω

gdiv
(
f ⊗ θ̂

)
dx = −

∫
Ω

θ̂ ·
(
∇gTf

)
dx +

∫
∂Ω

(g · f) (θ̂ · n) ds.
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Appendix B

Alternative proof of proposition 5.2

In this annex we provide an alternative proof of proposition 5.2 which does not rely on lemma 5.1.

Alternative proof of proposition 5.2. As first step, we consider the expression 5.11 of the func-
tional Φ (·), and we apply the change of variables y = 1√

τ
MΩ

1/2x in order to express Φ (·) on
the unit sphere:

Φ (Ω) =
∫

EMΩ,τ

f(x) dx =

√
τN

det MΩ

∫
BN

f
(√

τMΩ
−1/2y

)
dy. (B.1)

The shape derivative of equation (B.1) can be written as the sum of two terms, that we
denote A(θ) and B(θ).

DΦ (Ω)(θ) = D

√
τN

det MΩ

∫
BN

f
(√

τMΩ
−1/2y

)
dy(θ)

= D

√
τN

det MΩ
(θ)

∫
BN

f
(√

τMΩ
−1/2y

)
dy︸ ︷︷ ︸

A(θ)

+

√
τN

det MΩ

∫
BN

Df
(√

τMΩ
−1/2y

)
(θ)dy︸ ︷︷ ︸

B(θ)

.

We develop A(θ) and B(θ) separately. In order to express A(θ), we apply Jacobi’s formula for
the determinant of an invertible matrix M [174]):

d
dt [det M(t)] = (det M(t)) tr

(
M−1(t) d

dtM(t)
)
. (B.2)

Therefore, we have

A(θ) = τN/2
(∫

BN

f
(√

τMΩ
−1/2y

)
dy
)

D(det MΩ)−1/2(θ)

=− τN/2

2

(∫
BN

f
(√

τMΩ
−1/2y

)
dy
)

(det MΩ)−3/2 D(det MΩ)(θ)

=− 1
2 (det MΩ)Φ (Ω) tr

(
MΩ

−1DMΩ(θ)
)

= −1
2Φ (Ω) tr

(
MΩ

−1DMΩ(θ)
)
.

(B.3)

For the term B(θ), we remark the following identity:

divy
(
f
(√

τMΩ
−1/2y

)
MΩ

1/2DMΩ
−1/2(θ)y

)
=
√
τ
(
∇yf

(√
τMΩ

−1/2y
))
·
(
DMΩ

−1/2(θ)y
)

+ f
(√

τMΩ
−1/2y

)
tr
(
MΩ

1/2DMΩ
−1/2(θ)

)
.

(B.4)
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Appendix B. Alternative proof of proposition 5.2

Thus, using equation (B.4) and Green’s formula, and observing that on the surface of the unit
sphere SN−1 the unit normal vector in y ∈ SN−1 is y itself, we can decompose B(θ) in two
terms:

B(θ) =

√
τN

det MΩ

∫
BN

∇yf
(√

τMΩ
−1/2y

)
·
(√

τDMΩ
−1/2(θ)y

)
dy

=

√
τN

det MΩ

∫
SN−1

f
(√

τMΩ
−1/2s

) (
MΩ

1/2DMΩ
−1/2(θ)s

)
· s ds︸ ︷︷ ︸

B1(θ)

−

√
τN

det MΩ
tr
(
MΩ

1/2DMΩ
−1/2(θ)

) ∫
BN

f
(√

τMΩ
−1/2y

)
dy︸ ︷︷ ︸

B2(θ)

.

(B.5)

In the expressions of B1(θ) and B2(θ) in (B.5), the term MΩ
1/2DMΩ

−1/2(θ) appears. In
order to characterize this term, we consider the identity I = MΩ

−1/2MΩ MΩ
−1/2 and we differ-

entiate it with respect to the shape:

0 =DMΩ
−1/2(θ)MΩ MΩ

−1/2 + MΩ
−1/2DMΩ(θ) MΩ

−1/2

+ MΩ
−1/2MΩ DMΩ

−1/2(θ).

Considering that MΩ is a symmetric matrix, and that MΩ
−1/2 is symmetric as well, we deduce:

MΩ
1/2 DMΩ

−1/2(θ) = −1
2MΩ

−1/2DMΩ(θ) MΩ
−1/2. (B.6)

Using equation (B.6) and the fact that, if F and G are square matrices, tr(FG) = tr(GF),
we remark that:

B2(θ) = −

√
τN

det MΩ

∫
BN

f
(√

τMΩ
−1/2y

)
dy tr

(
MΩ

1/2DMΩ
−1/2(θ)

)
= 1

2Φ (Ω) tr
(
MΩ

−1/2DMΩ(θ) MΩ
−1/2

)
= 1

2Φ (Ω) tr
(
MΩ

−1DMΩ(θ)
)

= −A(θ).

Therefore, the shape derivative of Φ (·) in Ω consists only in the term B1(θ)

DΦ (Ω)(θ) = −1
2

√
τN

det MΩ

∫
SN−1

f
(√

τMΩ
−1/2s

) (
MΩ

−1/2DMΩ(θ) MΩ
−1/2s

)
· sds. (B.7)

Comparing the expressions 5.19 and (B.7), we conclude that the two approaches to compute the
shape derivative of Φ (·) are equivalent.
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Appendix C

Quadrature formulas for the
centered Gaussian distribution

In this appendix we present some quadrature formulas to integrate multivariate Gaussian den-
sities on the unit sphere or the unit ball in an arbitrary number of dimensions N . We propose
recursive relations to express such integrals, which scale well with the dimension N of the Gaus-
sian vector.

Contents
C.1 Notations and definitions . . . . . . . . . . . . . . . . . . . . . . . 185
C.2 Integrals on the sphere . . . . . . . . . . . . . . . . . . . . . . . . . 186
C.3 Integrals on the unit ball . . . . . . . . . . . . . . . . . . . . . . . 192

C.1 Notations and definitions
Let N be a positive integer. We denote BN the unit ball in RN centered in the origin, and
SN−1 = ∂BN the N -sphere

BN =
{

x ∈ RN : ∥x∥ ≤ 1
}
,

SN−1 =
{

x ∈ RN : ∥x∥ = 1
}
.

The space of real valued square integrable functions on the unit sphere is the space L2 (SN−1),
which is a Hilbert space with respect to the inner product ⟨·, ·⟩SN−1

: L2 (SN−1)×L2 (SN−1)→ R
such that

⟨ϕ, ψ⟩SN−1
=
∫
SN−1

ϕ(s) ψ(s) ds for any choice of ϕ, ψ ∈ L2 (SN−1) .

The main objective of this section is the analytic computation of integrals of the quadratic
form x 7→

(
xTM x

)
on BN and on SN−1, where M is an N × N real symmetric matrix. By

extension, the knowledge of the expression of such integrals would allow to compute the integral
on the ball or on the sphere of any function of the type x 7→ f

(
xTM x

)
, where f : BN → R is

analytic. A first remark on such integrals is the fact that, given the symmetry of BN and SN−1,
the value of the integral of f

(
xTM x

)
on either the ball or the sphere is independent from the

choice of the cartesian reference, and depends only on the eigenvalues of M. Therefore, without
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Appendix C. Quadrature formulas for the centered Gaussian distribution

loss of generality and for the entirety of the current section, we focus on quadratic functions in
the form x 7→

(
xTD x

)
where D = diag {λ1, . . . , λN} is an N ×N diagonal matrix.

In this section we propose an iterative method to compute integrals of integers power of a
quadratic function on the N -sphere and on the N -ball. Such technique does not require the
numerical computation of high-dimensional integrals, but relies on a recursive formula and its
complexity increases linearly with the dimension N .

C.2 Integrals on the sphere

We are interested in the computation of the integrals on the unit N -sphere
〈
f(sTD s), 1

〉
SN−1

and
〈
f(sTD s), s2

i

〉
SN−1

for any i = 1, . . . , N and for f(·) regular on BN . Our method relies on
a Taylor expansion of f(·). The coefficients of the series are computed thanks to a recursive
relation, and we provide an upper bound for the truncation error. The computation of the
recursive relation relies on the properties of the spherical Laplace operator ∆SN−1 : C2 (SN−1)→
C0 (SN−1), that is the Laplace-Beltrami operator on the sphere SN−1, considered as a Riemannian
manifold. The Laplace-Beltrami operator on SN−1 is defined for any function ϕ ∈ C2 (SN−1) as
follows

∆SN−1ϕ = divSN−1

(
∇SN−1ϕ

)
, (C.1)

where divSN−1 and ∇SN−1 represent the divergence and gradient operator on the manifold SN−1
respectively, as introduced in definition 1.9.

Given a C2 (AN ) extension ϕ̃ of ϕ ∈ C2 (SN−1) to an open neighborhood AN ⊂ RN of SN−1,
it is possible to compute ∆SN−1ϕ thanks to the following result, derived from [138, Definition
5.4.11 and Proposition 5.4.12]

∆SN−1ϕ = divSN−1

(
∇SN−1ϕ

)
= ∆ϕ− (N − 1)∂ϕ̃

∂r

∣∣∣∣
r=1
− ∂2ϕ̃

∂r2

∣∣∣∣
r=1

. (C.2)

Some important properties of the operator ∆SN−1 used subsequently are compiled in the
following result.
Theorem C.13. The Laplace-Beltrami operator ∆SN−1 is self-adjoint with respect to the scalar
product ⟨·, ·⟩SN−1

. The spectrum of the operator ∆SN−1 is the sequence {ℓk}∞k=0, where, for all
k ≥ 0, ℓk = −k(k +N − 2), and each ℓk has multiplicity 2k+N−2

k

(N+k−3
k−1

)
.

The proof of the self-adjoint nature of the operator ∆SN−1 can be derived using [138, Lemma
5.4.10], or deduced from the result presented in [236] for a generic complete Riemannian manifold.
The result about the eigenvalues of ∆SN−1 , as well as other results on spherical harmonics, can
be found in [108].
Proposition C.14. Let D = diag {λ1, . . . , λN} be a N × N diagonal matrix. Then, for any
k ≥ 1, the quantities

〈(
sTD s

)k
, 1
〉
SN−1

and
〈(

sTD s
)k
, s2

i

〉
SN−1

satisfy the following recursive

relation:

〈(
sTD s

)k
, 1
〉
SN−1

=
∑N

j=1 λj

〈(
sTD s

)k−1
, s2

j

〉
SN−1〈(

sTD s
)k
, s2

i

〉
SN−1

= 1
N+2k

(〈(
sTD s

)k−1
, 1
〉
SN−1

+ 2kλi

〈(
sTD s

)k−1
, s2

i

〉
SN−1

)
for 1 ≤ i ≤ N.

(C.3)
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The initial value of the recurrence (C.3) is given by:
⟨1, 1⟩SN−1

= |SN−1| = 2πN/2

Γ( N
2 ) ,〈

1, s2
i

〉
SN−1

= |SN−1|
N =

⟨1,1⟩SN−1
N for 1 ≤ i ≤ N.

(C.4)

Proof. We start by proving the identities (C.4) on the starting point of the recurrence using the
formula found in [118]. Let us consider α ∈ NN , and Pα be a monomial defined on RN in the
form Pα(x) = xα = xα1

1 . . . xαN
N . Then, the following identity holds:

∫
SN−1

Pα(s) ds =

 0 if some αj is odd,
2Γ(β1) ... Γ(βN )

Γ(β1+...+βN ) if all αj are even,

where βj = 1
2αj + 1 for all j = 1, . . . , N .

Now we can prove the first equation of (C.3).〈(
sTD s

)k
, 1
〉
SN−1

=
〈(

sTD s
) (

sTD s
)k−1

, 1
〉
SN−1

=
N∑

j=1
λj

〈(
sTD s

)k−1
, s2

j

〉
SN−1

.

In order to prove the second equation of (C.3) we have to consider the following two expres-
sions:

∆SN−1si = −(N − 1)s1, (C.5a)
∆SN−1s

2
i = 2− 2Ns2

i , (C.5b)

as well as the identities valid for all ϕ, ψ ∈ C2(SN−1):

∆SN−1ϕψ = divSN−1

(
∇SN−1ϕψ

)
= ϕ∆SN−1ψ + ψ∆SN−1ϕ+ 2∇SN−1ϕ · ∇SN−1ψ, (C.6a)

∆SN−1ϕ
k = divSN−1

(
∇SN−1ϕ

k
)

= kϕk−1∆SN−1ϕ+ k(k − 1)ϕk−2 ∥∥∇SN−1ϕ
∥∥2
. (C.6b)

Moreover, thanks to equation (C.2) and to the definition of the tangential gradient, we also
know that:

∇SN−1sTD s = ∇xTD x− s∂xTD x
∂r

∣∣∣∣
r=1

= 2Ds− 2(sTD s)s,

∆SN−1sTD s = ∆xTD x− (N − 1)∂xTD x
∂r

∣∣∣∣
r=1
− ∂2xTD x

∂r2

∣∣∣∣
r=1

= 2 tr D− 2NxTD x,

∇SN−1si = ∇SN−1(ei · s) = ∇(ei · x)− s∂r(ei·s)
∂r

∣∣∣∣
r=1

= ei − sis,

where x belongs to a neighborhood of SN−1 ⊂ RN , s = x/ ∥x∥, and ei ∈ RN is the i-th element
of the canonical basis of RN . Therefore, we get the following expressions

∆SN−1

(
sTD s

)k
= k

(
sTD s

)k−1
∆SN−1

(
sTD s

)
+ k(k − 1)

(
sTD s

)k−2 ∥∥∥∇SN−1

(
sTD s

)∥∥∥2

=2k
(
sTD s

)k−1 (
tr D−N(sTD s)

)
+ 4k(k − 1)

(
sTD s

)k−2
(

sTD2 s−
(
sTD s

)2
)

=4
(
sTD s

)k−2 (
k(k − 1)

(
sTD2 s

))
+ 2

(
sTD s

)k−1
k tr D− 2

(
sTD s

)k
(kN + 2k(k − 1)) ;

(C.7)
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∆SN−1

((
sTD s

)k
si

)
= si∆SN−1

(
sTD s

)k
+
(
sTD s

)k
∆SN−1si + 2∇SN−1(sTD s) · ∇SN−1si

=4si

(
sTD s

)k−2 (
k(k − 1)

(
sTD2 s

))
+ 2si

(
sTD s

)k−1
(k tr D + 2kλi)

− si

(
sTD s

)k (
2kN + 4k2 −N + 1

)
.

(C.8)
Using equation (C.5a) and the self-adjoint nature of the Laplace-Beltrami operator we get:

− (N − 1)
〈(

sTD s
)k
si, si

〉
SN−1

=
〈(

sTD s
)k
si,∆SN−1si

〉
SN−1

=
〈

∆SN−1

((
sTD s

)k
si

)
, si

〉
SN−1

= 4k(k − 1)
〈(

sTD s
)k−2 (

sTD2 s
)
, s2

i

〉
SN−1

+ 2k (tr D + 2λi)
〈(

sTD s
)k−1

, s2
i

〉
SN−1

−
(
2kN + 4k2 +N − 1

)〈(
sTD s

)k
, s2

i

〉
SN−1

Thus

2k(k − 1)
〈(

sTD s
)k−2 (

sTD2 s
)
, s2

i

〉
SN−1

+ k (tr D + 2λi)
〈(

sTD s
)k−1

, s2
i

〉
SN−1

−k (N + 2k)
〈(

sTD s
)k
, s2

i

〉
SN−1

= 0.
(C.9)

We perform the same procedure on (C.5b)

2
〈(

sTD s
)k
, 1
〉
SN−1

− 2N
〈(

sTD s
)k
, s2

i

〉
SN−1

=
〈(

sTD s
)k
,∆SN−1s

2
i

〉
SN−1

=
〈

∆SN−1

(
sTD s

)k
, s2

i

〉
SN−1

= 4k(k − 1)
〈(

sTD s
)k−2 (

sTD2 s
)
, s2

i

〉
SN−1

+ 2k tr D
〈(

sTD s
)k−1

, s2
i

〉
SN−1

− 2k(N + 2k − 2)
〈(

sTD s
)k
, s2

i

〉
SN−1

.

Therefore

2k(k − 1)
〈(

sTD s
)k−2 (

sTD2 s
)
, s2

i

〉
SN−1

+ k tr D
〈(

sTD s
)k−1

, s2
i

〉
SN−1

−k
(
kN + 2k2 − 2k +N

)〈(
sTD s

)k
, s2

i

〉
SN−1

= 0.
(C.10)

By subtracting (C.10) from (C.9) we get

(N + 2k)
〈(

sTD s
)k
, s2

i

〉
SN−1

− 2kλi

〈(
sTD s

)k−1
, s2

i

〉
SN−1

−
〈(

sTD s
)k
, 1
〉
SN−1

= 0, (C.11)

proving the second identity of (C.3).

Given the result of proposition C.14, we state a result about the development of the quantities〈
f(sTD s), 1

〉
SN−1

and
〈
f(sTD s), s2

i

〉
SN−1

as infinite sums for f sufficiently regular on BN ,
providing also an estimate on the error intoduced truncating the sum after n terms.
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Proposition C.15. Let D = diag {λ1, . . . , λN} be a diagonal matrix. We consider f : R→ R to
be an analytic real valued function admitting an extension f̃ : C→ C such that f̃ is holomorphic
on a disc centered in 0 with radius r > |λj | for all 1 ≤ j ≤ N . Then, the following expansions
in infinite series hold for all 1 ≤ i ≤ N

〈
f(sTD s), 1

〉
SN−1

=
∞∑

k=0

f (k)(0)
k!

〈(
sTD s

)k
, 1
〉
SN−1

, (C.12a)

〈
f(sTD s), s2

i

〉
SN−1

=
∞∑

k=0

f (k)(0)
k!

〈(
sTD s

)k
, s2

i

〉
SN−1

. (C.12b)

Moreover, if the sums in the expressions (C.12a) and (C.12a) are computed up to the first
n terms, the truncation errors committed can both be bounded by the same quantity Etrunc

f (n)
defined as

Etrunc
f (n) = |SN−1|

Mf,n+1
(n+ 1)!Λ

n+1, (C.13)

where Λ = max {|λi| : i = 1, . . . , N} and Mf,n+1 ≥ f (n+1)(c) for all c ∈ hull {0, λ1, . . . , λN}.

Proof. Since f is supposed to be holomorphic on the disc centered in 0 with radius r, for any
z ∈ C such that |z| < r, the series

∑∞
k=0

f (k)(0)
k! zk is absolutely convergent and converges to f(z).

Since, for all s ∈ SN−1, sTD s < r, we can use Fubini’s theorem to swap the integral and the
sum. Therefore, we prove the identity (C.12a) as:

〈
f(sTD s), 1

〉
SN−1

=
〈 ∞∑

k=0

f (k)(0)
k!

(
sTD s

)k
, 1
〉

SN−1

=
∫
SN−1

∞∑
k=0

f (k)(0)
k!

(
sTD s

)k
ds

=
∞∑

k=0

f (k)(0)
k!

∫
SN−1

(
sTD s

)k
ds =

∞∑
k=0

f (k)(0)
k!

〈(
sTD s

)k
, 1
〉
SN−1

.

In order to derive the error estimate, we start by remarking that, if x ∈ SN−1, then (xTD x) ∈
hull {0, λ1, . . . , λN}. Therefore, using the Lagrange form of the remainder for the Taylor series
[25, Section 7.7] and considering n ∈ N fixed, we get:∣∣∣∣∣∣

∞∑
k=n+1

f (k)(0)
k!

〈(
sTD s

)k
, 1
〉
SN−1

∣∣∣∣∣∣ ≤ |SN−1|

∣∣∣∣∣∣
∞∑

k=n+1

f (k)(0)
k! |x|k

∣∣∣∣∣∣
≤ |SN−1|

Mf,n+1
(n+ 1)! |x|

n+1 ≤ |SN−1|
Mf,n+1
(n+ 1)!Λ

n+1,

(C.14)

for any x ∈ hull {λ1, . . . , λN} and where Mf,n+1 ≥
∣∣∣f (n+1)(x)

∣∣∣ for all c ∈ hull {0, λ1, . . . , λN}.

In order to find the identity (C.12b) we perform the same procedure on
〈
f(sTD s), s2

i

〉
SN−1

.

By applying proposition C.15 to the function x 7→ e−x we get the following result.

Corollary C.16. For any diagonal matrix D = diag {λ1, . . . , λN}, it is possible to develop the
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quantities
〈
e−(sTD s), 1

〉
SN−1

and
〈
e−(sTD s), s2

i

〉
SN−1

as follows

〈
e−(sTD s), 1

〉
SN−1

=
∞∑

k=0

(−1)k

k!

〈(
sTD s

)k
, 1
〉
SN−1

, (C.15a)

〈
e−(sTD s), s2

i

〉
SN−1

=
∞∑

k=0

(−1)k

k!

〈(
sTD s

)k
, s2

i

〉
SN−1

. (C.15b)

The truncation error for (C.15a) and (C.15b) fixed n ∈ N, has as upper bound the quantity
Etrunc(n) defined as:

Etrunc(n) = |SN−1|
e− min(0,λmin)

(n+ 1)! Λn+1. (C.16)

The procedure detailed in proposition C.15 allows to compute the terms
〈
f(sTD s), 1

〉
SN−1

and
〈
f(sTD s), s2

i

〉
SN−1

without performing neither a high-dimensional numerical integration on
SN−1 nor a Monte Carlo simulation. Moreover, given the structure of the recursive relation (C.3),
the complexity of the procedure is linear in N , thus it is free from the curse of dimensionality.

If all eigenvalues λ1, . . . , λN are strictly positive, the expressions (C.15a) and (C.15b) ap-
pear as infinite sums of alternating terms. On the one hand, alternating series provide a simple
method to estimate the error once the series of the coefficients is monotonically decreasing (Leib-
niz’s rule, presented as in [25, Theorem 10.14]). On the other hand, the terms of the alternating
series might become large before definitely converging towards zero, and an alternating sum of
large numbers can result in considerable numerical errors due to floating point arithmetic (see
[125]). Fortunately, there exists an equivalent formulation of the series (C.15a) and (C.15b)
which is more adapted to numerical computations, as stated by the following result.

Proposition C.17. Let D = diag {λ1, . . . , λN} be a positive definite diagonal matrix where
λ1 ≥ . . . ≥ λN > 0. We denote D̃ = D/λ1 the rescaled diagonal matrix. Then, the following
identities hold for all 1 ≤ i ≤ N〈

e−(sTD s), 1
〉
SN−1

= e−λ1
∞∑

k=0

λk
1
k!

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

, (C.17a)

〈
e−(sTD s), s2

i

〉
SN−1

= e−λ1
∞∑

k=0

λk
1
k!

〈(
sT
(
I− D̃

)
s
)k
, s2

i

〉
SN−1

, (C.17b)

The quantities
〈(

sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

and
〈(

sT
(
I− D̃

)
s
)k
, s2

i

〉
SN−1

fulfill the following

recursive relation for all k ≥ 1 and 1 ≤ i ≤ N

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

=
∑N

j=2

(
1− λj

λ1

)〈(
sT
(
I− D̃

)
s
)k−1

, s2
j

〉
SN−1

,〈(
sT
(
I− D̃

)
s
)k
, s2

1

〉
SN−1

=
⟨1,s2

i ⟩SN−1
N+2k ,〈(

sT
(
I− D̃

)
s
)k
, s2

i

〉
SN−1

=
⟨1,s2

i ⟩SN−1
N+2k + 2k

N+2k

(
1− λi

λ1

)〈(
sT
(
I− D̃

)
s
)k−1

, s2
i

〉
SN−1

for 2 ≤ i ≤ N.
(C.18)
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The recursive relation (C.18) is initialized by:
⟨1, 1⟩SN−1

= |SN−1| = 2πN/2

Γ( N
2 ) ,〈

1, s2
i

〉
SN−1

= |SN−1|
N =

⟨1,1⟩SN−1
N for 1 ≤ i ≤ N.

(C.19)

If the series in the expressions (C.17a) and (C.17b) are approximated by the sum of their first n
terms, the truncation errors can once again be bounded by the same quantity Etrunc

resc (n) defined
as

Etrunc
resc (n) = e−λN

|SN−1|
N

(λ1 − λN )n+1

(n+ 1)! . (C.20)

Proof. As first step, we modify the expression of the function s 7→ e−(sTD s) in order to isolate
the factor e−λ1 .

e−(sTD s) = e−λ1(sTD̃ s) = eλ1(−sTs+sT
(
I−D̃

)
s) = e−λ1 eλ1 sT

(
I−D̃

)
s,

for any s ∈ SN−1.
Since the matrix −λ1

(
I− D̃

)
is diagonal, we can apply corollary C.16 and derive the ex-

pressions (C.17a) and (C.17b) from (C.15a) and (C.15b) respectively. The recursive relation
(C.18) and the initialization (C.19) derive from the application of proposition C.14, remarking
that

(
I− D̃

)
= diag

{
0,
(
1− λ2

λ1

)
, . . . ,

(
1− λN

λ1

)}
.

Finally, in order to estimate the truncation error, we remark that, for all k ≥ 0

0 < e−λ1 λ
k
1
k!

〈(
sT
(
I− D̃

)
s
)k
, s2

i

〉
SN−1

≤ e−λ1 λ
k
1
k!

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

.

Therefore, any upper bound for the truncation error on the series (C.17a) holds also for the
truncation error on (C.17b). Next, we bound the truncation error, exploiting the uniform
convergence of the series (C.17a) to swap the sum and the integral defining the scalar product.∣∣∣∣∣〈e−sTD s, 1

〉
SN−1

− e−λ1
n∑

k=0

λk
1
k!

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

∣∣∣∣∣
= e−λ1

∣∣∣∣∣∣
〈
eλ1sT

(
I−D̃

)
s −

n∑
k=0

λk
1
k!
(
sT
(
I− D̃

)
s
)k
, 1
〉

SN−1

∣∣∣∣∣∣
≤ e−λ1

〈∣∣∣∣∣eλ1sT
(
I−D̃

)
s −

n∑
k=0

λk
1
k!
(
sT
(
I− D̃

)
s
)k
∣∣∣∣∣, 1
〉

SN−1

.

Using the error estimate deriving from Lagrange’s form of the remainder as in proposition C.15,
and remarking that sT

(
I− D̃

)
s ∈

[
0, 1− λN

λ1

]
for any s ∈ SN−1, we find the estimate

∣∣∣∣∣eλ1sT
(
I−D̃

)
s −

n∑
k=0

λk
1
k!
(
sT
(
I− D̃

)
s
)k
∣∣∣∣∣ ≤ M

(n+ 1)!
(
sT
(
I− D̃

)
s
)k
,
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where M ≥
∣∣∣ dn+1

dtn+1 e
−λmaxt

∣∣∣ for all t ∈
[
0, 1− λN

λN

]
. Since

∣∣∣ dn+1

dtn+1 e
−λ1t

∣∣∣ ≤ λn+1
1 eλ1−λN for all

t ∈
[
0, 1− λN

λ1

]
, we get

e−λ1

〈∣∣∣∣∣eλ1sT
(
I−D̃

)
s −

n∑
k=0

λk
1
k!
(
sT
(
I− D̃

)
s
)k
∣∣∣∣∣, 1
〉

SN−1

≤ e−λ1 λn+1
1

(n+ 1)!e
λ1−λN

〈(
sT
(
I− D̃

)
s
)k+1

, 1
〉
SN−1

≤ e−λN
λn+1

1
(n+ 1)!

|SN−1|
N

(
1− λN

λ1

)n+1
= e−λN

(λ1 − λN )n+1

(n+ 1)!
|SN−1|
N

.

We conclude this section with a result on the inner products
〈(

sTD s
)k
, sisj

〉
SN−1

.

Lemma C.18. Let D ∈ RN×N be a symmetric matrix and f : RN → R a function such that(
s 7→ f(sTD s)

)
∈ L2 (SN−1). Then, for any pair i, j ∈ {1, . . . , N} such that i ̸= j,〈(

sTD s
)
, sisj

〉
SN−1

= 0.

Proof. Let us consider the change of variables s 7→ s̃ such that sℓ = s̃ℓ if ℓ ̸= j and sj = −s̃j .
Then ∫

SN−1
f(sTD s)si sj ds = −

∫
SN−1

f(s̃TDs̃)s̃i s̃j ds̃. (C.21)

Therefore
〈(

sTD s
)
, sisj

〉
SN−1

= 0.

C.3 Integrals on the unit ball
The integration of the exponential of a quadratic form of x on the unit sphere is a classical
problem in probability theory. Let us consider a random vector X = (X1, . . . , XN )T ∼ N (0, I),
and we denote T the random variable

T = XT D X = λ1X
2
1 + . . .+ λNX

2
N . (C.22)

If λ1 = . . . = λN = 1, the integral of exp
(
τ xTD x

)
is strictly related to the cumulative

distribution function of a χ2 random variable with N degrees of freedom. Indeed:

(τ)N/2

(2π)N/2

∫
BN

e−
√

τ
2 ∥x∥2

dx = P
[1
τ

X ∈ BN

]
= P [T ≤ τ ] = Fχ2(N)(τ) for all τ ≥ 0.

In this section we focus on the case where X ∼ N (µ,Σ) is a Gaussian random vector whose
mean µ is zero, and we propose an iterative method to compute the integral of the function
e−xTD x on the unit ball BN based on the terms

〈(
sTD s

)k
, 1
〉
SN−1

defined in section C.2. Such

technique does not require on the numerical computation of high-dimensional integrals, but
relies on a recursive formula and its complexity increases linearly with the number N of random
variables involved.
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Proposition C.19. Let D = diag {λ1, . . . , λN} be a diagonal matrix. Then, the following
identity holds: ∫

BN

e−xTD x dx =
∞∑

k=0

(−1)k

(N + 2k) k!

〈(
sTD s

)k
, 1
〉
SN−1

, (C.23)

where the quantities
〈(

sTD s
)k
, 1
〉
SN−1

satisfy the recursive relation of proposition C.14.

Moreover, if the sum (C.23) is stopped after n terms, the following estimate on the truncation
error holds:∣∣∣∣∣
∫
BN

e−xTD x dx−
n∑

k=0

(−1)k

(N + 2k) k!

〈(
sTD s

)k
, 1
〉
SN−1

∣∣∣∣∣ ≤ e− min(0,λmin) |SN−1| Λn+1

(N + 2(n+ 1)) (n+ 1)! , (C.24)

where λmin = min {λ1, . . . , λN}, and Λ = max {|λj | : j ∈ {1, . . . , N}}.

Proof. The proof relies on the expression of the left-hand side of (C.23) in spherical coordinates
and the absolute convergence of the Taylor expansion of the exponential.∫

BN

e−xTD x dx =
∫ 1

0
rN−1

(∫
SN−1

e−r2 sTD s ds
)

dr

=
∫ 1

0
rN−1

(∫
SN−1

∞∑
k=0

(−1)k rk

k!
(
sTD s

)k
ds
)

dr

=
∞∑

k=0

(−1)k

k!

〈(
sTD s

)k
, 1
〉
SN−1

∫ 1

0
rN+2k−1 dr

=
∞∑

k=0

(−1)k

(N + 2k) k!

〈(
sTD s

)k
, 1
〉
SN−1

.

In order to prove the truncation error estimate (C.24), we consider once again the expression
of the remainder in the Lagrange form as in the proof of proposition C.15. Indeed, knowing
that, for all s ∈ SN−1 we have sTD s ∈ [λmin, λmax], and that supt∈hull {0,λ1,...,λN }

∣∣∣ dn+1

dtn+1 e
−t
∣∣∣ =

e− min(0,λmin), we can deduce that:∣∣∣∣∣
∫
BN

e−xTD x dx−
∞∑

k=0

(−1)k

(N + 2k) k!

〈(
sTD s

)k
, 1
〉
SN−1

∣∣∣∣∣
=

∣∣∣∣∣∣
∞∑

k=n+1

(−1)k

(N + 2k) k!

〈(
sTD s

)k
, 1
〉
SN−1

∣∣∣∣∣∣
≤ 1
N + 2(n+ 1)

∣∣∣∣∣∣∣
〈 ∞∑

k=n+1

(−1)k
(
sTD s

)k

k! , 1
〉

SN−1

∣∣∣∣∣∣∣
= 1
N + 2(n+ 1)

∣∣∣∣∣∣∣
〈
e−sTD s −

n∑
k=0

(−1)k
(
sTD s

)k

k! , 1
〉

SN−1

∣∣∣∣∣∣∣
≤e

− min(0,λmin) |SN−1| Λn+1

(N + 2(n+ 1)) (n+ 1)! .
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As we remarked for the result of corollary C.16, if D is a positive definite matrix, the alter-
nating series (C.23) can be subject to numerical errors deriving from floating point arithmetics.
Therefore, we propose a different expansion of the integral

∫
BN

e−xTD xdx as an infinite sum of
positive terms, relying on the results of proposition C.17.

Before providing the series expansion of the integral, we state a result on the lower incomplete
gamma function γ.

Lemma C.20. We recall the definition of the lower incomplete gamma function γ :
(
R+ \ {0}

)
×

R+ → R:
γ(a, x) =

∫ x

0
ta−1e−t dt. (C.25)

Then, we have the following identity for any integer κ > 0:∫ x

0
rκe−r2 dr = 1

2 γ
(
κ+ 1

2 , x2
)
. (C.26)

Moreover, the terms γ(κ
2 , x) satisfy the following recursive relation for all x ≥ 0:

γ
(

1
2 , x

)
=
√
π erf(x)

γ(1, x) = 1− e−x

γ
(

κ
2 , x

)
=

(
κ
2 − 1

)
γ
(

κ
2 − 1, x

)
− x

κ
2 −1e−x for κ > 2,

(C.27)

where erf(x) = 2√
π

∫ x
0 e

−t2 dt is the error function evaluated in x.

Proof. Equation (C.26) can be deduced by the change of variable t = r2:∫ x

0
rκe−r2dr = 1

2

∫ x2

0
t

κ−1
2 e−tdt = 1

2

∫ x2

0
t

κ+1
2 −1e−tdt = 1

2 γ
(
κ+ 1

2 , x2
)
.

In order to prove the first two identities in (C.27) we use the expression (C.26) and the
definition (C.25) respectively. Indeed:

γ
(

1
2 , x

)
= 2

∫ x
0 e

−r2 dr =
√
π erf(x);

γ (1, x) =
∫ x

0 e
−r dr = [−e−r]x0 = 1− e−x.

The last identity in (C.27) comes from an integration by parts of (C.25):

γ

(
κ

2 , x
)

=
∫ x

0
t

κ
2 −1e−t dt =

[
−t

κ
2 −1e−t

]x
0

+
(
κ

2 − 1
)∫ x

0
t

κ
2 −2e−t

=
(
κ

2 − 1
)
γ

(
κ

2 − 1, x
)
− x

κ
2 −1e−x.

Proposition C.21. Let D = diag {λ1, . . . , λN} be a positive definite diagonal matrix where
λ1 ≥ . . . ≥ λN > 0, and D̃ = D/λ1 the diagonal matrix rescaled with respect to its largest
eigenvalue. Then, the integral on the unit ball

∫
BN

e−xTD x dx can be expressed as follows:

∫
BN

e−xTD x dx = λ
−N/2
1
2

∞∑
k=0

1
k!γ

(
N

2 + k, λ1

)〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

, (C.28)
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where, for all k ≥ 0, the terms
〈(

sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

are computed by the recursive relation

(C.18) in proposition C.17, while the terms γ
(

N−1
2 − 1, 1

)
are evaluated as in lemma C.20.

If only the first n terms of (C.28) are considered, the truncation error can be bounded as:
∣∣∣∣∣∣λ

−N/2
1
2

∞∑
k=n+1

1
k! γ

(
N

2 + k, λ1

)〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

∣∣∣∣∣∣ ≤ |SN−1|
(λ1 − λN )n+1 e−λN

(N + 2(n+ 1)) (n+ 1)! .

(C.29)

Proof. At first, we write the term e−xTD x in spherical coordinates, isolating the matrix
(
I− D̃

)
in the argument o the exponential:

e−xTD x = e−λ1∥x∥2
eλ1 xT

(
I−D̃

)
x = e−r2λ1∥s∥2

eλ1r2 sT
(
I−D̃

)
s.

Then, we compute the integral
∫
BN

e−xTD xdx in spherical coordinates.

∫
BN

e−xTD xdx =
∫
BN

e−λ1∥x∥2
eλ1 xT

(
I−D̃

)
xdx

=
∫ 1

0
rN−1e−r2λ1

(∫
SN−1

eλ1r2 sT
(
I−D̃

)
s ds

)
dr

=
∫ 1

0

( ∞∑
k=0

λk
1
k! e

−r2λ1rN+2k−1
〈(

sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

)
dr.

Since all the terms of the sum are positive, we can swap the integral and the sum thanks to
Tonelli’s theorem. Therefore, using the change of variables t = r

√
λ1 and (C.26), we get:

∫
BN

e−xTD xdx =
∞∑

k=0

λk
1
k!

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

∫ 1

0
rN+2k−1e−r2λ1dr

=
∞∑

k=0

λk
1
k!

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

∫ √
λ1

0

tN+2k−1

λ
k+N/2
1

e−t2 dt

= λ
−N/2
1

∞∑
k=0

1
k!

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

∫ √
λ1

0
e−t2

tN+2k−1dt

= λ
−N/2
1
2

∞∑
k=0

1
k!

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

γ

(
k + N

2 , λ1

)
.

In order to provide the error estimate (C.29) we remark that:

0 < γ

(
k + N

2 , λ1

)
= λ

k+N/2
1

∫ √
λ1

0

tN+2k−1

λ
k+N/2
1

e−t2 dt

= λ
k+N/2
1

∫ 1

0
rN+2k−1e−λ1r2 dt = λ

k+N/2
1

e−λ1

N + 2k .
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Therefore, similarly to the proof of the error estimate in proposition C.17, we get:∣∣∣∣∣
∫
BN

e−xTD x dx− λ
−N/2
1
2

n∑
k=0

1
k!γ

(
N

2 + k, λ1

)〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

∣∣∣∣∣
≤

∣∣∣∣∣∣
∞∑

k=n+1

λk
1
k!

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

∫ 1

0
rN+2k−1e−λ1r2 dt

∣∣∣∣∣∣
≤ e−λ1

∣∣∣∣∣∣
∞∑

k=n+1

λk
1

(N + 2k) k!

〈(
sT
(
I− D̃

)
s
)k
, 1
〉
SN−1

∣∣∣∣∣∣
≤ e−λ1

2(n+ 1) +N

∣∣∣∣∣∣
〈
eλ1(sT

(
I−D̃

)
s) −

n∑
k=0

λk
1
k!
(
sT
(
I− D̃

)
s
)k
, 1
〉

SN−1

∣∣∣∣∣∣
≤ e−λ1

2(n+ 1) +N
|SN−1|

eλ1−λN

(n+ 1)!(λ1 − λN )n+1

= e−λN

(n+ 1)! (2(n+ 1) +N) |SN−1| (λ1 − λN )n+1.

We have expressed the quantities
∫
SN−1

e−sTD sds,
∫
SN−1

e−sTD ss2
i ds and

∫
BN

e−sTD sds as
infinite series for a positive definite diagonal matrix D. The coefficients of the series are all
positive and depend from a single recursive relation (C.18), initialized by (C.19). Moreover, for
each development in series we provided an estimate for the truncation error after n terms.

It should be remarked that, for numerical applications, there exist algorithms computing the
lower incomplete gamma function appearing in equation (C.28) that are more stable than the
recursive relation (C.27) [20, 120, 244].
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Appendix D

Python algorithms for the CDF of a
generalized chi-square

In this appendix we report the algorithms used to compute numerically the Cumulative Distri-
bution Function (CDF) of a generalized chi-squared random variable as well as its sensitivity
with respect to the parameters of its distribution. The shape optimization methods in which
these algorithms are applied are detailed in chapter 5.

Let us consider N to be a positive integer, O a space of events, A ⊂ 2O a σ-algebra, and
P a probability measure. Let g ∈ NN be a vector of N strictly positive integers, and w(·) and
e(·) two vectors in RN depending from a parameter t ∈ [−δ, δ], with δ > 0 and such that they
are differentiable in t = 0. We suppose that all components of w(t) are strictly positive for all
admissible t. For any t ∈ [−δ, δ], we consider the random variable T (t) to follow a generalized
chi-squared distribution, where g is the vector of the degrees of freedom, w the vector of weights
on the non-central chi-squared components, and e⊙ e the vector of noncentrality parameters.

The random variable T (t) ∈ L2 (O,P;R) can be interpreted as a weighted sum of N inde-
pendent random variables as

T (t) = w1(t)Y1(t) + . . .+ wN (t)YN (t),

where each Yi(t) follows a noncentral chi-squared distribution with gi degrees of freedom and
noncentrality parameter d2

i . Moreover, T (t) can be seen as the sum of |g| =
∑N

j=1 gj independent
Gaussian random variables squared

T (t) =

 g1∑
k1=1

X2
1,k(t)

+ . . .+

 gN∑
kN =1

X2
N,k(t)

 ,
where, for each i ∈ {1, . . . , N} and ki ∈ {1, . . . , gi}, X1,k(t) ∼ N (di(t), wi(t)).

Let τ > 0 be a positive constant. In order to ease the notation, we denote T = T (0) the
random variable corresponding to t = 0, as well as w = w(0) and e = e(0). We are interested
in the computation of the CDF FT (t) (τ), as well as its derivative with respect to t in t = 0.

D.1 Centered case
The algorithm presented in this section can be applied only for cases where e = 0, that is
when T (t) is a combination of standard chi-squared random variables. Without loss of gener-
ality, we assume that wN is the minimal component of the vector of weights w. As proven in
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proposition 5.3, the CDF of T can be expressed as

FT (τ) = (wN )N/2

2 (π)N/2
√∏N

i=1wi

∞∑
k=0

1
k!γ

(
N

2 + k,
τ

2wN

)
Bk,

where the terms Bk are defined by the recursive relation equation (5.33). Similarly, proposi-
tion 5.4 proves that the derivative of t 7→ FT (t) (τ) in t = 0 is

d
dtFT (τ)

∣∣∣∣
t=0

= −
exp

(
τ

2wN

)
2
√∏N

i=1wi

(
τ

2π

)N/2 N∑
i=1

Ri

wi
w′

i(t).

The CDF of T in τ as well as its derivative d
dtFT (τ)

∣∣∣∣
t=0

can be computed using the expressions

above, by the following python code.

class IntegrateCenteredGaussian:
def __init__(self, weights, derivative_weights=None, max_terms = 1000):

self.weights = weights
self.N = self.weights.size
self.max_terms = max_terms

if derivative_weights is None:
self.derivative_weights = np.zeros(self.N)

else:
self.derivative_weights = derivative_weights

def n_iterations(self, threshold, precision):
max_w = np.max(self.weights)
min_w = np.min(self.weights)
critical_factor = threshold*0.5 \

* (1/min_w - 1/max_w)
factor = critical_factor
for n in range(0, self.max_terms):

err = np.exp(-threshold/(2*max_w))*(2*np.pi**(self.N/2))\
/gamma(self.N/2) * (1/self.N * factor)

factor = factor * critical_factor/(n+2)
if (err < precision and n>10) or (n == self.max_terms-1):

return n
return self.max_terms

def computeCoefficients(self, threshold, precision) :
min_w = np.min(self.weights)
n_iterations = self.n_iterations(threshold, precision)
Bs = np.zeros((n_iterations+1,))
As = np.zeros((self.N, n_iterations+1))
Bs[0] = (2*np.pi**(self.N/2))/gamma(self.N/2)
for ii in range(self.N):
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As[ii][0] = Bs[0]/self.N
for k in range(n_iterations):

for ii in range(self.N):
Bs[k+1] += (1-min_w/self.weights[ii])\

*As[ii][k]
for ii in range(self.N):

As[ii][k+1] = (Bs[k+1] + 2*(k+1)\
*(1-min_w/self.weights[ii])\
*As[ii][k])/(self.N + 2*(k+1))

return As, Bs

def computeWeightsRi(self, coeffsAs, threshold) :
min_w = np.min(self.weights)
critical_factor = threshold*0.5 * (1/min_w)
Niter = coeffsAs.shape[1]
Ris = np.zeros((self.N,))
for ii in range(self.N):

factor = 1.0
for k in range(Niter):

Ris[ii] += factor*coeffsAs[ii][k]
factor = factor*critical_factor/(k+1)

return Ris

def cdf(self, threshold, precision = 1e-5):
prod_ws = np.prod(self.weights)
min_w = np.min(self.weights)
_, coeffsBs = self.computeCoefficients(threshold,precision)
eigmax = threshold/(2*min_w)
sumval = 0.0
coeffInt = 0.5*min_w**(self.N/2)\

/(np.pi**(self.N/2) * np.sqrt(prod_ws))
for k in reversed(range(coeffsBs.size)):

if self.N == 1:
val = coeffsBs[k]*gammainc(1/2+k, eigmax)\

*(beta(k+1/2, 1/2))/np.sqrt(np.pi)
elif self.N == 2:

val = coeffsBs[k]*gammainc(self.N/2+k, eigmax)
else:

val = coeffsBs[k]*gamma(self.N/2-1)\
*gammainc(self.N/2+k, eigmax)/((beta(k+1, self.N/2-1)))

sumval += val
estcdf = sumval*coeffInt
return estcdf

def derivative_cdf(self, threshold, precision = 1e-5):
prod_ws = np.prod(self.weights)
min_w = np.min(self.weights)
coeffsAs, _ = self.computeCoefficients(threshold, precision)
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derivative = 0.0
coeffK = 0.5*(threshold/(2*np.pi))**(self.N/2)\

*np.exp(-0.5*threshold/min_w)/(np.sqrt(prod_ws))
Ris = self.computeWeightsRi(coeffsAs, threshold)
for ii in range(self.N):

derivative -= (self.dev_ws[ii] * Ris[ii])/(self.weights[ii])
return derivative * coeffK

D.2 General case
If the vector e is not identically zero, we can adopt the technique detailed in section 5.4. Thanks
to the results of Ruben [214], the CDF of T (t) can be expressed by

FT (t) (τ) =
∞∑

k=0
γk(t)Fχ2(2k+N)

(
τ

β

)
,

where β > 0 is a positive parameter independent from t. The derivative of t 7→ FT (t) (τ) in t = 0
can be written as

d
dtFT (τ)

∣∣∣∣
t=0

=
∞∑

k=0
γ′

k(0)Fχ2(2k+N)

(
τ

β

)
,

where
γ′

k(0) = w′(0) · pk + e′(0) · qk

as proven by lemma 5.8.

The quantities FT (τ), d
dtFT (τ)

∣∣∣∣
t=0

, and the coefficients γk and their derivatives can be

computed by the python code below.

class IntegrateGenericGaussian(IntegrateGaussian):
def __init__(self, weights, noncentrals=None, derivative_weights=None, ndof=None,

derivative_noncentrals=None, max_terms = 1000, beta=None):
self.weights = weights
self.N = self.weights.size
self.max_terms = max_terms
if noncentrals is None:

self.noncentrals = np.zeros(self.N)
else:

self.noncentrals = noncentrals

if ndof is None:
self.ndof = np.ones(self.N)

else:
self.ndof = ndof

if derivative_weights is None:
self.derivative_weights = np.zeros(self.N)

else:
self.derivative_weights = derivative_weights

200



D.2. General case

if derivative_noncentrals is None:
self.derivative_noncentrals = np.zeros(self.N)

else:
self.derivative_noncentrals = derivative_noncentrals

if beta is None:
self.beta = 0.9 * np.min(weights)

else:
self.beta = beta

def getcoeffs(self, threshold, precision):
coeffspwr = [self.weights[j]**self.ndof[j] for j in range(self.N)]
noncentralsSquared = np.asarray([nc**2 for nc in self.noncentrals])
gvec = np.zeros(self.max_terms)
nterms = 0
error = precision+1
noncentrstot = np.sum(noncentralsSquared)
ndofstot = np.sum(self.ndof)
coeffs = np.zeros(self.max_terms)
errs = np.zeros(self.max_terms)

### Auxiliary functions
def computegterm(k):

if k == 0:
g = 0.0
for j in range(self.N):

g += self.ndof[j] + self.beta/self.weights[j] \
* (noncentralsSquared[j] - self.ndof[j])

else:
g = 0.0
for j in range(self.N):

g += (self.ndof[j]*(1.0-self.beta/self.weights[j])**(k+1)+
(k+1)*noncentralsSquared[j]*self.beta\

/self.weights[j]\
*(1.0-self.beta/self.weights[j])**(k))

return g

def computecoeffsterm(k):
if k == 0:

return np.exp(-0.5*noncentrstot)\
*np.sqrt(self.beta**ndofstot/np.prod(coeffspwrs))

else:
convterm = np.dot(coeffs[:k], list(reversed(gvec[:k])))

return 0.5*convterm/k
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def computeerror(k, coeffs):
sumcoeffs = np.sum(list(reversed(coeffs[0:k])))
return (1.0 - sumcoeffs)*ncx2.cdf(x=threshold/self.beta\

, df=ndofstot+2*k, nc=noncentrstot)
### Execution
while(nterms < self.max_terms and error > precision and error > 0):

gvec[nterms] = computegterm(nterms)
coeffs[nterms] = computecoeffsterm(nterms)
error = computeerror(nterms, coeffs)
errs[nterms] = error
nterms += 1

return coeffs[0:nterms], gvec[0:nterms]

def cdf(self, threshold, precision = 1e-5):
coeffsc, gvec = self.getcoeffs(threshold, precision)
cdfsthresholdcd = np.array([chi2.cdf(x=threshold/self.beta,\

df=self.N+2*k) for k in range(coeffsc.size)])
estcdf = coeffsc.dot(cdfsthresholdcd)
return estcdf

def sf(self, threshold, precision = 1e-5):
coeffsc, beta, gvec = self.getcoeffs(threshold, precision)
sfsthresholdcd = np.array([chi2.sf(x=threshold/self.beta,\

df=self.N+2*k) for k in range(coeffsc.size)])
estsfcd = coeffsc.dot(sfsthresholdcd)
return estsfcd

def compute_terms_derivative_p(self, threshold, precision):
gamma_coeffs, g_coeffs = self.getcoeffs(threshold, precision)
N_term_expansion = gamma_coeffs.size
p_coeffs = np.zeros([self.N, N_term_expansion])
for jj in range(self.N):

p_j = np.zeros(N_term_expansion)
a_j = np.zeros(N_term_expansion)
for kk in range(N_term_expansion):

if kk == 0:
p_j[kk] = -gamma_coeffs[0]/(2.0*self.weights[jj])

elif kk == 1:
a_j[0] = (self.beta/self.weights[jj]**2)*(

(1.0-self.noncentrals[jj]**2))
p_j[1] = (gamma_coeffs[0]* a_j[0] \

+ g_coeffs[0]* p_j[0])/2
elif kk == 2:

a_j[1] = (self.beta/self.weights[jj]**2)\
*(1+ (2*self.noncentrals[jj]**2 - 1)\

*(2*self.beta/self.weights[jj]-1))
p_j[2] = (np.dot(gamma_coeffs[:kk], \

list(reversed(a_j[:kk])))\
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+ np.dot(g_coeffs[:kk],\
list(reversed(p_j[:kk]))))/(2*kk)

else:
a_j[kk-1] = ((1.-self.beta/self.weights[jj])**(kk-2)*\

self.beta/self.weights[jj]**2\
*((kk-1+ (kk*self.noncentrals[jj]**2 - 1)\

*(kk*self.beta/self.weights[jj]-1))))
p_j[kk] = (np.dot(gamma_coeffs[:kk], \

list(reversed(a_j[:kk]))) +
np.dot(g_coeffs[:kk], \

list(reversed(p_j[:kk]))))/(2*kk)
p_coeffs[jj] = p_j

return p_coeffs

def compute_terms_derivative_q(self, threshold, precision):
gamma_coeffs, g_coeffs = self.getcoeffs(threshold, precision)
N_term_expansion = gamma_coeffs.size
q_coeffs = np.zeros([self.N, N_term_expansion])
for jj in range(self.N):

q_j = np.zeros(N_term_expansion)
b_j = np.zeros(N_term_expansion)
for kk in range(N_term_expansion):

if kk == 0:
q_j[kk] = 0.0

elif kk == 1:
b_j[0] = self.beta/self.weights[jj]\

*(2 * self.noncentrals[jj])
q_j[1] = (gamma_coeffs[0]* b_j[0] \

+g_coeffs[0]* q_j[0])/2
elif kk == 2:

b_j[1] = self.beta/self.weights[jj]**2*(
4* self.weights[jj] * self.noncentrals[jj]*
(1.-self.beta/self.weights[jj]))

q_j[2] = (np.dot(gamma_coeffs[:kk], \
list(reversed(b_j[:kk]))) +

np.dot(g_coeffs[:kk],\
list(reversed(q_j[:kk]))))/(2*kk)

else:
b_j[kk-1] = ((1.-self.beta/self.weights[jj])**(kk-2)*

self.beta/self.weights[jj]**2*(
2*kk* self.weights[jj] * self.noncentrals[jj]*

(1.-self.beta/self.weights[jj])))
q_j[kk] = (np.dot(gamma_coeffs[:kk],\

list(reversed(b_j[:kk]))) +
np.dot(g_coeffs[:kk],\

list(reversed(q_j[:kk]))))/(2*kk)
q_coeffs[jj] = q_j

return q_coeffs
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def derivative_cdf(self, threshold, precision = 1e-5):
p_coeffs = self.compute_terms_derivative_p(threshold, precision)
q_coeffs = self.compute_terms_derivative_q(threshold, precision)
deriv = 0.0
print()
for k in range(p_coeffs.shape[0]):

deriv -= (p_coeffs.T[k].dot(self.dev_ws)
+ q_coeffs.T[k].dot(self.derivative_noncentrals))\

*chi2.cdf(x=threshold/self.beta, df=self.N+2*k)

return deriv
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