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Abstract

The monitoring of gaseous compounds in trace concentrations is crucial across various
fields, from industry to breath analysis. Continuous improvement of gas sensors is essential
to meet diverse application needs. Optical sensors stand out for their fast and accurate
results. Among these, laser-based sensors offer unprecedented sensitivities by targeting
well resolved roto-vibrational transitions. Over the past few decades quantum cascade
laser (QCL) technology has undergone significant developments with positive implications
for spectroscopic analysis.

In this thesis, advancements in both photothermal interferometry and QCL sources
are presented. The first part of this work is devoted to photothermal interferometry, an
indirect approach in which thermal effects, photoinduced in the sample from an excitation
source, are detected with a probe laser using an interferometric readout. This approach
enables small sensing volumes and high sensitivity which scales with the optical power of
the excitation source. Several interferometric arrangements can be employed. This work
makes use of the Fabry-Pérot Interferometer (FPI), since it offers compactness, due to the
close mirror spacing, and enhanced sensitivity arising from the finesse of the resonator. For
real-case scenarios, two fundamental requirements must be fulfilled: spatial overlapping of
the probe and excitation beams, between the mirrors of the FPI, and frequency tuning of
the probe laser to the interferometric fringe. A diode laser (DL) source has been chosen as
probe, for its cost-effectiveness, swift current tuning capabilities, and mature technology
in the telecom region.

A model for the transduction properties of a DL coupled with the FPI in presence
of sample excitation was derived. The model agreed with the experimental results,
tested on the case of nitric oxide detection. A novel normalization scheme and lock-
ing method were developed for stable signal readout, compensating for system’s drifts by
self-referencing the measurement to the cavity quality. Detection limits of a few parts-
per-million were achieved, leading to normalized noise equivalent absorptions on the order
∼ 10−6 Wcm−1Hz−1/2. System’s performance can be improved by lowering the noise
level by balanced detection with a reference cavity.

The second part of this manuscript is focused on advancing the long-wavelength (LW)
QCL technology, based on InAs/AlSb material system. The LW regime (λ > 10 µm), plays
a pivotal role for the detection of organic compounds since they exhibit strong absorptions
between 12.5 – 15 µm. Already existing wafer-growths have been used for the fabrication of
tapered QCLs, emitting at 14 µm. The developed tapered waveguide aims to improve the
available optical power, by enhancing the active volume in the resonant cavity. Tapered
lasers with angles between 0◦ and 3◦ were fabricated and compared in terms of optical
and electrical properties. A scaling of the optical power was observed with respect to
the ridge device, up to a factor of 3 for the largest taper. Far-field intensity distribution
was investigated to assess the beam quality factor. In most cases, a diffraction-limited
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beam was observed, with appearance of side-lobes only for higher driving currents. Thin
dielectric coatings are also presented to improve the optical power, with devices reaching
peak powers of the order of 400 mW. Spectroscopic applications usually require single-
frequency operation, which was demonstrated for all the tapered devices by fabrication of
Bragg gratings in the upper cladding. Side-mode suppression ratios above 20 dB, in both
pulsed and continuous wave operation have been achieved. Finally, the potential of long-
wavelength QCLs for spectroscopic applications was explored in the context of classical
absorption spectroscopy, in combination with a circular multi-pass cell and 2f-wavelength
modulation spectroscopy for the detection of benzene and carbon dioxide. Detection limits
of 200ppb and 9ppb were achieved for the two species, respectively, corresponding to a
noise equivalent absorption of 8.8 · 10−8 cm−1Hz−1/2.
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Kurzfassung

Die Überwachung gasförmiger Verbindungen in Spurenkonzentrationen ist in verschiede-
nen Bereichen, von der Industrie bis zur Atemgasanalyse, von entscheidender Bedeutung.
Eine kontinuierliche Verbesserung der Gassensoren ist unerlässlich, um den vielfältigen An-
wendungsanforderungen gerecht zu werden. Optische Gassensoren zeichnen sich durch ihre
Schnelligkeit und auch durch ihre Genauigkeit aus. Laserbasierte Gassensoren erreichen
auch eine sehr hohe Empfindlichkeit, da sie auf gut aufgelöste fundamentale Rotationss-
chwingungsübergänge abzielen. In den letzten Jahrzehnten hat die Quantenkaskadenlaser
(QCL)-Technologie bedeutende Entwicklungen durchlaufen, die sich nun positiv auf die
Entwicklung von spektroskopischen Gassensoren auswirken.

In dieser Arbeit werden Fortschritte sowohl in der photothermischen Interferometrie
als auch bei QCL-Quellen vorgestellt. Der erste Teil dieser Arbeit ist der photothermischen
Interferometrie gewidmet, einem indirekten Messansatz, bei dem thermische Effekte, die in
der Probe durch eine Anregungsquelle induziert werden. Diese Effekte werden mit einem
zweiten Laser ausgelesen. Dieser Ansatz ermöglicht kleine Messvolumina und eine hohe
Empfindlichkeit, die mit der optischen Leistung der Anregungsquelle skaliert. Es können
verschiedene interferometrische Anordnungen verwendet werden. In dieser Arbeit wird
das Fabry-Pérot-Interferometer (FPI) verwendet, welches aufgrund des geringen Spiege-
labstands sehr kompakt ist und auch eine hohe Empfindlichkeit bietet, die mit der Güte
des Interferometers skaliert. Für reale Szenarien müssen zwei grundlegende Anforderun-
gen erfüllt werden: die räumliche Überlappung des Auslese- und des Anregungsstrahls
zwischen den Spiegeln des FPIs und die Frequenzabstimmung des Ausleselasers auf einen
Wendepunkt der Transmissionsfunktion des Interferometers. Als Ausleselaser wurde ein
schnell abstimmbarer Diodenlaser (DL) ausgewählt, da dieser zum einen kostengünstig ist
und auch auf einer ausgereiften Technologie aus dem Telekommunikationsbereich beruht.

Es wurde ein Modell für die Signalübertragungsfunktion eines mit dem FPI gekop-
pelten DL in Gegenwart einer photothermischen Probenanregung erstellt. Das Modell
stimmte mit den experimentellen Ergebnissen sehr gut überein, wie am Beispiel der Mes-
sung von Stickstoffmonoxid auch gezeigt werden konnte. Im Zuge der Dissertation wurde
eine neue Signalverarbeitungsmethode erarbeitet, die mögliche Drifts durch Normierung
auf die aktuelle Empfindlichkeit des Interferometers kompensiert sowie eine robuste Mes-
sung möglich macht. Letzteres gelang durch Fixieren des Sondenlasers auf den Wen-
depunkt der Transferfunktion des Interferometers. Es wurden Nachweisgrenzen von eini-
gen Teilen pro Million erreicht, was zu normalisierten rauschäquivalenten Absorptionen
in der Größenordnung ∼ 10−6 Wcm−1Hz−1/2 führte. Die Leistung des Systems kann
verbessert werden, indem der Rauschpegel durch eine parallel durchgeführte Messung an
einem Referenzinterferometer mit differentiellen Datenauswertung gesenkt wird.

Der zweite Teil dieser Dissertation befasst sich mit der Weiterentwicklung der lang-
welligen (LW) QCL-Technologie, die auf dem InAs/AlSb-Materialsystem basiert. Der
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LW-Bereich (λ > 10 µm) spielt eine entscheidende Rolle für den Nachweis organischer
Verbindungen, da diese starke Absorptionen zwischen 12.5 - 15 µm aufweisen. Für die
Herstellung von ‘getaperten’ QCLs, die bei 14 µm emittieren, wurden bereits bestehende
Wafer-Lasermaterialien verwendet. Der entwickelte konische Wellenleiter zielt darauf
ab, die verfügbare optische Leistung zu verbessern indem das aktive Volumen im Res-
onanzraum vergrößert wird. Es wurden konische Laser mit Winkeln zwischen 0◦ und
3◦ hergestellt und in Bezug auf die optischen und elektrischen Eigenschaften verglichen.
Es wurde eine Skalierung der optischen Leistung bis zu einem Faktor 3 für die größte
Verjüngung in Bezug auf das Ridge Device beobachtet. Die Intensitätsverteilung im Fer-
nfeld wurde untersucht, um den Strahlqualitätsfaktor zu bewerten. In den meisten Fällen
wurde ein beugungsbegrenzter Strahl beobachtet, wobei nur bei höheren Betriebsströ-
men Nebenmaxima auftraten. Es werden auch dünne dielektrische Beschichtungen zur
Verbesserung der optischen Leistung verwendet, die Spitzenleistungen in der Größenord-
nung von 400 mW erreichten. Spektroskopische Anwendungen erfordern in der Regel
eine streng monochromatische Emission, die für alle konischen Bauelemente nach Auf-
bringen von Bragg-Gittern auf das obere Lasermaterial auch nachgewiesen werden kon-
nte. Sowohl im gepulsten als auch im Dauerstrichbetrieb wurden Seitenmodenunter-
drückungswerte von über 20 dB erreicht. Schließlich wurde das Potenzial langwelliger
QCLs für spektroskopische Anwendungen für den Nachweis von Benzol und Kohlen-
dioxid untersucht. Dazu wurde eine zirkulare Multireflexionsabsorptionszelle und die 2f-
Wellenlängenmodulationsspektroskopie zur Datenaufnahme verwendet. Es wurden Nach-
weisgrenzen von 200ppb bzw. 9ppb für die beiden Substanzen erreicht, was einer rauschäquiv-
alenten Absorption von 8.8 · 10−8 cm−1Hz−1/2 entspricht.
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Résumé

La détection des gaz à très faibles concentrations est indispensable dans divers do-
maines, de l’industrie à la biologie. L’amélioration continue des capteurs de gaz est es-
sentielle pour répondre aux diverses exigences des applications. Les capteurs optiques se
distinguent par leur précision et la réaction rapide. Parmi ceux-ci, les capteurs laser of-
frent une sensibilité et une sélectivité sans précédent. Au cours de ces dernières décennies
la technologie du laser à cascade quantique (QCL) a démontré des progrès significatifs
très attractifs pour la spectroscopie. Cette thèse présente les avancées sur la spectro-
scopie photo-thermique et des sources QCL. La première partie du travail est consacrée à
l’interférométrie photo-thermique, une méthode dans laquelle les effets thermiques, pho-
toinduits dans l’échantillon par la source d’excitation, sont détectés avec une lecture in-
terférométrique d’un laser sonde. Cette approche offre une possibilité d’utiliser de faibles
volumes de détection et une sensibilité élevée, proportionnelle à la puissance de la source
d’excitation. Un élément clé de cette technique est un interféromètre Fabry-Pérot (FPI),
qui offre une compacité, en raison de l’espacement étroit des miroirs, et une sensibilité
élevée. Pour les scénarios réels, deux conditions fondamentales doivent être remplies : un
recouvrement spatial des faisceaux de la sonde et d’excitation, entre les miroirs du FPI, et
l’ajustement de la fréquence du laser de la sonde à la frange interférométrique. Une diode
laser (DL) a été choisie comme sonde, en raison de son accordabilité efficace par le courant
et de son faible cout. Un modèle pour les propriétés de transduction d’un DL couplé au
FPI en présence d’excitation de l’échantillon a été développé. Le modèle concordait avec
les résultats expérimentaux, obtenus sur la détection de l’oxyde nitrique. Un nouveau
schéma de normalisation et une nouvelle méthode de verrouillage ont été mis au point
pour une lecture stable du signal, compensant les dérives du système en auto-référenciant
la mesure à la qualité de la cavité FP. Des limites de détection de quelques ppm ont été
atteintes, conduisant à des absorptions équivalentes de bruit normalisées de l’ordre de
∼ 10−6 Wcm−1Hz−1/2. La deuxième partie du manuscrit est consacrée à la technologie
QCL à grande longueur d’onde (LW), basée sur le système de matériaux InAs/AlSb. La
gamme spectrale choisie (λ > 10 µm) joue un rôle central dans la détection des composés
organiques visés car ils présentent de fortes absorptions entre 12.5 et 15 µm. Des QCL
effilés émettant autours de 14 µm ont été fabriqués à cet effet. Le guide d’onde effilé
vise à améliorer la puissance optique disponible en augmentant le volume actif tout en
conservant le régime d’émission monomode spatial, une caractéristique des lasers étroites.
Des lasers à ruban evasé avec des angles compris entre 0° et 3° ont été fabriqués et étudiés.
Une augmentation de la puissance optique a été obtenue par rapport au dispositif à ruban
étroit, jusqu’à un facteur 3 pour le plus grand angle. Le profil du faisceau a été étudiée
pour évaluer son facteur de qualité. Dans la plupart des cas, un faisceau limité par la
diffraction a été observé. Des revêtements diélectriques minces ont été également déposés
sur les facettes des lasers pour améliorer la puissance optique découplée, atteignant des
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puissances de pointe de l’ordre de 400 mW. Les applications spectroscopiques nécessitent
généralement un fonctionnement monomode spectrale, ce qui a été démontré pour tous
les dispositifs par la fabrication de réseaux de diffraction dans la couche de confinement
optique supérieur des lasers. Une suppression des modes latéraux supérieur à 20 dB a
été atteint, à la fois en mode pulsé et en mode continu. Enfin, le potentiel des QCL à
grande longueur d’onde pour des applications spectroscopiques a été exploré dans le cadre
de l’absorption classique, en combinaison avec une cellule multi-passage pour la détection
du benzène et du dioxyde de carbone. Des limites de détection de 200ppb et 9ppb ont
été atteintes pour les deux espèces, respectivement, ce qui correspond à une absorption
équivalente au bruit de 8.8 · 10−8 cm−1Hz−1/2.
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Introduction

Laser trace-gas sensing is becoming a popular and attractive solution for a wide range
of applications, including industrial process control [1], environmental and pollution mon-
itoring [2], medical diagnostics [3] and scientific research. The advances and the com-
mercialization of high-performance mid-IR laser sources have facilitated the development
of ultra-sensitive spectrometers, since the strongest vibrational transitions occur in this
spectral region. To date, more than 100 types of gas have been detected with laser spec-
troscopy, in different spectral regions [4].

Both metrological and productivity related aspects can be accessed more favourably
with laser sources. Highly selective, fast and precise quantification of the gas species are
only few of the benefits of laser spectrometers. Furthermore, the high throughput and
non-destructive nature of the measurement permit real-time analysis, thereby enabling
online monitoring.

The latest advances aim at miniaturizing the sensor, e.g. by integrating both the op-
tical and the electronic part on a chip. [5]. The reduced interaction pathlength of the
radiation with the analyte in the waveguide limits the sensor’s sensitivity. Rather than
measuring the properties of the transmitted beam, one can focus on the effects triggered
in the sample as a consequence of the light absorption. This is the case with photoacoustic
and photothermal spectroscopies, an ensemble of techniques that promise to advance laser-
based spectrometers towards higher compactness. In particular, photothermal approaches
have emerged only recently due to the difficulty of measuring the thermally-induced ef-
fects, but have undergone tremendous development reaching state-of-the-art sensitivities
in compact sensing volumes compared to conventional direct absorption spectroscopies.

The majority of photothermal approaches are based on a dual-laser configuration, in
which one laser is employed as an excitation source, while the other is used to probe
the photoinduced effect. Among photothermal approaches, interferometric ones offer the
highest sensitivity [6]. Miniaturized Fabry-Pérot interferometers have attracted particular
attention for the development of compact and highly sensitive photothermal systems.

The performance of these systems is partially related to the quality of the excitation
laser sources. High power and optimal beam quality are essential to generate strong,
spatially confined thermal gradients. In the mid-IR, the InP-based technology has reached
a high level of maturity. However, these devices are less performing in the long-wavelength
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infrared (LWIR, λ > 10 µm) region and cannot operate under continuous-wave operation
at room temperature, which is convenient for most spectroscopic applications. A solution
was found in InAs-based lasers, due to the small electron effective mass of InAs. The
smaller effective mass results in higher intersubband gain, and these devices were proven
to operate in continuous wave at room temperature.

The importance of long-wavelength IR lies in the presence of very strong ring vibrations
in aromatic molecules. The class of BTEX compounds (Benzene, Toulene, Ethylbenzene
and Xylene) has gained considerable attention over the last decade, since they are an
important part of volatile organic compounds (VOCs), mainly of industrial origin. VOCs
are often environmental pollutants and some of them, such as benzene, are recognised as
carcinogens, hence dangerous to human health. In LWIR, BTEX absorption features are
readily distinguishable, allowing for highly selective measurement of these molecules. Fur-
thermore, long-wavelength absorption bands are approximately two orders of magnitude
more intense than their mid-IR counterparts at shorter wavelengths.

The aim of this work is to showcase the potential of both novel photothermal ap-
proaches, as compact and highly sensitive alternatives to the well-established direct ab-
sorption methods, and the capabilities of long-wavelength quantum cascade laser sources.
The first part of this work focuses on the development of a photothermal interferometry
system, based on a compact Fabry-Pérot interferometer. The second part encompasses
the most recent advances on long-wavelength sources, concluding with a spectroscopic
demonstration of benzene and carbon dioxide detection.

This thesis has been developed within the framework of the double doctorate program
Optaphi, under the Marie Skłodowska-Curie actions. The scientific research was conducted
at TU Wien (Austria) and at the Université de Montpellier (France). The manuscript
is structured in six chapters, intended to provide a basic theoretical knowledge of laser
spectroscopy methods, as well as fundamental concepts of quantum cascade laser sources.

Chapter 1 provides a comprehensive introduction to spectroscopic approaches, with
a particular focus on those based on laser sources, which are relevant to this work. The
chapter concludes with a discussion of the main definitions and metrics employed in laser-
based gas sensors, which are essential for a spectroscopist.

Chapter 2 provides a detailed examination of photothermal spectroscopy, encompass-
ing its phenomenology and common detection approaches. The chapter explains the gener-
ation of both acoustic and thermal effects, starting from a microscopic level and providing
some exemplified solutions for modulated excitation sources. The chapter presents an
analysis of the interferometric detection scheme, which is the relevant topic in this work.
It then concludes with a review of the state-of-the-art of photothermal interferometry.

Chapter 3 discusses the basic principles of Interferometric Cavity Assisted Photother-
mal Spectroscopy (ICAPS in short). The objective of this chapter is to provide the inter-
ested reader with a comprehensive overview of the key considerations to build an ICAPS
system. The developed ICAPS sensor is presented, by employing a diode laser as probe
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source. The critical limitations imposed by the diode laser are addressed with a novel nor-
malization and locking approach for robust sensing of nitric oxide. The scientific research
presented in this chapter was carried out at TU Wien.

In Chapter 4 the fundamental concepts of quantum cascade lasers are presented. The
chapter focuses on the challenges of long-wavelength sources, with the last advancements
in terms of design and fabrication for high-performance devices. The chapter concludes by
proposing the tapered waveguide as a possible solution for the inherent low optical power
of LW-sources.

Chapter 5 addresses the solution proposed in the previous chapter from an experi-
mental standpoint. The chapter analyses in detail the features of the fabricated tapered
lasers, starting from the fabrication protocol and concluding with a full analysis of the
electro-optical and far-field properties. Thin film coatings are also explored as a feasible
approach. The chapter concludes with the demonstration of single frequency operation,
for distributed feedback tapered devices. This work was conducted at the Université de
Montpellier.

Chapter 6 concludes this dissertation providing a demonstration of the capabilities
of LW-QCLs, using direct absorption in combination with wavelength modulation spec-
troscopy and a multipass cell for enhanced sensitivity. An experimental apparatus for the
detection of carbon dioxide and benzene was built at TU Wien, by employing a LW-QCL
source provided from the Université de Montpellier.
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Chapter 1

Optical gas sensing

The accurate and selective detection of gaseous species is a critical task in modern
society. The need for gas sensing arises from the necessity to monitor and control gas
concentrations in numerous applications to ensure safety, compliance with environmental
regulations, and process optimization. Gas sensors are used in a wide range of applications,
some of which include:

• environmental monitoring, to assess air quality and detect pollutants such as
carbon dioxide (CO2), methane (CH4), and nitrogen oxides (NOx). This is crucial for
tracking emissions, understanding environmental changes, and ensuring compliance
with environmental regulations;

• industrial processes, where the concentration of certain gases or their production
can be used as an indicator of the process quality, to enhance safety, and prevent
leaks;

• medical diagnostics, by analyzing breath samples to detect biomarkers for various
diseases. For instance, high levels of nitric oxide (NO) in exhaled breath are a sign
of asthma, while volatile organic compounds (VOCs) are correlated with lung cancer
[7];

• food and agriculture, where gas sensing is used to monitor gases in agricultural
settings to ensure quality control in food packaging.

One of the main problem of the contemporary society lies in control and regulation of
emissions in the atmosphere. The uncontrolled release of gaseous compounds profoundly
impacted both air quality and our ecosystem, by depleting the ozone layer. It is undoubted
that anthropogenic emissions are the main cause of such damages, which as a result is
leading to climate change [8]. In conjunction with these world-wide effects comes air
pollution, especially in urbanized areas, where the byproducts of industrial activities and
engine combustion are dispersed in air. Several chemical species have been identified as
dangerous to human health, if encountered at a sufficiently high concentration. Among
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Chapter 1. Optical gas sensing

them, carbon monoxide (CO), sulfur dioxide (SO2), nitrogen oxides, VOCs and many
others are acknowledged as harmful to human health or play an important role in key
atmospheric processes affecting the concentration of harmful substances. As with any
other substance, the level of toxicity depends on the chemical compound and the task of
identifying the tolerance levels to human health falls to specific agencies and institutions.
Concentrations and exposure time are the most relevant parameters for human safety.
Organizations such as the World Health Organization (WHO) and the Environmental
Protection Agency (EPA) helped in defining worldwide guidelines for the management
of air quality [9], [10]. Local governments also establish their own threshold levels. In
Europe, numerous directives have been issued and compiled under the European Union
Air Quality Standards framework [11].

For a gas sensor the requirements in terms of sensitivity are strictly application-
dependent: in some cases, even the detection of part-per-billion (ppb) levels are needed,
which is the case for chlorofluorocarbons concentrations in the atmosphere. These halo-
genated hydrocarbons can strongly alter the atmospheric chemistry at regional and global
levels even at the part-per-trillion (ppt) level.

Some critical features of gas sensors that determine their effectiveness in various ap-
plications are:

• dynamic range, which defines the operative concentration range of the sensor. A
wider dynamic range enables the sensor to detect gases across a broader spectrum
of concentrations. A larger dynamic range enhances the sensor’s versatility and
applicability in diverse environments;

• throughput, which refers to its capacity to process measurements within a given
time frame. For real-time monitoring and analysis applications, high throughput is
essential;

• in situ analysis, namely the capability of monitoring gases directly at the site of
interest, without the need for sample collection or transportation to a laboratory;

• invasiveness, which refers to the extent to which the measurement process disrupts
the sample. Non-invasive sensing methods allow for measurements to be taken with-
out physically altering the sample. In contrast, invasive methods may require the
consumption of the sample. Minimizing invasiveness is important in applications
where sample preservation or non-destructive analysis is desired.

1.1 Optical sensing over traditional approaches

In contrast with the traditional gas analysis techniques, analysed below, optical gas
sensing offers all the aforementioned key properties, making it an extremely advantageous
alternative.
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1.1. Optical sensing over traditional approaches

Quantitative gas detection is traditionally performed by gas chromatographs (GC) and
mass spectrometers (MS), or their combination (GC-MS). In gas chromatography, the
chemical affinity of analyte molecules to a stationary phase (the chromatographic column)
is exploited to separate each component under analysis. The mixture is carried by an
inert carrier gas (typically helium, nitrogen, hydrogen or argon) which flows through the
stationary phase. Every substance will be slowed down depending on its chemical affinity
with the stationary phase. The separated components reach the detection stage, which
may vary from one application to another. Some of the most used are: the thermal
conductivity detector, which measure changes in thermal conductivity; flame ionization
detector, which induces an ionization in the component via a hydrogen flame and measures
electrically the produced ions; mass spectrometer, which identifies the component based
on its mass/charge ratio. A great distinction among GC detectors is their destructive or
not-destructive nature. The first class does not permit sample recovery, whereas the latter
allows partial or full sample recovery. In general, gas chromatography is a widely used
laboratory technique capable of reaching extremely low limits of detection, but the time
needed for the sample separation precludes real-time measurements. A strong effort in
achieving faster response times has pushed the limits of this technique in the last decades
[12]. However, the fastest response times in the range of 1-60 s (hyper-fast separation) or
below 1 s (ultra-fast separation), have been limited to demonstrative studies [13].

On the other hand, on a commercial level, small low-cost devices are widely used due
to their compactness and cost-effectiveness on a large scale. Among them, the most dif-
fused are pellistors, semiconductor gas sensors and electrochemical devices [14]. Pellistors
are four-terminal devices based on a Wheatstone bridge circuit which includes two beads:
one of these beads is treated with a catalyst, which lowers the ignition temperature of
explosive gases. The heating coming from combustion events changes the conductivity
of the catalyst-treated bead, resulting in an imbalanced voltage, from which the gas con-
centration can be retrieved [15]. However, pellistors suffer from drift at part per million
(ppm) levels and can be subjected to poisoning, i.e. a change (partially reversible or ir-
reversible) in sensor response due to chemical reactions between certain gases with the
catalyst surface.

Semiconductor gas sensors are typically made by a porous assembly of n-type doped
metal oxide semiconductors (MOS), typically SnO2, In2O3 or WO3. The crystals are often
loaded with a foreign substance called sensitizer. When operated at adequate tempera-
ture in air, the resistor changes its resistance sharply on contact with a concentration
of reducing or oxidizing gas [16]. However, there are many complex factors that affect
the sensing properties. First, the selection of the oxide semiconductor and its fabrica-
tion method strongly influences its gas sensing properties. Donor density, crystallite size,
porosity and so on, also affect the transduction efficiency. Finally, these gas sensors exhibit
cross-response to other gases or humidity and suffer from drifts.

Optical gas sensors exploit a physical properties of many gases, namely electromagnetic
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radiation absorption, analysed in detail in the next sections. The detection is based on
the direct or indirect measurement of the molecules’ absorption at a specific wavelength.
In contrast to the slow-response of GC-methods, the optical absorption takes place on
a femtosecond scale (10−15 s) and in many cases the sensor provides real-time measure-
ment. The slow-drifts, which negatively affect MOS and pellistors, can be compensated
in optical sensing by self-referencing the measurement to the incident intensity. In ad-
dition, optical methods allow in situ analysis and non-invasive detection, with high gas
specificity, connected to the characteristic absorptions of the gas molecule, with little to
none cross-response from other interfering analytes.

In this sense, optical gas sensing bridges the gap between lower cost sensors, with
inferior performance, and high end laboratory approaches. Optical gas sensing encloses a
wide variety of techniques which may fundamentally differ from one another. The common
ground is that light triggers an absorption process which can be directly or indirectly
measured. This branch of chemistry and physics, falls under the name of spectroscopy.

1.2 Principles of spectroscopy

In spectroscopy, the interaction between electromagnetic (EM) radiation and matter
is investigated. The electromagnetic radiation corresponds to a harmonic wave travelling
in space. The properties that undergo such oscillations are interconnected electric and
magnetic fields. James Clerk Maxwell was the first scientist to mathematically describe
the propagation of electromagnetic fields in vacuum, demonstrating that visible light en-
compasses only a portion of the electromagnetic spectrum. The fundamental relation that
connects the number of oscillations per second - frequency (ν, expressed in cycles per sec-
ond or Hz) - and the distance travelled in a full oscillation - wavelength (λ, expressed in
m) - is the speed of the wave. For propagation in vacuum:

λν = c (1.1)

where c is the speed of light in vacuum. The way the electromagnetic radiation interacts
with matter is strictly connected to the energy carried by the photon, which is proportional
to the frequency of the wave. At a specific energy, a particular transition in the atom
or molecule being present in gaseous, liquid or solid samples can be excited. Another
way of expressing the wavelength, widely used in spectroscopy, is the wavenumber ν̃,
which corresponds to the reciprocal of the wavelength and is expressed in cm−1. The
way in which only specific frequencies of the spectrum interact with matter is difficult to
understand without the notion of the quantization of energy. Until 1900, it was believed
that matter could absorb (or emit) energy in a continuous way. However, such belief was in
contradiction with experimental evidence. It was only when Max Plank introduced the idea
of quanta, a discrete packet of energy, that experimental and theoretical predictions started
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to match. According to Plank’s theory, the energy of an oscillator is discontinuous and any
change in its energy content can occur by means of a jump between two states. This new
idea found a solution to the black body radiation problem, which until then according to
the classical theory of the Rayleigh-Jeans law, led to the ultraviolet catastrophe. Five years
later, in 1905 Albert Einstein proposed a similar description of quantized energy to describe
the photoelectric effect. These early attempts to understand the microscopic world, known
as the ‘old quantum theory’, led to the full development of quantum mechanics in the way
we know it, by Niels Bohr, Erwin Schrödinger, Werner Heisenberg, Max Born, Paul Dirac
and many others.

As a first simplification, the packet of electromagnetic energy also called a photon can
be absorbed (or emitted) in a transition that involves two energy levels such that:

∆E = E2 − E1 = hν (1.2)

where h = 6.62607 · 10−34 m2 kg/s is the Plank constant and E1, E2 are the energy levels.
Only when the photon energy is resonant with the transition, the absorption can occur.
The frequency of the transition (and hence, its energy) varies according to the stimulated
phenomenon. The electromagnetic spectrum can be divided into various regions:

• Radiofrequency region: 10 m - 1 cm wavelength, it involves the reversal of spin of
nuclei and electrons, which can be used for nuclear magnetic resonance and electron
spin resonance spectroscopies;

• Microwave region: 1 cm - 1000 µm wavelength. The energy of microwaves excites
the rotation modes of molecules and is used in rotational spectroscopy;

• Infrared region: 1000 µm - 750 nm wavelength. It is further divided into far-IR (1000
µm - 15 µm), mid-IR (15 µm - 2.5 µm) and near-IR (2.5 µm - 750 nm). The infrared
region is responsible for roto-vibrational transitions and thus involves vibrational
spectroscopy. Typically, most of the analytically relevant absorption happen in the
mid-IR;

• UV-Visible region: 750 nm - 10 nm wavelength. It is used in UV-vis spectroscopy,
and comprehends transitions of valence electrons;

• X-ray region: 10 nm - 100 pm wavelength. It involves inner electron transitions to
the outer shells;

• γ-ray region: 100 pm - 10 pm wavelength. Involves energy transitions of inside
nuclear particles (e.g. atomic nuclei).

The way in which the electromagnetic field can interact with a rotation or vibration
mode of a molecule, is explained in more details in the next section. Such phenomenon
opened the path to an ensemble of techniques for chemical analysis of gases, liquids and
solid samples, proving to be an excellent tool for both qualitative and quantitative analysis.
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Chapter 1. Optical gas sensing

1.3 Roto-vibrational transitions in gas molecules

A simple yet very effective description of the interaction between the electromagnetic
field with a molecule comes from the model of a roto-vibrator, which is well represented by
a diatomic molecule. Such result, even though some exception arise, can be generalized for
polyatomic molecules and offer a precise description of the expected transition energies.

In order to be infrared active, the electric dipole of the molecule must change. This
means that, homonuclear diatomic molecules will intrinsically be infrared inactive since the
only vibration mode that such a molecule possesses will not cause any change in the dipole
moment. This result has the important practical consequence that infrared spectroscopy
can be performed in an open-path, since the atmospheric gas matrix is mainly composed
of IR-inactive species (N2, O2, Ar). However, in some cases it is possible to observe
infrared absorption in homonuclear molecules. It is the case of molecular hydrogen (H2)
absorption, which occurs as a consequence of tiny electric quadrupole and magnetic dipole
transitions [17].

The molecule itself is formed as an effect of electron rearrangements of the two atoms
when they get in close contact: the strength of such bond is an interplay between the
repulsive Columbian forces of the positively charged nuclei and their negative electron
‘clouds’, and the attraction forces between each nuclei and the electrons of the other atom.
Once the molecule is formed, the two atoms settle at an equilibrium distance. Bringing
the atoms closer one another or pulling them apart requires energy, since repulsive and
attractive forces will oppose to such action. The compression and extension of the bond
behaves like a spring. Just like a system of two masses attached by a spring, also the bond
will have an intrinsic vibrational frequency which depends on the mass of the system, or
reduced mass (µ = m1m2/(m1 +m2)), and the force constant (k). In wavenumbers, this
characteristic frequency reads:

ω̃res =
1

2πc

√
k

µ
(1.3)

In a real scenario, the potential energy as a function of the internuclear separation will
not obey to a parabolic law (as it is for a harmonic oscillator), but needs a correction to
describe the dissociation process, which takes place when the two atoms are pulled too
far apart and the repulsion of the positively charged atom nuclei when both move closer
together. An empirical expression was derived by Morse, from whom comes the Morse
potential. The molecule is thus better represented by an anharmonic oscillator. In the
quantum mechanical harmonic oscillator, the energy cannot be continuous but has to be
quantized. It can be shown - by solving the Schrödinger equation assuming a parabolic
potential - that the energy states (expressed in wavenumbers) are:

Eν =

(
ν +

1

2

)
ω̃res (1.4)
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1.3. Roto-vibrational transitions in gas molecules

where ν is an integer called vibrational quantum number. The two main results are that
the lowest energy state (ν = 0) doesn’t have null energy, so a molecule can never be at
rest. Also, in the harmonic oscillator model the energy levels are equispaced. By plugging
the Morse potential in the Schrödinger equation, it comes out that the energy levels
are no longer equispaced and their separation energy diminishes with ν, accumulating
towards the dissociation state. Another fundamental difference in the solution of the two
oscillators consists in the selection rules of the transition. For a harmonic oscillator, the
selection rule ∆ν = ±1 applies, meaning that jumps of two or more states cannot take
place. However, this is no longer true for the anharmonic oscillator, whose selection rules
are ∆ν = ±1,±2,±3 . . ., enabling the possibility of overtone transitions. The overtone
transitions are statistically less probable, meaning they are weaker than the fundamental.
Also, most of the transitions happen between the fundamental level as starting level, due
to its occupancy relative to the other states. Since the typical separation energy is on
the order of 103 cm−1, at room temperature the occupancy of the first excited level can
be obtained by the Maxwell-Boltzmann distribution, leading roughly to 1% of the ground
state population. For sufficiently high temperatures, transitions between excited states
can take place, leading to the formation of hot bands. Analysis of the transition strength
between fundamental and hot bands is a common tool for the determination of the sample
temperature.

Vibration is not the only motion that atoms in a molecule posses. In a molecule with
N atoms, each atom contributes three degrees of freedom as its movement in space can be
described by the three axis of the coordinate system. Thus, the total number of degrees
of freedom is 3N , as each atom is quite independent from the others. If we specify the
translation of the molecule as a whole, we can make use of its center of mass, which
can move along the three axis of the coordinate system without requiring the relative
position of the atoms in the molecule to change, hence leaving 3N − 3 degrees of freedom.
The molecule can also rotate around three perpendicular axes: specification of these axes
also requires 3 degrees of freedom leaving 3N − 6 degrees of freedom (3N − 5 for linear
molecules). Those modes corresponds to internal vibration modes. For instance, in a
diatomic molecule (N = 2), which is necessarily linear, the vibrational mode will be only
1, the bond stretching.

As introduced in Section 1.2, rotational modes of molecules have energies that fall
in the microwave region. The energy of those transitions is typically much smaller than
vibrational energies, which in turn is much smaller than electronic transition energy. The
importance of this evidence can be summarized in the Born-Oppenheimer approximation,
which assumes the separation of electronic and nuclei wavefunctions, on the basis of the
much higher mass of nuclei compared to electrons. We can assume the atoms coordinates
to be frozen, while the electrons move. The same approximation, to some extent, ap-
plies for vibration and rotation motions. During a full rotation, we can expect to have
approximately 103 vibrations. Hence, the total energy of the molecule can be written as:
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Chapter 1. Optical gas sensing

Etotal = Eelectronic + Evibration + Erotation (1.5)

which implies that electronic, vibrational and rotational energies are independent of each
other. Clearly, this is only an approximation, which may be invalid under some con-
ditions. This approximation is depicted in Fig. 1.1(a), showing the ground and excited
electronic state of a molecule, each of them supporting vibrational and rotational lev-
els. Another consequence of the Born-Oppenheimer approximation is that vibrational
transitions produce a ‘coarse structure’ on top of electronic transitions, while rotational
transitions produce a ‘fine structure’. In this thesis, electronic transitions will not be dis-
cussed in detail. However, to comprehend the fine structure of vibrational spectra, a brief
description of rotational transitions is needed.

Again, the simplest case is the rigid diatomic molecule, which can be depicted as a
rotator. By the use of the Schrödinger equation, the rotational energy levels are readily
obtained:

EJ =
h

8π2Ic
J(J + 1) where J = 0, 1, 2, . . . (1.6)

where EJ is the j-th energy levels in cm−1, J is the rotational quantum number which
assumes integer values and I is the moment of inertia of the molecule around the specified
axis of rotation. As it can be seen from Eq. (1.6), the separation energy between two
neighbouring states scales with J . The selection rules of the rigid diatomic rotator states
that:

∆J = ±1 (1.7)

and all the other transitions are forbidden. It is worth noting that, for rotational states,
the energy states’ occupancy probability is similar to that of the ground state level J = 0,
and decays exponentially with increasing J . Nevertheless, each energy level is (2J+1)-fold
degenerate, thus increasing the occupation probability of the J-state. The result is that
the maximum population is found at intermediate J-values, producing the most intense
peak absorption at some distance from the band center.

A more accurate model accounts for the distortion of the rotator length (bond length)
as in more energetic rotations the length is stretched by the centrifugal force. Moreover,
also the decoupling of rotational and vibrational energies is an approximation. If we con-
sider both centrifugal distortion and the effect of the molecular vibration, we can calculate
with great precision the frequency of rotational lines. The combination of vibration and
rotational transitions gives the typical roto-vibrational branches in the mid-IR region. The
simultaneous rotation and vibration of a diatomic molecule follows the selection rules:

∆ν = ±1,±2,±3 . . . ∆J = ±1 ∆J ̸= 0

For ∆J = +1, we have a set of transitions which form the R-branch, while for ∆J = −1
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Figure 1.1: (a) Representation of the electronic ground and excited states, together with
the Morse Potential. Each electronic state supports a set of vibrational levels (indicated
with ν), which in turn held rotational states. (b) Roto-vibrational transitions in a simple
system. The vibration transition ν ′′ = 0 → ν ′ = 1 happens simultaneously with a rotation
transition. The change in rotational quantum number ∆J = J ′ − J ′′ = 0,+1,−1 gives
rise to the Q, R and P-branches, respectively. (c) Simulated line strengths of HCN from
the HITRAN2016 database [18], which displays all the three branches. The overlap of
neighboring transitions (not displayed in the line strength of individual lines) in the Q-
branch generates a very strong absorption.

the P-branch is formed. They appear as two set of lines almost symmetric around the
wavenumber corresponding to the pure vibrational transition (∆J = 0). Surprisingly,
the selection rule for the rotational transition depends on the direction of the vibrational
transition (∥ or ⊥ to the rotation axis). For perpendicular vibrations, the selection rule
∆J = 0 is no longer forbidden and gives rise to the Q-branch, which is usually very intense
since it is made by the superposition of many transitions with almost the same energy. In
reality, those transitions do not posses the same energy, but their separation can be small
enough to provide an overlap in the absorption. Line-broadening processes are responsible
for this behavior, which will be explained in Section 1.4. In Fig. 1.1(b), a schematic for
the formation of P-, Q- and R-branches is presented. The transition happens between
the ground vibrational state (ν ′′ = 0) to the first excited vibrational state (ν ′ = 1).
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Chapter 1. Optical gas sensing

Simultaneously, transitions between the rotational states of the ground vibrational level
(J ′′) and the rotational states of the excited vibrational level (J ′) take place. Fig. 1.1(c)
presents a simulation of the fundamental transitions of hydrogen cyanide (HCN) from the
HITRAN database [18]. On the ordinate, the line strength (cm/molecule) is plotted as a
function of the wavenumber.

1.4 Line parameters and broadening processes

The line strength (or intensity) is a measure of the probability of the transition
(cm/molecule), and allows to predict the absorption that an individual line produces
under certain conditions. If we denote the transition between two states i → j, we can
express the line strength as follows [19]:

Sij = Ia
Aij

8πcν̃2ij

g′e−c2Ei/T
(
1− e−c2ν̃ij/T

)
Q(T )

(1.8)

where Ia is the molecule isotopic abundance, c2 = hc/kB (kB = 1.38065·10−23 m2 kg s−2K−1

being the Boltzmann constant), Aij is the Einstein coefficient for spontaneous emission
(s−1), g′ is the upper state statistical weight (or degeneracy factor), Ei is the lower state
energy (cm−1), and Q(T ) is the total internal partition sum:

Q(T ) =
∑
k

gk exp

(
c2Ek

T

)
(1.9)

which provides the molecule occupancy distribution among the possible energy states
accounting for the sample temperature and the state degeneracy, according to Maxwell-
Boltzmann distribution.

The line intensity as defined in Eq. (1.8) is often indicated as SN
ν , indicating that it is

proportional to the numberN of absorbing molecules per unit volume. With the knowledge
of the normalized line shape function Φ(ν̃−ν̃0) (1/cm−1), the spectral absorption coefficient
(α, expressed in cm−1) can be calculated:

α(ν̃ − ν̃0) = SN
ν Φ(ν̃ − ν̃0)N = σ(ν̃ − ν̃0)N (1.10)

where the quantity SN
ν Φ(ν̃−ν̃0) is also referred to as cross-section, σ(ν̃−ν̃0) (cm2/molecule).

The absorption coefficient defines how planar monochromatic EM radiation exponentially
decays within a medium, according to the well known Bouguer-Beer-Lambert law [20]:

IT (ν̃) = I0(ν̃) exp[−α(ν̃)L] (1.11)

being L the length of the optical absorption, and IT and I0 the transmitted and incident
light intensities. The ratio between the transmitted and the incident radiation intensity
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provides the transmittance (T (ν̃)) and its anti-logarithm gives the absorbance (A(ν̃)):

T (ν̃) = exp[−α(ν̃)L] (1.12)

A(ν̃) = α(ν̃)L (1.13)

Absorbance allows to linearly relate the optical absorption of a substance with its
concentration (contained within the absorption coefficient term). Such phenomenon is
widely used in most spectroscopic instrumentation, and will be described more in detail
in Section 1.6.

In Eq. (1.10), the effect of the normalized line shape function on the absorption coeffi-
cient is described. The knowledge of the line shape function, together with the absorbing
specie number density N , and the transition line intensity, allows a full prediction of the
sample’s absorption coefficient.

So far, as per Eq. (1.8) we considered the transition between two discrete states as
described by a specific energy. However, there are many reasons why a transition is never
strictly monochromatic, leading to a distribution of transition energies.

1.4.1 Natural linewidth

The first, fundamental reason, lies in Heisenberg uncertainty principle which - in its
energy-time relation - asserts that the uncertainty on the state energy (∆Ei) and its
lifetime (τi) are connected according to:

∆Eiτi ≳
ℏ
2

(1.14)

where ℏ = h/2π. Hence, aside from the ground state which has an infinite lifetime, the
upper-energy states will always be affected by an uncertainty. Assuming no other com-
peting phenomenon, the spontaneous emission rate will define the lifetime of the molecule
in the excited state. The Einstein’s coefficient for spontaneous emission scales as ν̃3 for an
electronic-dipole transition [21]. The direct implication is that roto-vibrational transition
will have very small natural linewidths. If the lower state is not the ground state, it will
also be affected by an uncertainty and the total transition linewidth will be defined by:

δν̃n =
1

2πc

√
1

τ2i
+

1

τ2j
(1.15)

Usually, the natural linewidth can only be measured for species at rest with respect
to the observer, since Doppler effects will produce a much broader linewidth. A simple
model for natural broadening assumes the atomic system as a damped oscillator and the
resulting line shape will be described by a Lorentzian shape:

Φ(ν̃) =
1

2π

δν̃n
(ν̃ − ν̃0)2 + (δν̃n/2)2

(1.16)
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Figure 1.2: Voigt profile as a convolution of Lorentzian shapes (shaded areas), located
at shifted absorption frequencies as an effect of collisional broadening. The location and
intensity of the Lorentzian line follow the Doppler (Gauss) distribution of velocities in the
sample.

1.4.2 Doppler broadening

One of the major contributions in gases at low pressures is the Doppler width, which
is due to the Brownian motion of the absorbing molecules. This phenomenon happens if
the molecule posses a velocity component in the direction of the absorbed electromagnetic
field. Because of the velocity component (vz) along the EM field propagation direction,
the transition frequency will appear shifted to a new value δν̃a = δν̃(1 + vz/c). The shift
will be positive, for a molecule moving in the same direction of the field, and negative for
a molecule in opposing motion. At the thermal equilibrium, the gas molecules follow a
Maxwell velocity-distribution such that the resulting line shape will be:

Φ(ν̃) =

√
ln 2

πδν̃2D
exp

(
−(ν̃ − ν̃0)

2 ln 2

δν̃2D

)
(1.17)

with δν̃2D =
ν̃0
c

√
2NAkT ln 2

M
(1.18)

where δν̃D is the Half-Width at Half-Maximum (HWHM) of the line shape Gaussian
distribution, NA is the Avogadro number (number of molecules per mole, 6.022 · 1023

mol−1), M is the molar mass of the gas specie. A more detailed description of Doppler
broadening considers the finite lifetime of the transitions. The frequency response will be
described by a Lorentzian shape, as per Eq. (1.16). Plugging this term into the Maxwell
distribution of the molecule velocities leads to the convolution of Lorentzian and Gaussian
profiles, called a Voigt profile. In Fig. 1.2, the formation of a Voigt profile as a convolution
of the Lorentzian lines and the Doppler line is portrayed.
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1.4.3 Collisional broadening

Collisional broadening happens as a consequence of collision with other molecules. By
collision, we mean a mutual interaction between the two molecules which alters the energy
states of both partners. If no internal energy is transferred between the two partners, the
collision is termed elastic. On the other hand, if an energy transfer process happens, or
the energy is converted into heat, the collision is termed inelastic. We will see in Chapter 2
how the latter can be efficiently exploited for trace gas sensing.

We can depict the collision process as a promoter of the excited molecule relaxation,
which in turn induces a broadening of the excited state level as per Eq. (1.15). The total
transition probability can be expressed as:

Ai =
1

τsp
+ apb with a = 2σij

√
2

πµkT
(1.19)

being µ the reduced mass of the system. Hence, additionally to the natural linewidth,
the term γp = apb will be responsible of the pressure broadening. Inelastic collisions are
responsible for the broadened line. On the other hand, elastic collisions do not change
the amplitude of the oscillator, but change its phase and in turn its center frequency. In
many cases, the line shape can still be described by a Lorentzian function:

Φ(ν̃) =
C

(ν̃ − ν̃0 −∆ν̃)2 + (δν̃/2)2
(1.20)

where C is a normalization constant which depends on the linewidth, the line shift ∆ν̃ =

NB v̄σs and the line broadening δν̃ = δν̃n + NB v̄σb, being NB the number density of the
collisional partner B, and σs, σb the collision cross sections for line shifts and broadening
(elastic and inelastic collisions), while v̄ is the mean relative velocity.

1.4.4 Collisional narrowing

In infrared and microwave ranges, collisions may sometimes cause a narrowing of the
linewidth, also known as Dicke narrowing [22]. This phenomenon might happen when the
lifetime of the excited state is longer than the mean time between successive collisions. If
so, the mean free velocity of the molecule can be reduced by the many collisions, causing
a smaller Doppler shift. Hence, if the Doppler broadening is the dominating effect, a
reduction of the linewidth can be observed. Usually, such effect can be observed in a
certain pressure range, above which pressure-broadening will dominate [23].

1.4.5 Homogeneous and inhomogeneous broadening

To summarize what have been explained so far, we can distinguish between homo-
geneous and inhomogeneous line broadening effects. A spectral line profile is said to be
homogeneously broadened if the absorption probability as a function of the frequency is
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equal for all the molecules of the sample that are in the same energy level. These line
shapes can be described by a Lorentzian line shape. An example of homogeneous broad-
ening is natural line broadening. On the other hand, if the molecules that experience the
transition have a different probability at different frequencies of the absorbed field, we
speak of inhomogeneously broadened line. An example of inhomogeneous broadening is
the Doppler broadening, since molecules with different mean velocities along the field di-
rection will experience a red or blue-shifted absorption and thus, the transition probability
at a certain frequency will differ.

1.5 Fourier Transform Infrared Spectroscopy

Spectrometers are used to measure the absorption features of a sample, by resolving
the light intensity passing through the sample at different wavelengths. The spectrom-
eter consists of a radiation source, an optical system that allows interaction of the light
with the investigated sample, a dispersion element (prism, or monochromator) and the
detector. In the UV-Vis range, the separation of the wavelengths is achieved by means
of monochromators, which are made up of slits and a dispersive element, mainly one or
more gratings. The grating induces a spreading of the white light into its components,
while the slit filters a narrow band of the incoming and/or exiting light. In most high-end
spectrometers, the resolving power (λ/∆λ) of the instrument is enhanced by the use of
multiple gratings, or a combination of a prism and a grating (Echelle monochromators).
However, when it comes to the infrared region, a fundamental problem arises in how well
the light can be dispersed. First, if using a dispersive optical element, normal dispersion
is required in a wide IR range. Historically in the first generation of IR spectrometers,
large NaCl prism were used, which required careful control over air humidity. Addition-
ally, small scan ranges were possible with limited repeatability. The usage of gratings
improved the quality of such spectrometers, leading to the second generation. However,
it has to be noted that the resolving power of a grating is strictly wavelength dependent.
Moreover, the physical separation of the gratings’ lines scales with the λ, such that the
lines density can strongly change. For instance, UV-Vis gratings can feature line densities
up to 3000 l/mm. However, at λ = 3 µm, the line density goes down to 300 l/mm. For
high spectral resolution, large gratings are required. Moreover, reaching the same spec-
tral resolution in the full spectrum is difficult since the IR spans wavelength between 1 -
1000 µm. The greatest breakthrough happened with the third generation, when Fourier
Transform Infrared Spectrometers (FTIR) were introduced. The main difference in FTIR
spectrometers is the capability of recording all wavelengths at the same time, by only scan-
ning a movable mirror. The operation principle of FTIR consists in passing the broadband
light, produced by the source, through a Michelson interferometer and the sample com-
partment. The interferometer is made up of a beamsplitter and two mirrors, one static
and one movable. The light is finally collected on top of a detector, at different positions
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Figure 1.3: Experimental apparatus of an FTIR spectrometer.

of the movable mirror in the interferometer. By doing so, an optical path difference is
achieved between the arms of the interferometer. The intensity of the light is recorded as a
function of the optical path delay. When the arm are symmetrical, the retardation is null
and every wavelength interferes constructively, generating a strong peak intensity. On
the other hand, when a certain retardation is introduced, each wavelength will experience
a different phase shift. The result of the superposition of each wavelength electric field
into the detector, as a function of the mirror displacement, is called the interferogram.
Since the mirror is displaced at a certain scan speed, the interference of the electric fields,
oscillating in the THz domain, will produce an intensity modulation in the range of few
kHz which can be detected by standard IR detectors. From the interferogram, a Discrete
Inverse Fourier transformation is calculated to retrieve the light spectrum of the imping-
ing broadband radiation as a whole. A typical experimental arrangement of an FTIR
spectrometer is provided in Fig. 1.3.

The resolution of the FTIR spectrometer is limited by the maximum extent of the
mirror displacement, such that δres = 1/∆Lmax. Resolution as little as 0.05 cm−1 are
readily available by high-end spectrometers. Moreover, FTIR has many other advantages:

• Multiplex or Fellgett advantage: all the wavelengths are recorded at once, such
that each point in the interferogram contains information of the full spectrum. Thus,
in the equivalent time it takes to produce a spectrum in a dispersive instrument,
FTIR can collect multiple interferograms that are averaged to produce a spectrum
with a higher signal-to-noise ratio (SNR);

• Jacquinot advantage: also known as Throughput advantage, arise from the
fact that in the FTIR spectrometer no slits are required as in dispersive spectrome-
ters, which strongly reduce the area of the beam passing through the spectrometer.
An interferometer can accept a circular cross section of the IR beam thus the amount
of light passing the interferometer is significantly higher resulting in higher through-
put;
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• Connes advantage: the precision advantage of FTIR in terms of wavelength cal-
ibration comes from the internal referencing of the measurement via a HeNe laser
co-aligned to the Michelson interferometer. A precise measurement of the mirror
displacement can be attained simultaneously while recording the IR interferogram,
by monitoring also the interferogram of the reference laser. Since a monochromatic
source produces a pure sinusoid, sample points are captured very reliably every
time the reference interferogram undergoes a zero-crossing. Exact knowledge of the
laser’s wavelength allows accurate determination of the optical path lengths while
performing a scan.

Nowadays FTIR spectrometers are widely employed for routine operations and find
their application in revealing the composition of solids, liquids, and gases. A common use
for qualitative measurements is the identification of unknown materials and confirmation
of production materials (incoming or outgoing). FTIR spectrometers also provide power-
ful solutions when quantitative information regarding several analytes in a given sample
is required. FTIR provides valuable insight into both intermolecular and intramolecular
interactions within a sample. For example, they can be used to study how molecules inter-
act and orient themselves on surfaces, or to analyze the secondary structures of proteins.
Beyond these specific interactions, FTIR spectra also offer access to latent properties of a
sample that are not directly tied to the quantitative information of a single analyte. This
capability allows for a broad range of applications, such as determining the octane number
of fuels, identifying different varieties of wine, and diagnosing conditions like cancer. For
the analysis of solids and liquids, resolutions above 1 cm−1 are sufficient to resolve the
wide absorption bands, since the fine rotational structure is lost in condensed phases. On
the other hand, resolving individual lines for gas-phase sample can be challenging and is
limited to research-grade instruments. Higher resolutions are obtained for longer mirror
displacements, hence the size of the instrument will also be connected to the capabilities of
the same. For low resolutions, compact sizes are available, but it is not the case for resolu-
tions higher than 0.1 cm−1. This complicates the possibility of deploying this technology
in the field.

While FTIR is a powerful technique for multicomponent analysis, thanks to the ca-
pability of surveying the whole infrared spectrum at once, it lacks in terms of sensitivity.
This is especially true if compared to the most recent laser-based spectrometers, which on
the other hand present a limited spectral coverage.

1.6 Methods in laser spectroscopy

Since their invention in the 1960s, lasers have undergone tremendous improvements.
Laser applications have been extended to spectroscopy due to the numerous advantages
that this light source provides compared to non-coherent sources like thermal emitters:
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1. the high spectral power density of laser sources is always a desirable property, as it
allows to work well above the detector noise level, improving the performance of the
system;

2. the detection sensitivity increases with narrower spectral emissions (temporal coher-
ence), since in many cases the sensitivity of the technique is defined by the spectral
overlap of the emitted radiation and the absorption feature. The highest sensitivity
is achieved when the spectral feature is larger than the emission spectrum of the
source, which is the case in many situations for laser spectroscopy;

3. the high directionality (spatial coherence) of laser beams can be exploited to improve
the interaction pathlength, leading to higher sensitivities as per Lambert-Beer equa-
tion (Eq. (1.11)). Multi-pass cells, as well as more complicated approaches such as
cavity enhanced techniques can be employed to reach unmatched limits of detection;

4. the improved spectral resolution paves the path for metrological measurements, for
the determination of line parameters, line shape profiles, even in sub-Doppler con-
ditions or parameters of collisional processes, taking part in collisional broadening;

5. swift spectral tuning can be achieved for semiconductor based lasers by operating
on the diode bias current;

6. wavelength stabilization techniques can be employed to lock the laser to the maxi-
mum of an absorption profile, or to external oscillators, reaching relative accuracies
up to 10−8 or better;

7. the inherent polarization of laser sources can be exploited for samples that exhibit
polarization-sensitive absorption, which is used in Faraday rotation spectroscopy;

8. the coherence of lasers allows to access the dispersion of the samples, with the
advantage of an extended linearity - exploited in dispersion spectroscopy.

Semiconductor diode lasers are the most used type of lasers in chemical analysis, pri-
marily because of their ease of wavelength tuning through temperature or bias current
adjustment. Semiconductor diode lasers are a class of solid-state lasers, which are based
on a semiconductor gain medium to convert injected charge carriers into photons. In the
last decades, semiconductor lasers have garnered significant attention from the scientific
community and have undergone substantial advancements. Semiconductor lasers compre-
hend a large variety of devices, which can be categorized mainly into diode lasers (DL),
interband cascade lasers (ICL) and quantum cascade lasers (QCL). The main difference
between these devices concerns the emission range, which is defined by the specific physics
behind their architecture and material systems used for the gain medium. Diode lasers
typically operate from the ultraviolet up to the near-infrared region, depending on the
semiconductor used in their fabrication. In spectroscopic applications, diode lasers in the
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near-infrared region are used to target less-efficient overtone transitions. Moving towards
the mid-infrared, ICLs utilize a cascaded structure composed of multiple quantum wells to
achieve efficient light emission. Emissions between 2.7 µm to 5.6 µm in continuous wave
have been demonstrated [24], while at cryogenic temperatures emission up to 11 µm have
been reported [25]. More recent work [26] has shown the capability of ICLs to emit under
pulsed operation in the long-wavelength regime (λ ≈ 13.2 µm).

Differently from interband cascade lasers, QCLs are a class of semiconductor lasers
which exploits electronic intersubband transitions between confined levels in the conduc-
tion band. An extensive explanation will be dedicated to this specific laser class in Chap-
ter 4. Typical QCL emission ranges from 2.6 µm up to the THz domain [27], [28]. They
find application in high precision chemical sensing, medical diagnostics, and free-space
optical communication due to their precision, versatility, and performance capabilities
[29].

The following sections will deal with the main direct and indirect absorption approaches
in laser sensing.

1.6.1 Direct methods in laser spectroscopy

By direct absorption methods we refer to those approaches which are based on the
detection of transmitted photons upon interaction of an incident laser beam on an ab-
sorbing sample. The transmittance, as given by Eq. (1.12), decays exponentially with the
absorption coefficient of the substance and the interaction pathlength. The same equation
can be rewritten in terms of the sample concentration, as

T (ν̃) = exp(−σ(ν̃)NtotcL) (1.21)

being Ntot the molecular number density at given pressure and temperature and c the
concentration, usually expressed in parts-per-million (ppm) or parts-per-billion (ppb).
The molecular number density is conveniently obtained from the ideal-gas law in the form
of:

Ntot =
p

kBT
=
p

T

L(TS)TS
p0

(1.22)

where p and T are the pressure and absolute temperature of the sample, while in the last
relation L(TS) = 2.68676 · 1019 molecules/cm3 is the Loschmidt number, TS = 273.15K
and p0 = 1 atm. The relationship in Eq. (1.21) holds for multiple absorptive species, such
that the absorption coefficient can be expressed as

α(ν̃) =

n∑
i=1

σi(ν̃)Ntotci (1.23)

making direct absorption a powerful tool for multi-specie analysis. One of the most known
and applied direct approaches consists in swift tuning of a single diode laser line across
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Figure 1.4: (a) Schematic of a TDLAS setup. A tunable diode laser is scanned via current-
tuning across a spectroscopic feature, while the transmitted laser intensity is monitored
by a photodiode. (b) The resulting TDLAS signal exhibit a dip in correspondence of the
absorption line, on top of a rising background (represented in dotted line) typical of current
tuned diode lasers. In light grey, the same absorption resulting by a higher concentration,
or equivalently, by a longer interaction pathlength.

an atomic or molecular absorption. Such technique is often referred to as Tunable Diode
Laser Absorption Spectroscopy (TDLAS).

1.6.1.1 Tunable Diode Laser Absorption Spectroscopy

In TDLAS, the use of a single frequency source ensures unambiguous assignment of the
absorption lines. This greatly simplifies the system apparatus, since the employed laser
source is assumed monochromatic and does not require any dispersive optical element.
Nevertheless, the typical scanning range is limited to few cm−1.

A schematic of a typical TDLAS setup is presented in Fig. 1.4(a). The diode laser is
scanned via current tuning across an absorption line, while the transmitted laser intensity
is monitored with a photodetector. As a reference, a background spectrum in absence
of the absorbing analyte is needed, in order to compute the absorbance spectrum of the
sample. The resulting TDLAS signal is presented in Fig. 1.4(b), where a dip in corre-
spondence of the absorption feature is observed. Scanning rates in the kHz range allow to
average many spectra in short time, increasing the SNR.

The main limitation of TDLAS comes from the need of measuring extremely low signals
on top of a strong background. Several methods to improve the performance of TDLAS
have been demonstrated, which either enhance the absorption features or are aimed to
reduce the noise level. To improve the absorption of the analyte, one can exploit the
high directionality of laser beams by increasing the interaction pathlength. Among such
approaches, multipass cells and optical cavities are the most common. A multipass cell is a
system composed by two or more mirrors, such that a laser beam can be reflected multiple
times to enhance the interaction pathlength by a few orders of magnitude. Multipass cells
come in various designs, including cylindrical, rectangular, and toroidal configurations.
Common types of multipass cells include Pfund, White, Herriott, and circular cells. The
design of a multipass cell requires careful attention of the geometry which influences optical
stability, pathlength and easiness in the alignment, together with the choice of suitable
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mirror curvatures and coatings. The management of stray light and interference fringes
limits the minimum detectable absorption.

Another class of techniques, named Cavity Enhanced Absorption Spectroscopy (CEAS),
increase the effective pathlength by making use of optical cavities. Similarly to multipass
cells, optical cavities traps the light within two or more highly reflective mirrors. The
substantial difference lies in the fact that the optical cavity generates a standing wave, be-
having as a resonant element for the electromagnetic field. Depending on the quality of the
mirrors, the light can travel equivalent pathlengths of several km. Common approaches
include Cavity Ring Down Spectroscopy (CRDS), where the characteristic extinction time
(ring-down time) of the intensity inside the cavity is measured and compared in presence
and absence of an absorbing analyte. The presence of an absorber introduces additional
losses in the cavity, decreasing the time needed for the photons to leak out of the cav-
ity. Other techniques exploit optical feedback (OF-CEAS) from the cavity, to lock the
frequency of the laser to one of the cavity’s modes. For high quality cavities, the optical
feedback reduces the laser emission linewidth compared with the free-running laser.

While the latter methods mainly address the interaction pathlength, another ensemble
of techniques aims to reduce system noise. Such approaches are usually named modulation
techniques, since they involve modulation of the laser light, either in terms of its amplitude
or frequency. Modulation techniques can also be combined with multipass cell approaches
and CEAS, such as for Noise-immune cavity-enhanced optical heterodyne molecular spec-
troscopy (NICE-OHMS). Since this work makes wide use of modulation approaches, a
review of the main methods is provided in the following subsections.

1.6.1.2 Frequency modulation

Frequency modulation techniques were not directly designed for laser spectroscopy,
but were taken from microwave spectroscopy. In frequency modulation techniques, the
instantaneous frequency of the laser line is modulated in time either by applying a sinu-
soidal current-bias or by using external optical elements which introduce phase-shifts in
the optical wave, such that:

ν(t) = νc +∆ν cos(2πΩt) (1.24)

being νc the carrier (optical) frequency, ∆ν the extent of the modulation and Ω the
modulation frequency. The interaction of the sample with a modulated radiation field
leads to the generation of a periodic signal at the modulation frequency, which can be
selectively extrapolated by making use of frequency and phase-sensitive detectors (Lock-
in amplifiers). The advantage of this detection scheme consists in the rejection of noise
contributions that does not fall within the bandwidth of the phase-sensitive detector.
Typically, the noise contribution of technical sources in the detection system can be almost
completely suppressed at sufficiently high frequencies (Ω > 1GHz), reaching the quantum
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fluctuations of the laser source [30]. Electro-optic crystals or acousto-optic modulators can
be used to achieve RF modulation frequencies, where the technical noise of the system is
almost completely suppressed.

Historically, two families of techniques have always been identified under the name of
wavelength modulation (WM) and frequency modulation (FM) spectroscopy. However, the
technical difference is very subtle, since conceptually they are the same thing. Several
authors provided a unified mathematical description of the phenomenon, which can be
found in [31]. In both wavelength modulation and frequency modulation spectroscopy,
the laser frequency is sinusoidally modulated over time as per Eq. (1.24). The sinusoidal
modulation of the instantaneous frequency produces a similar effect on the time-dependent
phase shift, such that the optical field can be described in its complex form as:

E(t) = E0 exp

[
2πi

(
νct+

∆ν

2πΩ
sin(2πΩt)t

)]
= E0

+∞∑
n=−∞

Jn(β) exp[2πi(νc + nΩ)t] (1.25)

where Jn(β) are the n-th order Bessel functions of the first kind computed at the mod-
ulation index β = ∆ν/2πΩ. The representation via the Bessel function directly shows
how, in the frequency domain, an infinite set of discrete frequencies appear separated by
the modulation frequency Ω. All these frequency components, symmetric to the carrier,
are called sidebands. The number of sidebands increases with the modulation index. The
difference between WM and FM lies in the number of sidebands and their separation with
respect to the spectroscopic feature (δν). In wavelength modulation [32], large modula-
tion indexes are used (β ≫ 1), but low modulation frequencies are employed such that
the modulation frequency is small compared to the spectral feature (Ω ≪ δν). The re-
sult is a spectrum of closely spaced sidebands, where the dispersion information is lost,
and the change in intensity over time is measured. Typically, the maximum frequency
excursion ∆ν determines the resolution in WMS, and values ∆ν < δν are set to assure a
derivative spectrum. Modulation frequencies on the order of few kHz are common. On
the other hand, in FM the modulation frequency is so high that the sideband spacing is
on the order of the spectroscopic feature, such that each sideband probes individually the
absorption line. Also, the modulation index is kept low, in order to have the formation of
only 2 sidebands. It appears obvious that the only difference between WM and FM is the
frequency regime of the modulation.

The heuristic description for WM uses the formalism of the instantaneous frequency
to evaluate the effect of the sample interaction with a ‘slowly’ modulated field [31]. If
the absorption α(ν)L ≪ 0.05 is assumed to be small [32], the transmitted intensity (as
per Eq. (1.11)) can be expressed as IT = I0(ν)[1 − α(ν)L]. Such expression holds for
optically thin samples, which is the case for trace gas detection, where high sensitivities
are desirable. Several mathematical formalism are possible to describe the phenomenon.
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Figure 1.5: From the left, absorption of a Lorentzian line and its 1st, 2nd and 3rd derivative.
In wavelength modulation spectroscopy, similar signals are obtained upon demodulation
to the n-th harmonic.

By making use of the Taylor expansion around the carrier frequency one obtains:

IT (ν) = I0

[
1− L

(
α(νc) +

dα

dν

∣∣∣∣
νc

(ν − νc) +
1

2!

d2α

dν2

∣∣∣∣
νc

(ν − νc)
2+

+
1

3!

d3α

dν3

∣∣∣∣
νc

(ν − νc)
3 + · · ·

)]
(1.26)

and by substitution of Eq. (1.24) in Eq. (1.26), one gets:

IT (ν) = I0

[
1− L

(
α(νc) +

dα

dν

∣∣∣∣
νc

∆ν cos(2πΩt) +
1

2!

d2α

dν2

∣∣∣∣
νc

∆ν2 cos2(2πΩt)+

+
1

3!

d3α

dν3

∣∣∣∣
νc

∆ν3 cos3(2πΩt) + · · ·

)]
(1.27)

The sinusoidal dependency of the instantaneous frequency causes the convergence of
the Taylor series to the Fourier series. For some modulation depths ∆ν, such series might
not converge, but in the assumption of small modulation depths, higher-order terms can
be neglected. Lock-in amplifier based detection allows to retrieve a specific frequency
component (in this case the modulation component, Ω) or one of its harmonics (nΩ). The
n-th harmonic signal will be then:

Sn(ν) =
1

n!
∆νn

dnα

dνn

∣∣∣∣
νc

(1.28)

Such result is only true in the limit of small modulation depths, since the effect of
higher-order terms on the n-th term is negligible. However, in most experimental cases,
the amplitude of a component has to be maximized to improve the signal-to-noise ratio.
In this case, the modulation depth has to be almost comparable to the spectral feature
extent. Arndt [33] showed the dependence of the first and second harmonic amplitude for
a Lorentzian line. A maximum for the first harmonic signal is obtained for normalized
modulation indexesm = ∆ν/∆νHWHM = 2. For the second harmonic signal, the maximum
is achieved for m ≈ 2.2 for Lorentzian, Gaussian and Voigt profiles [32]. In Fig. 1.5, the
typical derivative shapes of a Lorentzian absorption feature are portrayed up to the 3rd

derivative.
The model presented in Eq. (1.27) is not comprehensive of unwanted intensity modu-
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lation components. In most cases where a diode laser is employed, it is advantageous to
tune the laser’s wavelength via current dithering with a sinusoidal signal. Current tuning
induces both intensity and frequency modulation. The resulting effect is a distortion of
the presented shapes by appearance of asymmetry and background signals.

Such a derivative-like approach showcases several advantages. First, the second har-
monic signal is often used for the quantification of trace concentrations upon calibration
of the system (2f-WMS). Contrary to the first harmonic, the second harmonic allows to
remove slowly varying absorption features which might arise from optical components.
Moreover, the first harmonic suffers from residual amplitude modulation (RAM) of the
diode laser, which introduces an additional offset. The second harmonic signal, on the
other hand, removes the offset and is often referred to as background free technique. An
additional feature is the coincidence of its peak signal with the resonance absorption,
which allows to introduce locking schemes to the peak. The most common is the use of
the third-harmonic via a reference cell, since its central zero-crossing coincides with the
resonance absorption. Similar locking concepts have been used in the context of this work
and will be thoroughly discussed in Section 3.5.

1.6.1.3 Lock-in amplifier principles

Due to its extensive use in many spectroscopic applications, a dedicated description
of the lock-in amplifier (LIA) operation principle is needed. The lock-in amplifier allows
phase-sensitive detection by retrieving the in-phase and the quadrature component of a
periodic signal, oscillating at a particular frequency Ω. The in-phase and quadrature
component, often referred to as X- and Y -component are 90◦ phase-shifted, and the si-
multaneous knowledge of such quantities allows to retrieve the phase-shift of the measured
signal with respect to the internal phase of the lock-in amplifier.

The operation of the lock-in amplifier is schematically shown in Fig. 1.6. The analog
signal (Vs(t)), with all its frequency components is fed to the LIA. The LIA mixes (multi-
plies) this signal with a reference signal (Vr(t)) at the modulation frequency or one of its
harmonics (nΩ). The reference signal can be either generated from an internal oscillator
by the lock-in amplifier, and used for the experiment purposes (such as modulation of
a physical quantity), or can be obtained by an external reference port. In this case, a
phase-locked loop (PLL) is used from the instrument to retrieve the external frequency
component and its phase. The signal is multiplied with the reference and a 90◦ phase-
shifted copy of it, such that both in-phase and quadrature components can be retrieved.
Such instruments are defined double-phase lock-in amplifiers.

After multiplication with the reference signal, a low-pass filtering operation is per-
formed. The filter order and time constant (τ) of the low-pass filter can be in many
cases adjusted to optimize response time, noise-rejection performance and phase-shifts in-
troduced by the lock-in. The result of this operation is the demodulated signal, which
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Figure 1.6: Block diagram of a double-phase lock-in amplifier.

is deprived from any high-frequency components and contains only the frequency com-
ponents centred at the reference frequency, with a bandwidth defined by the low-pass
filtering stage.

We can assume an oscillating signal at radial frequency ωs with its noise components
ωn:

Vs(t) = As cos(ωst+ ϕs) +
∑
ωn

An cos(ωnt+ ϕn) (1.29)

and a reference signal of frequency ωr:

Vr(t) = Ar cos(ωrt+ ϕr) (1.30)

where As, An and Ar are the amplitudes of the signal, the noise component and the
reference signal, while ϕs, ϕn, ϕr their phase. Upon mixing, we obtain:

Vs × Vr = AsAr cos(ωst+ ϕs) cos(ωrt+ ϕr)+

+Ar cos(ωrt+ ϕr) ·
∑
ωn

An cos(ωnt+ ϕn) (1.31)

The product of the signal generates a beat note at frequency ωs − ωr and a high
frequency term ωs+ωr. The low-pass filter will suppress those fast oscillating components,
except for the case in which ωs = ωr. In this case, the mixing downshifts the frequency
spectrum of the signal by a quantity ωr, such that the wanted component is now a DC-
component. With this requirement (ωr = ωs = ωn), Eq. (1.31) becomes:

Vr × Vs =
1

2
AsAr [cos(2ωrt+ ϕs + ϕr) + cos(ϕs − ϕr)]+

+
1

2
AnAr [cos(2ωrt+ ϕn + ϕr) + cos(ϕn − ϕr)] (1.32)

Finally, the filtering strips away the 2ωr component resulting in:

VPSD =
1

2
AsAr cos(ϕs − ϕr) +

1

2
AnAr cos(ϕn − ϕr) (1.33)
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where usually the phase of the lock-in is adjusted such that ϕr = ϕs and the output of the
phase-sensitive detection corresponds to the in-phase component. The same calculations
are performed for the quadrature component by using Vr(t) = Ar sin(ωrt+ ϕr). The
magnitude (R) and phase (Θ) of the signal are obtained by applying the relationships:

R =
√
X2 + Y 2 (1.34)

Θ = atan2
(
Y

X

)
(1.35)

It should be noted that the choice of the low-pass filter settings are fundamental
for proper demodulation. If too large bandwidths are selected, residual 2ωr components
might affect the expected DC-output, leading to oscillations. At the same time, too narrow
bandwidths have the detrimental effect of increasing the response time of the instrument,
which is often avoided in sensing applications. Nowadays almost all lock-in amplifier make
large use of digital signal processing. By doing so, the digitized signal can be multiplied
by a pure reference (free of noise sources), and the filtering stage can be easily customized.
For instance, infinite impulse response (IIR) or finite impulse response filter (FIR) can be
applied, as well as more complicated filter designs such as Gaussian filtering. Digital lock-
in amplifiers can even be implemented in dedicated circuits such as field-programmable
gate arrays (FPGAs), which tend to be more stable over time [34], [35].

One last quantity that is worth discussing in LIAs applications is the equivalent noise
bandwidth (ENBW). This quantity is often used to express the bandwidth of a detection
system, and is defined as the bandwidth of a perfect rectangular filter that passes the
same amount of power as the used filter. This quantity depends on the filter typology
and settings. For a typical RC-filter as the one represented in Fig. 1.7(a), the filter time
constant is defined by τ = RC, while the filter order indicates how many identical RC-
filters are cascaded. The transfer function of the n-th order RC-filter and the corresponding
cutoff frequency f(−3dB) are expressed by:

Hn(ω) = H1(ω)
n =

(
1

1 + iωτ

)n

(1.36)

f(−3dB) = fc

√
2

1
n − 1 (1.37)
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Figure 1.7: (a) Single stage and (b) n-stage RC filters.
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where fc = 1/2πτ is the cutoff frequency for a first-order filter. From the filter transfer
function, it is possible to compute the equivalent noise bandwidth.

Acting as movable pass-band filters, lock-in amplifiers can also be used to assess sys-
tem’s noise, like a spectrum analyser. It should be noted though, that this is not their
primary purpose. In summary, lock-in amplifiers are swiss-knives for spectroscopists and
scientists, due to their capabilities of extracting periodic signals buried in noise. For the
interested reader, many useful informations can be found in the whitepapers of LIA pro-
ducers, including tips on how to optimize response time by using advanced filter settings
[36].

1.6.1.4 Dispersion spectroscopy

In WMS, the differential absorption of the analysed sample is measured. However,
many other approaches exploit the coherence of the laser source and can measure the phase
delay of the radiation wave, induced by the sample anomalous dispersion in proximity of
an absorption feature. Such techniques are usually termed dispersion spectroscopies. The
relationship between a sample absorption coefficient and refractive index is provided by
the Kramers-Kronig relations [37]. In the approximation of weakly absorbing samples, the
sample’s refractive index can be expressed as

n(ω) = 1 +
c

π

∫ +∞

0

α(ω′)

ω′2 − ω2
dω′ (1.38)

By the same relationship, also the absorption can be retrieved with the knowledge of the
refractive index. The measurement of the phase grants some advantages, among which the
linear relationship between the dispersion spectrum and the sample concentration, which
tends to saturate for conventional intensity measurements. Moreover, phase measurements
can be immune to intensity fluctuations.

One of the first techniques to provide dispersion information was FM-spectroscopy,
introduced by Bjorklund [38]. Two sidebands are generated via FM-modulation at very
high frequencies, and their heterodyne signal with the carrier frequency is measured. In
the absence of an absorption, the sidebands cancel each other out due to their 180◦ phase-
shift, while in presence of an absorption this symmetry is perturbed. The in-phase and
the quadrature component of the beatnote signal will be a measure of the absorption and
dispersion (∆α and ∆ϕ in Fig. 1.8(a)), respectively. Both absorption and dispersion are
retrieved by intensity measurements and are therefore affected by intensity fluctuations.

Another approach, very similar to FM-modulation, consists in modulating the intensity
(IM) of the radiation field at frequencies comparable to the width of the spectral feature.
Such technique goes under the name of heterodyne phase-sensitive dispersion spectroscopy
(HPSDS). In HPSDS, the two generated sidebands simultaneously probe the anomalous
dispersion of the transition line. Being in phase with one another, the beatnote generated
by each sideband and the carrier sums up, leading to maximized signals at the peak of the
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transition. The phase-delay between the sidebands is extracted by measuring the phase of
the beatnote. Many works showcased the capabilities of this technique, especially in the
near-IR where intensity modulators are cost-effective and readily available [39]–[42]. The
signal can be optimized by modifying the modulation frequency Ω, such that the largest
extent of the anomalous dispersion is probed by the sidebands, as pictured in Fig. 1.8(b).
However, the presence of residual frequency modulations on the modulated radiation field
induce non-linearities and asymmetry in the detected signal. This occurs when the IM-
modulation is provided by superimposing a radio-frequency component on the bias-current
of the diode laser, as is mostly the case in mid-IR [40].

Wysocky et al. [43] in 2010 proposed a novel method which directly measures the sam-
ple induced dispersion. This techniques, known as chirped laser dispersion spectroscopy
(CLaDS), relies on a single frequency laser that is frequency chirped across the spec-
troscopic feature. Single or dual sidebands are generated by means of an acousto-optical
modulator (AOM). The beams are then combined in a Mach-Zehnder arrangement and the
propagation through the sample compartment induces a slight effect on the propagation
of the light wave. The beatnote frequency is demodulated and contains the information
of the dispersion spectrum. The beatnote frequency shift is linearly dependent on the
frequency chirp applied to the carrier frequency. For direct-CLaDS measurements, the
nonlinear frequency chirping of the laser has to be characterized in advance, for instance
by using an etalon in the optical path. Once this is done, a fitting procedure can be used to
retrieve the information on the sample, just as in TDLAS. More complicated approaches
can be used, for instance by using a chirped-modulation CLaDS - similar to WMS ap-
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Figure 1.8: (a) Representation of a typical FM-spectroscopy experiment. The sideband
separation from the carrier is larger than the spectroscopic feature, such that the spectro-
scopic feature is probed by each sideband individually. On the bottom, exemplary spectra
from the in-phase and quadrature components (containing the absorption and dispersion
information, respectively) retrieved by a demodulation at the beatnote frequency. (b)
Schematic of HPSDS probing of the dispersion profile of a spectroscopic feature. The
spacing between the sidebands is much lower than in FM-spectroscopy, and the initial
phase difference between them is zero. On the bottom, an example of a HPSDS spectrum
for a purely IM-modulated optical field.
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proaches applied to TDLAS. In this case, a sinusoidal modulation is superimposed to the
chirp, and harmonics detection of this sinusoidal modulation provides derivative spectra,
just like in WMS. Although fundamentally different from WMS, also in CM-CLaDS an
optimization of the modulation parameters is needed but more complex [44]. The added
system complexity is compensated by the benefits of the technique, namely the possibility
of measuring optically thick samples and the immunity to intensity fluctuations.

Dispersion spectroscopy has also been successfully applied for liquid-phase analysis [45],
where the condition of optically thin samples is difficult to achieve, due to the technical
limits in achievable pathlengths. In this case, external cavity QCLs (EC-QCLs) coupled
with an interferometric detection allowed to convert the phase delay into an intensity
fluctuation. Moreover, the use of a balanced detection rejects the intensity noise of the
laser source, while the phase-delay measurement extends the linearity beyond the limit of
Lambert-Beer saturation [46].

Among the cited techniques, a notable mention has to be spent for dual-comb spec-
troscopy, an emerging technique which has the capability of probing wide spectral regions
at once, without the need of moving parts such as in external-cavity diode lasers or FTIRs.
Both direct absorption and dispersion spectroscopy can be retrieved by this measurement,
even though dispersion is rarely used for sensing.

1.6.1.5 Dual-comb spectroscopy

Optical frequency combs (OFCs) are pulsed laser sources that emit a broadband spec-
trum composed by a series of equispaced phase-locked spectral emission lines. The sepa-
ration of the comb lines corresponds to the repetition frequency (frep) of the ultra-short
pulses. The optical spectrum corresponds to an optical frequency ruler, where each line
is located at a frequency fn = nfrep + fCEO, where fCEO is the carrier envelope offset
frequency. Since their first introduction, frequency combs underwent a tremendous de-
velopment and have been employed in a wide variety of sensing approaches. The most
notable is the dual-comb spectrometer, in which two twin comb sources are beaten together
to produce a multi-heterodyne spectrum. However, probing fundamental transitions in the
mid-IR poses strong limits in the applicability of such systems, due to the need of a pair
of coherent mode-locked lasers and frequency conversion stages (such as optical paramet-
ric oscillators). However, in 2012 electrically pumped quantum cascade lasers were first
demonstrated [47], strongly simplifying those requirements. The main feature of QCL-
based frequency combs lies in the fast recovery of the gain material, in the order of 1 ps,
which is much shorter than the cavity round-trip time, on the order of ∼ 100 ps for 4.5
mm long cavity [48]. This feature prevents the generation of high-intensity pulses, typical
of mode-locked frequency combs with saturable absorbers. Differently from mode-locked
comb sources with amplitude modulation (AM), QCL-combs exhibit an FM behavior with
a quasi-constant intensity. The proposed mechanism for FM phase locking is based on the
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Figure 1.9: (a) Schematic of a dual-comb spectrometer in the amplitude-sensitive con-
figuration. After passing through the sample and interacting with the spectral feature,
shown at the top of panel (b), the beams are recombined on the photodetector to produce
a multiheterodyne spectrum in the radiofrequency domain (bottom of panel (b)).

synergy between spatial hole burning to achieve broadband emission, Four-Wave Mixing
(FWM) to ensure line equidistance and a suitable group velocity dispersion. FWM by
itself is insufficient to produce sidebands in the spectrum of Fabry-Pérot resonators. The
interested reader is referred to reviews that provide a clear and detailed description of the
topic [49], [50].

The typical dual-comb spectroscopic schematic is shown in Fig. 1.9(a). In the schematic,
only the amplitude-sensitive configuration is portrayed. In this configuration, both combs
interact with the sample, leading to an improved sensitivity. In the second configuration,
named phase-sensitive configuration, only one comb is passed through the sample, allow-
ing to access both attenuation and phase-shift induced by the sample. As can be seen
from Fig. 1.9(b), each line of the two OFCs, produces a beating in the RF-domain. The
separation of the RF multiheterodyne spectrum corresponds to the difference in repeti-
tion frequency of the two combs (∆frep = frep,1 − frep,2). The beating is measured by
recombining the beams on top of a fast photodetector. A beating between the lines of a
same comb, or between non-coincident lines is also possible: they would however fall at
frequencies f > frep,1(2), usually much greater than the detector bandwidth, and are there-
fore not detectable. The resulting electric field superposition leads to an interferogram,
like in FTIR spectroscopy. However, unlike Fourier spectrometers, several advantages are
obtained. Firstly, no moving parts are employed since the interferogram is the result of
the superposition of these optical sources. Secondly, the time resolution for the individual
beat notes has to be

τ >
1

∆frep
≥ 2n

frep
=

2fspan
f2rep

(1.39)

In general, common values of frep are comprised between 50-250 MHz, and time-resolutions
on the scale of the ∼ 1ms are usually obtained, with fspan between 100 to 400 cm−1. In
QCL-combs, instead, typical values of frep are in the tenths of GHz, leading to τ ∼ 40ns.
In practice, technical limitations increase this value to the µs scale. Compared to other
comb-sources, the optical power of QCL-combs can span from 50 mW to 1 W [51], which
is beneficial in highly absorbing samples or long-distance measurements. Finally, spectral
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interleaving approaches [52] allows to achieve spectral resolutions orders of magnitude
better than high-end FTIR spectrometers, higher than 10−4 cm−1. Spectral coverage is
currently limited to 50-100 cm−1. However, the scientific community is investing significant
effort in enhancing the emission bandwidth of such sources [53].

In summary, dual-comb spectroscopy is a promising approach which offers numerous
advantages. Future perspectives may include on-chip integration, together with the emerg-
ing quantum cascade detectors [54], [55]. At the moment, dual-comb spectroscopy is still
limited to specialized laboratories due to its high cost and its challenging technological
requirements.

1.6.2 Indirect methods in laser spectroscopy

As described in Section 1.6.1.1, one of the major limitation of direct methods is the
necessity of measuring tiny signals on top of large backgrounds. Approaches such as WMS,
might help to reduce this effects, and with demodulation at second or higher harmonics,
background free signals can be retrieved to a large extent. Nevertheless, in real-case
scenarios, RAM components might still produce undesired backgrounds, thus preventing
the technique from being truly ‘background-free’. Rather than probing the transmitted
photons, the effects arising in the sample as a consequence of photon absorption can be
detected as well. When the photons are fully transmitted, no signal is generated, making
these techniques inherently background-free. This ensemble of techniques are defined
indirect methods, as opposed to the direct methodologies presented up to this point. A
brief description of the most used techniques will follow in this section, while Chapter 2
will provide a focus on one of those, photothermal spectroscopy, as a novel and attractive
alternative for the realization of miniaturized, rugged and portable gas sensing systems.

The ‘indirect’ probing of the absorbed radiation relies on different phenomena trig-
gered by the photon absorption. The most known and widely spread approaches for
chemical analysis are laser-induced fluorescence (LIF), photoacoustic spectroscopy (PAS)
and photothermal spectroscopy (PTS).

1.6.2.1 Laser-induced fluorescence

Laser-induced fluorescence is a technique used in the visible and ultraviolet range,
where electronic transitions occur. LIF can be applied to atoms, molecules, and radical
species. The basic principle of LIF relies on the detection of spontaneous emission of
photons after laser excitation. In the case of atoms, a photon with the same energy of
the absorbed one is re-emitted after a characteristic time (the decay time of the unstable
excited state). For molecules, instead, the energetic states are more complex due to the
presence of roto-vibrational levels (as per Section 1.3), and many possible pathways can
be followed leading to red-shifted emissions. When the excitation laser is scanned across a
spectral range of interest, the fluorescence photons are collected on a photomultiplier tube,
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giving the excitation spectrum. Under certain circumstances, the excitation spectrum cor-
responds to the absorption spectrum. While the excitation spectrum gives informations
on the absorption pathways of the molecule, the opposite information, namely the emis-
sion properties, can be obtained by fixing the excitation laser and scanning the collected
photon energies. Remarkable sensitivities have been obtained in the detection of organic
molecules, down to the detection of single molecules [56]. Apart from quantitative mea-
surement, LIF is very useful for the study of kinetic dynamics in the study of short-lived
radical species, distribution of quantum states or combustion diagnostics, where a flame
temperature can be retrieved from the fluorescence information (fluorescence thermome-
try) [57].

While being highly efficient with some molecules, the sensitivities of LIF cannot be
extended to every analyte evenly. The number of emitted photons per each absorbed
photon is given by the fluorescence quantum yield. Such quantity is dependent not only
on the chemical specie, but also on the excitation wavelength. Competing processes such as
collisional de-excitation or pre-dissociation are killers of the fluorescence yield. In this case,
fluorescence is said to be ‘quenched’. Collisional de-excitation is particularly important
in the mid-IR. While being an effective method in the visible or UV range, fluorescence
becomes much less effective in the mid-IR due to the longer radiative lifetimes, which are
several orders of magnitude larger than those of excited electronic states. The competing
collisional de-activation processes quench the fluorescence yield, with conversion of the
energy to local heating of the sample.

In the mid-IR region, the dominating techniques are the ones that fully take advantage
of collisional de-activation, namely photoacoustic and photothermal spectroscopies. As the
upcoming chapter will demonstrate, photoacoustic and photothermal phenomena stem
from common underlying processes. However, they mainly differ in the quantity that is
probed.

1.6.2.2 Photoacoustic spectroscopy

As the name suggests, photoacoustic spectroscopy probes acoustic waves generated as
an effect of modulated light absorption. The first spectroscopic arrangement of a PAS
spectrometer dates back to 1938 from the work of Viengerov [58]. The advent of lasers
has been a major catalyst in the development of this field. Kerr and Atwood [59] used
for the first time a continuous-wave CO2 laser as a radiation source to detect CO2 in
nitrogen. A breakthrough in the technique happened with the the work of Dewey at al.
[60] and by Kamm [61], who employed a laser source modulated at the acoustic resonance
frequency of the PA cell. Similarly to cavity-enhanced techniques, the acoustic cell behaves
as a resonator for the pressure waves and its efficiency can be likewise quantified by the
quality factor (Q-factor). The amplification of the acoustic wave leads to improvement
factors of few orders of magnitude compared with the previous works. It is not surprising
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that a crucial part of PAS detection is the cell, which can be accordingly engineered to
optimize the sensitivity of the system. In general, the photoacoustic (and photothermal)
signal scales inversely with the modulation frequency, suggesting that low modulation
frequencies would be preferable. However, several noise sources show the characteristic
1/f frequency dependence, and better SNR are usually achieved in the kHz range. Two
main operational modes can be distinguished, namely resonant and non-resonant mode.
In the first case, the laser is modulated in order to match one of the eigenfrequencies of
the acoustic cell, with the generation of a standing wave and amplification of the pressure
wave. The position of the microphone is crucial in this approach, since it must probe the
anti-nodes of the standing wave. In the latter mode, the modulation is lower than any
natural resonance, and no standing-wave can be produced within the resonator.

Typical PAS cell geometries include excitation of longitudinal, radial and azimuthal
modes. The most common approaches, reviewed in [62], comprise: simple pipe tubes for
the excitation of longitudinal modes, sometimes with the presence of buffer volumes next
to the optical windows to reduce the generation of background noise indistinguishable
from the analyte signal; Helmholtz cells, where the microphone is placed in a separate
chamber. This cell design provides limited enhancement factors due to loss mechanism in
the cell; cavity resonators, whose eigenfrequencies strictly depend on the cavity geometry.

Combination with the aforementioned spectroscopic techniques is possible, in particu-
lar the use of multipass acoustic resonators [63], (optical) cavity-enhanced approaches [64],
[65], wavelength modulation [66], or the use of dual-comb sources for broadband coherent
detection [67], [68].

Some expedient can be employed to further push the sensitivity of PAS approaches.
Reduction of fringes can be attained by exploiting the natural polarization of some laser
sources, such as the inherent TM-polarization of quantum cascade lasers, by making use
of Brewster windows. In more complex detection systems the use of reference microphones
in combination with differential amplification optimizes environmental noise rejection. In
other cases, specific transducers inherently immune to acoustic noise sources are used.
This is the case for quartz-enhanced photoacoustic spectroscopy (QEPAS), a technique
introduced by Kosterev and al. [69]. In QEPAS, the piezoelectric property of the quartz-
tuning fork is used for the generation of an electric signal, as a consequence of the prong
deformation. Quality factors on the orders of 10’000 are easily achievable. Its noise im-
munity comes from the fact that acoustic wavelength in air is typically larger than the
prong separation, meaning that external acoustic noise will cause a symmetric deforma-
tion of the prongs, which is not a piezoelectrically active mode. Only acoustic sources
capable of inducing an anti-symmetric deformation can generate a piezoelectric signal.
Since its introduction in 2002, QEPAS has undergone significant development, reaching
commercialization levels, and has been successfully applied for breath analysis [70], [71],
and trace-gas detection down to the part-per-trillion (ppt) level [72], [73]. The interested
reader is referred to the following reviews articles, encompassing the main challenges and
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Figure 1.10: (a) Schematic of acoustic longitudinal, azimuthal and radial modes in cylin-
drical resonators. (b) Pipe resonator for excitation of longitudinal modes. (c) Multi-pass
arrangement for asymmetric azimuthal modes in a cylinder. (d) Helmholz resonator with
separate sample and detection chambers. (e) Arrangement for suppression of window
noise. Adapted from [62].

benefits of QEPAS-sensing [74], [75].

Another valuable technique in the field of photoacoustic sensing is cantilever-enhanced
photoacoustic spectroscopy (CEPAS) [76]. The main difference in CEPAS is the choice of a
different mechanical resonator, namely a cantilever. The cantilever is not always operated
in resonant mode. Non-resonant operation provides improved robustness at expenses of
the sensitivity. The cantilevers can be fabricated by micro-electrical-mechanical system
(MEMS) technologies, which can reduce size and cost of the overall system. Several
readouts are possible, such as optical, by employing a quadrant photodiode (similarly to
atomic force microscopy)[77], piezoelectric (as in QEPAS, but with a single prong) [78],
piezoresistive [79] and capacitive [80]. State of the art sensitivities were achieved both in
QEPAS and CEPAS, with the additional benefit of higher compactness.

The next chapter will provide an in-depth description of the photoacoustic and pho-
tothermal phenomena, exploring the latest advancement in this emerging technique.
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1.7 Figure of merit of optical sensors

Comparing different techniques on the same common ground is often difficult due to
the many parameters involved in the chosen experimental approach. For such reason,
several metrics have been developed to compare the goodness of a method.

1.7.1 Detection limits metrics

The most notable figure of merit of a gas sensor is its minimum detection limit (MDL),
which might differ depending on the used definition. The limit of detection (LOD) of
a system is defined as the lowest concentration that can be measured with statistical
significance [81]. Similarly, a limit of quantitation (LOQ) can be defined as the lowest
concentration which can be quantified with acceptable accuracy. For linear sensors, as it
is (almost) always the case, the sensor transfer function is a linear function S = a · c+ b,
being S the sensor response, c the analyte concentration and a, b the coefficients of the
linear relationship. With the knowledge of the transfer function, LOD and LOQ can be
defined as:

LOD =
3σb
a

(1.40)

LOQ =
10σb
a

(1.41)

where σb is the standard deviation of the blank measurement (background). Those quanti-
ties are routinely used in analytical chemistry applications, and very often are disregarded
by physicists. The latter tend to use the noise equivalent concentration (NEC) as a defini-
tion of the MDL, which as well appears in several forms. The most rigorous makes use of
a calibration curve and corresponds to LOD/3, while another used form of it corresponds
to the ratio between concentration and SNR (corresponding to a 2-point calibration curve,
origin of the axes included). Both definitions correspond respectively to:

NEC =
σb
a

(1.42)

or

NEC =
c

SNR (1.43)

With the knowledge of the minimum detection limit, the minimum detectable absorp-
tion coefficient (αmin) can be estimated. It corresponds to the absorption coefficient that
generates, for a 1 cm optical pathlength, a signal whose intensity is equal to the minimum
detection limit:

αmin = MDLNtotσν (1.44)

where σν is the absorption peak cross-section and Ntot = pNA/RT from the ideal gas law.
The minimum detection limit and its minimum absorption coefficient, however, do
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not provide any further information regarding the goodness of the used method. The
MDL depends on the strength of the targeted absorption line, the bandwidth used for the
measurement, and - in indirect approaches - on the excitation optical power, while αmin

normalizes only for the line-strength.
To remove the dependency on the detection bandwidth, the noise equivalent absorption

coefficient (NEA, [cm−1Hz−1/2]) is used:

NEA =
αmin√
∆f

(1.45)

being ∆f the equivalent noise bandwidth defined in Section 1.6.1.3. Finally, in indirect
approaches the most useful metrics is the normalized noise equivalent absorption (NNEA,
Wcm−1Hz−1/2), which compensates the NEA based on the available excitation power
(Pexc):

NNEA =
Pexcαmin√

∆f
(1.46)

1.7.2 Allan variance for long-term stability

While the NNEA describes the sensor performance on a short time scale, other mea-
surements are required to characterize long-term drifts and establish the signal averaging
limits. The commonly employed approach [82] consists in performing the Allan variance
of time sequences of measurements to quantify the long-term stability of optical trace gas
sensors. The Allan variance analysis is performed to determine the maximum achievable
sensitivity by selecting the optimal integration time. Ideally, the signal from a perfectly
stable system could be averaged infinitely. However, real systems are stable only for a
limited time. The stability of a system is affected by thermal drifts of the laser source,
moving fringes, mechanical instabilities and other factors [83].

Given a set of M time-series data (y1, . . . , yM ) acquired with an integration time τ and
a time delay ∆t, the Allan variance is defined as:

σ2y(τ) =
1

M

M∑
k=1

1

2
(yk+1 − yk)

2 (1.47)

Allan variance allows to study the noise components in the system, as the integration
time has a specific dependency on the power spectral density of several noise sources. An
example of the Allan deviation (square root of the variance) is presented in Fig. 1.11 for
several noise sources. The dependency of the Allan deviation with respect to the integra-
tion time is also displayed by the dotted lines. In a real-case scenario, the combination
of these noise sources produces regions of instability which limit the possible integration
times.
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Figure 1.11: Example of an Allan deviation analysis over several simulated noise sources.
Brownian, pink, white and violet noise sources are represented in terms of their Allan
deviation as a function of the integration time. While white and violet noise can be
reduced with longer integration times, that is not the case for pink and brown noise.
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Chapter 2

Photothermal spectroscopy and
methods for chemical sensing

Historically, the detection of photoacoustic effects happened well before than the first
photothermal detections. Already in 1881, Bell realized that acoustic waves can be pro-
duced by the absorption of a periodically interrupted light beam, absorbed by a layer of
thin material [84]. Moreover, this effect increased in intensity when the layer was dark in
color, suggesting that such effect was connected to light absorption.

On the other hand, while the evidence of thermally induced effects is ubiquitous, the
lack of appropriate instrumentation has limited interest in its applicability to chemical
analysis. One glaring example of thermally-induced effects is the optical mirage effect. At
least once during a hot summer day, everyone has experienced the shimmering appearance
of the hot asphalt surface. The heat released from the hot surface generates a thermal
gradient so that warm air in the vicinity of the asphalt expands, reducing its refractive
index. In contrast, the overlying layer of cold air has a higher refractive index. The
refractive index gradient deflects an incident light ray at an acute tangent angle, which is
refracted upward to the observer: thus, the asphalt surface will appear almost ‘reflecting’,
because of light rays coming from the sky to the surface. In a way, this effect is the basis
of one class of photothermal approaches, namely photothermal deflection spectroscopy.

The first photothermal approach for chemical analysis appeared only in 1965 by Gor-
don et al. [85]. In this work, pure organic liquids and solids were placed in a laser cavity,

Observer Object

Image

Hot surface

δn

Figure 2.1: Schematic of the mirage effect.

41



Chapter 2. Photothermal spectroscopy and methods for chemical sensing

Pump beam

Probe beam

Sample

Position sensitive

detector
Pump beam

Probe beam

Sample

Pinhole

Detector

Pump beam

Probe beam
Detector

Sample

MirrorMirror

(a) (b)

(c)

Figure 2.2: (a) Arrangement for a photothermal lensing system. The excitation beam
induces the formation of a thermal lens in the sample, which causes the focusing or defo-
cusing of the probe beam. The resulting beam is clipped by a pin-hole and collected on a
photodetector. (b) Photothermal deflection measures the gradient in the refractive index.
(c) Photothermal interferometry measures a change in the refractive index of the sample
with an interferometric transduction. Adapted from [88].

causing a diverging beam as a consequence of the formation of a thermal lens. Usually,
the thermal lens has a negative focal length, since most material posses a negative thermo-
optic coefficient (their refractive index decreases with increasing temperature). This ex-
perimental approach can be considered the father of photothermal lensing. A few years
later, McLean, Sica & Glass in 1968 [86] and Longaker & Litvak in 1969 [87] recognized
that by making use of laser coherence, a more direct and sensitive measure of changes in
refractive index was possible, leading to photothermal interferometry.

It is not surprising to notice that almost all PTS approaches employ laser technologies,
explaining why such approaches are becoming more popular just recently. A typical ar-
rangement of a photothermal spectroscopy setup requires a laser source for the excitation
of the sample - though broadband or incoherent emitters such as light emitting diodes can
be used [89] - and a second laser beam, used to probe the refractive index changes in the
sample. A direct measurement of the temperature change is employed in photothermal
calorimetry, or can be probed via infrared emission, in photothermal radiometry. However,
these approaches are not very sensitive. The rise in temperature can be much more easily
detected by exploiting the dependency of the refractive index on the temperature. Typical
experimental arrangements are portrayed in Fig. 2.2. Photothermal lensing, in panel (a),
measures the intensity of the probe beam after passing through a thermal lens, generated
as an effect of the temperature gradient within the sample. Focusing or defocusing of the
beam are dependent on the properties of the sample (its thermo-optic coefficient) and the
probe beam parameters. For many materials, a diverging lens is photoinduced as an effect
of the negative thermo-optic coefficient. In panel (b), a schematic of photothermal deflec-
tion is represented: the refractive index gradient of the air upon the hot sample’s surface
causes a bending of the light (just like in the mirage effect). The position of the beam can
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be measured with a position sensitive detector. The stronger the displacement, the larger
the refractive index gradient. Finally, in panel (c), one of the possible arrangements for
photothermal interferometry is shown. In photothermal interferometry, the phase-shift
induced by the refractive index change is transduced as a change in the transmitted in-
tensity of the probe beam passing through the interferometer. Different configurations
are possible: in collinear configurations, employed in Mach-Zehnder interferometers, the
excitation and the probe beam travel along the same path to maximize the interaction
pathlength. In transverse configuration, as the one proposed in Fig. 2.2(c), the interaction
pathlength is restricted to the overlapping volume between the probe and the pump beam.
The sensitivities of photothermal interferometric systems have proven to achieve astonish-
ing results, with minimum detectable absorption coefficients on the order of 10−10 cm−1

[90]. Almost all kinds of interferometers have been used in photothermal interferometry,
such as Mach-Zehnder [87], [90]–[93], Jamin [94], [95] and Fabry-Pérot interferometers
[96], [97]. Among them, the Fabry-Pérot interferometer has the peculiarity of acting as
an optical resonator, such that the probe beam interacts with the photo-excited volume
multiple times before exiting the interferometer. This allows to reduce the dimension of
the system, while preserving its sensitivity.

In the next section, the description of the generation of photoinduced effects is dis-
cussed from a theoretical point of view.

2.1 Description of the photoinduced effects

Photoacoustic and photothermal effects are two strictly interlaced phenomena which
arise from the absorption of modulated light in the sample. The excitation and subsequent
relaxation of the sample produces a local change in its thermophysical properties, such as
temperature and density, which in turn generate pressure waves with the same periodicity
of the excitation source.

The theoretical modelling of photothermal and photoacoustic generation has been
presented by several authors, such as Morse & Ingard [98] or Bialkowski [88]. A brief
description is given here to familiarise the reader with the main concepts. The process
can be subdivided in three steps, summarized in Fig. 2.3:

1. Photon absorption and excitation of the molecule internal state;

2. Collisional de-activation with generation of the heat source;

3. Modification of the thermophysical properties of the system, with generation of a
thermal field and an acoustic field.
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Figure 2.3: Block diagram of the photoacoustic and photothermal phenomena. Modu-
lated photon absorption induces a periodic heat source by collisional de-activation of the
molecules. The resulting increase in the sample temperature causes a modulated gas ex-
pansion, detected in PAS, and changes in the local density, probed in PTS.

2.1.1 Photon absorption and de-activation processes

Assume a ground and an excited state of energies E0, E1 with molecular densities
n0(r, t) and n1(r, t), respectively, such that the energy difference ∆E = E1 − E0 equals
the photon energy hν. The optical excitation will populate the excited state. These
molecules will eventually lose this energy, transitioning towards the ground state. Radia-
tive processes, such as stimulated and spontaneous emission, and non-radiative pathways
are responsible for the molecule de-activation. Non-radiative pathways happen as a con-
sequence of molecular collision, causing an energy transfer between the excited state of
the excited molecule and another mode of the collision partner. In this context, we de-
fine relaxation the energy transfer process to translational modes. Since we are dealing
with the excitation of vibrational modes, we will consider the excited state as a higher vi-
brational level. Hence, the possible vibrational relaxation processes include vibrational to
vibrational levels (V −V ), vibrational to rotational levels (V −R) and vibrational to trans-
lational relaxation (V − T ). V − V equilibration consists in the energy exchange between
the excited molecules and leads to vibrational level equilibration, following a Boltzmann
distributions of the levels. This process is followed by the much slower V − R/T relax-
ation (which includes V − R and V − T processes), which converts the absorbed energy
into heat. In general, each vibrational excited state decays to the ground state at a rate
roughly proportional to the exponential energy gap of the excited state:

1

τ
= ηe−∆E/kT (2.1)

where τ is the relaxation time constant, η (s−1) is the frequency of the energy transfer
processes, and T is the equilibrium temperature. At standard temperature and pressure
(300 K, 1 atm), typical relaxation times for the V −R/T process are 10−5 sec, and depend
upon the matrix composition and the analyte under investigation. Clearly, these rates
are pressure and temperature dependent. Comparing radiative relaxation times, whose
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Figure 2.4: Schematic of the interaction of a two-level system with a radiation field. From
left to right, absorption, stimulated emission, spontaneous emission and non-radiative
relaxation are shown, respectively.

typical values are 10−1 − 10−3 sec, and non-radiative processes in the mid-infrared leads
to the conclusion that non-radiative relaxation is the most efficient phenomenon.

Although photon excitation involves a set of transitions, and the energy structure of
molecules can be quite complex, a simple model based on a two-level system is still effective
in representing the kinetics of excitation and relaxation. The system can be described by
a set of rate equations which relates the population and depopulation rates of the ground
and the excited state. A schematic of the process is presented in Fig. 2.4.

By using the Einstein’s coefficient for spontaneous emission (A10, [s−1]), absorption
(B01, [m3 J−1 s−2]) and stimulated emission (B10 = B01), the radiative transition rate can
be expressed as:

rr = ρνB01 +A10 (2.2)

with ρν being the source energy spectral density [JHz−1m−3] at ν, while the non-radiative
rate is indicated by rnr = 1/τnr. Hence, the rate equation for the excited state population
is expressed by:

dn1
dt

= ρνB10(n0 − n1)− (A10 + rnr)n1 (2.3)

The total relaxation rate of the upper state is defined as the sum of the rates, such that
the lifetime of the upper state (τ) is:

τ−1 = τ−1
r + τ−1

nr (2.4)

which inserted in Eq. (2.3) gives:

dn1
dt

= ρνB10(n0 − n1)−
n1
τ

(2.5)

The weak absorption hypothesis (n1 ≪ n0) further simplifies the rate equation, leading
to:

dn1
dt

= ρνB10n0 −
n1
τ

(2.6)
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The term ρνB10 represents the optical absorption rate and can be more conveniently
expressed as the product between the photon flux (Φ0, [m−2 s−1]) and the absorption
cross section (σν), introduced in Eq. (1.10):

ρνB10 = Φ0σν (2.7)

PAS and PTS however rely on the detection of a periodic effect, which would not
result in the case of a constant photon flux. A more interesting result is obtained when
considering a modulated photon flux in the form:

Φ0(r, t) = Φ0(r)(1 + δeiωt) (2.8)

being δ the amplitude of the modulation and ω its radial frequency. Plugging Eq. (2.7)
and Eq. (2.8) into Eq. (2.6) and solving for the population of the excited state, gives [99]:

n1(t) = n0σΦ0τ

(
1 +

δ√
1 + ω2τ2

ei(ωt−θ)

)
(2.9)

where θ = tan−1(ωτ) is the phase-shift between Φ0 and n1. In this solution, small op-
tical intensities are considered, such that optical bleaching effects can be neglected. As
expected, the excited state population features a steady state and a modulated component.

2.1.2 Heat source generation

As previously described, the molecules in the excited state eventually lose their energy
with a time constant τ which in the case of roto-vibrational transitions is almost completely
dominated by non-radiative relaxation processes (τ ≈ τnr). Hence, the photon energy
stored in the molecule upon excitation, is converted into heat. The heat rate generation
H(r, t) [J s−1m−3] can be expressed as:

H(r, t) =
n1(r, t)E

′

τnr
(2.10)

where E′ is the energy released during the relaxation (assumed to be the photon energy
hν). The excited state population, as per Eq. (2.9), is composed of two terms, a time-
independent and a time-dependent one. The first is responsible for a constant generation
of heat, responsible of slow thermal drifts. The second-term, however, oscillates with the
same frequency of the external light modulation, and is easy to measure via phase-sensitive
detection (cfr. Section 1.6.1.3). Inserting Eq. (2.9) into Eq. (2.10), and keeping only the
time-dependent term provides:

H(r, t) =
n0σI0(r, t)√
1 + ω2τ2

δei(ωt−θ) (2.11)
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Figure 2.5: (a) Magnitude and (b) phase of the heat-response to a sinusoidal intensity
modulation as a function of the modulation frequency for different relaxation time con-
stants. (c) Time-evolution of the system for a set frequency of 3 · 105 Hz, for the same
relaxation time constants presented in (a-b). In black, the modulated intensity excitation.

where the optical intensity I0 = Φ0hν [W/m2] has been introduced. This equation pro-
vides a fundamental result for indirect absorption spectroscopies, namely the influence
of the relaxation rate on the entity of the photoinduced effect (which is assumed to be
proportional to the generated heat). When the modulation frequency is slower than the
relaxation rate, such that ωτ ≪ 1, the amplitude of the photoinduced signal tends to its
maximum value H(τ = 0) = H0. At the same time, no phase-shift between modulation
and photoinduced signal is observed. On the other hand, when the modulation frequency
and the relaxation rates are comparable, a drop in the amplitude of the signal is observed,
with the limit H(f → ∞) = 0, while a 90◦ phase-shift is observed. In Fig. 2.5(a-b), the
magnitude of the heat source and its phase shift with respect to the intensity modulation
are presented, for three different relaxation time constants of 10−5,10−6 and 10−7 sec. At
a frequency of 3 · 105 Hz, each system responds differently both in terms of amplitude and
phase. The time-response is shown in Fig. 2.5(c), which highlights the dramatic effect of
the relaxation time.

It should be stressed in this context that in resonant PAS techniques, the modulation
frequency of the laser source has to be tuned to a natural eigenfrequency of the mechanical
resonator. If the resonance frequency is in the order of tenths of kHz, as it happens in
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QEPAS for standard tuning forks with resonant frequency of ∼ 32 kHz, the approach
does not allow full relaxation of the gas. In this case, relaxation promoters (i.e. molecules
that increase the relaxation rate by introducing additional de-activation pathways) can be
added to the gas mixture to enhance the photoacoustic signal. This is the case of water,
which has been observed to promote the relaxation of small relaxing gases such as CO and
NO [100], [101].

Nevertheless, if we consider the complicated scenario of gas mixtures, the energy trans-
fer can lead to a kinetic cooling effect, where the thermal energy of the system is used
to excite endothermic energy transfers, which subsequently relaxes with time constants
so slow not to contribute to the photoacoustic effect. If the endothermic energy transfer
is fast compared to the modulation frequency, it will result in a complete 180◦ phase-
shift, partially canceling the PAS signal. Several works [102]–[104] described anomalous
dependency of the PAS signal for varying humidity concentrations as an effect of kinetic
cooling. In [104], the presence of water promoted the exothermic relaxation of the energy,
completely out-of-phase with respect to the competitive kinetic cooling, arising from the
endothermic energy transfer between CO and N2. Hence, an anomalous dependency of
the PAS signal with the humidity concentration was observed.

In summary, vibrational energy transfer phenomena complicate the interpretation of
PAS spectra, and can introduce unwanted dependencies.

2.1.3 Generation of the thermal field and acoustic waves

The last relevant process arises from the modulated heat source presented in Eq. (2.11).
The theoretical modeling of this process is well described by Bialkowski [88]. Several
approximations are needed for an analytic solution of the involved differential equations.
The natural tendency of the excited system to reach the equilibrium generates two types
of hydrodynamic relaxation modes. The first kind are diffusive modes, which equilibrate
the system through diffusive flux. The second kind are propagating modes, which transfer
energy in the form of waves. These modes correspond to thermal diffusion (also referred
to as thermal waves) and acoustic waves.

A general solution of the problem is obtained in the form of the Navier-Stokes equa-
tions, where small perturbations of the bulk thermodynamic parameters are introduced
such that:

T (r, t) = T + δT (r, t) (2.12)

ρ(r, t) = ρ+ δρ(r, t) (2.13)

p(r, t) = p+ δp(r, t) (2.14)

u(r, t) = δu(r, t) (2.15)

where T , ρ and p are the bulk temperature, density and pressure, while the flow velocity
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u = 0 since the fluid is considered at rest. With the aid of the continuity equation, the laws
of momentum and energy conservation and the ideal gas law, one obtains the following
equations:

∂

∂t
δT (r, t)−DT∇2δT (r, t) =

H(r, t)

ρCP
(2.16)

1

v2

(
∂

∂t
− Γa∇2

)2

δp(r, t)−∇2δp(r, t) =
β

CP

(
∂

∂t
− Γa∇2

)2

H(r, t) (2.17)

whereDT [m2 s−1] is the thermal diffusivity, β [K−1] is the volumetric expansion coefficient,
CP [J kg−1K−1] is the specific heat at constant pressure , Γa [m2 s−1] is the diffusive
constant, and v is the sound velocity in the gas medium. Equation 2.16 corresponds to
the thermal diffusion equation and its solution provides the evolution over space and time
of the thermal field (δT (r, t)). Equation 2.17 has the form of a d’Alembert equation (wave
equation), and describes the generation of pressure waves under periodic heat sources
(right-hand side of the equation), by neglecting acoustic attenuation. Hence, the main
difference between the two phenomena is that continuous excitation does not result in
acoustic wave generation, but induces a constant thermal field.

Thermal diffusive solutions are probed in photothermal spectroscopy, along with pos-
sible interfering effects of the pressure waves. The latter are detected in photoacoustic
spectroscopy, and if the pressure transducer is placed far enough from the excitation
region, no interference from the photothermal effect is observed. Consequently, while
photothermal effects are not measured in photoacoustic spectroscopy, this is not the case
in the opposite situation. The second main distinction is that the acoustic waves are
propagating relaxation modes, moving away from the excitation volume at the speed of
sound; on the other hand, the diffusive mode is stationary in the sense that its maximum
lies always at the same position.

2.1.3.1 Thermal diffusion equation solution

In the case where no boundaries are considered, a solution to the diffusion equation
can be obtained using the Fourier-Laplace transform. If we can factorize the heat source
H(r, t) = H(x, y, z, t) into space- and time-dependent components:

H(r, t) = Ψ(t)S(x, y, z) (2.18)

plugging this term into Eq. (2.16) yields the general solution:

δT (x, y, z, t) =
1

ρCP
Ψ(t) ∗

[
1

(4πDT t)3/2
e−(x2+y2+z2)/4DT t

]
⊗ S(x, y, z) (2.19)

The symbol ⊗ indicates a spatial convolution over all coordinates, while ∗ represents the
time convolution. Since diffusion is a linear, additive phenomenon, the total temperature
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change to an arbitrary heat source function of space and time is given by the superposition
of individual point sources. The response of the system to an instantaneous source of power
Ψ(t) = δ(t), and spatial point sources S(x, y, z) = δ(x)δ(y)δ(z) (being δ the Dirac delta
function) is called Green’s function or point impulse response function. The point impulse
response function for a tri-dimensional heat equation is:

δTpoint(x, y, z, t) =
1

ρCP

1

(4πDT t)3/2
e−(x2+y2+z2)/4DT t, t ≥ 0 (2.20)

In the context of photothermal spectroscopy, we are not directly interested in the
temperature or pressure perturbations. Rather, the quantity that is actually measured is
the medium density, which changes the refractive index. The temperature is connected to
the density of the medium via the volumetric expansion coefficient:

β = −1

ρ

(
∂ρ

∂T

)
p

(2.21)

so that by substitution of Eq. (2.21) into Eq. (2.20), one obtains the density point impulse
response function:

δρpoint(x, y, z, t) = − β

CP

1

(4πDT t)3/2
e−(x2+y2+z2)/4DT t, t ≥ 0 (2.22)

The time and space evolution of the temperature impulse response function is pre-
sented in Fig. 2.6(a). In this case, the spatial coordinates have been grouped into a radial
coordinate due to the spheric symmetry of the system (r2 = x2+y2+z2). The maximum of
the thermal field always lays in the point of the excitation (r = 0). As the time increases,
the thermal field evens out in space, depending on the thermal diffusivity of the sample
DT . Higher thermal diffusivities induce a faster decay of the thermal field. In Fig. 2.6(b),
the distribution of the thermal field is observed for 4 times, after the excitation (which
happens at t = 0).

2.1.3.2 Pressure wave equation solution

Differently from the diffusive thermal mode, the acoustic mode is more complicated to
retrieve, since it doesn’t lend well to Fourier inversion. In the Fourier space, the solution
reduces to

δρ(k, t) =
β

CP
e−Γak2t cos(vkt) (2.23)

and the corresponding impulse response function depends on the system geometry.
However, it is interesting to present a quite common solution for this problem, in the

case of a Gaussian distributed impulse excitation:

H(r, t) =
2Qδ(t)

πw2
e

−2r2

w2 (2.24)
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1.0

(a) (b)

Figure 2.6: (a) Temporal and spatial dependency of the thermal impulse response function,
calculated using the thermal diffusivity of air in normal conditions (DT = 2.2·10−5 m2 s−1).
(b) Radial dependency of the thermal distribution at 6, 10, 20 and 50 ns after the impulse
excitation. A fast decay of the thermal field is observed, while its peak position remains
constant.

where Q is the deposited heat, and w is the beam radius. It can be shown [105] that under
the assumption of a sufficiently large cylindrical cell of radius b, the solutions of Eq. (2.23)
can be expressed as an expansion of zero-order Bessel’s functions J0(r):

δρacoustic(r, t) =
∞∑
j=1

cj(t)J0(νjr) (2.25)

where νj = χj/b, with χj being the j-th zero of the zero-order Bessel function (J0(χj) = 0).
To solve this problem, the heat source in Eq. (2.24) can also be expanded in terms of zero-
order Bessel functions, such that:

H(r) =
∞∑
i=1

GiJ0(νir) (2.26)

The time-dependent expansion coefficients are:

cj(t) =
β

CP
Gje

−ν2j Γat cos(vtνj) (2.27)

Gj(t) =
Q

πb2J1(χj)
e−ν2jw

2/8 (2.28)

By inserting Eqs. (2.27) and (2.28) into Eq. (2.25), one obtains the density change of
the acoustic modes to a Gaussian impulse excitation:

δρacoustic(r, t) =
βQ

πb2CP

∞∑
j=1

e−ν2jw
2(1+2t/τΓ)/8 cos(vtνj)

[J1(χj)]2
J0(νjr) (2.29)

where the acoustic attenuation time constant τΓ = w2/4Γa has been introduced.
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2.1.3.3 Combination of acoustic and thermal effects

The overall density change is given by the sum of the impulse response functions for
the diffusive and the acoustic mode. The diffusive mode of Eq. (2.22) can be estimated
for the Gaussian impulse excitation, giving:

δρdiffusive(r, t) = − 2βQ

πCPw2(1 + 2t/tc)
e−2r2/[w2(1+2t/tc)] (2.30)

where tc = w2/4DT is the characteristic thermal decay time. In combination with
Eq. (2.29) one obtains:

δρimpulse(r, t) = δρacoustic(r, t) + δρdiffusive(r, t) =

=
βQ

πb2CP

∞∑
j=1

e−ν2jw
2(1+2t/τΓ)/8 cos(vtνj)

[J1(χj)]2
J0(νjr)−

2βQe−2r2/[w2(1+2t/tc)]

πCPw2(1 + 2t/tc)

(2.31)

The behavior of the total density change is presented in Fig. 2.7. Panel (a) portrays the
radial distribution of the density change, highlighting the two fundamental components:
a central depression (δρ < 0), caused by the diffusive (thermal) mode, and an outer ring
of compression and rarefaction of the medium, which corresponds to the acoustic mode,
travelling away from the excitation spot (r = 0). As the acoustic wave propagates, the
peaks of compression and rarefaction decrease in amplitude for two main reasons: first,
the radial propagation causes the energy to distribute over a larger volume (main effect
in the picture); second, the acoustic attenuation will reduce the amplitude of the wave as
it travels. The acoustic wave travels at the speed of sound v.

This image encapsulates the essence of photoacoustic and photothermal spectroscopies.
It shows how, and why, this two phenomena are so closely interlaced, and provides a clear
picture of their main differences. First, the rapid separation of the two effects explains why
photothermal phenomena are not probed in photoacoustic spectroscopy. The opposite,
however, is not true since depending on the geometry of the excitation and probe read-
out, photoacoustic phenomena may contribute in the probed refractive index (or density)
change. The second main point lies in the magnitude of the two effects. The effects of
the thermal field on the density change are much stronger compared to the effects of the
pressure. For a long time, the lack of proper tools to measure such effects prevented its
use in analytical applications. Recent developments in laser sources and lock-in detection
has enabled the advancement of photothermal spectroscopy.
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Figure 2.7: (a) Radial distribution of the density change at an instant of 800 ns after the
excitation. The negative depression in the center corresponds to the diffusive mode (i.e.
the thermal wave), while the ring around the central depression corresponds to the acoustic
wave propagating away from the excitation spot. Air parameters at normal condition were
used: Γa = 1.2·10−5 m2/s, DT = 2.2·10−5 m2/s, v = 346 m/s and a beam waist w = 50µm.
(b) Representation of the density change as a function of the radial distribution in 4 time
frames of 0.8, 1.2, 1.6 and 2.0 µs after the excitation. While the central depression evolves
over time, the acoustic wave propagates quickly away at a speed v, and decays in intensity
due to acoustic attenuation and expansion over the radial coordinate. Adapted from [88].
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2.1.3.4 Modulated excitation fields

A description of the effects induced by modulated excitation fields is relevant since
analytical methods exploiting these phenomena such as photothermal and photoacoustic
spectroscopies rely on these fields. As previously discussed, phase-sensitive detection is
often employed in the detection of periodic signals, greatly simplifying the requirements
of the experiment. The general solution, requires the convolution of the spatially and
time-dependent source with the impulse response function of the system.

If we neglect the acoustic contribution, for simplicity, the heat diffusion equation has
to be solved, leading to the general solution in Eq. (2.19).

Because of its linear nature, we expect to obtain a temperature change composed by
a continuous and a periodic component:

δT (r, t) = δTcw(r, t) + δTosc(r, t) (2.32)

The continuous component arises from the constant deposition of energy from the laser
beam into the sample, while the oscillatory term comes from the modulation of the source.
The latter is the measured quantity in a lock-in amplifier detection scheme. The scenario
of an excitation by a Gaussian intensity distribution is quite common, since high-quality
laser beams exhibit a Gaussian spatial distribution of the intensity. Moreover, we can
assume a sinusoidal modulation of the intensity, since any other complex modulation can
be decomposed into a sum of sine and cosine waves:

I(r, t) = I0

[
1 + eiωt

2

]
e−2r2/w2

=
2P0

πw2

[
1 + eiωt

2

]
e−2r2/w2 (2.33)

with P0/2 being the average power of the beam, modulated between 0 and P0. Neglecting
heat-diffusion along the excitation axis (for instance in the case of a collimated beam), the
thermal change can be written in the form:

δT (r, t) = α
P0[1 + eiωt]

2︸ ︷︷ ︸
Excitation source

∗

[
2

ρCPπ

e−2r2/(8DT t+w2)

8DT t+ w2

]
︸ ︷︷ ︸

2D-temperature impulse response

(2.34)

where the 2D-temperature impulse response has been obtained as a spatial convolu-
tion of the (2D-)point impulse response (formally similar to Eq. (2.20)) and the spatial
distribution of the excitation beam. Usually, the cw-component can be neglected since it
would be rejected in phase-sensitive detection. By considering only the oscillatory term,
the amplitude of such term can be written in the form [106]:

δTosc(r, t) =
αP0

2πρCP b2

∞∑
j=1

J0(νjr)

J2
1 (χj)

e−(χj/b)
2w2/8 (χj/b)

2DT sin(ωt)− ω cos(ωt)

ω2 + (χj/b)4D2
T

(2.35)

where the same formalism as in Section 2.1.3.2 has been used, such that χj is a zero of
the zero-order Bessel function, and b is the dimension of the cell, much larger than the
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Figure 2.8: Time-evolution of the thermal field for a sinusoidal field along the radial
coordinate for different heat-diffusion regimes (ωtc/2 ≫ 1, ωtc/2 ∼ 1, ωtc/2 ≪ 1). In the
first regime, the thermal change is mostly localized in the excitation volume. Conversely,
for ωtc/2 ≪ 1 the temperature change distributes more rapidly in space, leading to weaker
gradients. In the presented scenario, the DT was changed to span among the different
regimes, in which case stronger signals are achieved for localized thermal fields (note the
colormap scale).

beam dimension. An example of an oscillatory thermal field is presented in Fig. 2.8 for
different thermal diffusivities. It can be seen that the presented scenarios differ quite
remarkably: the demarcation line is typically set by the quantity ωtc/2. If ωtc/2 ≫ 1, the
radial thermal diffusion has an insignificant impact on the temperature distribution since
the heat is confined within the radius of the excitation beam. Conversely, for ωtc/2 ≪ 1

the radial thermal diffusion broadens the temperature field considerably above the radius
of the excitation beam. In Fig. 2.8 these two regimes are explored (ωtc/2 ≫ 1 on the left,
ωtc/2 ≪ 1 on the right).

The thermal radial diffusion has a strong implication on the size of the probe beam
used to sense the temperature field. In an interferometric approach, the highest sensitivity
would be obtained for comparable sizes, such that the probe field experiences the highest
phase-shift. Larger probe beams will be less sensitive in probing highly confined thermal
fields. It should be noted that, in the overall model hereby presented, mass convection
has been neglected for simplicity. However, in a real-case scenario, mass diffusion and the
flow direction with respect to the excitation field are additional effects which should be
considered in the design of the experiment.

Another fundamental aspect is the dependency between the oscillatory term and the
excitation frequency. It has been repeatedly confirmed both experimentally and theoret-
ically that a lowered modulation frequency is beneficial as it increases the photothermal
signal. In a simplified description, this relation can be understood by considering that
for lower modulation frequencies, the duration of the modulation cycles increases. Hence,
prolonged heating and cooling will result in a stronger thermal change, which consequently
is detected as an increased measurable temperature difference. A detailed discussion of
such dependency is provided in [106]. Such dependency must not be confused with the
one presented in Section 2.1.2, which considered the effect of the relaxation rate of the
system.
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The final dependency that must be discussed is the size of the excitation beam. Even
though it is not directly evident from Eq. (2.35), the cell size (b) doesn’t influence the
amplitude of thermal field if ωtc/2 ≫ 1, since it doesn’t reach the cell boundaries. However,
it was shown how in this condition, the thermal field is totally localized in the waist of
the exciting field. Hence, changing the beam spot size while keeping its power fixed will
affect the thermal field, since the same power will spread over a different region. In this
case, the observed dependency is quadratic with the reciprocal of the beam radius:

δTosc ∝
1

w2
(2.36)

The latter relationship has the implication of enabling sensor miniaturisation, which
is widely pursued in modern PTI approaches. It should be kept in mind that affecting the
beam waist has an effect on the characteristic diffusion time (tc), and reducing this value
shifts the regime towards ωtc/2 ≪ 1, generating thermal fields where radial diffusion has
a large impact. The same discussion applies for the modulation frequency.

It should be remarked that the presented description for intensity modulated fields
can also be applied for modulated absorptions. The latter is the case of wavelength
modulation spectroscopies presented in Section 1.6.1.2, widely combined with PAS and
PTS approaches.

2.1.4 Detection of the photoinduced effects

2.1.4.1 Detecting pressure waves

Pressure waves can be readily detected by means of pressure transducers, such as
microphones or mechanical resonators that generate a signal upon deformation. The
transducer converts the sound wave into an electrical signal SPAS, proportional to the
amplitude of the detected sound wave:

SPAS = Rmδp(rm, ω) (2.37)

where Rm is the microphone responsivity and δp(rm, ω) is the amplitude of the pressure
wave in the microphone position. The form of the pressure-field, as explained in Sec-
tion 2.1.3, depends on the type and geometry of excitation. A common approach consists
in the use of cylindrical geometries, where the modulated excitation by the laser beam is
collinear with the axis of the cell. In this case, the symmetry of the problem poses the
boundary condition of a vanishing pressure-wave on the cell surface (node). A standing
wave is generated within the resonator cell and the microphone must be positioned in an
anti-node of the pressure field. A generalized expression of the PAS signal can be given in
the following form:

SPAS = CmαPexc (2.38)
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where Cm is the cell constant, which represents the sensitivity of the whole PA system and
depends upon the properties of the mechanical resonator (volume, Q-factor, geometry),
on the frequency and the employed transducer sensitivity, while Pexc is the optical power
of the excitation source. It is useful to express the resulting signal as a function of the
absorption coefficient, which by use of Eq. (1.10) can be expressed in terms of the absorbing
analyte concentration (c):

SPAS = CmcσNtotPexc (2.39)

2.1.4.2 Detecting thermal fields with interferometry

The detection of photothermal effects is somewhat more complicated, since the readout
is performed via a probe laser, whose properties will affect the photothermal signal. As
discussed at the beginning of the chapter, several detection schemes are possible, such as
deflection, thermal lensing and interferometric ones. This work will concentrate on the
latter aspect.

In photothermal interferometry (PTI), the phase-shift of a probe beam is measured
as an intensity change. The phase-shift occurs as the laser passes through a perturbed
volume, where the sample has been heated by the excitation beam. The phase of a
geometric optics ray passing through the unperturbed sample is given by:

ϕ =
2π

λ

∫
path

n(x, y, z) ds (2.40)

with λ being the wavelength of the probe laser and n(x, y, z) the refractive index of the
medium. In a sample heated by a Gaussian laser beam, the refractive index exhibits a
fluctuation induced by the thermal change:

n(r, t) = n0 + δn(r, t) = n0 +

(
dn

dT

)
δT (r, t) (2.41)

hence, a phase-shift between the perturbed and unperturbed sample is measured

δϕ =
2π

λ

(
dn

dT

) ∫
path

δT (r, t) ds (2.42)

The last equation represents the phase-shift in the case of a single ray. In the most
general case, the integral term should be exchanged by a volume-integral which accounts
for the spatial distribution of the probe beam:∫

path

δT (r, t) ds
integrating over−−−−−−−−−−−→

probe distribution

x
area

IP (rp)

∫
path

δT (rp, s, t) ds dA (2.43)

The integration can be simplified depending on the system geometry, namely the orien-
tation of the probe beam with respect to the thermal field. For collinear beams (excitation
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and probe are parallel and overlapped), the optical ray phase shift of Eq. (2.42) becomes

δϕ ≈ 2πL

λ

(
dn

dT

)
δT (r, t) (2.44)

where L is the interaction pathlength through the sample. It should be noted that for gas
samples the thermo-optic coefficient (dn/dT ) can be expressed as:(

dn

dT

)
=

(
∂n

∂T

)
ρ

+

(
∂n

∂ρ

)
T

(
∂ρ

∂T

)
ρ

(2.45)

The first term is the contribution of the refractive index due to the temperature-
dependent change in the molar refractivity of the sample. The second term is the density-
dependent refractive index change, usually much larger than the former. The density-
dependent term can also be cast in terms of the volume expansion coefficient β:(

∂n

∂ρ

)
T

(
∂ρ

∂T

)
ρ

= −ρ0β
(
∂n

∂ρ

)
T

(2.46)

Further simplifications related to the refractive index of gases in normal pressure con-
ditions (n0 ≈ 1) lead to the so called Clausius-Mossotti equation:(

dn

dT

)
≈ −n0 − 1

T0
(2.47)

where T0, n0 being the equilibrium temperature and refractive index of the gas. Finally,
Eq. (2.44) can be approximated as

δϕ ≈ −2πL

λ

(
n0 − 1

T0

)
δT (r, t) (2.48)

The phase-shift is then transduced as a change in intensity by considering the inter-
ferometer transfer-function. If we assume a two-arm interferometer (such as a Michelson,
Mach-Zehnder or Jamin), the overall intensity measured at the detector will be given by
the superposition of the reference (Er) and sample beam (Es) amplitudes, with their re-
spective phase-shifts. The two complex amplitudes, passing through the interferometer
arms, will read

Er(t) = E0,re
i(ωt+ϕr) (2.49)

Es(t) = E0,se
i(ωt+ϕs+δϕ(t)) (2.50)

where ϕr(s) is the phase accumulated in the propagation within the reference and sample
arms, respectively, while δϕ(t) is the photothermal phase-shift. The superposition of the
amplitudes produces an intensity on a square-law detector:

I(t) = |Er(t) + Es(t)|2 = Ir + Is + 2
√
IrIs cos(φ+ δϕ(t)) (2.51)
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Figure 2.9: (a) Example of a two-beam interference pattern. As the phase retardation
between the beams changes, the overall intensity given by the superposition of the beams
generates a sinusoidal pattern. (b) Comparison of the interferometric fringes in a Mach-
Zehnder and a Fabry-Pérot interferometer. The transduction properties at the quadrature
and inflection points are portrayed.

where Ir + Is = I0 is the input intensity, and φ = ϕs − ϕr is the phase-shift of the two
beams, which accounts for possible retardations introduced by the optical elements. In
the case of a perfect beam splitting (Is = Ir), the previous equation reduces to:

I(t) = I0[1 + cos(φ+ δϕ(t))] (2.52)

which correspond to the typical interference pattern of two beams. The contribution of
δϕ(t) is usually very small, such that it can be considered a perturbation around the phase
φ. If this phase is φ = 2nπ, constructive interference occurs and the intensity is 4 times
the one of the individual beam. Conversely, for phase shifts φ = (2n + 1)π destructive
interference is generated. It should be noted that the energy conservation principle is
always fulfilled, such that the integral of the intensity over the phase retardation is I0.
In the Mach-Zehnder, Michelson and Jamin interferometers, four waves are produced
as a result of double passage of the beam through a beamsplitter. Consequently, two
interference patterns (with peak intensity I0), π-shifted one another are produced. An
example of a two-beam interference pattern is provided in Fig. 2.9(a). The highest fringe
visibility is produced when perfect beam-splitting is achieved (Ir = Is): however, if the
intensities differ, the resulting pattern will tend towards the sum of the two (I0). The
highest sensitivity of the interferometer is achieved in its quadrature point, namely for
φ = (n+ 1/2)π. Any perturbation of the phase induced by the excitation laser (δϕ(t)) is
transduced as a change in intensity. The AC-component of the intensity is given by:

IAC(t) = cos
(π
2
+ δϕ(t)

)
≈ δϕ(t) (2.53)

The same considerations apply for the Fabry-Pérot Interferometer (FPI). The interfer-
ence pattern of an FPI is given as reference in Fig. 2.9(b), in comparison to the pattern of
a Mach-Zehnder interferometer. The pattern doesn’t follow the 1+ cos(φ) relation, but is
described by the formula 1/(1+F sin2(φ/2)), where F depends on the mirror reflectivity.
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A complete description of the FPI transduction properties is given in Chapter 3. The
operation point of highest sensitivity of an FPI is often referred to as inflection point. The
inflection point of an FPI, doesn’t fall at a fixed phase-retardation, but depends on the
F -factor. At the inflection point, the AC-component of the intensity will scale as F · δϕ(t)
[96].

It should be noted that, similarly to Eq. (2.39) in PAS, also the PTS signal scales in
the same way:

SPTS = Kδϕ = K

[
−2πL

λ

(
n0 − 1

T0

)]
δT = K ′cσNtotPexc (2.54)

where the system’s constant have been grouped in K ′. In the last decades, novel ap-
proaches based on PTI for ultra-sensitive detection have emerged. Various gas cell config-
urations have been investigated, including those within the laser cavity and those utilising
hollow-core optical fibres. The next section will provide a concise review including also
the latest advancements in this field.

2.2 Photothermal interferometry: state of the art

2.2.1 Early demonstration

One of the earliest demonstrations of the potential of photothermal interferometry was
provided by Davis and Petuchowski [91], who baptized their technique by the name ‘Phase
Fluctuation Optical Heterodyne’ (PFLOH). In PFLOH, a Mach-Zehnder interferometer
was employed trace detection of an analyte in a gaseous sample. A schematic of the
setup is presented in Fig. 2.10. One arm of the interferometer hosted the gas cell, while
the other arm was used as reference. Both probe and excitation beams passed through
the sample cell, while the reference was actively kept to the quadrature point with a
piezoelectric-mounted optical element to compensate for system’s instabilities. With their
approach, they demonstrated to be able of detecting changes in the minimum absorption
coefficient as low as 10−10 cm−1. However, such detection limits were possible due to the
very powerful excitation source (Watt level). Only few years later, Campillo et al. [96]
realized that by employing a Fabry-Pérot interferometer, the interaction pathlength could
have been improved because of the high-finesse of the resonator. In such a configuration,
they demonstrated similar sensitivities but with the advantage of higher compactness.
In that case, the ultimate detection sensitivity was limited by the system’s noise, for
instance external acoustic or mechanical noise sources. Hence, increasing the quality of
the interferometer would not improve the detection limits of the system.

These first demonstrations could achieve very low detection limits with the aid of
powerful pump sources. However, their use outside of laboratory settings is constrained
by the presence of bulky and sensitive components. The technological advancement of
telecommunication devices, such as diode lasers in the near-infrared, optical fibers and
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Probe
Laser

Excitation Laser

PZT

F

Sample cell

Servo-amplifier

Signal
Detector DM

M BS

BS

Figure 2.10: Schematic of the PFLOH setup used by Davis et al. [91]. BS, beam-splitter;
DM, dichroic mirror; F, filter; M, mirror; PZT, piezo-element.

optical components in this wavelength range facilitated the development of novel sensing
schemes.

2.2.2 Fiber based sensors

Optoelectronic components utilized in telecommunications have attained a mature
stage and are relatively inexpensive. The coupling of light to optical fibers provides ad-
ditional benefits in terms of robustness. Most devices are fiber-compatible and even laser
sources are nowadays packaged with pigtailed connectors.

Optical fibers are particularly efficient in the telecommunication region, where the ab-
sorption losses of -OH impurities in silica limit transparency of the glass. The minimum
losses are obtained for the window at 1550 nm, while the lowest dispersion coefficient is
achieved around 1310 nm [107]. The rigorous requirements of telecommunication applica-
tions do not apply to sensors, where typical fiber lengths are in the order of few meters.
However, the tremendous advancement of these technologies has led to lower costs and
efficient components, which can be exploited for building innovative sensing schemes. It
is not surprising to find that most of the fiber-sensing applications are based on (but not
restricted to) 1.3 and 1.5 µm components.

Optical fibers can be used not only for enhanced robustness, but special fibers can also
be employed as frameworks to host the analyte gas. This is the case of hollow-core fibers
(HCF), which have been extensively employed in PTI arrangements [108]–[111]. A hollow-
core fiber presents a hollow cavity which can be engineered to give special transmission
properties to the mode propagating in the fiber. By doing so, only a small part of the mode
propagates in the solid fiber material. Hollow-core fibers allow transmission in spectral
regions otherwise inaccessible due to the glass optical absorption.

The peculiarity of HCF is that they enable light propagation in air even though its
refractive index is lower than that of the cladding material. Light guiding in a medium of
lower index cannot rely on total internal reflection and it is achieved by optical bandgap
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(a) (b) (c)

Figure 2.11: (a) Single-cladding optical fiber with higher refractive index core. Examples
of (b) a Kagomi photonic crystal fiber and of (c) an antiresonant hollow-core fiber, revolver
type.

engineering (in photonic bandgap fibers) which prohibits light propagation in the cladding.
An example is given by Kagome fibers: in Kagome hollow-core fibers the cladding is gen-
erated by a glass-web of periodic shape. An easier geometry that achieves the same result
is based on the antiresonant effect [112]. In antiresonant hollow-core fibers (ARHCF),
a simplified geometry of few hollow silica channels is arranged around the hollow core.
This technology exploits properly phased reflections from the thin silica layers, in order
to confine the mode in the core of the waveguide [113]. Basically, several Fabry-Pérot
reflections are exploited to obtain mode confinement. What is actually very relevant is
that, the reflection condition of a Fabry-Pérot (as schematically presented in Fig. 2.9(b)) is
obtained for a wide-range of wavelengths. Thus, the mode confinement can be engineered
for broadband transmission. A comparison of the cross-sectional view of these type of
fibers is provided in Fig. 2.11.

The advantage of using HCFs as hosts for the analyte gas comes from the possibility of
having both pump and probe beam guided within the same fiber. Hence, the interaction
pathlength between the thermal field and the probe laser is enhanced accordingly. Several
meters of interaction length can be easily achieved, while the winding of the fiber allows a
relatively compact system. The physics of PTI in a HCF is analogous to the one already
presented, with the only difference being the measured phase-shift. Rather than measuring
a refractive index change in the medium, what is actually measured is the different effective
index (neff) of the probe propagating in the fiber. The fiber can be added within the arm
of a fiber-based interferometer, or the reflectivity at the end of the fiber can be used to
create a low-finesse Fabry-Pérot interferometer.

In [108], the authors achieved outstanding noise equivalent absorption on the order of
10−10 cm−1 with a 10m-long HCF. At the same time, dynamic ranges over six orders of
magnitude were demonstrated, proving the high versatility of their system.

This work was further advanced by the same authors [110], where a more sensitive
transduction scheme based on modal interference between two modes propagating in the
HCF was achieved. Each mode will suffer a different phase-shift depending on the mode
overlap with the induced thermal field, and the measured phase-shift is given by the
difference of the individual modal shifts.
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The main drawbacks of such approaches concerns the thermal/fluid dynamic processes
of a gas-filled HCF, which is very complex and significantly different from a free-space
system. Moreover, since the possibility of collinear propagation requires good transmission
properties of the fiber for both pump and probe beam, most of their application is limited
to NIR and visible range, were weaker overtone absorptions are targeted. Most recent
works employing ARHCF fibers in the mid-infrared are presented in [111], [114], and
further works are expected as the technological advancement of ARHCF is still ongoing.

2.2.3 Miniaturized Fabry-Pérot

Another advantageous approach in photothermal interferometry consists in the use of
compact Fabry-Pérot interferometers. As described in Section 2.1.3.4, a small pump waist
enhances the thermal gradient in the excitation volume enabling sensor miniaturization.
This concept has been exploited in crossed beam configuration between a pump and a
probe laser coupled to the FPI. The pump laser is focused between the dielectric mirrors
of the FPI, and the probe laser is spatially overlapped to the excitation volume. Since the
Fabry-Pérot interferometer behaves as an optical resonator, the probe beam is reflected
many times within the mirror before exiting the device, and each passage through the
excitation volume causes an additional phase-shift.

One of the most appealing aspects of this approach is the inherent miniaturisation
capabilities of the FPI. Fabry-Pérot cavities with moderate [115] or high-finesse [116] have
been fabricated directly on single-mode fibers by femtosecond laser ablation. Monolithic
configurations would be extremely advantageous since they don’t require careful alignment
of the FPI mirrors. Alternatively, fabrication of concave micro-mirrors on the surface of
two optical fibers can generate high-finesse (∼ 105) cavities [117], [118]. Commercial in-
struments based on on-fiber Fabry-Pérot resonators as all-optical microphones are already
available on the market [119] and their use for photothermal spectroscopy is readily done
[120], [121].

Fabry-Pérot enhancement in photothermal interferometry has been widely explored
at TU Wien, with the work of Waclawek et al. [97], [122]–[125] and has recently at-
tracted attention from other authors [126]. It was demonstrated that, by employing proper
noise-rejection schemes such as balanced detection, extremely low detection limit could
be achieved with figures of merit reaching state of the art sensitivities (NNEA ∼ 10−9

Wcm−1Hz−1/2). This technique was also baptized ‘Interferometric Cavity Assisted Pho-
tothermal Spectroscopy’ (ICAPS) and Chapter 3 is focused on this approach, together
with the novelties introduced by this work on the topic.

In conclusion, a multitude of methodologies are available in photothermal interferom-
etry, and it is difficult to identify the superiority of one technique over the others, as they
all possess advantages and limitations. Table 2.1 reviews and compares the most recent
and effective methods in photothermal interferometry.
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Chapter 3

Interferometric cavity assisted
photothermal spectroscopy

Interferometric cavity assisted photothermal spectroscopy is one of the many PTI
approaches that exploit the Fabry-Pérot interferometers as a transducer for thermally-
induced effects.

A peculiarity of ICAPS is the excitation scheme, which is orthogonal with respect
to the probe beam. The main reason lies in the spectral transmission of Fabry-Pérot
devices, usually limited to a narrow band defined by the employed multi-dielectric coating.
Although collinear approaches are possible (as presented for fiber FPIs), they might pose
stability problems as the excitation source can be absorbed from the mirrors, producing
drifts and a modulated signal potentially indistinguishable from the photothermal one.
In orthogonal excitation, on the other hand, the beam can be focused in a tiny spot to
trigger stronger photothermal effects, preserving the sensitivity of the technique. Care
must be taken to prevent the excitation beam from touching the mirrors, to avoid the
aforementioned problems. An additional benefit of orthogonal excitation is the coupling
versatility of different excitation sources, potentially opening the path for multi-component
analysis. In many cases, the gas volume is enclosed within an air-tight gas cell equipped
with optical windows.

The core element of ICAPS is the Fabry-Pérot interferometer, thoroughly described
in Section 3.1. Commercial use of FPIs is common for several applications. FPIs are
especially used for wavelength filtering: tunable filtering is achieved by changing the sepa-
ration of the mirrors, or within certain limits, by tilting the interferometer, with a resolving
power that depends on the reflectivity of the mirrors. For very high-finesse, the FPI can be
used for frequency stabilization of laser sources, with the well known Pound-Drever-Hall
method [130].

Another common application is the use of solid crystals, such that the reflective surfaces
act as low-quality mirrors of the FPI: in this case, the term etalon is also used. Etalons
behave as frequency markers and find wide usage in spectroscopic applications.
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Figure 3.1: Schematic of a Fabry-Pérot interferometer. An anti-reflection coating on the
first interface prevents additional reflections, while a high-reflective coating is deposited
on the second surface. As a result, multiple partially transmitted and reflected beams are
obtained. The coherent superposition of these beams produces constructive or destructive
interference, depending on the round-trip phase shift between the multiple reflected beams.

3.1 The Fabry-Pérot Interferometer

In its simplest form, a Fabry-Pérot interferometer consists of two planar mirrors with
reflectivities R1 and R2, separated by a distance d, as portrayed in Fig. 3.1. Losses
generated by scattering and absorption at the mirror surfaces or from the medium itself
are neglected. If a monochromatic planar wave of wavelength λ enters the FPI at an
incidence angle θ with an intensity I0 and electric field amplitude E0, the propagating
electromagnetic field will be partially reflected at the first mirror, while the transmitted
intensity portion will bounce back and forth between the two mirrors with a portion of
light transmitted through the second mirror. At each round-trip within the cavity, the
field accumulates a phase-retardation corresponding to

ϕ = 2knd cos θ (3.1)

being k = 2π/λ the vacuum wavevector and n the medium refractive index.
The overall reflected and transmitted amplitudes (Er and Et, respectively) of the FPI

are given by the superposition of all the waves partially reflected and transmitted at each
mirror of the resonator. If r and t are the Fresnel reflection and transmission coefficients
of the two mirrors (symmetrical resonator), the reflected and transmitted field are given
by:

Er = E0

[
r − t2eiϕ

∞∑
n=0

(r2eiϕ)n

]
(3.2)

Et = −E0t
2eiϕ

∞∑
n=0

(r2eiϕ)n (3.3)

where ϕ is the phase retardation of the field after a cavity round-trip, formerly defined.
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The reflected and transmitted intensities are readily obtained by the square modulus
of Eqs. (3.2) and (3.3), which normalized to the incident intensity provide reflectance (R)
and transmittance (T) of the FPI:

R =
4R sin2 (ϕ/2)

(1−R)2 + 4R sin2 (ϕ/2)
=

F sin2 (ϕ/2)

1 + F sin2 (ϕ/2)
(3.4)

T =
(1−R)2

(1−R)2 + 4R sin2 (ϕ/2)
=

1

1 + F sin2 (ϕ/2)
(3.5)

Eqs. (3.4) and (3.5) are often called Airy formulas, where F = 4R/(1 − R)2 is the
coefficient of finesse. It can be readily shown that the maximum of transmission is achieved
for sin2(ϕ/2) = 0, which corresponds to constructive interference of the transmitted partial
amplitudes such that ϕ = 2mπ and λres = 2nd cos θ/m. It is more convenient to describe
the phenomenon in the frequency domain, such that the resonance frequencies will be a
multiple of the mode index (m):

νres =
mc

2nd cos θ
(3.6)

which corresponds to a comb of equally spaced frequencies (for a non dispersive medium).
The separation between the resonance frequencies is called free spectral range:

δνFSR =
c

2nd cos θ
(3.7)

The effect of the reflectivity on the transmission and reflection profiles is shown in
Fig. 3.2. With low mirror reflectivities the interference pattern resembles a sine-wave
with limited fringe visibility: this is often the case of the interface reflectivity obtained
between air and dense materials, where the refractive index contrast causes incident beams
to be partially reflected. However, as the reflectivity is increased, the interference pattern
drastically changes, providing the typical Lorentzian shape of optical resonators.

The full-width at half-maximum (FWHM) of the Airy formulas can be obtained from
Eqs. (3.4) and (3.5), giving:

∆νFWHM = δνFSR
2

π
arcsin

(
1−R

2
√
R

)
(3.8)

However, this definition breaks down at low reflectivities (R ≈ 0.172) as both Airy
functions do not reach 1/2, as shown in Fig. 3.2. The most important descriptor of the
FPI as a spectral selector is its Airy finesse (F), defined as the ratio between FSR and
FWHM, which from Eq. (3.8) gives:

F :=
δνFSR

∆νFWHM
=
π

2

[
arcsin

(
1−R

2
√
R

)]−1

(3.9)

67



Chapter 3. Interferometric cavity assisted photothermal spectroscopy

Figure 3.2: Transmittance and reflectance of an FPI as a function of the phase-retardation
ϕ for different reflectivities.

In [131], Ismail et al. clarified the main misconceptions around such quantities and
demonstrated how those definitions are not suitable for non-scanning applications (fixed
FPI separation). A better descriptor of the resonator quality is provided by the spectral
line shapes. Each resonance mode can be described by a Lorentz function, whose FWHM
depends on the system losses. If we inject photons within the cavity, their characteristic
decay time τc will be related to the Lorentzian FWHM by:

∆νFWHM′ =
1

2πτc
(3.10)

which leads to the Lorentzian Finesse:

F :=
δνFSR

∆νFWHM′
=

2π

− ln(R2)
(3.11)

obtained by δνFSR = 1/trt, being trt the photon round-trip time in the cavity, and
τc = −trt/ ln

(
R2
)
. In the presence of large mirror losses (low reflectivity), the FWHM

will be large enough to produce a partial overlap between the tails of neighboring modes,
leading to the sinusoidal-like interference pattern. On the other hand, for sufficiently
high reflectivities the full interference pattern will appear as the sum of well separated
Lorentzian lines. The advantage of this description lies in the fact that at low reflec-
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tivities, both the Lorentzian FWHM and the relative Finesse are still meaningful. For
sufficiently high mirror reflectivities (R > 0.7), the Airy definition and the Lorentzian one
are practically identical.

Both Eqs. (3.9) and (3.11) show the dependency of the finesse on the mirror quality.
However, in real-case scenarios the measured finesse might differ substantially from the
theoretical one. In general, the total finesse can be expressed as:

1

F2
=
∑
i

1

F2
i

(3.12)

where the different terms Fi give the contributions to the decrease of the finesse caused
by the different imperfections of the interferometer. The main contributions that limits
the reflectivity finesse are:

Surface roughness: indicates the root-mean-square variation of the surface from ideal
flatness. Irregularities in the mirror flatness introduce variable phase-shifts which
worsen the total finesse. Manufacturer typically indicate this quantity in fractions
of λ. Typical values for standard optical components are λ/20, while high quality
surfaces can exceed λ/200;

Parallelism errors: if the mirrors are not perfectly parallel, variable cavity phase retar-
dations will be encountered across the etalon;

Scatter and Absorption Losses: scatter introduce an additional leakage of light while
materials will absorb light during each pass. These losses are usually insignificant if
the proper coatings and materials are used.

Aside from fabrication limitations, the finite extent and the collimation properties of the
light source has also a strong implication in the resulting interferometric fringe. A common
case is the illumination with Gaussian beams.

3.1.1 Gaussian beam illumination

Unlike planar waves which posses a unique propagation vector, the Gaussian beam
exhibit a distribution of wavevectors with the main component pointing on the optical
axis. A planar wave decomposition of the Gaussian beam would reveal a distribution of
propagation vectors mainly contained within the full-angle divergence of the beam. The
result is a superposition of planar waves with a different incidence angle on the FPI, which
by Eq. (3.1) corresponds to a different phase-retardation.

Several authors [133]–[135] demonstrated the effect of Gaussian beam illumination
considering the beam divergence and its incidence angle on the FPI. It was demonstrated
that the overall effect is a reduction of the fringe visibility, as well as a break in the
symmetry of the interferometric fringes. An example is provided in Fig. 3.3, where a
Gaussian beam of variable beam waist is sent normal to a parallel FPI. The model sums
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Figure 3.3: Example of Fabry-Pérot illumination with a Gaussian beam of varying beam
waist (or divergence) as a function of the wavelength. The simulation was performed for
an FPI of 2 mm spacing with reflectivity R = 0.98 and resonance wavelength λres ≈ 1550
nm. Based on the code from [132].

over a sufficient number of reflected waves. The waist position is located on the first mirror,
and a detector of infinite extent is assumed. More complete models [135] can evaluate the
presence of collection optics (such as single mode fibers), leading to more accurate results.

An important parameter in the practical application of FPI as a transducer is the
reflectivity change as a function of the wavelength (dR/dλ), since it defines its sensitivity
to a phase-change. While the fringe visibility decreases, the increasing asymmetry favours
the high-wavelength side of the interferometric fringe, partially mitigating the negative
effect on the sensitivity. In Section 2.1.4.2, the impact of the probe beam size on the
transduction of photothermal effects has been discussed. In the presence of highly localized
thermal fields, optimum probe sizes should be comparable in dimension with the excited
volume. In such cases, focused beams might provide improved sensitivity in photothermal
sensing. However, by doing so, the coupling efficiency to the FPI is strongly degraded. In
general, a trade-off is expected between optimum coupling and efficiency in probing the
thermal field. A spherical mirror FPI configuration could provide a double benefit in this
sense, by improving the finesse of the resonator, while at the same time focusing the probe
beam in a tiny spot between the mirrors, potentially allowing improved PTS sensitivity.

3.2 ICAPS principles

As many other Fabry-Pérot based sensors, the ICAPS technology exploits the res-
onance frequency dependency on the medium refractive index (RI), given in Eq. (3.6).
Tiny changes in the RI can be easily transduced as intensity changes by properly tuning
the probe laser to the interferometric fringe. The additional phase-shift (δϕ) caused by
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Figure 3.4: Typical arrangement of an ICAPS setup with a fiber-based probe readout line.

the RI perturbation (δn) will be:

δϕ =
4π

λ
δnd cos θ (3.13)

which corresponds to a shift of the resonance wavelength in the spectral domain. This
property is frequently employed to quantify RI changes, induced by pressure, temperature,
or the FPI filling material itself. In the case of photothermal excitation, the RI pertur-
bation is proportional to the concentration of the analyte, as per Eq. (2.54). Since the
perturbation is periodic, phase-sensitive detection can be employed to retrieve both its
amplitude and phase. Two fundamental requirements must be fulfilled during an ICAPS
experiment:

1. Spectral tuning to the interferometric fringe: the sensitivity of the method
is affected by the relative detuning between the resonance wavelength (λres) and
the probe laser wavelength (λp). Highest linearity and sensitivity are achieved in
the vicinity of the inflection points (IPs) of the interferometer transfer function,
which for a Lorentzian-shaped mode profile fall at λp − λres = ±w/

√
3, being w the

half-width at half-maximum;

2. Spatial overlapping with the excitation beam: the probe beam has to sense
the thermal field induced by the excitation source. In many cases, it is convenient
to focus the pump beam between the mirror of the FPI. In the Mid-IR, typical
waist values can easily reach hundreds of micron, posing a tight tolerance on the
vertical probe beam alignment. For instance, a λ = 5 µm beam focused by a 50
mm lens, produces a beam waist of < 100 µm. Due to the relatively large depths
of fields (3 mm) of the pump beam, the lateral displacement (on the same plane
of the schematic in Fig. 3.4) does not pose a strict requirement on the horizontal
displacement between the probe and the excitation focal point.

A simple fiber-based arrangement of an ICAPS setup is presented in Fig. 3.4. Optical
fibers offer a simplified alignment and improve the robustness of the system. Many optical
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components such as isolators, circulators, optical detectors and FPIs can be conveniently
found in the telecommunication region. The resonance can be detected both in transmis-
sion and in reflection, by making use of an optical circulator. More details in the choice of
the optical components are given in Section 3.2.1. In this work, the reflected component
was investigated due to the inherent advantages of using back-reflected radiation. While
being prone to parasitic interferences, the reflection-configuration strongly simplifies the
alignment to the cavity. At the optimum alignment condition, the back-reflected beam is
automatically aligned to the collimator and is then collected onto the photodetector. The
light collected on the detector will produce a voltage signal which can be expressed as:

S(λp, λres) = P (λp)R(λp)[1− L(λp, λres)] (3.14)

where P (λp) is the optical power of the probe, as a function of its wavelength, R(λp) is the
detector responsivity, which can be considered a constant in the limited spectral extent of
the probe laser and L(λp, λres) is the Lorentzian transmission function of the resonance.
In a generic situation, the latter can be expressed as:

L(λp, λres) = A
w2

w2 + (λp − λres)2
(3.15)

where A takes into account the fringe visibility (0 < A < 1) of a real-case scenario. The
PTS signal is generated as a result of a modulated absorption occurring at frequency ωexc

in the filling medium of the air-spaced etalon. Hence, a modulated RI is generated (n(t) =
n0 + δn sin(ωexct)) which induces an equivalent modulation of the resonance wavelength:

λres(t) = λ̄res + δλt sin(ωexct) (3.16)

with λ̄res being the unperturbed resonance wavelength and δλt = 2δnd cos θ being the
thermal modulation depth induced by the modulated absorption.

Similarly to the description presented in Section 1.6.1.2, the detected signal can be
expanded as a Taylor series around λ̄res, to provide the time-dependent voltage signal at
a fixed probe wavelength:

S(λp, λres(t)) =
∞∑
n=0

1

n!
[δλt sin(ωexct)]

n ∂
nS

∂λnres

∣∣∣∣
λ̄res

(3.17)

The component at the modulation frequency ωexc can be extracted by lock-in amplifier
detection. For sufficiently small perturbations (δλt → 0), it corresponds to the first term
of the series (n = 1) since the contribution of higher order terms can be neglected. If
the probe slowly scans across the resonance profile, the demodulated signal will be in the
form:

S1ω,PTS(λp, λ̄res) = −δλtP (λp)
∂L

∂λres

∣∣∣∣
λ̄res

(3.18)
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Figure 3.5: Description of the photothermal signal generation in ICAPS. The modulated
resonance wavelength (λres) is detected as a change in reflected intensity. The amplitude of
such intensity variation is retrieved upon lock-in amplifier demodulation and corresponds
to the PTS signal. The amplitude and its sign depend on the probe wavelength detuning
(λp − λ̄res). In dotted line, the probe wavelength at one IP is shown.

In Fig. 3.5, a representation of the photothermal signal generation is presented (assum-
ing a constant P (λp)). The modulated resonance wavelength induces a periodic oscillation
of the interferometric fringe, represented in panel (b) as a shaded area around the unper-
turbed fringe in solid line. The wavelength detuning λp − λ̄res defines the sensitivity of
the thermal transduction. The highest sensitivity is achieved at the IPs, also shown in
figure: when the probe is tuned at λp − λ̄res = ±w/

√
3, the PTS signal reaches its maxi-

mum amplitude. The sign of S1ω,PTS reflects the phase-shift induced by the slope of the
interferometric fringe. Conversely, out of resonance no PTS signal is measured.

3.2.1 Choice of the components

In this section a brief description of the components chosen to set up the ICAPS
experiment is given.

3.2.1.1 Probe line for photothermal signal readout

The probe readout line represents a fundamental component of the ICAPS setup. The
choice of the optical components starts with the selection of a probe wavelength. From
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Eq. (3.13) it is clear that shorter wavelengths are beneficial due to the compression of the
interferometric transfer function. A minor contribution comes from the dispersion of air
refractive index, which increases towards shorter wavelengths.

In the visible and near-IR spectral region most of the necessary optoelectronic com-
ponents are equally mature. However, fiber-based components are better performing in
the telecommunication region. Due to the cost-effectiveness and the availability of fiber-
integrated components, the NIR telecom region is the most used for probing applications,
as discussed in Section 2.2.

Probe laser. A fundamental component is the probe laser. The first requirement is to
ensure that the probe laser does not target any analyte absorption line or of any molecule
present in the sample matrix. Secondly, it should be kept in mind that the FPI behaves as
a frequency discriminator, meaning that perturbations in the probe’s frequency or phase
will be detected as a varying reflected intensity of the probe laser. Improving the finesse of
the FPI in order to enhance the sensitivity of the system will inevitably enhance also the
probe laser noise, keeping unchanged the system performance. In balanced approaches, the
laser noise can be compensated via a reference arm, taking full advantage of the improved
resonator quality. Several laser sources can be employed as a probe: diode lasers are
possibly the cheapest option, and are effective in the way they can be swiftly tuned via
bias current injection. However, typical linewidths are in the orders of MHz. Fiber-lasers,
instead, offer several advantages at an increased cost: first, narrow-linewidth lasers can
achieve linewidths below 1 kHz, meaning that better sensitivities can be attained; they can
also be slowly temperature tuned over a larger spectral range compared to diode lasers.
Finally, gas lasers such as HeNe sources can also be employed in interferometric approaches,
but cannot be tuned in wavelength. Hence, while their application is possible in systems
that can be actively compensated (such as the reference arm of a Mach-Zehnder), they are
not as attractive in ICAPS, where the fixed mirror separation poses a strong limitation.
In principle, temperature or pressure tuning of the cavity would be possible, but such
parameters can also affect the PTS signal generation.

Air-spaced interferometer. The second essential component is the Fabry-Pérot inter-
ferometer. The requirements can be application sensitive, but the key points to consider
are the following:

• Mirror reflectivity: defines the reflectivity finesse, hence the expected sharpness
of the modes. Reflectivities on the order of 0.9 already provide an acceptable finesse
of ∼ 30. Higher values should be considered critically, as an improved sensitivity
implies a reduced linearity.

• Mirror separation: the spacing between the mirrors also determines the sensitivity
of the method. Having a larger separation compresses the interferometric fringes,
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leading to sharper resonance modes. Another benefit of a denser transfer function
is the number of accessible resonances, which improves the versatility of the system
especially for the narrow tuning range of diode lasers. However, as the separation
increases, parallelism errors are more critical and better collimation (e.g. wider
beam) is needed. Thus, either larger spot sizes are achieved in the excitation vol-
ume, possibly reducing the transduction efficiency, or a worse collimation is chosen,
which reduces the fringe visibility, with the same detrimental effect on the system
sensitivity. Finally, depending on the application, sufficient space should be allowed
for the focused pump laser to pass without touching the mirrors.

Other details should also be considered, especially the material for the spacers, the presence
of a wedged optical substrate and deposition of anti-reflection coating on the outer surface.
Ultra-low expansion glass (ULE) is a common choice for the spacers, as it provides an
extremely stable mirror separation. Anti-reflection coatings and wedged substrates are
also often employed to avoid parasitic fringes from reflection at the outer air-substrate
interface.

Photodetector. The requirements on the photodetector are not strict, considering that
typical optical powers reaching the photosensitive element are sufficient to saturate it. It
is beneficial, to operate the system well-above the noise level of the detector, to minimize
its influence on the system performance.

3.2.1.2 Excitation source

The choice of the excitation source is strictly dependent on the targeted analyte. The
key points to consider for optimal operation are:

• Line selection: the selected line defines the strength of the absorption and the
produced PTS signal.

• Excitation power: high pump powers allow for the generation of stronger thermal
gradients. Hence, whenever possible, high power excitation sources are preferred.

• Beam quality: the quality of a Gaussian beam is often defined by using the M2

value. Ideal Gaussian beams in the fundamental mode exhibit M2 = 1, while the
presence of higher order transverse modes causes beam degradation, such that M2 >

1. The smallest beam spot by means of lens focusing is achieved for the fundamental
mode. Thus, a degraded beam quality corresponds to larger beam spots, resulting
in weaker thermal gradients.

3.3 Diode probe laser in ICAPS

In this work, a diode laser was chosen as probe for the ICAPS set-up which had been
built within this thesis. Diode lasers are capable of swift wavelength tuning and are
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therefore beneficial in applications where fast drifts of the cavity resonance are expected.
The resonance wavelength equation provides a clear dependence upon the refractive index
and the mirror separation. Both these quantities can be subjected to slow drifts. First,
the refractive index has a dependency on the density which is affected by temperature
and pressure, and the gas matrix composition. In a real-case application, the gas matrix
composition varies as the analyte concentration is modified. Temperature drifts in the
environment, that eventually affect the gas cell, are also common.

The system has to counteract those changes in order to keep ICAPS sensor at the
inflection point of the resonance mode. For this purpose, locking schemes are employed to
allow a continuous correction of the probe wavelength. Diode laser can be tuned via bias
current adjustments, simplifying the requirements of the system.

Nevertheless, the inherent variable optical power with the diode current introduces a
change in the system response, which has to be taken into consideration. In Fig. 3.6(a),
the reflectance transfer function of the interferometer is portrayed. In the scenario of a
diode laser coupled to the FPI (Fig. 3.6(b)), the sharpness of the interferometric fringes
is influenced by the incident optical power (I0). This effect is depicted by the light-
blue curve which represents the change of reflected intensity with respect to the probe
current (dIR/di). The transduction efficiency of the system, as per Eq. (3.18), is thus
affected by the incident intensity and has to be compensated accordingly. As a further
complication, the light-current characteristic of the DL causes the IPs to fall at different
reflected intensities, which for a Lorentzian shape would be equal to 1/4 of the incident
intensity. This is not the case in the described scenario, where the variable optical power of
the DL requires the a-priori knowledge of the incident intensity at the IP. This limitation
could be circumvented by using a second photodetector that monitors the emitted intensity,
at the expense of system simplicity. In some cases, the internal photodiode of diode
laser packages can be exploited for such purpose. However, the assumption of an ideal
Lorentzian curve does not quite correspond to reality.

An efficient method, investigated in this thesis, consists in a wavelength modulation
approach of the probe laser to simultaneously normalize the PTS signal and for the de-
velopment of a locking scheme to the IP of the interferometric fringe. Normalization and
drift compensations ensure a stable readout during the time-frame of the experiment. The
modulation of the wavelength can be achieved by current dithering of the DL, such that:

i(t) = ı̄+ δi sin(ωpt) (3.19)

λp(t) = λ̄p + δλp sin(ωpt+ ψ) (3.20)

where ωp is the modulation frequency, ı̄ and λ̄p = λp(̄ı) are the offset current and wave-
length, respectively, with modulation depths δi and δλp. The probe wavelength can be
expressed as a generic polynomial of the current, obtained by spectral characterization of
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(a)

(b)

Figure 3.6: (a) Reflectance transfer function of the FPI showing two interference fringes
separated by an FSR. (b) Reflected intensity (IR) for a diode probe laser coupled with
the FPI, as a function of the injection current. The LI characteristic of the DL is defined
by I0. In light-blue the derivative of the reflected intensity with respect to the probe
current (dIR/di) is portrayed. Two sharp changes are observed in correspondence of the
interferometric fringes. In (a) and (b) the gray dotted line represents 1/4 of the incident
intensity and its intersections with the interferometric fringe represent the locations of the
IPs. Taken from [124].

the laser source. The modulation depth and current are connected by the tuning coef-
ficient δλp/δi|̄ı = η(̄ı), while ψ represents the phase delay between the current and the
wavelength tuning. The phase delay depends on the laser characteristics and the applied
modulation frequency. As the frequency decreases, the phase delay approaches zero [136],
[137]. The use of modulation frequencies in the kHz range allows to assumption of a
zero-phase delay (ψ = 0), which was also confirmed by lock-in detection (absence of a
quadrature component signal).

In a similar way as presented for the generation of the photothermal signal (Eq. (3.18)),
the system response to a modulated probe interrogation can be modelled. A Taylor ex-
pansion of the signal (Eq. (3.14)) around λ̄p, assuming a constant λres leads to:

S(λp(t), λres) =
∞∑
n=0

1

n!
[δλp sin(ωpt)]

n∂
nS

∂λnp

∣∣∣∣
λ̄p

(3.21)

Neglecting the higher order terms and demodulating at ωp, the linear term will corre-
spond to:

S1ω,p(λ̄p, λres) = δλp

[
∂P

∂λp

∣∣∣∣
λ̄p

[1− L]− P (̄ı)
∂L

∂λp

∣∣∣∣
λ̄p

]

= δi

[
κ[1− L]− η(̄ı)P (̄ı)

∂L

∂λp

∣∣∣∣
λ̄p

]
(3.22)

where the optical power has been expressed as P (i) = κ(i−ith), being κ the slope efficiency
[mW/mA] and ith the threshold current.

Finally, considering the equality ∂L/∂λp = −∂L/∂λres, for Lorentzian shaped profiles,
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(a)

(b)

(c)

(d)

Figure 3.7: (a) Comparison of the transduction properties of the FPI for photothermal
excitation (S1ω,PTS , red curve) and system response to probe interrogation (S1ω,p, blue
curve) as a function of the probe wavelength detuning from the resonance wavelength in
units of w. The scenario has been exaggerated to highlight the difference between the
two quantities. In dotted line, the RAM contribution is portrayed. The PTS signal has
been inverted for convenience (which practically is achieved by properly setting the lock-in
phase). (b-d) Simulated shape of S1ω,p for DL and cavity values used in this work: (b)
κ = 0.13 mW/mA, η = 3.5 pm/mA, P = 50 mW, w = 2.5 pm, (c) κ = 0.13 mW/mA,
η = 1.8 pm/mA, P = 1.5 mW, w = 2.5 pm, (d) κ = 0.13 mW/mA, η = 1.8 pm/mA,
P = 1.5 mW, w = 5 pm.

one obtains the dependency of both the PTS and the probe interrogation signals as a
function of the probe wavelength:

S1ω,PTS(λp) = δλtP (i)
∂L

∂λp
(3.23)

S1ω,p(λp) = δiκ[1− L]︸ ︷︷ ︸
RAM contribution

− δiη(i)P (i)
∂L

∂λp︸ ︷︷ ︸
Cavity contribution

(3.24)

A comparison between these two quantities is presented in Fig. 3.7(a). The system
response to probe interrogation (Eq. (3.24), presented in blue line) can be decomposed
into the sum of two contributions. The first term on the right hand side of the equation,
also shown as dotted black line in Fig. 3.7(a), represents a residual amplitude modulation
(RAM) contribution of the probe laser, since the wavelength modulation causes an un-
wanted intensity modulation. The second term is the cavity contribution, which appears
in a similar way also in Eq. (3.23). For high finesse cavities, the RAM contribution plays
an almost-negligible role with respect to the cavity contribution. An example was given
in Fig. 3.6(b), where the RAM contribution appears as a small offset on top of which the
cavity contribution appears as sharp peaks.

Assuming typical values for the DL used in this work (κ = 0.13 mW/mA, η = 3.5

pm/mA, Pmax = 50mW ) in combination with a resonance of w = 2.5 pm, offset values
below 1% of the cavity contribution are obtained. If the laser is operated close to the
threshold, where the optical power contribution is small compared to the RAM, the offset
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can reach even 10% of the cavity contribution. Such scenarios are depicted in Fig. 3.7(b-d),
where these parameters have been changed in relation to the cavity sharpness.

In this work, it is proposed to exploit the system response to probe interrogation as a
normalization quantity. The aim is to remove any dependency associated to the cavity and
the incident power of the probe source. By doing so, a normalized PTS signal is obtained:

Snorm-PTS =
S1ω,PTS

[S1ω,p − δiκ(1− L)]η−1(i)
= −δλt

δi
(3.25)

During an experiment, the current modulation depth δi is kept constant, such that the
normalized signal scales only with the thermal modulation depth δλt, which is absorption
dependent. The change in the filling medium refractive index, mirror separation due to
thermal expansion and quality of the interferometer (parallelism errors of the mirrors or
aging of the dielectric coating) can affect the resonance frequency and/or interferometer
performance (finesse). Both lead to a different readout of the photothermal signal, due
to the varying optical power. Normalization to the bare optical power, however, does not
take into account possible changes in the local slope of the interferometric fringe profile.
In contrast, the proposed approach simultaneously compensates for both effects.

At the same time, demodulation at the second harmonic (2ωp) provides a direct indi-
cation of the IPs position through the zero-crossings, allowing for a tight lock of the probe
laser to the IP. More details on the locking scheme and the normalization procedure are
given in Section 3.5.

3.4 Experimental setup

The experimental setup for the used ICAPS system is presented in Fig. 3.8. As an
analyte gas nitric oxide (NO) was selected. Nitric oxide plays a role in the formation of
photochemical smog, and it has been recognized as a threatening toxic specie [138]. Nitric
oxide is also involved in breath diagnostics, where it has been identified as a biomarker of
asthma and inflammatory lung diseases [139]. A distributed feedback quantum cascade
laser (DFB-QCL, AdTech Optics) was selected to target the R(6.5) doublet transition of
NO falling at 1900.07 cm−1. The QCL was driven through a current driver (Wavelength
Electronics, QCL1000), and a sinusoidal dithering was added for performing 2f-WMS.
The QCL was temperature stabilized by two thermoelectric coolers (TEC) made of Peltier
elements. The beam was focused inside the mirrors of the interferometer by a 50 mm CaF2

lens. The pump excitation frequency was optimized for fexc = 312 Hz, with a modulation
depth δν̄exc ≈ 0.23 cm−1 at a working pressure of 900 mbar, consistent with the operative
conditions presented in [111].

The probe readout line was based on polarization maintaining optical fibers in the
telecom (1550 nm) region for higher stability. A near-IR fiber-coupled diode laser (Emcore,
1728B-NM-050-31-FC-PM) emitting at 1552 nm was used as probe laser. A low-noise DL
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Figure 3.8: Schematic of the experimental setup for an ICAPS measurement. The data
acquisition and processing tab comprehends a DAQ system with input/output cards for
data recording and processing. Adapted from [124].

Figure 3.9: Picture of the ICAPS gas-cell used in this work, hosting the interferometer.

controller (Koheron, CTK101-B-400) was used for temperature and bias current control.
The DL was modulated at a frequency fp = 6 kHz and was selected not to overlap
with the excitation frequency. The probe laser was collimated onto the FPI via a fiber-
coupled GRIN collimator. The back-reflected intensity was collected by the GRIN-lens
and directed by means of an optical circulator (Thorlabs, CIR1550PM-APC) onto an
amplified photodetector (APD) (Thorlabs, PDA10CS2). The detector signal was fed to
two lock-in amplifiers (Stanford Research Instrument, SR-860). The optical circulator
serves also as an optical isolator to reduce optical feedback to the DL. A variable optical
attenuator (VOA) was inserted between the circulator and the APD to avoid detector
saturation. LIA-1 was used to retrieve the cavity response to probe interrogation, by
demodulating at the n-th harmonic of fp: demodulation at the first harmonic provides
S1ω,p, while demodulation at the second harmonic was used for locking purposes. LIA-2
was used to retrieve the PTS signal, demodulating at 2fexc to retrieve the 2f-ICAPS signal
(which corresponds to S1ω,PTS).

The gas cell was equipped with inlet and outlet connectors to allow flushing of the
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Figure 3.10: (a) Recorded Fabry-Pérot reflection profile obtained via a scan of the probe
current and fitting of the observed profile. (b-c) First and second harmonic signal of the
system response to probe interrogation: probe current is slowly scanned and sinusoidally
modulated with a small modulation depth of δλp = 1.7 pm. The zero-crossings coincidence
with the IPs position is depicted by the gray-dotted vertical lines. Data published in [124].

target analyte. A certified cylinder with a concentration of 97.5 ppmv (AirLiquide) was
used and combined in a gas mixing station with pure nitrogen (N2 5.0) for the preparation
of dilutions. A pressure gauge (Keller, LEO 3) and a pressure controller (MKS, 640B) were
used to monitor and keep a constant pressure inside the gas cell, while a mini-diaphragm
vacuum pump (KNF, N84.3ANDC) was used to allow gas exchange within the gas cell.

The Fabry-Pérot interferometer was installed in a custom-made aluminium gas-cell via
a vacuum epoxy, to achieve tight sealing of the gas-cell. The reflectivity of the mirrors
was R = 0.989, leading to an approximate reflectivity finesse of 280. The spacing of the
interferometer was 2 mm, to allow a more versatile tuning between multiple interference
fringes. The FPI is constituted by dielectric coatings grown on top of two fused silica sub-
strates, glued together via ultra-lowexpansion glass spacers. The gas cell was temperature
stabilized by a Peltier element to improve the interferometer stability.

The reflection profile of the FPI was investigated by tuning the laser across the in-
terferometric fringe in a 20 mA range, corresponding to roughly 80 pm in wavelength, as
shown in Fig. 3.10(a). The fringe appears on top of a linear background, arising from the
light-current characteristic of the DL, and exhibits a slight asymmetry most likely due to
the not-ideal collimation of the laser source in combination with the large FPI spacing.
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The experimental data were fitted with a custom function: the linear background parame-
ters (a1, a2) were obtained in a separate fitting procedure, excluding the fringe data-points.
The Lorentzian parameters resulted in a fringe visibility of A = 0.52 and w = 2.6 pm.
From an FSR = 0.6 nm, an effective Lorentzian finesse of 115 was obtained.

The first and second harmonic signals were obtained upon demodulation at 1fp and
2fp. A modulation depth of δλp = 1.7 pm (δi = 0.42 mA) was used, which corresponds
to a modulation index m = δλp/w ≈ 0.65. The small modulation index ensures rejection
of the influence of higher-order terms. The distortions of the resonance mode are quite
evident in the experimental data and they are observed as shoulders on the low-current
tail of the first harmonic signal, or additional lobes in the second harmonic signal. A RAM
contribution is observed, which provides an off-resonance offset on the order of 1% of the
measured peak value.

The second harmonic signal corresponds to the derivative of the first harmonic, and
thus its zero-crossing correspond to the inflection points, as portrayed by the diamonds in
Fig. 3.10.

3.5 Locking and normalization schemes

3.5.1 2f-zero crossing locking

The active stabilization of the probe to the fringe IP is fundamental to achieve a stable
photothermal signal. The tuning of λp can be performed by current or temperature tuning.
For real-scenario applications a fast tuning is preferred for a tight lock. In this regard,
current tuning appears to be more suitable than temperature tuning [140]. In Fig. 3.11,
the key components and the procedural steps of the 2f-zero crossing locking scheme are
addressed:

1. The probe laser is dithered and tuned in the proximity of the resonance profile;

2. The photodetector signal is fed to the LIA, which demodulates at 2fp;

3. The LIA output signal is used as an error signal for a PID loop. A zero-setpoint is
chosen for the PID, which adjusts the probe current to match the zero-crossing.

High-finesse cavities provide an enhanced sensitivity, but they are more susceptible to
external noise sources. From Fig. 3.10(c), a locking range of roughly 10 pm can be obtained
by the 2fp-signal spanning from the first IP to the end of the negative high-wavelength
lobe. If the probe is tuned to the second IP, a sudden variation in the mirror separation
of δd = 6 nm is sufficient to shift the resonance mode out of the locking range. Thermal
or pressure stresses applied to the interferometer might cause such variation, especially in
the case of an interferometer integrated in the cell housing.

For a stable locking procedure, the noise-content in the process variable must be as low
as possible. As per Eq. (3.21), the peak value of the 2f-signal scales as δλ2p, suggesting that
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Figure 3.11: (a) Schematic of the components involved in the locking procedure. (b)
Diagram of the locking steps: at first, the laser is tuned in proximity of the resonance;
the second harmonic signal is used as an error signal for a PID loop, which adjusts the
DC-offset of the probe current. By choosing a zero setpoint, the probe is locked to one IP.

huge modulation depths are beneficial. However, there are several limitations to consider.
First, such equation is valid in the low modulation index approximation: any further
increase (above m ≈ 2.2) will result in peak signal saturation, while broadening appears
even for smaller m-values. The consequence of the profile broadening is also a shift between
the true IP positions and the zero-crossings of the 2f-profile. Fig. 3.12 summarizes this
information: in panel (a), both the broadening and the peak-value scaling (in the inset)
with the modulation inset m are portrayed, while panel (b) showcases the zero-crossing
deviations from the ideal IP position (w/

√
3).

The most important limitation in the choice of the probe modulation depth is its influ-
ence on the PTS signal. The model presented so far in Eqs. (3.23) and (3.24), considered
the two separated effects for probe modulation and resonance wavelength modulation.
However, in a real ICAPS experiment, these two quantities change simultaneously, such
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Figure 3.12: (a) Simulation of a 2nd harmonic demodulated signal, by scanning an ideal
Lorentzian profile with an increasing modulation index. (b) Shift of the inflection points
as an effect of modulation broadening. Dotted line corresponds to the ideal position of
the inflection point.
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that in theory a mutual influence is to be expected. Usually, the photothermal modula-
tion depths (δλt) are much smaller than the probe modulation depths. Hence, the latter
have to be kept sufficiently small in order to avoid any interference with the PTS signal.
The lower limit is defined by the presence of parasitic interference fringes, which arise
from unwanted reflection at the FPI outer surface or any other reflective surface along
the probe optical beam path. In this work, modulation indexes m ≈ 0.15 were sufficient
to achieve stable locking. During the ICAPS experiments, the system was locked to the
second inflection point since it offered a wider locking-range.

The locking scheme was implemented by feeding the APD signal to LIA-1 and demod-
ulating at 2fp. For practical reasons, it is important to keep the time constant of the
LIA (ideally below 100 ms) small, to reduce the lag of the demodulated signal employed
in the PID-loop. The LIA-1 output was recorded via an input DAQ, and processed in a
LabVIEW based PID controller. The PID update rate was kept low (few Hz) in order
not to compensate for the photothermal signal. The PID output was sent to the modula-
tion input of the laser driver with an output DAQ, regulating the DC-offset of the probe
current to bring the 2fp-signal to the zero-crossing.

3.5.2 Normalization procedure

The normalization of the photothermal signal, requires the knowledge of the quan-
tity [S1ω,p − δiκ(1 − L)]η−1(i). The current tuning coefficient (η(i)) can be obtained via
a spectral characterization of the probe laser, which was performed via an FT-IR spec-
trometer. For the employed DL, as presented in Fig. 3.13, a quadratic polynomial was
sufficient to describe the wavelength dependency on the injection current. The quadratic
dependency corresponds to a linear behaviour of the current tuning coefficient. Over the
full tuning range of the laser source, a wavelength tuning of 1 nm could be achieved at a
fixed temperature, with current tuning coefficients ranging between 1.8 to 4 pm/mA.

The RAM contribution in Eq. (3.24) consists of a constant quantity (δiκ) and a
detuning-dependent factor (δiκL). For an ideal interferometric fringe, the last term ranges
between 0 (off-resonance) and δiκ (on-resonance, assuming A = 1). Hence, the error that
one commits by neglecting the detuning-dependent term is at most δiκ, which as shown
before is only a small percentage of the 1f-peak signal. Neglecting this term benefits sys-
tem simplicity. The quantity δiκ corresponds to the offset of S1ω,p and can be obtained
with a preliminary analysis. The quantity [S1ω,p − δiκ]η−1(i) was used as a normalization
factor.

Since LIA-1 is used for demodulation at 2fp and does not allow for multiple harmonics
demodulation, S1ω,p was obtained by the DAQ-system via an FFT-analysis of the APD
signal performed by the LabView program.

To demonstrate the capability of the sensor to operate in widely distinct operative
conditions, the probe current was tuned across one cavity FSR: two fringes were accessible,
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Figure 3.13: FT-IR characterization of the probe laser via a Bruker-Vertex 80v with a
spectral resolution of 0.08 cm-1 (19 pm). (a) Emission peak wavelength as a function of
injection current for several working temperatures and parabolic fitting (2nd order poly-
nomial) of the experimental data. (b) Current tuning coefficient for the representative
temperature of 24.5 °C, obtained from the fitting parameters of panel (a). (c) FT-IR
spectra of probe emission for several injection currents at 24.5 °C. Data published in
[124].

falling - in the specific conditions - at 108 and 318 mA. Each cavity resonance was scanned
by applying a triangular ramp (mHz) to the probe laser current, upon which a sinusoidal
modulation was superimposed (m ≈ 0.15), at a constant laser temperature of 24.5 °C.
The probe current modulation depth was chosen not to affect the photothermal readout,
and fixed for the whole duration of the experiment. The excitation laser was operated as
described in Section 3.4 (fexc = 312 Hz and δν̄exc ≈ 0.23 cm−1) and its wavelength was
tuned to the absorption peak of the NO transition. In this way, a constant PTS excitation
at 2fexc was generated in the cavity. The gas cell was continuously flushed with a certified
concentration of 97.5 ppmv of NO in N2 at a pressure of 900 mbar. Since the probe was
scanned across the cavity mode, LIA-1 was used to demodulate the APD at 1fp (giving
S1ω,p), while LIA-2 demodulated the same signal at 2fexc (giving S1ω,PTS).

The results of such study are shown in Fig. 3.14. The red curves correspond to the PTS
signals, while the blue curves depict the cavity response to probe interrogation after offset
removal, in panel (a), and correction with the tuning coefficient, in panel (b). The y-axes
scales were chosen to allow a visual overlap of the high-current fringe curves. The trend
of the two curves follows the predicted behaviour, demonstrating that the photothermal
transduction efficiency follows the interferometric fringe steepness. The only deviation
is observed for the left-wing shoulders, possibly due to the non-Lorentzian shape of the
resonance profile. Nevertheless, this discrepancy can be neglected since during an ICAPS
experiment, the probe laser is tuned to one IP, or, in other words, to the maximum or
minimum of the curves. In panel (a) an evident mismatch between the low-current fringe
curves can be recognized. It arises from the smaller δλp of lower operating currents, as an
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Figure 3.14: In red, the PTS signal as the probe wavelength is scanned across two in-
terferometric fringes via current tuning. In blue, S1ω,p after (a) offset removal and (b)
offset removal and correction via current tuning coefficient. The scaling of the y-axes was
chosen to provide a graphical overlap of the high-current fringe curves. The overlap of
the two curves in (b) demonstrates that the transduction of the photothermal signal fol-
lows the local steepness of the interferometric fringe, as proposed in the theoretical model.
Moreover, it proves that the corrected S1ω,p can be used for normalization purposes. Data
published in [124].

effect of the variable current tuning coefficient. The different width (in current units) of
the two resonances is a further proof.

The normalization scheme was tested in a real measurement scenario, by actively lock-
ing the probe laser to the high-wavelength IP of the two resonances. The locking scheme
was applied by retrieving the 2fp-signal from LIA-1, while the 1fp-signal was obtained by
FFT-analysis of the APD-signal as formerly described. The same setup configuration was
used, keeping the QCL tuned to the absorption peak.

The raw-2f-WM ICAPS signal is shown together with the normalization quantity
[S1ω,p − δiκ]η−1(i) for the two operative currents in Fig. 3.15(a). The signals in the
two scenarios differ by a factor of 3, as a consequence of the different optical power. As
shown in Fig. 3.15(b), after normalization the two signals are excellently restored to the
same level, removing the dependency of the varying system responsivity. Finally, it is
worth noticing that the 1σ noise of the normalized data is comparable for both scenar-
ios. This result indicates that the system’s noise is limited by the probe laser’s frequency
noise and/or by environmental noise since both noise sources by nature are proportionally
enhanced by the interferometer as the PTS signal.

The instabilities of the signal for the low-current fringe scenario can be related to the
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Figure 3.15: (a) Raw 2f-WM ICAPS signal (red curve) together with the normalization
factor (blue curve), recorded at the high-current IP for two operative currents of 108 and
318 mA with a fixed concentration of 97.5 ppmv of NO:N2. The ratio between the red
and blue curves provides the normalized 2f-ICAPS signal presented in panel (b). Data
published in [124].

noisier cavity signals, which result in lower SNR of the process variable for the PID-locking
loop. On the other hand, the drifts observed in the high-current fringe are efficiently
compensated by the normalization factor.

3.6 Sensor calibration and limits of detection

The sensor was calibrated for the detection of NO in a concentration range spanning
from pure nitrogen up to the certified concentration of 97.5 ppmv NO:N2. The ICAPS
measurements were performed by locking the probe laser at the high-current IP. At the
same time, a slow triangular ramp (3 mHz) was applied to the QCL injection current
to scan its wavelength across the NO absorption line. The APD signal was demodu-
lated by LIA-2 at 2fexc to provide the 2f-WM-ICAPS signal, with a time constant of 1
s, corresponding to an equivalent noise bandwidth (ENBW) of ∆fENBW = 78 mHz. In
Fig. 3.16(a), the spectral scan of the absorption line is shown for several NO concentrations
and is compared to the system noise (N2 only). The low-current tail of the 2f-curve over-
laps with a neighboring NO absorption line, falling at 1900.51 cm−1 of lower linestrength
and depicted in panel (b). Fig. 3.16(c) shows the calibration line of the developed ICAPS
sensor. Each datapoint and its error-bars shown in the graph were obtained by mean and
standard deviation of four peak values. The standard-deviation of the peaks proved to
be comparable with the 1σ sensor noise (recorded for pure N2), equal to 3.1 µV. The
datapoints were fitted with a linear function, providing the calibration line of the sensor.
The sensitivity (β) was obtained by the slope of the calibration curve β = 1.4 µV/ppmv.
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Figure 3.16: (a) Spectral scan of the NO absorption line acquired with a time constant of
1 sec. (b) Simulation from HITRAN database of NO absorption cross section at 900 mbar
and 296 K. (c) Calibration line of the NO 2f-ICAPS sensor, obtained as linear fitting of
the experimental datapoints. Each datapoint is obtained by averaging four peak values.
The normalized signal was scaled back to the amplitude of the 97.5 ppmv peak signal.
Data published in [124].

The coefficient of determination (R2 ≈ 0.999) proved an excellent linearity over a concen-
tration range of two orders of magnitude. The finesse of the interferometer did not limit
the linearity of the sensor. Indeed, the maximum concentration induces a phase shift as
little as ∼ 10−5 rad (as a comparison, the fringe FWHM corresponds to 0.05 rad). At
higher concentrations, deviation from linearity would be expected as an effect of direct
absorption, i.e. the reduction of the available optical power within the gas cell.

From the sensitivity and the 1σ noise, a NEC (as defined per Eq. (1.42)) of 2 ppmv
was achieved, with an ENBW of 78 mHz and an optical excitation power of ∼ 30 mW.
From the absorption cross-section at 900 mbar (σν = 7 · 10−19 cm2/molecule) calculated
by the HITRAN database [18], an αmin = 3.1 · 10−5 cm−1 and a NNEA = 3.3 · 10−6

Wcm−1Hz−1/2 were obtained, which are comparable to the performance of PTS sensors
with similar architectures [97], [111].

3.7 Conclusions

An ICAPS system was developed in combination with a diode laser as a probe. The
use of a DL enables fast wavelength tuning to compensate for sensors drifts. However, the
inherent intensity modulation that comes with the wavelength tuning results in a changing
system responsivity, which has to be compensated for stable operational conditions. The
compensation of drifts and system responsivity were both addressed with novel locking
and normalization schemes, based on wavelength modulation of the diode laser.

A theoretical model for the photothermal transduction efficiency as a function of the
probe detuning from the FP interferometric fringe was proposed. The experimental results
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were in excellent agreement with the developed model, proving that the PTS signal follows
the enhancement factor provided by the local steepness of the interferometric fringe.

The system was tested in the full current operative range of the probe laser. The
recovered PTS signal was correctly scaled back to the same normalized value. This devel-
opment is crucial for continuous trace gas monitoring using the ICAPS technique together
with a probe diode laser. Nevertheless, this method requires the knowledge of the spectral
characteristics of the probe laser since the system responsivity is affected by its current
tuning coefficient. In this regard, a probe with a linear current tuning characteristic would
greatly simplify the normalization process and would not require the constant recording
of the probe current, as it was the case for this work.

The system was calibrated for NO detection, and a detection limit of 2 ppmv was
achieved with an ENBW of ∆fENBW = 78 mHz and an excitation optical power of 30
mW, corresponding to a NNEA of 3.3 · 10−6 Wcm−1Hz−1/2. It should be addressed that
the figure of merits achieved in this work are far from state of the art. Improvements in
detection limit can be achieved by lowering the noise level, e.g. by balanced detection as
discussed in [122], [123].

Significant improvements can be achieved by employing a stable resonator, such as
spherical mirror cavities. In this case, the stringent requirements of the parallel planes
resonator - on the edge of the stability region - are relaxed by the curved mirrors. If system
linearity is not a limiting factor, considerably higher finesse values can be achieved with
such resonators, while shaping the probe size to smaller beam spots, which is beneficial
for the probing of focused excitation beams.
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Chapter 4

Long-wavelength Quantum
Cascade Lasers

A practical application of quantum cascade lasers was presented in the previous chap-
ter. This chapter will provide an overview of the current state of QCL technology, along
with an introduction on the basic principles of these peculiar laser sources.

Historically, the founding principle of QCLs was proposed by Kazarinov and Suris in
1971 [141], who advanced the possibility of achieving gain in intersubband transitions. In-
tersubband transitions take place in periodic structures obtained by repetition of quantum
wells and barriers. However, the structure described by Kazarinov and Suris was lacking
the injector region, which is essential for the operation of quantum cascade lasers. It was
only 20 years later, in 1994, that Faist et al. [142] presented the first QCL emitting at
4.6 µm. Few years after, room-temperature (RT) pulsed operation as well as cw-operation
at cryogenic temperature were achieved by the same group [143], [144]. The first cw-
operation at RT was reported 8 years later [145]. In 2002, a new type of QC devices
allowed to explore the terahertz region [146], where numerous applications in imaging and
molecular sensing are addressed. In 2004, high-power devices emitting up to 1 W of av-
erage power were demonstrated by Evans et al. [147], [148], which opened the route for
high-sensitivity optical sensors and wireless communications based on mid-IR radiation.

Many other fundamental breakthrough have been achieved in the last decades com-
prising:

• single mode emission, achieved soon after QCL invention, in 1997 [149], where a
first order Bragg grating was used for the selection of the longitudinal mode;

• external cavity operation [150], [151], which offers a wide tunability range and
is particularly well suited for biological or liquid-phase analysis, where large amide
bands can be targeted [152];

• frequency-comb operation, first demonstrated in 2012 [47], as discussed in Sec-
tion 1.6.1.5. Active research is still undergoing in this field, comprising development
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of new cavity geometries, such as ring lasers [153] or egg-shaped lasers [154] and
methods to achieve stable [155], [156] and spectrally extended comb operation.

• vertical cavity emission, is also an important development for low-power con-
sumption devices and high-scalability contexts [157]. Surface emission can be achieved
in multiple ways: the most common include second-order Bragg gratings [158], or
photonic crystal lasers [159].

The flexibility of the active region designs allowed covering wide spectral ranges with
the same material systems. The most impressive results have been achieved for the In-
GaAs/AlGaAs/InP QCLs, with wall-plug efficiency as high as 27% in pulsed mode and
21% in cw operation [160].

Even though excellent performance was demonstrated, reliable cw-operation at RT is
still a technological challenge due to the high threshold power densities which induce self-
heating of the devices. Threshold current densities of the best lasers are of the order of
1.5 kA/cm2. Considering the typical operation voltage, that easily reaches 10 V, standard
devices should dissipate tenths of Watts of thermal power. Hence, the heat-extraction
capabilities still play a fundamental role in the efficiency of cw-operated sources. In many
cases, buried heterostructures obtained by lateral epitaxial regrowth of the semiconductor
material helps considerably in removing the excess heat. However, the regrown layer
should be highly insulating to avoid current leakage or even device shorting.

The long-wavelength (λ > 10 µm) region was also explored relatively early, pushing
the boundaries of QCL emission up to 19 µm [161]–[163]. At TU Wien [164], emissions up
to 23 µm were achieved. However, these initial demonstrations required pulsed operation
and cryogenic temperatures, due to the high threshold-current densities. The low optical
powers combined with the need of cryogenic cooling, prohibited the use of long-wavelength
QCLs for practical applications. The main challenges of long-wavelength devices are briefly
described in Section 4.2.

A breakthrough in the development of long-wavelength devices was made at University
of Montpellier, where InAs-based technology (also known as antimonide lasers, or Sb-based
lasers, due to the common name of semiconductors with a lattice constant compatible
with growth on a GaSb substrate and AlSb barriers), allows achieving higher material
gain and consequently lower thresholds. The first InAs/AlSb devices emitted around 20
µm [165] and featured threshold current densities of 1.6 kA/cm2 at 80K. An important
development was made by changing the waveguiding approach, from the double metal to
dielectric design, which strongly decreased the cavity losses [166]. Single mode emission
has been achieved at 17.8 µm, with heat sink temperatures as high as 333K in pulsed
mode. Reduction of the doping levels profoundly contributed to diminish the threshold
current density at RT [167], bringing it down to 0.73 kA/cm2 for 3.6 mm-long devices in
pulsed operation at RT. CW-operation was also demonstrated in epi-side down mounting
up to 20°C near 15.1 µm. The cw regime at RT has been achieved in InAs-based QCLs
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Figure 4.1: Comparison between (a) intersubband and (b) interband transitions. Inter-
subband transitions occur between confined states in the conduction band, which leads to
a narrow gain spectrum. In interband transtions, radiative emission occurs upon recom-
bination of electrons at the bottom of the conduction band and holes in the valence band.
The gain medium is transparent below the transition energy, while it becomes lossy on
the high-energy side.

at wavelengths up to 17.8 µm [168]. Threshold current density as low as 0.6 kA/cm2 at
300 K has been recently demonstrated for a 14 µm QCL [169].

The unprecedented performance of antimonide lasers paved the way for optical sensing
in the long-wavelength IR, which plays a pivotal role for the detection of BTEX compounds
(benzene, toluene, ethylbenzene and xylene). BTEX are representative of the larger class
of volatile organic compounds (VOCs) and are used for monitoring air quality in urban
areas. High optical power and good beam quality are pre-requisites for optimal perfor-
mance in sensing systems especially for indirect detection schemes such as photoacoustic
and photothermal spectroscopies. The inherent low photon energy of LW radiation limits
the optical power output. Several approaches can be used to improve the output power,
while preserving the beam quality. Among them, the MOPA (Master Oscillator Power
Amplifier) and the tapered laser, have the benefit of increasing the available active volume
of the device operating in the fundamental spatial mode, which ensures excellent beam
quality. The latter was subject of this work.

4.1 Fundamentals of Quantum Cascade Lasers

Unlike semiconductor diode lasers which rely on interband transitions, quantum cas-
cade lasers exploit intersubband transitions. The scenario is depicted in Fig. 4.1. In a
diode laser, the recombination between electrons in the conduction band and holes in the
valence band leads to radiative emission, such that the energy of this transition is mainly
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defined by the energy gap of the employed material. The resulting gain spectrum is broad
as a result of the occupancy of the valence and conduction bands defined by the respec-
tive quasi-Fermi levels. The active medium is transparent only on the low-energy side of
the gain spectrum and becomes absorptive on the high-energy side. On the other hand,
intersubband transitions occur for electrons confined in discrete states within the conduc-
tion band. The transition energy is defined by the distance between the electronic states
(e2, e1) which can be tailored by modifying the thickness of the quantum well. Another
fundamental feature of intersubband transitions is the resulting gain spectrum. The same
curvature of the subbands in the confinement plane (k∥) leads to very narrow transitions,
transparent on both sides of the spectrum. The highest achievable photon energy is ul-
timately set by the band discontinuity of the materials employed for the quantum wells
and barriers.

Since they rely on electronic transitions, QC lasers are unipolar devices. The second
difference with other semiconductor lasers is their cascaded scheme. The QCL active
region contains at least three energy levels required to generate optical gain. The electrons
injected in the upper lasing state (e3) emit a photon through a transition to the lower
lasing state (e2). The lower lasing state should be quickly depopulated, which can be
provided, for instance, by fast scattering to the lowest level involving longitudinal optical
(LO) phonons.

The structure described in [141] was missing a fundamental component of modern QC
lasers, which is an injector required to transfer electrons from one active region to the
next period of the device. The electron transport and injection in the next upper lasing
state is achieved by resonant tunneling of electrons. A portion of the injection region is
doped to avoid formation of space-charge domains and serves as a reservoir which provides
electrons necessary for the device operation. The injector and the active region constitute
the building-block of the cascade laser, which is finally obtained via repetition of this unit.
Usually, the number of stages N may vary between 10 and 100. Each electron injected is
capable of emitting N photons, leading to quantum efficiencies η ≫ 1.

4.1.1 Population inversion condition in QC lasers

The key condition to obtain lasing is the population inversion in the lasing transition.
It is useful to draw some general conclusion by considering the simplified system of an
active zone composed by 3 energy levels, even though more complex structures such as
minibands can be employed. A schematic of the process is presented in Fig. 4.2.

The electrons are injected into the level n = 3, while the lasing occurs between levels
n = 3 and n = 2. The injector is assumed to be at a constant population with sheet
doping density ng, aligned with the upper level of the next active region. Assuming a
current density J , the electrons will be injected with a rate equal to ηiJ/e, with ηi being
the injection efficiency. Scattering processes can induce a transition towards state 2 or 1,
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Figure 4.2: Simplified schematic of the processes occurring in the QC active region. Elec-
trons are injected from the injector state into the level n = 3. The electrons can follow
several paths, such as radiative or non-radiative transition to the level n = 2, escape to
the continuum or upper energy miniband, or transition towards level n = 1. The fast
depopulation of the lower lasing state is often provided by the LO-phonon resonance. Fi-
nally, the electrons move from level n = 1 into the next injector region.

with lifetimes τ32,τ31, or can escape to the continuum with a lifetime τesc. The deactivation
rate can be expressed as the sum of these processes:

τ−1
3 = τ−1

32 + τ−1
31 + τ−1

esc (4.1)

The level 2 can also be thermally activated depending on the energy difference (∆) be-
tween the Fermi level of the second injector stage and level n = 2, such that n2,th =

ng exp(−∆/kT ). Hence, the rate equations for the population of the three levels can be
expressed as:

dn3
dt

=
ηiJ

e
− n3
τ3

− Sgc(n3 − n2) (4.2)

dn2
dt

=
n3
τ32

+ Sgc(n3 − n2)−
n2 − n2,th

τ2
(4.3)

where S is the photon flux density and gc the gain cross section. At the steady state
(dn/dt = 0), below threshold (S = 0) the rate equations provide:

n3 =
ηiJ

e
τ3 (4.4)

∆n =
ηiJτ3
e

(
1− τ2

τ32

)
− n2,th (4.5)

where ∆n = n3 − n2 is the population inversion. The latter requires ∆n > 0, which is
valid only if the condition is fulfilled:

τ2 < τ32 (4.6)
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In many cases, the thermal backfilling can be considerably reduced by proper engi-
neering of the structure (i.e. by providing an energy separation ∆ > 100 meV), such that
this term can be dropped. This is equivalent to saying that population inversion can be
achieved for whatever value of J , and no transparency current is obtained. It will be shown
that, for long-wavelength QC lasers, the thermal back-filling poses some limitations and
the transparency current greatly affects the threshold current. Additional contributions
to the transparency current will also be considered.

4.1.2 Intersubband transitions and gain

Compared to interband transitions, intersubband ones posses specific selection rules.
The gain of the material can be derived by assuming the interaction of a linearly polarized
EM-wave (E) and its potential vector (A) and the electronic system. These two quantities
can be written in the form:

E = E0ε cos(ωt− q · r) (4.7)

A = −E0

2ω
ε
(
ei(ωt−q·r) − e−i(ωt−q·r)

)
(4.8)

where ε is the polarization vector (perpendicular to q), ω is the pulsation and q is the
wave-vector. The time-dependent Hamiltonian H can be written using the dipolar ap-
proximation and the effective mass (m∗) description [170] as:

H = − e

m∗A · p =
eE0

2m∗ω
(eiωt − e−iωt)ε · p (4.9)

being e the elementary charge and p the electron momentum. From the Fermi golden rule,
the rate of the electronic transition between the initial |i⟩ and final |f⟩ states of energies
Ei, Ef , respectively, is:

Wif =
2π

ℏ
e2E2

0

4m∗2ω2
| ⟨f | ε · p |i⟩ |2δ(Ef − Ei ± ℏω) (4.10)

The term −ℏω and +ℏω correspond to absorption and stimulated emission of the incident
photon, respectively. To further expand the transition rate, the wavefunctions of the states
are needed. A convenient form comes from Bloch’s theorem in periodic potentials:

ψi(r) = uvi(r)fi(r) (4.11)

fi(r) =
1√
S
eik∥i·r∥χi(z) (4.12)

where uvi is the periodic part of the Bloch function which depends on the band-index vi,
k∥i and r∥ are the 2D wavevector and position vector, in the plane of the layers of area S
and χi(z) is the envelope function which describes the extension of the electron states in
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the heterostructure growth direction.
The matrix element can then be written as:

⟨ψf | ε · p |ψi⟩ = ⟨ff |fi⟩
〈
uvf
∣∣ ε · p |uvi⟩︸ ︷︷ ︸

interband transition

+
〈
uvf
∣∣uvi〉 ⟨ff | ε · p |fi⟩︸ ︷︷ ︸

intersubband transition

(4.13)

In an intersubband transition, the band-indexes are the same and ⟨ff |fi⟩ = 0 for f ̸= i,
while

〈
uvf
∣∣uvi〉 = 1 for vf = vi and Eq. (4.13) can be simplified giving:

⟨ψf | ε · p |ψi⟩ = ⟨ff | ε · p |fi⟩

= ⟨χf |χi⟩
1

S

∫
e−ik∥f ·r∥(εxpx + εypy)e

ik∥i·r∥ dx dy

+ δ(k∥f − k∥i)εz ⟨χf | pz |χi⟩ (4.14)

The orthogonality of the envelope functions cancels the first term, giving a transition rate
in the form:

Wif =
2π

ℏ
e2E2

0

4m∗2ω2
ε2z| ⟨χf | pz |χi⟩ |2δ(k∥f − k∥i)δ(Ef − Ei ± ℏω) (4.15)

Eq. (4.15) has several important consequences. First, the optical transition can occur
only in the presence of an EM-field polarized in the z direction. Fields propagating
along this axis cannot induce absorption or stimulated emission. This is the well-known
intersubband polarization selection rule. A direct consequence is also the inherent TM-
polarization of QC lasers light. Second, the optical transitions are vertical (∆k∥ = 0) and
the transition rate is independent on the in-plane wavevector. Finally, the matrix element
depends solely on the envelope wavefunction, which can be tailored via band structure
engineering.

A more convenient way of expressing Eq. (4.15) makes use of the z dipole moment
matrix element, by the equality ⟨χf | pz |χi⟩ = im∗ω ⟨χf | z |χi⟩, and accounts for the finite
width of the transition by a Lorentzian function of half-width at half maximum γ:

Wif =
πe2E2

0 |⟨zif ⟩|2

2ℏ
γ/π

(Eif − ℏω)2 + γ2
(4.16)

where ⟨zif ⟩ is the matrix element (⟨χf | z |χi⟩). At the maximum the peak of the transition
(Eif = ℏω):

Wmax
if =

e2E2
0 |⟨zif ⟩|2

2γℏ
(4.17)

The last quantity is useful in determining the gain of the QCL active region. For an EM
wave propagating in the plane of the heterostructure, over an active volume of width w

and thickness Lp, the number of photons crossing the structure per unit time is:

ϕ =
ϵ0ncE

2
0

2ℏω
wLp (4.18)
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with n being the material refractive index and ϵ0 the vacuum permittivity. In a 3-level
system, as the one presented in Section 4.1.1, the variation of the photon flux over a
distance dL along the propagation direction is:

dϕ =Wmax
32 n3wdL−Wmax

32 n2wdL (4.19)

being n3(2)wdL the total number of electrons in level 3 (2) in the slice of length dL. The
propagation gain is defined by the ratio:

G =
dϕ/dL

ϕ
(4.20)

which gives, with the aid of Eqs. (4.18) and (4.19):

G =
2e2⟨z32⟩2ω
ε0nc2γLp

(n3 − n2) (4.21)

where the quantity that multiplied the population inversion is the gain peak cross-section
gc. By substitution of Eq. (4.5), neglecting the thermal backfilling of n2, the propagation
gain can be directly connected to the current density:

G = gJ (4.22)

where g is the gain coefficient:

g =
4πe⟨z32⟩2

ε0nλ2γLp
ηiτ3

(
1− τ2

τ32

)
(4.23)

Finally, considering the waveguiding effect within the propagation medium, the spatial
overlap factor Γ has to be included in the propagation gain:

G = ΓgJ (4.24)

The gain is also often expressed in terms of the oscillator strength (f32), a fundamental
quantity in the design of active regions:

f32 =
2m0ω

ℏ
⟨z32⟩2 (4.25)

The sum rule for the oscillator strength, derived by the completeness of the eigenstates
(
∑

i |χi⟩ ⟨χi| = 1), gives: ∑
j

fij = m0/m
∗ (4.26)

which emphasizes the importance of the effective mass in defining the strength of the
transition. Sometimes, a scaled oscillator strength f ′ = (m∗/m0)f is also used. However,
in the latter, the importance of m∗ is not evident.
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The influence of the effective mass m∗ on the gain coefficient is somehow masked in
Eq. (4.23). The effective mass has a direct influence on three quantities contained in the
gain, namely the transition energy (expressed by the wavelength of the transition λ), the
dipole matrix element ⟨z32⟩2 and the lifetime of the excited state τ3. In a simple quantum
well, the energy of the n-th state is En = π2ℏ2n2/2m∗L2. Thus, if we keep constant the
transition energy but employ a different material system and consequently, we modify the
effective mass m∗, also thickness of the well must be changed. The dipole matrix element
is also proportional to L, such that ⟨z32⟩2 ∝ m∗−1. The last contribution comes from the
lifetime of the excited state, which can be assumed to be exclusively controlled by the LO
phonon scattering. It can be shown that τ3 ∝ m∗−1/2. Finally, the dependency of the
effective mass on the gain coefficient can be summarized by:

g ∝ ⟨z32⟩2τ3 ∝ m∗−3/2 (4.27)

which is an extremely important conclusion for the choice of the material system employed
in the QC structure. The situation is further complicated by the nonparabolicity of the
bands, that makes the effective mass dependent on the energy. A typical approximation
in this case comes from Kane’s model in a one-band model [171]:

m(E) = m∗
[
1 +

E − Ec

Eg

]
(4.28)

where m∗ is the effective mass at the bottom of the conduction band (of energy Ec) and
Eg is the effective bandgap. A final consideration relates the bandgap of the materials
and their effective mass. Usually, the larger the bandgap and the larger the effective mass.
Such considerations are fundamental in the choice of the material system employed in the
QC structure.

4.1.3 QCL material systems

Each material system presents its benefits and limitations, which might prevent opti-
mal performances in particular wavelength regions. Regardless of the spectral region of
interest, the fundamental requirement for the epitaxial growth of semiconductors is the
closeness of the average lattice constant of the QCL structure and the substrate. A list
of the most used semiconductors with the electron effective mass, energy bandgap and
lattice parameter is provided in Table 4.1.

The most used can be grouped as follows:

1. InGaAs/AlInAs alloys grown on InP;

2. GaAs/AlGaAs family, grown on GaAs substrates;

3. InAs/AlSb compounds, on InAs substrate.
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Table 4.1: Properties of the main III-V semiconductors employed in QC structures. The
electron effective mass and the bandgap (Eg) in the point Γ are reported. In bold, indirect
bandgap materials. Data taken from [172].

Semiconductor m∗(Γ)/m0 EΓ
g (eV) Lattice constant (Å)

GaP 0.13 2.886 5.4505
AlP 0.22 3.63 5.4672
GaAs 0.067 1.519 5.6533
AlAs 0.15 3.099 5.6611
InP 0.0795 1.4236 5.8697
InAs 0.026 0.417 6.0583
GaSb 0.039 0.812 6.0959
AlSb 0.14 2.386 6.1355
InSb 0.0135 0.235 6.4794

5.4 5.6 5.8 6.0 6.2 6.4
0.0

0.5

1.0

1.5

2.0

2.5

(a) (b)

Figure 4.3: (a) III-V semiconductors defined by their lattice constants. Dashed ovals
comprise the material systems employed in typical heterostructures. Taken from [170].
(b) Effective mass and energy bandgap of III-V semiconductors presented in Table 4.1.

The InGaAs/AlInAs family was the first to be demonstrated and at the moment are
the best-performing solution for QC lasers, in continuous wave comprised between 4.3
µm [173] and 10.3 µm [174] with Watt operation levels. The possibility of InP:Fe lateral
regrowth allows the fabrication of buried heterostructures with improved heat dissipation,
an important requirement for CW-operation at RT.

GaAs-based QCLs range between 8 µm to the terahertz domain. Typically, in the
mid-IR these lasers are less performing than InP-based lasers due to the relatively small
useful conduction band offset, and are thus less attractive. However, this technology
performs better on the long-wavelength side for purity reasons (inducing less free-electron
scattering) and paved the path for THz QCL devices.

Finally, the antimonide compounds comprise InAs, GaSb and AlSb. The most attrac-
tive feature of these compounds is the very large band offset ∆Ec = 2.1 eV obtained by
employing InAs wells with AlSb barriers. Practically, the presence of intervalley scattering
limits the available energy range to about 800 meV, which restricted the emission on the
short wavelength side to λ ≈ 3 µm.
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InAs/AlSb
GaInAs/AlInAs
GaAs/AlGaAs

(a) (b)

Figure 4.4: (a) III-V semiconductors defined by their lattice constants. Dashed ovals
comprise the material systems employed in typical heterostructures. Adapted from [175].
(b) Effect of the band nonparabolicity on the effective mass as a function of the energy.
Taken from [170].

Another fundamental advantage of the InAs/AlSb system is the very small effective
mass in InAs, connected to its narrow bandgap as depicted in Fig. 4.3(b). In Eq. (4.27) the
dependency of the gain on the effective mass was discussed. In [175], such prediction has
been experimentally confirmed by electroluminescence on QC structures made of different
materials and designed to emit at the same wavelength. The InAs-based samples exhibited
the most intense spontaneous emission (Fig. 4.4(a)), demonstrating that the lower effective
mass of InAs provided a higher gain compared with other material systems.

The increased gain of InAs provides a clear advantage in the design of QC devices, as
the threshold current density can be reduced accordingly especially at long wavelengths.
The effect of the band nonparabolicity described by Eq. (4.28) is weaker in this case,
because the levels involved in the lasing transition are close to the bottom of the conduction
band. The effective mass of GaAs, GaInAs and InAs is shown in Fig. 4.4(b) as a function
of the electrons energy.

4.2 Long-wavelength devices

4.2.1 Active region design

Long-wavelength QCLs for the spectral range above 10 µm present some specific fea-
tures compared with the devices emitting at shorter wavelengths. At first, thicker quantum
wells should be employed to reduce the transition energy, which weakens the unwanted
interface-related effects. On the other hand, to obtain tunnel coupling between adjacent
QWs, thinner barriers have to be designed, especially in the case of the high conduction
band offset of AlSb barriers. The barrier layers can be as small as a monolayer, which
is half of the lattice constant in zinc-blend structures, or ∼ 3 Å. While technologically
challenging, such structures were demonstrated by using molecular beam epitaxy growth
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Figure 4.5: Schematic of LO-scattering processes in (a) non-resonant and (b) resonant
conditions. The scattering rate is inversely proportional to Q, such that for a resonant
transition (Q ∼ 0) very small lifetimes are achieved.

(MBE) [165], [166].
Another challenge is the rapid decrease of the upper-state lifetime with increasing

wavelength. Typically, the upper-state lifetime is set by the LO-phonon scattering and
interface-roughness scattering (IFR). The latter depends on the growth quality and reduces
the total lifetime of the upper-state. LO-phonon scattering, on the other hand, is a
fundamental process which cannot be overcome.

The efficiency of LO-phonon scattering can be obtained by applying Fermi’s golden
rule, giving a scattering rate:

WLO =
m∗e2ωLO

2ℏ2ϵP

∑
f

∫ 2π

0
dθ
I(Q)

Q
(4.29)

being Q =
√
k2i + k2f − 2kikf cos(θ) the momentum exchanged in the scattering process,

corresponding to the optical phonon energy ±ℏωLO and I(Q) the form factor. Eq. (4.29)
demonstrates how the LO-scattering rate is much more efficient if the exchanged momen-
tum Q is null. Hence, if the transition is vertical, the scattering rate can be extremely
high. This constitute a challenging problem, since by moving towards longer wavelengths,
the transition energy (i.e. the subband separation) becomes closer to the LO energy, pro-
moting resonant scattering. This scenario is presented in Fig. 4.5. Such effect is partially
compensated by the larger oscillator strengths (due to the larger QWs and small effective
mass of InAs), and the reduction of the transition linewidth γ at longer wavelengths.

Maximizing the oscillator strength requires a careful design of the active region struc-
ture. The first designs were based on the concept of superlattice active region [162], which
optimized the oscillator strength. Active regions of 4 QWs and 3 level resonant-phonon
extraction provided values of 70-75 in InAs [167], with corresponding differential gains on
the order of 40 cm/kA.

It should be noted that such high gains are achieved in the structures with vertical
transitions at very small population inversions. As a consequence, the thermal backfilling
(n2,th) of the lower lasing state strongly affects the efficiency of the QCL. To reduce its
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Figure 4.6: Schematic of the leakage processes occurring in a QC structure. Direct injec-
tion of electrons in lower states (I) and scattering towards higher energy levels (II) are
represented in dashed lines.

negative impact, structures with a wide injector miniband (∆ > 100 meV) are usually
employed [176].

The reduction of the doping density is another way to weaken the thermal backfilling
but it cannot be pushed too far since it limits the current dynamic range of the device.
Both these approaches have been used in [167], where cw-operation was demonstrated at
15 µm up to 400 K.

Another effect to be considered is the leakage current. Leakage currents strongly affect
the efficiency of the device as they add to the transparency component in the threshold
current density of the device. The latter can be written in the form [176]:

Jth =
αm + αw

Γg
+ Jbf + Jleak =

αm + αw

Γg
+ Jtr (4.30)

where αm and αw are mirror and waveguide losses, while Jbf and Jleak are the backfilling
and the total leakage current densities. The main sources of leakage, presented in Fig. 4.6,
are: injection from the last injector state directly into the lower lasing state; scattering of
electrons from the upper-lasing state to above-lying subbands. However, this contribution
can be significantly reduced by employing proper design of the injector and low doping.
The second process allows the electron to escape the upper lasing state towards higher
energy levels. Escape to continuum or miniband is also a possibility, depending on the
adopted design. For LW-QC lasers, usually large QWs are used and the separation between
the upper energy levels cannot be freely increased. Typical values are between the phonon
and photon energies, ranging between 30 to 50 meV. Luckily, both LO-scattering and
IFR-scattering promote fast return of the electrons from ul+1 to ul, mitigating the overall
effect.

To further reduce the leakage components, a diagonal transition scheme can be used,
which exploits the vicinity of the injector state to the upper lasing state for an optimized
injection.
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Table 4.2: Phonon energies expressed in wavelength (µm) for several binary semiconductor
compounds at room temperature. Taken from [177].

LO TO 2LO 2TO LO+TO
AlAs 25.0 27.8 12.5 13.9 13.2
AlSb 31.6 33.7 15.8 16.8 16.3
GaAs 34.2 37.3 17.1 18.6 17.8
InP 29.0 32.9 14.5 16.5 15.4
InAs 41.6 46.0 20.8 23.0 21.9

4.2.2 Waveguide considerations

So far the key points concerning the material advantages and precautions in the active
region design have been presented. A crucial aspect for optimal laser performance is the
waveguide which allows the guided propagation of the EM mode.

A fundamental property of the waveguide are the losses associated with the propagation
of the wave. Hence, the transparency of the material composing the waveguide and the
active region has to be as high as possible. A fundamental limit comes from phonon
resonances which generate the so called Reststrahlen band at about 30-40 µm, a spectral
region where lasing is basically prohibited because of the strong absorption of emitted
radiation by the lattice vibrations. Table 4.2 summarizes the phonon energies for the
main binary semiconductors employed in QCLs. Multi-phonon absorption, while being less
intense, strongly affects the transparency of the semiconductors in certain spectral zones at
shorter wavelengths. Among the presented materials, InAs provides a good transparency
below 20 µm, where 2-phonon LO absorption occurs. This is a further advantage of the
InAs family over the others in LW-applications.

Aside from phonon absorption, another loss mechanism which is prevalent in LW-
devices is free-carrier scattering, which scales with the concentration of carriers and with
λ2. Doping is the main source of free-carriers in the heterostructure.

The threshold current density, expressed in Eq. (4.30), contains two parameters that
can be optimized by waveguide design, namely the confinement factor Γ and the waveguide
losses αw. The confinement factor is defined as the portion of the mode’s electric field
square modulus confined in the active region, over the total one:

Γ =

∫
AR

|E|2 dA∫ +∞

−∞
|E|2 dA

(4.31)

The larger Γ, the higher overlap with the active gain is obtained. The main mechanism for
field confinement is defined index guiding since the refractive-index discontinuity between
the active region and the outer layers (called cladding layers) is responsible for mode
confinement through total internal reflection. The cladding layers can be obtained by
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doping the semiconductor, whose refractive index is lowered by the presence of free-carriers.
This comes from the refractive index dependency on the material conductivity, as described
by the Drude model. Such waveguide is also defined plasmon-enhanced waveguide [178].

The presence of a doped layer close to the active region would introduce strong losses
from free-electron absorption. Thus, low-doped spacer layers are typically employed to
separate the mode from the lossy cladding region. Usually a tradeoff between low-loss/low-
overlap with thick spacers and high-loss/high-overlap with thin spacers, giving typical
values of αw ≈ 3 cm−1 and Γ ≈ 0.5 − 0.6. Plasmon-enhanced waveguides demonstrated
better performances than surface-plasmon or double-metal approaches, where the field is
coupled with a metallic layer. The latter are limited by the absorption induced by the
metal layer, with typical waveguide losses on the order of αw ≳ 30 cm−1.

A final consideration concerns the heat extraction capabilities, which depend on the
thermal conductivity of the composing materials. Compared to the InP family, InAs lacks a
good thermal conductivity, hence heat accumulation and management are a major concern.
The thermal conductivity in the InAs/AlSb active region is strongly anisotropic, reaching
a very low value of ∼ 3 W/(mK) along the growth direction, and ∼ 27 W/(mK) along
the lateral direction or in bulk InAs. On the other hand, InP is roughly 2.5 times more
conductive, reaching 68 W/(mK). Moreover, InAs technology does not feature lateral
regrowth for buried heterostructure, since there are no available insulation techniques.

4.3 State of the art design of 14 µm QCLs

The active region design rules and the waveguide details illustrated so far have been
implemented in the realization of QC devices emitting around 14 µm. These wafers were
grown as part of the Academic activities carried out at Université de Montpellier and have
been processed and characterized within this work for the fabrication of the QC lasers.
For such reason, some details on the band-design and the used material are given in this
section.

The wafer was grown by molecular beam epitaxy on an InAs substrate in a RIBER
412 solid source machine, equipped with valved cracker cells for the As and Sb using
growth rates of 1.0 and 1.5 A/s for AlSb and InAs, respectively. The design was opti-
mized with respect to a previous structure, presented in [167]. The lasing takes place
between levels e3 → e2, of energy separation 88 meV, corresponding to 14 µm, while
the distance between e3 and the upper energy state e4 was increased to 65 meV. Hence,
at RT thermal activation depopulates the upper lasing state, while a large part of the
promoted electrons returns back to the e3 level, as explained in Section 4.2.1. On the
other hand, also the injector width miniband was enlarged to ∆ = 141 meV, to re-
duce the thermal back-filling of e2. Two quantum wells in the middle of the injec-
tor region were doped with Si at n = 8 · 1016 cm−3. The active zone consists of 45
repetitions of the following layer sequence expressed in Å, starting from the injection
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barrier: 26/41/1/62/1/67/2/66/2/64/6/64/6/62/6/59/9/58/10/57/11/56, where AlSb
layers are in bold, and the Si-doped layers are underlined.

The active zone is separated from doped cladding layers with Si to 7 · 1017 cm−3 by
3 µm thick undoped InAs spacers. This reduces the mode overlap with the lossy region,
due to the free-carrier absorption in the heavily doped cladding layers. The mode overlap
with the active region (Γ) and the waveguide losses (αw) can be estimated to be ∼ 0.5

and ∼ 3.6 cm−1, respectively, via Finite Element Method (FEM) solver, using COMSOL-
multiphysics. Similar simulations are presented later in this work. The band-diagram
of such structure is presented in Fig. 4.7 and was simulated via a software developed
by Roland Teissier at the Université de Montpellier. This tool computes the electronic
band structures by self-consistently solving the coupled Schrödinger-Poisson equations.
Among the electronic states, the most relevant are the lasing states (e3, e2) and the upper
energy state (e4), which constitutes a parasitic pathway generating losses. The structure
is simulated for operative conditions with an electric field of 26 kV/cm. The calculated
energy transition e3-e2 corresponds to 85 meV, with a normalized oscillator strength of
50.2. This structure was employed for the fabrication of QCLs presented in [169] and
emitting at 14.2 µm, which exhibited an extremely low threshold current density of 0.6
kA/cm2 at 300 K. A differential gain of 46 cm/kA was also obtained, with a transparency
current of Jtr ≈ 0.35 kA/cm2. The last result, demonstrates that the transparency current
is indeed a major component of the threshold current density, and dominates if long cavities
or low mirror losses (i.e. treated facets) are considered.

e3

e2

e4

e3

e2

e4

Δ

E = 26 kV/cm

Figure 4.7: Band energy diagram and electronic states (moduli squared), highlighting the
upper and lower lasing states e3, e2 and the upper energy level e4, as described in the
text.

106



4.4. Tapered waveguides and tapered lasers

4.4 Tapered waveguides and tapered lasers

In Chapters 2 and 3, the beneficial influence of the optical power for the photo-
excitation of the investigated sample was discussed. Higher optical powers induce stronger
thermal effects, which ultimately improves the detection limits of photoacoustic and pho-
tothermal approaches. However, with increasing emission wavelength, a fundamental re-
duction of the available power arises from the reduced photon energy E = hc/λ.

To counteract the inherent limitations of the LW-region, several approaches can be
employed. Clearly, the basic strategy consists in the optimization of the technology in
terms of its active region, waveguide properties and heat dissipation, already addressed in
the previous section. Secondly, treatment of the facet can improve the outcoupled optical
power, by means of an anti-reflection coating on the extracting facet and a high-reflection
coating on the opposite one. Such approach was also explored in this work.

A second way concerns the width of the waveguide. Increasing the width of the waveg-
uide has two benefits: first, the reduction of the losses, as the mode penetrates less in
the lossy dielectric used for the laser lateral insulation; secondly, and most remarkable,
a linear increase of the active volume. However, wider ridge widths might favour higher
order transverse mode, which ultimately affect the spectral purity of the device. This is
especially important for single-longitudinal mode lasers, where the different effective index
between the transverse modes implies, according to the Bragg equation, a different vacuum
wavelength. Preserving the spectral quality is mandatory for spectroscopic applications.
As a consequence, the ridge width cannot be increased at will.

An approach widely used to achieve high power outputs consists in the amplification
of the laser radiation in a semiconductor optical amplifier. Such structure is also referred
to as MOPA or Master Oscillator Power Amplifier. In the MOPA, the laser cavity and
the amplifier region are monolithically integrated within the same chip. This structure
is inherently self-aligned and provides a high grade of versatility, since the laser device
and the amplifier part are individually pumped. This in needed to achieve the correct
operating conditions of the laser cavity, while keeping the amplifier region below the self-
lasing condition. The individual pumping of the laser oscillator and the amplifier region
allows the optimization of both structures. The geometry of the amplifier section can also
be tailored to preserve beam quality, while improving the amplification. A glaring example
is a tapered waveguide, schematically shown in Fig. 4.8, which features an increasing ridge
width with the position along the waveguide. The tapering of the waveguide should induce
an adiabatic expansion of the electric field, which propagates at an angle smaller than the
diffraction one.

Historically, tapered waveguides have been introduced to reduce the coupling losses of
a field to a narrow waveguide. The inverse-taper structure allows to accept a larger mode,
and to shape it into the narrow section of the waveguide. However, in order to operate
in an adiabatic regime, the mode should propagate through the taper without undergoing
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Figure 4.8: Simplified schematic of electric field propagation in a linear tapered waveguide
with half taper angle ϑ. The mode diffraction angle, represented with ϑm, is a function
of the field position within the waveguide and represents the upper limit for ϑ to ensure
adiabatic expansion.

mode conversion. Typically this is achieved with a very slow variation of the waveguide
width, namely with a narrow taper angle. In [179], [180] Milton & Burns proposed a
simple rule to ensure adiabatic operation of a tapered region. According to their proposal,
the local half-angle of the taper at to point z along the waveguide should be:

ϑ <
λ0

2neffW
(4.32)

where λ0 is the vacuum wavelength, neff is the effective index of the fundamental mode
and W is the local full width of the taper in z. Typically, also the effective index is
a function of the width, which however converges to the value of the (ideally) infinitely
extended waveguide. This relationship assumes that the field propagates with an angle
below the local diffraction angle ϑm = λ0/2neffW . Different tapering functions can be
used for this purpose: among them, linear, parabolic and exponential types have been
extensively studied [181], [182].

The tapered amplifier offers several advantages over the straight waveguide: first, it
provides a larger amplification factor, which scales with its active area, without introducing
higher-order modes if properly designed; second, in high-power applications, the field
spatial distribution on the wide facet is spread over a larger area reducing the risk of
catastrophic optical mirror damage; third, the beam exiting the wide facet will emerge
with a narrower diffraction angle, due to the large width of this facet. In some cases, the
latter might not pose a real advantage as the output beam will be astigmatic due to the
different divergences along the fast and slow axis (y and x in Fig. 4.8). Correction of the
astigmatism (i.e. for beam collimation) can be performed with cylindrical lenses, which
correct the beam divergence along the vertical and parallel directions.

The alternative approach to MOPAs, consist in the monolithic integration of the waveg-
uide and the amplifier sections in the oscillator cavity. In this sense, the tapered waveguide
is employed itself as a laser oscillator. In this case, since lasing necessarily arises also from
the tapered region, the narrow straight section acts as a spatial filter for the higher order

108



4.4. Tapered waveguides and tapered lasers

modes. The latter exhibit high losses within the narrow ridge, such that their oscillation
in the laser cavity is inhibited.

The tapered laser offers a simpler frame compared to a MOPA, at the cost of less
versatility. Tapered lasers have been demonstrated in several spectral ranges, for diode
lasers, ICLs and QCLs. In the LW-region, tapered lasers emitting up to 10 µm have been
reported [183]. In many cases, the limits of such approach lies in the strong inhomogeneities
introduced by the asymmetric waveguide. First of all, while a ridge waveguide can be
assumed to be at the edge of the stability zone, the tapered cavity acts as an unstable
resonator due to the field divergence in the tapered section. Thus, one can assume that
upon reflection the beam will continue to diverge and only the central portion of the
beam will be allowed to couple back into the ridge section [184]. The ‘tails’ of the mode
will eventually be loss. Moreover, gain, electrical and thermal inhomogeneities can also
occur in the waveguide, introducing deviations from the pure adiabatic expansion of the
beam. As a consequence, coupling between transverse modes can be achieved, causing
asymmetries in the far-field profile of the output beam [185].

In the next chapter, the fabrication results of LW-tapered lasers emitting at 14 µm are
presented, along with the electrical, optical and spectral characterization of the devices.
Finally, deposition of AR and HR coating and single-mode operation via 1st order Bragg
grating is demonstrated.
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Chapter 5

Fabrication and characterization
of long-wavelength tapered QCLs

In this chapter, the results achieved on the development of long-wavelength tapered
lasers are reported. The fabrication process will be discussed at first. It consists in three
major steps: the fabrication of the waveguide in the form of a ridge structure, the lateral
insulation, which prevents shorting of the device during the final step, the metallization
contact deposition. A schematic representation of these steps is provided in Fig. 5.1.

Basically, each step includes a photo-lithographic exposure of the sample, on top of
which a proper photo-resist is deposited via spin coating. In photolithography, a pho-
tosensitive material is employed to transfer a specific pattern from a hard mask to the
sample. The areas not covered by the photomask during exposure to UV-light undergo a
chemical reaction which can weaken or strengthen the photosensitive material. In the first
case, the resist is defined positive, while in the latter is named negative. This definition
comes from the ‘polarity’ of the pattern transferred to the sample upon development: for
a positive resist, the areas exposed to UV-light will be dissolved by the developer, whereas
the opposite happens for negative resists. As a consequence, after development the posi-
tive resist will present the same pattern as the photomask and in the negative resist the
complementary structure is obtained.

For this work, hard masks defining tapered waveguides with full-angles of 0°, 1°, 2°
and 3° were designed using the KLayout software and fabricated in LAAS-CNRS. Masks
for the three lithographic steps were manufactured, for both positive and negative resists.
Each mask was separated in four regions, to have ridges of variable width. Ridge widths of
26 µm, 30 µm, 34 µm and 38 µm were employed in the mask, accounting for the undercut
obtained during the wet chemical etching, as explained later in this chapter. In each of
these four regions, the four laser types are repeated with a spacing of ∼ 450 µm. The
base unit for each laser consists in a 5.2mm-long structure, composed by 2.5 mm of ridge
section and 2.5 mm of a linear taper section terminated by a 200 µm flat region. The
pattern is mirrored and repeated along the waveguide direction.
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InAs Cladding (doped)

InAs Spacer (undoped)

InAs/AlSb ac�ve zone

InAs Cladding (doped)
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Figure 5.1: Schematic of the QCL fabrication steps. (a) Grown heterostructure, composed
by an InAs substrate, and an InAs/AlSb active zone, sandwiched between undoped InAs
spacers and doped InAs cladding layers. (b) Mesa etching. (c) Insulation layer. (d)
Metallization.

This structure was chosen to provide several taper duty cycles (taper length over
the whole resonator length) in the cleaving step of the laser bars, while using a typical
resonator length of 3.6mm. A portion of the mask is given in Fig. 5.2(a), where the overlay
of the etching, insulation and metallization masks is shown. In Fig. 5.2(b), a picture of
the (negative) etching mask is presented.

5.1 Waveguide fabrication

5.1.1 Ridge etching

The process starts by cleaving a piece from the grown 2” wafer. The typical sample
size, of the order of 10 mm × 25 mm, is convenient to handle and sufficient to provide
a good amount of lasers. The sample is initially cleaned under acetone, ethanol (EtOH),
isopropanol (IPA), and deionised water. If residual contamination is present after the
cleaning treatment, a low RF power (50 W) Oxygen-Argon reactive ion etching (RIE) can
be used.

The sample is baked on a hot-plate at 110 °C to remove residual humidity. Such step is
preparative for the photoresist spin coating. The negative resist AZ2020 (MicroChemicals)
was used for the deposition of a 3 µm-thick photosensitive layer at 4000 rpm for a time
of 30 sec. The resist is pre-baked, prior to UV exposure, for 1 min at 110 °C. The
UV exposure was performed with a lithography machine (SUSS MicroTec MJB4 Mask
Aligner) under soft-contact configuration. The negative etching mask was used to irradiate

112



5.1. Waveguide fabrication

(a)
Etching mask

Insulation mask

Metallization mask

(b)

Figure 5.2: (a) Masks used for the tapered laser fabrication. To aid visualization, the
etching mask for a positive resist and the insulation mask for a negative resist are shown.
Note that insulation and etching mask are identical, apart from a narrower width of the
waveguide of few µm, sufficient to obtain the aperture of the insulation on the top of the
ridge structure. (b) Photo of the etching mask for a negative photoresist.

only the ridge structures. Negative photoresist usually requires post exposure baking,
which was performed at 110 °C for 1 min. This step is essential for the crosslinking
mechanism initiated during the exposure. The AZ726 solvent was used as developer, with
a development time of 20 sec.

The sample is wet etched in a solution of phosphoric acid, hydrogen peroxide and
deionised water (H3PO4:H2O2:H2O) in volumetric ratios 2:1:2. The etching rate of such
solution is roughly 1 µm/min at room temperature. A deep mesa etching is needed to
avoid the lateral spreading of the current, due to the larger in-plane electrical conductivity.
Thus, the etching depth should reach at least the bottom cladding layer, which corresponds
to a ridge height of circa 12 µm. The different etching rate along the crystallographic
directions result in the typical dovetail shape of the ridge. On one side, this shape causes
an uneven electric field distribution in the active zone, resulting in a deformation of the
energy diagram across the heterostructure. However, the dovetail shape demonstrated to
be the most performing [186]. In tapered devices, the sloped sidewalls introduce additional
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losses in the form of plasmonic and reflection losses for high-order modes [187], [188], thus
favouring the fundamental transverse mode.

A citric acid solution (C6H8O7:H2O, 1:1) is used to reduce the current leakage over
the mesa walls. The solution is mixed with hydrogen peroxide (1:1 in volume) and the
sample is treated for 5 min. The selective etching of InAs allows to produce an AlSb-rich
surface, which limits the side-wall leakage current due to the Al oxidation. The resist is
finally stripped in remover PG at a temperature of 80 °C for 60 min, leaving the sample’s
surface clean from any residual resist. The sample after etching of the mesas is presented
in Fig. 5.3(a).

5.1.2 Insulation layer

The next step consists in the insulation of the lateral walls. This process should
be performed relatively soon after the mesa etching, to prevent excessive oxidation of
the Al-containing QCL active region. As insulation layer, a baked photoresist has been
used for the simplicity of the process. This insulation technique is mature and largely
employed [169] in the InAs-based technology. Nevertheless, few drawbacks are also present.
First, the poor thermal conductivity limits heat extraction, important especially for CW
operation. Second, the polymeric nature of the resist induces thermal hysteresis and
instabilities when strong thermal cycles are applied to the device.

As a photoresist, the AZ1518 (MicroChemicals) is spin-coated at 4000 rpm for 30 sec.
The exposure time was adjusted with respect to the traditional process and increased to
50 sec. The sample is finally developed in AZ726 for 20 sec. An extended exposure time
in comparison to the standard process is needed to fully remove the resist on the large
taper islands.

The process is terminated by a hard-baking (220 °C for 2 hours), which hardens the
polymeric film improving its thermal, chemical and physical stability. The sample after
hard-baking is presented in Fig. 5.3(b).

5.1.3 Metallization layer

The top contact metallization is the last photolithographic step of the process. The
negative resist AZ2070 (MicroChemicals) is spin coated at 4000 rpm for 30 sec. This
resist forms a thick layer of ∼ 6 µm, needed for the correct lift-off of the metal layer in the
exposed regions of the resist. The resist is pre-baked (110°C for 60 sec) and exposed with
the mask in soft-contact mode. An exposure time of 8 sec is used, in combination with a
post exposure bake (110°C for 60 sec). The sample is developed in AZ726 for 2 min and
45 sec.

Before the metallization step, a deoxidation process is needed to improve the adhesion
of the metallization layer to the sample. Any oxide or organic impurities formed on the
sample’s surface would prevent proper adhesion of the metallic layer. Deoxidation is
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Figure 5.3: Sample after (a) definition of the tapered waveguides and (b) hard-baking of
the photoresist. (c) SEM image of the laser facet after the full fabrication process, showing
the typical dovetail shape. The picture shows a DFB device, described in Section 5.5.

performed with a solution of HCl:H2O in ratios 1:4 for 30 seconds.
The sample is transferred to the deposition chamber, kept in ultra-high vacuum. The

metal layer is composed by a stack of layers Ti/Au/Cr/Au of thickness 20/200/30/200nm.
The Ti layer is used as an adhesion layer to the semiconductor surface, while the Cr layer
blocks diffusion of the Indium solder, used to mount the laser bars on the heat sink. The
lift-off of the exposed resist is finally performed in acetone.

5.1.4 Mechanical polishing and mounting

Thinning of the substrate is a necessary process to aid the cleavage of the laser bars
and the formation of mirror facets. The sample is glued on top of a metallic cylinder using
a crystal bond, such that the ridges face the metal surface. The substrate is mechanically
polished against SiC paper of variable grits, from P2400 to P4000 for final lapping. The
sample is thinned to a thickness of 150 µm. The laser bars are scribed and cleaved in
specific points to obtain the expected cavity length and taper duty cycle. The cleaved
facets act as mirrors, forming a Fabry-Pérot resonator. The laser facet after the full
fabrication process is shown in Fig. 5.3(c). The laser bars can be mounted on Copper heat
sink, as shown in Fig. 5.4(a), or further separated into individual lasers.

Single lasers are usually mounted in the epi-side down configuration, such that the ridge
is immersed in the Indium solder. This mounting enhances thermal extraction towards
the heat sink and is fundamental for correct operation in continuous wave. Conversely,
epi-side up mounting is useful when measuring multiple lasers on the same bar.

Finally, gold wires of 50 µm in diameter are manually soldered from the top of the
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(a) (b)

Figure 5.4: (a) Laser bar mounted on top of a Copper submount. (b) Single laser mounted
epi-side down on top of a gold-coated AlN submount.

device to a metallized ceramic pad, which will be the first terminal, while the second
terminal is the submount itself. In Fig. 5.4(b) a single laser bar mounted on an AlN
submount is portrayed.

5.2 Characterization of FP-tapered QCLs

5.2.1 Power enhancement of the tapered cavity

The FP tapered QCLs were characterized in terms of their electrical and optical prop-
erties. The devices were mounted in a cryostat (Janis, ST-100) and were biased using a
voltage generator (Agilent, E3634A), gated by a pulse generator (Quantum Composers,
9514+ Pulse Generator). A repetition frequency of 12 kHz with a pulse duration of 330 ns
was combined with a slow (30 Hz) square wave modulation superimposed via an arbitrary
waveform generator (Agilent, 33521A), with a total duty cycle of 0.2%. The emitted ra-
diation was collimated into an FTIR (Bruker, Vertex 70v), using a 2-in. aperture off-axis
parabolic (OAP) mirror, with 2-in. focal length. The optical power was collected on the
spectrometer’s DTGS pyrodetector. Optical power calibrations were carried out using
a power meter (Thorlabs, PM100D equipped with a S401C measuring head). For these
measurements, lasers driven at 2% duty cycle were placed in front of the sensor without
any optics. The maximum collection efficiency was expected.

In Fig. 5.5(a) the light-current-voltage (LIV) curves of representative FP-tapered QCLs
are presented. As expected, a scaling of the optical power output with the taper angle can
be observed, as the active volume of the laser is increased. Interestingly, the slope efficiency
of the tapered lasers appears to be higher than that of the ridge devices. This comes from
the different collection efficiency of the optical setup, discussed later in this section. An
improvement in the slope efficiency in tapered lasers above 85% of the rollover current was
observed. Such behavior happens with a strong change in the optical spectrum, suggesting
mode-hopping or mode competition with higher order modes.

As previously discussed, a different collection efficiency is expected as a consequence
of the different divergence angle and collection capabilities of the OAP, whose acceptance
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(a)

Experimental Data

Power enhancement 

Collection efficiency

(b)

C1771

12 KHz × 333 ns

L = 3.6 mm

wr = 13 μm

DCtap = 0.5

Figure 5.5: (a) LIV curves of the FP-tapered lasers in pulsed operation. The optical
power output scales with the taper angle, as the active volume is increased. The peak
power scale was calibrated for maximum collection efficiency and does not account for the
actual system’s collection efficiency. (b) Peak powers of the FP-tapered lasers, normalized
to the average peak power of the ridge lasers. In the shaded area, the estimated power
enhancement is displayed. In the solid line, the enhancement from a ridge width of 13 µm
is shown; lower and upper limits correspond to ±1 µm ridge, respectively. In dotted line,
the collection efficiency is shown. Data published in [189].

angle was estimated to be α = sin−1 (D/2f) = 30◦. The divergence angle of the lasers, in
turn, can be estimated from the beam parameter product (BPP) relation [190], [191], as:

M2 =
4π

λ
σ0σθ (5.1)

where λ is the wavelength, M2 the beam quality factor (withM2 = 1 for an ideal diffracted-
limited beam) and σ0,θ are the standard deviation of the near-field spatial intensity dis-
tribution and far-field angular intensity distribution. In the assumption of a sinusoidal
electric field distribution, the near-field distribution can be expressed as σ0 ≈ 0.18w, being
w the front facet width [192], [193].

In Fig. 5.5(b), the peak power of five devices per type is analysed. The box’s horizontal
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line represents the mean value, while its limits represent the 1st and 3rd quartiles, and
whiskers correspond to the minimum and maximum values of the tested lasers. The
experimental data are compared with the expected power enhancement (shaded area),
estimated by the active volume increase and the system collection efficiency (dotted line).

The active area enhancement can be simply derived from the tapered geometry as:

Atap/Ar = 1 +
L ·DC2 tan(ϑ/2)

wr
, with DC = Ltap/L (5.2)

where Atap/Ar is the active area enhancement with respect to a ridge laser of width wr

and length L (3.6mm in this case), DC is the portion of the taper section over the full
cavity length (0.5 for the tested laser bars) and ϑ is the taper full-angle. The collection
efficiency, instead, can be estimated assuming a power distribution in the form:

P (θx, θy) = P0Φ(θx)Φ(θy) (5.3)

Φ(θ) = exp
[
−2 (θ/2σθ)

2
]

(5.4)

where θx and θy are the angular distribution across the two perpendicular axis to the
propagation direction and σθ,x, σθ,y their standard deviation. It should be noted that in
many textbooks, the full beam divergence Θ = 4σ is used. Eq. (5.4) is obtained from
the paraxial approximation and the spatial intensity distribution, assuming sin(θ) ≈ θ.
Such distribution is integrated over a cone of half-angle α, more conveniently in polar
coordinates:

C =

∫ 2π

0

∫ α

0
P (θx, θy)φdφdϕ∫ 2π

0

∫ π/2

0
P (θx, θy)φdφdϕ

(5.5)

with θx = φ cosϕ

θy = φ sinϕ

The fast-axis divergence angle is assumed constant for all the devices and was estimated
for a ridge height of 12 µm, which corresponds to σθ,y ≈ 29.5◦. Thus, the collection
efficiency can be calculated for the different taper lasers, by Eq. (5.1) assuming M2 = 1

and retrieving the facet widths in the four cases (13 µm, 45 µm, 70 µm, 108 µm). As it
will be shown in Section 5.4, all these assumptions are well supported by experimental
findings.

The straight ridge laser features an emission cone comparable to α, such that a col-
lection efficiency of ∼45% is expected. Reducing the slow-axis divergence quickly brings
the efficiency close to ∼70% (plateau of the dotted line). Above this point, the power
enhancement mainly comes from the active volume increase. The continuous line depicts
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Table 5.1: Summary of the main power enhancement features in tapered lasers. The active
area enhancement and the collection efficiency are calculated for L = 3.6 mm, DC = 0.5
and wr = 13 µm. The total enhancement factor is given by the product of the two. In
parenthesis, the measured values are compared to the estimated ones.

Taper angle Atap/Ar C
Enhancement factor
(measured)

0° 1 42.7% 1 (1)

1° 1.60 67.0% 2.52 (2.48)

2° 2.21 68.3% 3.53 (3.34)

3° 2.81 68.7% 4.52 (4.26)

the optical power enhancement, as described before, for a ridge width of 13 µm (lower and
upper boundaries represent ridge widths of ±1 µm, respectively). The experimental data
are in good agreement with the expected power enhancement, even if a strong variation
from device to device was observed. In conclusion, by neglecting the different collection
efficiency, a power enhancement up to 2.8 times (3° taper) was obtained, which agrees
well with the active volume enhancement (∼3).

These quantities are summarized in Table 5.1. The power enhancement factor is cal-
culated as the product of the active area and the collection efficiency, normalized to the
ridge laser. As it can be seen, the performances seem to deviate from the expected value
at larger taper angles. On one side, this could be indicative of a not-ideal behavior,
namely non-adiabatic expansion of the beam in the large taper. This can be expected
from Eq. (4.32), which implies a maximum facet width of 81 µm for the largest taper
angle of 3◦. On the other side, the taper facet reaches 108 µm, meaning that according to
such relation, non-adiabatic expansion happens in the last 500 µm of the taper.

It should be addressed that in such comparison, the maximum optical powers of the
tapered devices were considered. However, the increase in active zone comes with a modifi-
cation of the cavity geometry, affecting many other parameters such as losses and threshold
current density, discussed in the next section. To conclude, while a clear trend was ob-
served and justified, deviations from the presented model can be expected, as these fine
parameters have been neglected.

5.2.2 Threshold current density behavior

Another interesting aspect of tapered lasers is the behavior of the threshold current
density with the taper angle. It must be noted that the standard expression for thresh-
old current density does not apply to tapered lasers, as it is derived in the assumption
of constant waveguide width and photon density independent of the position along the
propagation direction [188]. Nevertheless, some general conclusions and insights can be

119



Chapter 5. Fabrication and characterization of long-wavelength tapered QCLs

Figure 5.6: Boxplot of the threshold current densities of the FP-tapered lasers presented
in Fig. 5.5b. The threshold current density decreases with the taper angle up to 6%.
Adapted from [189].

drawn from the analysis of these data.
In Fig. 5.6, the threshold current densities of the same devices presented in Fig. 5.6

are shown. Threshold current densities for straight lasers around 0.8 kA/cm2 at room
temperature were found, in consistence with [169], while values down to 0.74 kA/cm2

were measured for tapered lasers.
Such behavior has been investigated in similar works [181], [188], [194], [195] and is

often explained by the improved mode confinement factor resulting in reduced waveguide
losses in the tapered part. Eq. (4.30) provides the dependency of the threshold cur-
rent density with the waveguide and laser parameters, showing the simultaneous effect of
waveguide losses and confinement factor.

To prove this assumption, a mode analysis of the fundamental TM mode for variable
ridge widths was performed with the finite element solver of COMSOL multiphysics (mode
analysis). The simulation environment was bounded by perfectly matched layers (which
behave as perfect absorbers) to prevent the formation of standing waves patterns. The
geometry of the waveguide was constructed following the dovetail shape of the ridge, as
a consequence of wet etching and is presented in Fig. 5.7. The material stacks and the
parameters used in the simulation are presented in Table 5.2. The refractive index and
losses cladding layers are obtained from the Drude model, with the knowledge of the
doping level. In the spacer and in the active region, the losses have been considered zero,
for the low residual doping of the spacers and the transparency condition of the active
region. For the latter, the refractive index was obtained as an average over the layers that
compose the AR.

Among the calculated modes, the fundamental TM mode was kept and the results are
shown in Fig. 5.8. The mode analysis solves the structure providing the complex mode
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Table 5.2: Materials and simulation parameters.

Material Thickness Refractive index
Air / 1 + 0·i
Resist / 1.6 + 0.1·i
Gold 400 nm -14 + 81·i [196]
Upper Cladding 3 µm 2.89 + 0.009·i
Spacer 3 µm 3.4 + 0·i
Active Zone 3.6 µm 3.37 + 0·i
Bottom Cladding 2 µm 2.89 + 0.009·i
Substrate 30 µm 1.701 + 0.105·i

effective index ñ. In particular, the real part corresponds to the mode effective index
(Real(ñ) = neff ), which satisfies β = neffk0, being β the propagation constant of the
mode in the waveguide and k0 the vacuum wavevector. The imaginary part corresponds to
the extinction coefficient (Imag(ñ) = κ), from which the waveguide absorption coefficient
can be determined as:

α =
4π

λ0
κ (5.6)

The waveguide losses decrease as the mode overlap with the lossy lateral insulation
layer is reduced. At the same time, the mode overlap in the active region is increased.
Both these properties are beneficial for the threshold current density. The tapered lasers
are however complex environments. The non-uniformity of the ridge width along the
cavity position induces a position-dependent loss and mode overlap. This dependency is
portrayed in Fig. 5.9. For the ridge waveguide, the ridge width, mode losses and con-
finement factor are independent from the cavity position. In the tapered lasers, however,
these quantities vary along the position and can be obtained via interpolation of the values
retrieved in Fig. 5.8.

As a first approximation, αw and Γ in the tapered cavity can be obtained as an ‘average’
over the cavity length, reported in Fig. 5.9. Finally, the threshold current density shift

Air

Substrate
Active zone

Gold

Cladding
Resist

PML

Spacer

Figure 5.7: Environment of the mode analysis simulation with the simulation domains.
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wr=20 μm

wr=60 μm

Figure 5.8: Fundamental mode parameters for a parametric sweep of the ridge width.

from the ridge device can be estimated from the variation of αw and Γ:

δJth =
∂Jth
∂αw

δαw +
∂Jth
∂Γ

δΓ (5.7)

with δαw = αx◦−α0◦ and δΓ = Γx◦−Γ0◦ . Among the two contributions, the most relevant
comes from the waveguide losses.

For the three tapered waveguides, the threshold current densities percentage variations
are −2.77%, −3.11% and −3.23% for the 1°, 2° and 3° taper respectively, calculated with
respect to a ridge of wr = 13 µm, with g = 46 cm/A and αm = − lnR/L, and R = 0.29 the
Fresnel reflectivity. On the contrary, the experimental values provided shifts of −3.29%,
−4.58% and −6.95%. The values are in fair agreement for the smaller taper angles,
but considerably underestimated for the large angle, suggesting that other effects might

α0° = 3.99 cm-1

α1° = 3.55 cm-1

α2° = 3.49 cm-1

α3° = 3.47 cm-1

Γ0° = 0.5508
Γ1° = 0.5518
Γ2° = 0.5519
Γ3° = 0.5519

Figure 5.9: Position dependency of wr, αw and Γ for the tapered devices. The ridge width
in the ridge section was wr = 13 µm.
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influence the threshold current density behavior. Additional efforts should be spent to
elucidate the deviation observed at larger taper angles.

Two final remarks should be added to complete the discussion. First, adjustments to
the ridge width used for the calculation might lead to better agreement with the experi-
mental data, highlighting the strong dependence of the model to the waveguide geometry.
For instance, at wr = 12 µm, the percentage shifts are −3.49%, −3.88% and −4.02%.
The second point concerns the expected reduction of the tapered facet reflectivity. Since
only the central portion of the field can couple back to the cavity, one would expect addi-
tional mirror losses, resulting in an increased threshold current, in contradiction with the
experimental findings.

As a conclusion, it can be assessed that the influence of the waveguide losses and the
confinement factor are evident. However, the deviation at larger taper angles could not
be explained with the simplified model hereby presented.

5.3 Coatings deposition

A classical yet effective approach to improve the outcoupled power consists in the de-
position of thin dielectric films on the laser facets. Proper facet coatings help to maximize
the output from one side, and reduce it from the opposite side, where the energy is even-
tually lost. Anti-reflection (AR) coatings allow more efficient energy extraction from the
cavity, whereas high-reflection (HR) coatings improve the reflectivity of the facet, reducing
the cavity losses.

The most advanced AR coatings consist of a series of thin layers, which behave as a
narrow passband filter over the designed wavelength region. Such an approach exploits
destructive interference of the reflected light, allowing its full transmission. A simplifica-
tion of this technology is the single quarter-wavelength coating, where a single layer of
a dielectric material of thickness λn/4 is used, λn being the wavelength in the medium.
Application of combined AR/HR coatings allows for further improvement of the slope ef-
ficiency and for reduction of the threshold current density compared with only AR-coated
devices. Metal deposited on the laser facet is often used as HR coating. To prevent elec-
trical shorting of the device an insulator layer is usually deposited on the facet before its
metallization. In order to identify the optimal dielectric thickness (for both AR and HR
coatings), the transfer matrix method was used.

5.3.1 Wave-transfer matrix formalism

In the transfer-matrix formalism, the total transmittance and reflectance of a multilay-
ered system is obtained by matrix multiplication of the individual wave-transfer matrices.
This method was firstly discussed from Abeles in [197]. Here, we make use of an equivalent
notation from Saleh and Teich [198]. The amplitudes of the forward and backward prop-
agating waves at the entrance (U+

1 , U
−
1 ) and exit (U+

2 , U
−
2 ) planes of the optical system
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Figure 5.10: Definition of (a) wave-transfer matrix, (b) scatter matrix and (c) multiplica-
tion rules of the transfer matrices.

are related by: [
U+
2

U−
2

]
=

[
A B

C D

][
U+
1

U−
1

]
(5.8)

where each optical components is identified by an (A, B, C, D) matrix, and the multilayered
structure matrix is defined by:

M = MN . . .M2M1 (5.9)

The transfer-matrix formalism is often combined with the scattering-matrix one, which
directly relates the transmitted and reflected waves to the properties of the optical element.
The scattering matrix elements have physical significance since they correspond to the
forward and backwards transmission and reflection coefficients:[

U+
2

U−
1

]
=

[
t12 r21

r12 t21

][
U+
1

U−
2

]
(5.10)

The drawback of the scatter matrix is that the S matrix of cascaded elements is not the
product of the S matrices of the constituent elements. The relation between the forward
and backward propagating amplitudes with the transfer and scattering matrix is provided
in Fig. 5.10.

For this reason, the S-matrices of the individual elements (defined by the known trans-
mission and reflection coefficients) are converted into M-matrices, whose multiplication
provides the system transfer-function. Finally, from the resulting M matrix, the trans-
mission and reflection coefficient can be obtained. The relationship between S and M is
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obtained from manipulation of Eqs. (5.8) and (5.10) as:

M =
1

t21

[
t12t21 − r12r21 r21

−r12 1

]
(5.11)

S =
1

D

[
AD −BC B

−C 1

]
(5.12)

The relevant matrices to solve the system are the scattering matrix for the single dielectric
boundary and the propagation through an optical medium, which expressed in terms of
their transfer-matrix are respectively given by:

M1→2 =
1

2ñ2

[
ñ2 + ñ1 ñ2 − ñ1

ñ2 − ñ1 ñ2 + ñ1

]
(5.13)

Mprop =

[
e+iñk0d 0

0 e−iñk0d

]
(5.14)

where ñ1, ñ2 are the complex refractive indexes of the two media (ñ = n+ i · κ), and d is
the propagation length (i.e. the layer thickness for normal incidence). The phase sign in
Mprop depends on the used convention. In this work, the phase has been chosen such that
the extinction coefficients (κ) are positive for material absorption. The transfer-matrix
for the AR and HR-coating will be:

MAR = MSiO2→AirMprop,SiO2
MAZ→SiO2

MHR = MSiO2→AuMprop,SiO2
MAZ→SiO2

Finally, the reflectivity R = r12r
∗
12 is obtained from the knowledge of the calculated

(a)

nAunSiO2neff

dSiO2

(b)

nAirnSiO2neff

dSiO2

Figure 5.11: Transfer-matrix simulation for (a) an AR-coating and (b) HR-coating.
Adapted from [189].
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MAR(HR) elements with the relation r12 = −C/D.

5.3.2 Coated devices

For both AR and HR coatings, the deposition was performed via sputtering by exposing
the laser facet vertically to the sputtered target. The uncoated part of the device was
protected with a photoresist (AZ1505, MicroChemical) and the protected zone was lifted-
off with acetone cleaning.

The materials choice for the coatings was limited to the available sputtering targets
of the sputter deposition machine (SiO2, Ti and Au). For this reason, silica (SiO2) was
chosen as an AR-layer, even though non-negligible absorptions occur within the thin-film.
Transfer-matrix simulations of the two coating stacks are presented in Fig. 5.11. The
obtained results might be an over-estimation of the real reflectivity, since diffraction losses
were not taken into account.

In a single layer AR-coating, the optimal transmittance is obtained for a layer’s re-
fractive index n =

√
n0neff , n0 being the air refractive index and neff the mode effective

refractive index in the laser waveguide. For silica (SiO2) at λ0 = 14 µm, a refractive index
of 1.7778 is found [199], which matches closely with the optimal value of ∼1.81. A SiO2

layer of ∼1.9 µm was deposited via sputtering on the front facet of two tapered lasers. It
is worth noticing that the larger tapered facet supports a fundamental mode with a higher
effective refractive index. Hence, the optimal coating refractive index also increases, lead-
ing to a worse performance of the AR-coating for constant deposition thickness. However,
such variation is less than 100 ppm in reflectivity (or 0.01% reflectivity change), which
justifies the choice of depositing the same layer for all devices.

The HR-coating consisted of a bilayer of SiO2/Au of thickness 220/200nm on the
straight part facets. The gold thickness was chosen sufficiently larger than the penetration
depth estimated to be around 17 nm.

The LI-curves of the uncoated (as in Fig. 5.5(a)), AR-coated and AR/HR-coated ta-
pered lasers are shown in Fig. 5.12, for the same pulsed operation scheme (330 ns, 12 kHz
repetition rate combined with 30 Hz square wave modulation). After AR-coating, the
optical power of the lasers significantly increased and the HR coating further improved
the slope efficiency dP/dI of the devices. The characteristics of the lasers are summarized
in Table 5.3. After AR-coating, the threshold current density increased by about 18% for
both devices as an effect of the higher front mirror losses. The HR-coating decreases Jth
almost to the values of uncoated devices due to the reduced loss of the back mirror.

The effect of the coatings was analysed using Eq. (4.30) for the QCL threshold current
density Jth including the transparency current Jtr. The mirror losses αm were estimated
by αm = − ln(RFRB)/2L, with RF , RB being the front and back facet reflectivities.
Reflectivity of uncoated facets can be calculated to be 0.29 from the Fresnel equation.

The transparency current, as formerly discussed, accounts mainly for thermal popula-
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5.3. Coatings deposition

Table 5.3: Measured quantities for 1° and 3° taper, before and after coating deposition.
Threshold current density, slope efficiency and maximum optical powers are compared.
Values in square brackets correspond to enhancement factor compared to the uncoated
device.

Device Quantity Uncoated AR AR/HR

1° Taper
Jth (kA/cm2) 0.738 0.865 0.790

dP/dI (mW/A) 66 [1] 171 [2.6] 193 [2.9]

Pmax (mW) 48 [1] 163 [3.4] 201 [4.2]

3° Taper
Jth (kA/cm2) 0.745 0.877 0.772

dP/dI (mW/A) 66 [1] 143 [2.2] 165 [2.5]

Pmax (mW) 87 [1] 213 [2.45] 391 [4.5]

tion of the bottom lasing level, which requires additional electron injection to compensate
this effect and to preserve the population inversion. In long wavelength QCLs, Jtr is the
main component of the threshold current. Any change in the facet reflectivity providing a
new value of the mirror loss αmc results in a corresponding change in the threshold ∆Jth

that can be negative if the reflectivities RFC and/or RBC increase:

∆Jth =
αmc − αm

Γg

1

2L
=

1

2LΓg
ln

(
RFRB

RFCRBC

)
(5.15)

Let us first consider the effect of only an AR coating. In the tested lasers the AR-
coating resulted in a threshold increase of 0.126 and 0.132 kA/cm2 for the 1° and 3°

Figure 5.12: LI-curves of the uncoated (continuous line), AR- (dashed line) and AR/HR-
coated (dotted line) tapered lasers operated in pulsed mode. Data published in [189].
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tapered laser, respectively. Using a value of modal gain Γg = 23 cm/kA in Eq. (5.15) we
obtain ∆Jth = 0.126 kA/cm2 for the reflectivity of AR-coated facet RFC = 0.035. The
facet reflectivity can also be found from the slope efficiency of the AR-coated lasers. The
portion of generated photons that can escape the laser cavity is defined by the external
quantum efficiency:

ηext =
αm

αm + αw
(5.16)

In the case of perfect HR coatings on both facets no photon can leave the laser cavity.
Inversely, AR coatings improve the light extraction efficiency at the expense of a higher
laser threshold produced by the additional loss of photons in the resonator. It is worth
noting that in long wavelength QCLs, the threshold increase provoked by the AR coating
is less dramatic than at shorter wavelengths. This is mainly due to the high contribution
of Jtr, which reduces the effect of mirror losses on the threshold current density. Powers
of light that leave the resonator through the front (PF ) and back (PB) facet are related
to the facet reflectivities by [200]:

PF

PB
=

√
RB

RF

1−RF

1−RB
= β (5.17)

from which we obtain β = 1 for equal reflectivities. Finally, the slope efficiency of the
emission through the front facet dPF /dI, which is related to the reflectivity of both facets,
RF and RB, can be expressed as:

dPF

dI
=
hν

e
ηi

PF

PB + PF
ηext =

hν

e
ηi

β

1 + β

αm

αm + αw
(5.18)

where hν is the photon energy, e is the elementary charge, and ηi is the internal differ-
ential efficiency [201]. The last equation gives us a possibility to calculate a ratio of the
slope efficiencies of the lasers with different treatment of the facets. In these calculations,
waveguide losses αw ≈ 3.6 cm−1 were used. We compared the initial slope efficiency of the
lasers measured from the tapered side just above the threshold (Table 5.3) to avoid the
influence of mode competition that can affect the expected linearity of the light-current
characteristics. Due to the AR-coatings the slope efficiency of the tested devices increased
by 2.6 and 2.2 times for 1° and 3°-tapered lasers, respectively. The reflectivity value of
0.035 obtained from the analysis of the threshold current should result in a smaller increase
of 2.1. The observed improvement of the slope efficiency can be achieved if the reflectivity
of the AR-coating is in the range 0.01-0.02. On the other hand, with such reflectivity value
the threshold current density of the AR-coated QCLs should increase by 0.20-0.16 kA/cm2,
which is considerably larger than the observed shift. It is worth noting that the maximum
optical power of the lasers increased even stronger than the initial slope efficiency by a
factor of 3.4 for the 1°-tapered device. Application of the HR-coating on the back facets of
the AR-coated devices increased the slope efficiency by about 12% whereas the threshold
current density decreased almost to the characteristics of the uncoated devices with a shift
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RB = 0.29

0.8

0.99

0.8

0.99

Figure 5.13: Calculated increase in the slope efficiency and threshold current density of
coated QCLs as a function of the front facet reflectivity for different values of the back
facet reflectivity RB. The uncoated device is taken as reference (zero threshold current
increase and slope efficiency increase of 1). Data published in [189].

of 0.052 and 0.027 kA/cm2 for 1° and 3°-tapered QCLs, respectively.

The calculated change in the laser characteristics produced by facet coatings is pre-
sented in Fig. 5.13 as a function of the front facet reflectivity for uncoated (RB = 0.29)
and HR-coated back facets (RB = 0.8 and 0.99). It is interesting to note that HR-coating
has no effect on the slope efficiency when the reflectivity of the front facet is low, less
than 0.01, because all photons leave the laser cavity through its transparent end and their
portion reflecting from the back facet is small. Even for the front facet reflectivities of
a few percent both the slope efficiency and the threshold current almost do not change
when RB > 0.8. The observed Jth shifts of the AR/HR-coated lasers are in fair agree-
ment with the calculated data for a front facet reflectivity of about 0.04 and RB > 0.9.
Summarizing the obtained results on AR/HR coating of the tapered QCLs, we should
first note the significant increase in the slope efficiency, up to a factor of 2.9 in 1°-tapered
lasers, compared with the same uncoated devices. Such improvement can only be obtained
when the reflectivity of the front facet is very low, less than 0.01. On the other hand, the
observed shifts of the Jth after AR and AR/HR coatings correspond to poorer RF values
on the order of 0.04. These data are more consistent as the threshold current is quite
reliably measured whereas the slope of the light-current curves can be affected by the
spatial mode competition and the collection efficiency of the optical setup. Otherwise, we
should admit that the employed approaches are not valid and should be revised to obtain
the expected agreement between the RF values obtained by the used methods. For in-
stance, the equations here proposed are valid in the assumption of uniform gain and losses
within the length of the cavity [202], which might not be true for complex resonators such
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as the tapered waveguide. In support of this supposition, we should also note that the
increase in the total emitted power in the AR/HR-coated devices is even larger than the
improvement in the initial slope efficiency in comparison with uncoated lasers, reaching a
factor of 4 in the 1°-tapered QCLs. The deposition of an AR coating causes only a slight
increase in the threshold current density, which is dominated by the transparency current
density. The optical power is enhanced by at least 2 times with an AR-coating and up to
4 times with AR/HR coating. The lasers fabricated and studied in this work outperform
long-wavelength InAs-based QCLs reported to date in terms of slope efficiency and output
optical power.

5.4 Far-Field and beam quality

The far-field patterns of the tapered lasers were measured with the setup presented in
Fig. 5.14, built to determine the divergence and beam quality factor along the slow-axis di-
rection. The laser was mounted on top of a rotation stage (Thorlabs, PRMTZ8), aligning
its front facet to the rotation axis. The stage was connected to a personal computer and
controlled via a custom LabView program. The laser was biased with the same driving
scheme as the one presented in Section 5.2.1. The diverging cone of light was collected on
a pyrodetector (InfraTec, LIE-332f-#) without interposing any optical element between
the laser and the detector element. The pyrodetector with an active element of 1.3 mm di-
ameter was placed at several centimetres from the laser facet. The pyrodetector signal was
demodulated via lock-in amplifier (AMETEK, SR7270) and the magnitude was recorded
on a personal computer together with the stage position. Filter order and time constant
of the lock-in amplifier were adjusted according to the rotation stage speed, in order to
optimize the signal-to-noise ratio while keeping the experiment duration reasonably low.

In Fig. 5.15(c-f), the far field profiles for the four laser types are shown. Tapered
lasers exhibited narrower far-field patterns in the slow-axis direction, as expected from

Pyrodetector

Lock-in amplifier
Pulse
generator

Slow-modulation
generator

Ref

Voltage
generator

Gating

DCQ
C

L
 B

IA
S

0.00°

PC

Stage
controller

Figure 5.14: Schematic of the setup used for the measurement of the far-field patterns.
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the diffraction theory. The spatial-frequency components of a beam propagating along
the z-direction can be obtained, under the paraxial approximation, as:

P (s) =

∫ +∞

−∞
E(x)ei2πsxdx (5.19)

being s the spatial frequency (2πs = kx = (2πλ) sin θ), and E(x) the electric field distribu-
tion along the slow-axis of the laser facet. The theoretical far-field profiles were calculated
from the near-field electric field distributions, obtained via COMSOL simulations. In
Fig. 5.15(a) the electric field distribution of the fundamental TM mode in a 14 µm wide
waveguide is presented. Analogous simulations were performed for tapered facets, using
ridge widths of 45 µm, 70 µm and 108 µm, according to the laser geometry. The electric
field distribution along the slow-axis direction was obtained from the simulation (an ex-
ample is given in Fig. 5.15(b)) and used in Eq. (5.19) to simulate the far-field intensity
profile (dots in panels (c-f)), retrieved as the modulus squared of the spatial-frequency
distribution. Overall, an excellent agreement between the expected and the experimen-
tal far-field patterns was found, proving that nearly ideal Gaussian beam qualities were
achieved along the slow-axis.

The beam quality was estimated from the experimental data, using the second order

(a)

(b)

(c) (d)

(e) (f)

neff = 3.298

Figure 5.15: (a) Simulation of a ridge waveguide of 14 µm. The electric field’s magnitude
for the fundamental TM mode is shown. In red, a cutline passing through the center of the
active zone. (b) Electric field amplitude along the cutline, used to simulate the far-field
intensity presented in (c). (c-f) Far-field angular intensity distribution measured for the
four lasers (continuous lines). Overlayed in dots, simulation of the expected far-field for
the respective laser. In panel (f), an inset of a side-lobe appearance is shown: in light blue,
a far-field measurement at higher bias current (1.8Ith) is presented. The side-lobe is more
pronounced, causing a degradation of the M2 factor, as shown in Table 5.4. Aside from
the side-lobe, no difference with the low bias current measurement was observed. Data
published in [189].
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Table 5.4: Standard deviation of the angular intensity distribution (σθ) and beam quality
factor (M2) for the four types of lasers. The values to the left/right of the arrow correspond
to low/high current bias, respectively. If a single value is displayed, identical results were
found. The M2 is calculated according to Eq. (5.1).

Taper angle σθ M2

0° 26° ∼1a

1° 8.03° 1.02

2° 5.06° → 5.13° 1.07 → 1.08

3° 4.23° → 4.80° 1.29 → 1.46
a The quality factor for a narrow ridge suffers from larger

near-field distribution errors. This can lead to unphysical
values M2 < 1.

momentum (standard deviation) of the angular intensity distribution, defined as:

σ2θ =

∫ +∞

−∞
(θ − θ̄)2I(θ)dθ∫ +∞

−∞
I(θ)dθ

(5.20)

being θ̄ the first order momentum (mean) of the distribution. The Gaussian distribution
is the probability density distribution with the smallest standard deviation. Thus, any
deviation from Gaussian shape, leads to a deviation of the beam quality factor from 1. By
using Eq. (5.1) with the knowledge of σθ by Eq. (5.20), the beam quality factor can be
estimated. The standard deviation of the spatial intensity distribution was approximated
from the facet width wr using the formula σ0 = 0.18wr. Calculation from the simulated
electric field distribution led to similar results. The divergence angle and the beam quality
factor for the profiles shown in Fig. 5.15 are presented in Table 5.4. Both were estimated
for low (1.5Ith) and high bias current (1.8Ith), reported in table to the left and right of the
arrow, respectively. A degradation of the beam quality was observed at higher currents,
as a consequence of side lobes appearance. An example is shown on the left-wing of the
intensity distribution of the 3° taper (inset of Fig. 5.15(f)).

5.5 Distributed Feedback Tapered QCLs

The last point to be discussed is the selection of single longitudinal mode emission.
Spectroscopic applications require selective targeting of roto-vibrational transitions, to
avoid possible interferences from neighboring absorbing lines.

Fabry-Pérot devices allow the oscillation of multiple modes within the gain spectrum
of the laser, as an effect of the optical feedback provided by the facet reflectivity. The
separation of the longitudinal modes (free spectral range) is defined by the cavity length
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Figure 5.16: Schematic of (a) EC-laser in the Littrow configuration, (b) DFB and (c) DBR
lasers.

and the group index of the material, similarly to what was presented in Section 3.1. Thus,
FP-lasers find application when wide spectral features are probed and, just like in non-
dispersive approaches, the resulting information is ‘integrated’ over the emission spectrum
of the laser source.

Gas-phase spectroscopy requires single longitudinal mode operation which can be at-
tained by introducing wavelength-dependent feedback to the laser cavity. The main ap-
proaches used for single mode selection are external cavity (EC) lasers, distributed feed-
back (DFB) lasers and, similarly, distributed Bragg reflector (DBR) lasers, schematically
shown in Fig. 5.16.

In EC-lasers, a grating-coupled system is added to the laser chip to obtain a tunable
single-mode source. An EC system is made up of three main elements, the gain element,
the collimating lens and the grating which acts as a wavelength filter element within
the system. A very common EC system is the Littrow configuration, where the first-
order diffracted beam is back coupled into the laser, whereas the zeroth-order beam is
collected through an additional mirror. Broad tuning is achieved through the rotation of
the grating. The main advantages of this configuration are the increased feedback of the
setup and the easier alignment of the optical components. However, care must be taken to
avoid misalignment of the grating, while suppression of parasitic Fabry-Pérot interferences
must be inhibited with AR-coating on the front-facet of the laser, thus complicating the
realization of these sources.

Distributed feedback and distributed Bragg reflectors are monolithic solutions, in which
the mode selection occurs by introducing frequency-dependent losses in the laser cavity
(DFB) or in its vicinity (DBR). In the DFB laser, the frequency-dependent losses are
induced by a grating etched in the semiconductor material, displaced vertically or laterally
with respect to the active region. The presence of a corrugation in this layer induces a
periodic modulation of the refractive index along the propagation direction of the mode
within the cavity. Light propagating in a periodic medium of periodicity Λ is backscattered
if the Bragg condition is satisfied Λ = mλn/2, being m the diffraction order and λn the
wavelength in the medium. The scattering, distributed along the active region, provides
optical feedback for the selection of the longitudinal mode. As it will be shown, however,
two symmetric modes are generated as a consequence of the grating presence in the active
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Figure 5.17: Pictorial representation of a DFB-laser with a grating etched on the top
cladding of the device.

zone. Conversely, in a distributed Bragg reflector, the Bragg reflection happens near the
cavity ends rather than in the active region. For this reason, the light back-scattered by
the Bragg reflector selects a single longitudinal mode. The grating is etched outside of the
active region and the DBR laser behaves as an FP laser whose mirror reflectivity varies
with wavelength. Lasing occurs at the wavelength of highest reflectivity. Historically,
DBR lasers developed in parallel with DFB lasers. However, the main limit was that if
the unpumped active region material is used to etch the grating at the cavity ends, it will
inevitably introduce high losses, compromising the designed reflectivity. If transparent
materials are used, instead, the DBR and the active region form two separate waveguides
and the transfer of the optical mode becomes the main limitation. In this case, an effective
reflectivity is considered by accounting for coupling losses between the two regions.

In this work, DFB-structures were employed for the selection of the longitudinal mode,
due to the easiness of the fabrication process. In the next section, the basic principles of
the coupled-mode theory for DFB operation are provided.

5.5.1 Coupled-wave theory

The coupled-wave theory of DFB lasers was first introduced by Kogelnik and Shank
[203] to describe the propagation of two coupled travelling waves in a periodic structure.
In such structure, each travelling wave (forward propagating and backward propagating)
injects energy to the wave travelling in the opposite direction as a consequence of the
Bragg reflection.

The system can be modelled as a structure in which the refractive index is position
dependent along the wave propagation, as in Fig. 5.17. Kogelnik and Shank proposed a
general solution by including a complex refractive index, composed by a modulation of
both the real (refractive index) and imaginary part (gain coefficient):

n(z) = neff +
∆neff

2
cos(2βBz) (5.21)

α(z) = α+
∆α

2
cos(2βBz) (5.22)
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where βB = π/Λ is the propagation constant at the Bragg condition, Λ is the periodicity
of the system and ∆neff ,∆α are the modulations of the real and imaginary part of the
complex index. The Bragg condition for a first order grating can be expressed as:

Λ =
λB

2neff
(5.23)

meaning that the periodicity of the system is half of the wavelength in the medium λ/neff .
The corresponding frequency in a homogeneous medium of refractive index neff is the
Bragg frequency ωB = cβB. The peculiar behavior of the grating is that a wave with such
a frequency cannot propagate inside the periodic medium.

To understand the underlying phenomenon, one can start from the behavior of a wave
inside an infinite periodic structure, which provides some important results applicable
to the finite laser structures. This problem is analogous to the transport of electrons in
crystals and shows similar solutions, namely Bloch-waves whose propagation is prohibited
in proximity of the Bragg frequency.

It can be shown that at the Bragg condition two modes exist in the structure, with
frequencies centred in ωB and symmetrically separated by the stop-band ∆ω. This result
is schematically shown in Fig. 5.18, which shows the dispersion diagram relating the prop-
agation constant and the frequency of the propagating wave in a 1D-Bragg grating. The
dispersion diagram highlights the photonics bandgaps as those regions where no solutions
are found.

A simple way to depict this situation is the following: in order to have a mode within the
structure at energy ωB in correspondence of βB, the effective index should correspond to
the average index (neff ). If we consider dielectric layers of equal thickness, such condition
happens when the field (whose λn = 2Λ for the Bragg condition) has its antinodes on the
discontinuity surface, where it gets partially reflected. This process is so efficient that the
wave propagation is completely inhibited and total internal reflection occurs. On contrary,
when the antinodes are aligned to the centers of the material layers, the two band-edge
modes are obtained. One mode will lie mostly in the high-refractive index material, thus
appearing on the high frequency side of the stop-band, while the second mode will lie in
the low-refractive index material, corresponding to the low frequency mode. The actual
situation is more complicated since there are no such abrupt discontinuities in the etched
grating, but the underlying concepts remain the same.

The transmittance of a Bragg grating is also presented in Fig. 5.18, showing the
stop-band in correspondence to the Bragg wavelength (ωB). If properly engineered, this
wavelength-dependent transmission can be centred on the gain band of the laser, thus
favouring the oscillation of the modes next to the Bragg frequency. The inherent sym-
metry of the system results in dual-mode emission, with mode separation given by ∆ω.
However, in real devices the symmetry is broken by the presence of the random cleaving
position in the periodic medium and by the mirrored facets, which introduce additional
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Figure 5.18: On the left, dispersion diagram of an infinitely-extended Bragg grating re-
stricted to the first Brillouin zone. The generation of photonic bandgaps is highlighted,
and the band-edge modes are indicated by the arrows. In dotted line, ω = cβ is repre-
sented, corresponding to the propagation in a homogeneous medium of refractive index
n̄ = (n1+n2)/2, namely in absence of the modulation. On the right, the transmittance of
a Bragg-grating and a phase-shifted grating. In the first, the field is fully reflected in the
stop-band, hence prohibiting propagation. At the edge of the stop-band, two modes are
observed. The phase-shifted grating adds a λ/4 phase-shifter to introduce a propagation
mode in the stop-band, i.e. at the Bragg frequency.

phase-shifts. The breaking of the symmetry gives rise to a high threshold mode in the pho-
tonic bandgap. The higher threshold is due to the fact that such mode is mainly localized
in the vicinity of the facets. There are however approaches that favour the bandgap mode.
This can be achieved either via deposition of AR and HR coating, either by introducing
an element that breaks the symmetry of the photonic crystal. The latter is the case of
the phase-shifted grating, where a λ/4 element is used to induce a π/2 phase shift. The
resulting structure, as presented in Fig. 5.18, exhibits a mode in correspondence of the
Bragg frequency.

In the model from Kogelnik and Shank, the solution of the system is provided for
complex index, as introduced in Eqs. (5.21) and (5.22). They derived a fundamental
quantity of the periodic structure, the coupling coefficient κ:

κ =
π∆neff
2λB

+
i∆α

4
(5.24)

which measures the strength of the backward Bragg scattering. In the general scenario,
both ∆neff and ∆α can participate to the feedback. For what concerns this work, however,
the mode selectivity is mainly defined by the index contrast, while the loss contribution
introduces a differential gain between the band-edge modes.

Under index coupling condition, the coupling coefficient is directly proportional to the
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Figure 5.19: On the left, the spatial intensity distribution for several coupling constants
is shown. Adapted from [203]. On the right, the same is portrayed in the presence of a
variable number of phase-shifters (Nps). Adapted from [204].

index contrast and can be expressed in terms of mode separation by rearranging Eq. (5.24)
with ∆α ≈ 0:

κ =
∆ω

2c
neff (5.25)

The importance of this quantity lies in the dramatic effects that it exerts on the
intensity distribution in the laser resonator. Usually, the dimensionless quantity κL is used
to describe the spatial distribution of the mode. When the coupling is small (κL ≪ 1),
the device is said to be in undercoupling conditions and the intensity is concentrated at
the facet of the device. Conversely, when the coupling is large (κL ≫ 1), the modal
intensity peaks in the center of the device and decays towards the ends (overcoupling
condition). The regime in the middle is defined critical coupling, where κL ≈ 1 and the
intensity is more or less uniformly distributed throughout the device. Summarizing, in
the undercoupling condition, the field interacts weakly with the grating since most of the
energy is localized at the device ends; in the overcoupling condition, the power from the
device is less efficiently extracted as a consequence of its strong confinement in the middle
of the device; finally, the optimal situation is found in the critical coupling condition.
Such effect is portrayed in Fig. 5.19, along with the effect of a phase-shifter in the grating.
The beneficial effect of a phase-shifter was already demonstrated in Fig. 5.18, by showing
the introduction of a gap-mode. Here, it is interesting to note that in critical coupling
conditions, the field is mainly concentrated in the shifter position. This, in turn, results in
spatial hole burning with the appearance of side-modes. For this reason, approaches with
an increased number of shifters (Nps), equally spaced along the cavity can be employed,
to achieve a more homogeneous distribution of the field in the cavity.

In this work, a metallo-dielectric grating was employed, described in more details in
the next sections. This configuration has been demonstrated to be an efficient way to
discriminate between the symmetric modes of a Bragg grating.
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5.5.2 Metallo-dielectric grating

The metallo-dielectric grating is a system composed of a patterned semiconductor-
metal interface. It can be readily obtained by etching a grating in the upper-cladding layer
of the QC-device, and covering the structure with a metallization layer. This method was
proposed by Carras et al. [205]–[207] , who demonstrated the insensitivity of the coupling
coefficient to the fabrication uncertainties. Thus, the metallo-dielectric waveguide stands
out as a robust and easy method for the fabrication of DFB-QCLs.

The metallo-dielectric waveguide supports two modes satisfying the Bragg condition
with different neff : the semiconductor mode confined under non-etched areas and the
metal mode below metallized grating grooves. The semiconductor mode is very similar to
the optical mode existing in the QCL waveguide without any grating and its loss does not
depend much on the grating geometry. The metal mode with higher loss exhibits anti-
crossing behavior as a function of the grating depth due to the surface plasmon resonances
generated at the metal-dielectric boundary.

The design of the grating was carried out with the aid of COMSOL simulations, which
allow calculating the mode eigenfrequencies, losses and overlap coefficients with the active
zone. For the simulation, the same layers and parameters as in Table 5.2 were used. The
period of the structure Λ was obtained by using the Bragg reflection condition (Eq. (5.23))
for λ = 14 µm and neff obtained by the frontal cross-section simulation proposed in
Fig. 5.8.

The COMSOL solver can be used to obtain the dispersion diagram of the structure,
by using a Floquet periodicity condition by imposing a variable propagation constant.
Usually, a small range around the Bragg propagation constant is sufficient to observe the
wanted dispersion diagram. These results are shown in Fig. 5.20, for three different solu-
tions by using a grating height of 0.65 µm. The first two solutions correspond respectively
to the semiconductor mode and the plasmonic mode. The third, less relevant solution,
corresponds to a higher semiconductor transverse mode, with a field mostly confined in
the spacers section.

Since in a DFB the lasing occurs mainly in proximity of the band-edge, the COMSOL
solver was set to solve the Helmholtz equation only for such modes by imposing an an-
tiperiodicity condition at the edges of the studied domain. The analysis was conducted for
variable grating heights and upper cladding thicknesses. Higher grating heights improve
the index contrast between the two modes, while reducing the cladding thickness results
in a better interaction of the guided mode with the grating: in both cases, the coupling
coefficient is increased. The eigenmodes are expressed in terms of their complex eigenfre-
quencies ω̃ = ω + iδω, where δω accounts for the mode losses, or more precisely the mode
lifetime. Equivalent waveguide propagation losses can be estimated from the relation:

α =
2δω
vg

=
2neffδω

c
(5.26)
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(1)

(2)

(1) (2)

Figure 5.20: On the left, the dispersion diagram of the metallo-dielectric grating, simulated
in COMSOL. The propagation vector was changed across the Bragg condition (βB) to
reconstruct the dispersion relation. Indicated in (1) and (2), the semiconductor and the
plasmonic mode at the band-edge. The electric field distribution of these modes is shown
on the right.

It should be noted that band-edge modes are non-propagating (standing) waves, as the
group velocity approaches zero. However, for the sake of the comparison, many authors
[205] substitute the group velocity with the phase velocity, leading to the aforementioned
formula.

The simulation results are summarized in Fig. 5.21, where the modes eigenfrequencies,
losses, confinement factor and the relevant figure of merit χ have been calculated. The
latter is expressed as the ratio between the confinement factor Γ and the losses α:

χ =
Γ

α
(5.27)

From the analysis of the eigenmode frequencies, the anti-crossing behavior of the plas-
monic mode (in blue) is evident. On the other hand, the semiconductor mode eigenfre-
quency is only slightly affected by the grating height. The same applies for the waveguide
losses, which are almost comparable to the non-patterned waveguide (hg = 0). The plas-
monic mode however is strongly affected by the coupling with the metal layer, being partly
located in the lossy upper cladding layer, thus experiencing higher losses. The differential
mode losses are the criterion by which the semiconductor mode can be favoured for lasing,
having a lower threshold. However, the threshold gain of the mode, apart from its vicinity
to the gain peak of the QCL, depends on the mode overlap coefficient. For this reason,
the χ-figure of merit is used.

As previously described, the coupling coefficient κ is a fundamental parameter of the
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Semicondcutor mode

Plasmonic mode

Figure 5.21: Results of the COMSOL simulation for the semiconductor and plasmonic
modes for several grating heights and upper cladding thicknesses. Modes’ eigenfrequencies,
losses, confinement factor and χ-figure of merit. On the bottom, the coupling coefficient
of the simulated metallo-dielectric grating.

DFB-laser. This quantity, as per Eq. (5.25), scales with the mode offset. It is convenient to
work in a region where κ is less sensitive to fabrication tolerances. Grating heights above
600 nm have minimal influence on the metal mode’s frequency, granting more robustness
during the fabrication process. It is known that best performances are achieved for the
critical coupling condition (κL ≈ 1), which for the targeted length of 3.6 mm corresponds
to κ ∼ 3 cm−1. However, for our devices, experimental evidence demonstrated better
mode control under overcoupling condition κL > 1 [186].

For the explained reasons, a cladding thickness of 2 µm and a grating height of ∼ 700nm
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were targeted in the fabrication process, corresponding to an estimated κ ∼ 25 cm−1 with
a loss contrast of ∼ 2 cm−1.

5.5.3 DFB-laser fabrication

The fabrication of a DFB-device does not differ from the process in making a FP-device.
However, the preliminary steps consisting in thinning of the cladding and definition of the
grating are required.

While the grating periodicity for LW devices reaches ∼ 2 µm, the required resolution
for fine wavelength selection is on the order of the nm, which is typically not achievable
via standard photolithography. A classical approach is based on holographic lithography,
which exploits the coherent superposition of two beams to generate an interference pattern
of periodicity inferior to the used wavelength. However, such approach does not provide
the possibility to simultaneously expose multiple regions of the sample with different pe-
riodicity.

An extremely versatile and precise technique which surpasses this limitation is Electron
Beam Lithography (EBL). In EBL, an electron beam is accelerated by a strong electric
field, reaching energies on the order of ∼ 10−50 keV, and is focused by a system of magnetic
lenses. By doing so, extremely small beam spots (< 10nm) can be achieved, which expose
an electron sensitive material. The spot is deflected with the magnetic lenses in a small
area (100µm × 100µm), named writefield. Since the DFB patterns are usually larger than
the writefield, the sample is moved under the spot with an interferometric stage to expose
the whole sample. This can cause stitching errors and requires careful preparation steps
(writefield alignment). The pattern that has to be transferred to the sample is provided in
the form of a Graphic Design System (GDS) to the computer operating the machine. The
pattern is decomposed in adjacent working areas, which are exposed sequentially. The
maximum feature of the tapered grating imposed to use a writefiled of 150µm × 150µm,
to avoid stitching lines (running along the cavity direction) to compromise the grating
quality. Due to the large size of the sample, the exposure might take many hours. For a
faster exposure, the Meander-scan strategy was used, without compromising the quality
of the grating. It consists of a continuous writing in a raster pattern, opposed to the line
mode, where the writing takes place only when the beam is moving in one direction.

As an electron-sensitive material, AZ2020 (MicroChemicals) was used, diluted in EBR
solvent with ratio 10:4 in order to obtain thinner films. The resist thickness has to be
sufficiently thin to provide homogeneous exposure of the film, but thick enough to survive
the etching step. The resist was spin coated at 6000 rpm for 30 sec. The sample was
exposed in a Raith Pioneer Two EBL machine, by using a dose of 13.7 µC/cm2. The
exposure is followed by a post-exposure baking at 110°C for 60 sec and development for
15 sec in AZ726.

The cladding thinning and the etching of the grating are performed via Inductively
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Figure 5.22: Example of a SEM image of the fabricated grating after (a) ICP etching and
(b) resist lift-off. The ICP etching results in sloped wall of the grating.

Coupled Plasma (ICP) dry etching (ICP Oxford), with a low RF power of 50 W in Argon
environment. Typical etching rates of InAs are 40 nm/min. The etched grating is shown in
Fig. 5.22, before (a) and after (b) strip-off of the exposed resist. The ICP etching produces
sloped walls in the grating, which were taken into account in the simulation process by
using trapezoidal grating elements.

5.5.4 Single-mode tapered QCLs

Devices with grating periodicities Λ of 2070 - 2080 nm were fabricated for all the four
tapered types along the full extension of the cavity. A picture of the devices and their
cross-section is given in Fig. 5.23. The lasers were characterized in pulsed mode, with a
pulse duration of 100 ns to limit intra-pulse heating effects. The light was collimated into
an FTIR (Bruker, Vertex 70-v) to record the emission spectra, with a resolution of 0.2
cm−1. The lasers were tested both near the threshold and close to the rollover current,
to ensure single mode operation in the whole current range. The frequency emission is
demonstrated in Fig. 5.24 for all the device types. Side-mode suppression ratios (SMSR)
greater than 20 dB were observed. Interestingly, a peak wavelength of λ ≈ 13.89 µm
was obtained for all the devices, which corresponds to an effective index neff ≈ 3.339

obtained from the Bragg condition, in good agreement with the cross-section waveguide

Figure 5.23: (a) Cleaved bar of DFB-Tapered QCLs. Letters from A to D, correspond
respectively to 0°, 1°, 2° and 3° taper angle. The orange color comes from the grating
diffraction. (b) SEM micrography of the tapered facets (1°, 2° and 3°). (c) Close-up image
of the 1° device: in yellow, the metallization layer; in brown, the hard-baked insulation
layer; in dark grey, the active zone. Taken from [189].
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Figure 5.24: FTIR spectra of the DFB-tapered lasers collected at room temperature,
compared to the spectrum of a Fabry-Perot device. In the insets, the intensities are shown
in logarithmic scale with side-mode suppression ratios greater than 20 dB. Data published
in [189].

simulations. It is worth noticing that, even with a constant grating periodicity across
the cavity length, a good mode selection was obtained for all devices. One would indeed
expect that, in a tapered device, the propagation constant varies along the cavity position,
causing a deviation from the Bragg condition. To address this effect in theory, a chirped
grating could be employed. However, experimental evidence showed that this adjustment
was not required.

The 1° taper was further analysed at several temperatures between 120K and 280K.
Emission spectra were collected for bias currents between 300 and 900mA for each tem-
perature, while no prominent change in the spectrum was observed. The results are
collected in Fig. 5.25. For clarity, only the highest current measurement has been shown
in Fig. 5.25(b). The performed analysis suggests mode-hop free tunability in the whole
range. The respective LIV curves are portrayed in Fig. 5.25(a). A tuning coefficient of
ηT = −0.058 cm−1/K was obtained by fitting the peak wavenumber with the temperature.

The same device was tested in CW operation, in a limited temperature range. Thermal
management is still an undergoing problem considering the large device area and the
electric power dissipation of these devices. In particular, heat extraction might become a
problem in the tapered area, where a large heat accumulation is expected. Heat dissipation
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(a) (b)1° Taper angle

12KHz 100 ns

Figure 5.25: (a) LIV curves of a 1° tapered laser under pulsed operation (12kHz 100 ns).
(b) Temperature tuning between 120K and 280K. Only the spectra for the highest current
of each temperature has been kept. Data published in [189].

(c)

(b)(a)

1° Taper angle

CW-operation

Figure 5.26: (a) LIV curves of the 1° tapered laser under CW operation. (b) Current
tuning at two different temperatures and (c) corresponding peak wavelengths. A linear
tuning was observed for both temperatures with similar tuning coefficients.

simulations were beyond the scope of this work, but would constitute a necessary next
step. In Fig. 5.26, the results for the CW-operation are portrayed. The device was
operated for a heat-sink temperature of 120K and 160K. A kink in the LI curve at 120K
is observed, which might indicate a change in the transverse mode distribution, since it
is not reflected in the spectrum. Thermal lensing effects can be expected in the tapered
region under cw-operation, causing a modification of the far-field profile and a change in
the measured power. The current tuning appeared linear over the whole current range,
as demonstrated in panels (b) and (c). Similar current tuning coefficients were obtained
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for the two temperatures, on the order of ηi ≃ −0.011 cm−1/mA. Optical powers on the
order of ∼ 4 mW were extracted from a single untreated facet.

Optimization of the coupling coefficient is mandatory to enhance the outcoupled power,
while retaining single-mode operation. At the same time, coating depositions as demon-
strated in Section 5.3 are expected to provide an additional enhancement factor.

5.6 Conclusions

This chapter was devoted to the study of tapered devices as a possible solution to
improve the inherent lack of optical power of long-wavelength devices. The work aimed
to demonstrate an increased power output in pulsed operation without sacrificing beam
quality of the laser beam.

The tapered lasers provided a power improvement consistent with their larger active
zone. The largest taper angle was able to provide an optical power almost ∼ 3 times larger
than the ridge device, with a nearly Gaussian far-field intensity distribution and reduced
beam divergences, as low as ∼4.2°. The threshold current density behavior was analysed,
suggesting that the lower waveguide losses in the taper section might be the main source
of the negative shift observed in comparison with ridge devices.

The deposition of thin coatings proved to be an easy and efficient way to improve the
outcoupled power from the tapered facet, even with the use of SiO2 which exhibits non-
negligible losses in the LW region. The major achievement, together with the improved
power output, is the demonstration of the relatively small increase in threshold current.
As the latter is largely dominated by the transparency current, the increased mirror losses
introduced by the AR-coating represent an acceptable trade-off for higher power output.
Coated devices could achieve peak powers in pulsed operation on the order of 400 mW,
outperforming InAs-based LW-QCLs reported to date.

Finally, single frequency operation was demonstrated for all the tapered devices, by
using a first-order Bragg grating. The fabrication was guided by COMSOL simulations,
which allow computing the most important parameters of the DFB-structure. Spectral
characterization of the devices revealed SMSRs in excess of 20 dB, a typical metric for
qualifying a laser as single mode. CW-operation was tested and observed even for long-
tapered devices. Optimization of the coupling coefficient and efficient heat dissipation
strategies are fundamental future steps to fully leverage on the larger gain area provided
by the tapered waveguide.
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Chapter 6

Long-wavelength QCLs sensing

This conclusive chapter is devoted to showcase the capabilities of InAs-based LW-
QCLs for sensing in the fingerprint region. The LWIR region plays a pivotal role for
the detection of BTEX compounds (benzene, toluene, ethylbenzene and xylene). BTEX
are representative of the larger class of volatile organic compounds (VOCs) and are used
for monitoring air quality in urban areas. The vibrational structure of these aromatic
molecules is not as simple as for diatomic molecules. In benzene (C6H6), for example, there
are a total of 30 vibrational modes, which can be reduced for the molecular symmetry to
10 degenerate vibrational modes. Among them, only two, indicated with A2u and E1u

are IR-active. The first corresponds to the out-of-plane vibration, falling at 673 cm−1,
while the second to stretching and bending of the C-H bonds, generating three separate
bands at 1038 cm−1, 1484 cm−1, 3048 cm−1 [208]. As represented in Fig. 6.1, the out-of-
plane vibration is typically very strong as it involves a strong dipole moment variation,
producing an absorption cross-section at the peak almost 2 order of magnitudes higher than
the corresponding peaks in the mid-IR. The same considerations apply for the substituted
aromatic rings of toluene and xylene. The second advantage in the LW-region is the small
overlapping of the absorption features with little to none environmental contribution,
allowing the identification of regions were no overlap is found for selective sensing of these
species.

Classically, these species have been monitored exploiting the absorption bands at 1500
cm−1 and 3000 cm−1, compensating the lower absorption cross-sections with more so-
phisticated approaches such as multi-pass absorption or cavity enhanced techniques [209],
[210].

The fingerprint region, where also strong fundamental vibrations of aromatic sub-
stances lie, have been for long ignored due to the lack of bright sources. Few demon-
strations used difference frequency generation to access the LW-region [212]. Advances
in interband cascade lasers are pushing their limits towards higher wavelengths. How-
ever, the most recent demonstrations are limited to cryogenic temperatures and pulsed
operation [26], which is not attractive for spectroscopic applications. On the other hand,

147



Chapter 6. Long-wavelength QCLs sensing

Figure 6.1: Cross-sections of the gaseous BTEX compounds at ambient pressure and room
temperature conditions, taken from the PNNL-IR database [211].

the technological maturity of InAs-based LW-QCLs, which emerged in the last decade,
allowed the first demonstrations of BTEX detection in the fingerprint region, with less
complicated methods based on photoacoustic sensing (QEPAS and CEPAS) [213], [214].

The employment of LW-QCLs in the ICAPS technology, presented in Chapter 3, would
be extremely attractive, as small sensing volumes can be combined with the high-sensitivity
of the method. However, some preliminary considerations are needed to estimate the
feasibility of the LW-ICAPS technology in the context of this work.

First, the excitation optical powers of LW-QCLs can be on the order of few mW, in
contrast with the tenths or hundreds of mW of typical mid-IR QCLs. Consequently, the
produced photothermal signals will scale accordingly with the available excitation power.
Milliwatt powers are usually sufficient to produce detectable PTS signals, depending on
the noise level of the system. Indeed, in a first approximation, by assuming the same per-
formance of the ICAPS system for benzene detection (NNEA of ∼ 3·10−6 Wcm−1Hz−1/2),
a limit of detection on the single-ppm digit should be achievable for 1 mW of optical power
and 78 mHz of ENBW. Nevertheless, the gas-cell employed in Chapter 3 was equipped
with CaF2 windows, which completely extinguishes radiation above 11 µm, prohibiting
the coupling of any LW-source.

Secondly, the tapered-QCLs presented in Chapter 5 feature an emission centred around
720 cm−1. In this spectral range, only broad tails of toluene’s fundamental absorption can
be found, resulting in a strong loss of sensitivity. The tailoring of the grating periodic-
ity is needed to shift the emission towards the characteristic absorptions of the BTEX
compounds.

In order to showcase the potential of the LW-sources, classical absorption spectroscopy
based on a multipass cell approach was investigated. The laser used in this demonstration
was a straight ridge device, based on an active region design similar to the one presented
in Chapter 5. The laser emission was tailored to target 674 cm−1 and was provided by
the Université de Montpellier.
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6.1 LW-sensing of CO2 and C6H6

6.1.1 QCL characteristics

The spectral and optical characterization of the LW-QCL employed for CO2 and C6H6

detection are presented in Fig. 6.2. The characterization, as for the devices described in the
previous chapter, were performed on an FTIR (Bruker, Vertex 70v), with the laser cooled
with LN2 in a cryostat. The measurements were performed in CW-operation, aiming
for the highest operational temperature (around 268K). It is important that the laser
operates at temperatures accessible to Peltier elements, typically above 250K for reliable
temperature control. The spectral tuning reveals roughly a current tuning coefficient of
ηi = −0.005 cm−1/mA, with emissions in the range 676.5 - 677.3 cm−1.

The setup realized for the spectroscopic measurements requires a more convenient
mounting of the laser. The latter was hosted in an aluminium box, equipped with a
KBr optical window. Such material grants an extended transmittance (up to 26 µm),
but is hygroscopic and can be damaged at high humidity content. For this reason, the
humidity level of the system has to be kept under control, for instance by dry air flushing.
Moreover, it is of uttermost importance to keep the humidity inside the laser box under
control, especially at temperatures below 0°C. Condensation of water on top of the cold
laser facet might end up damaging the laser device when it is turned on. For this reason,
the lid of the box was equipped with inlet/outlet connectors to flush or evacuate the laser
chamber.

The AlN submount, on top of which the QCL is soldered in epi-side down configuration,
was thermally contacted with a silicon-based paste to a copper heat sink. The latter is
kept at controlled temperature via a Peltier element and the temperature is monitored via
a Pt100 sensor. The temperature stability was managed via a TEC controller (TEC-1091,
Meerstetter). The hot-side of the Peltier was cooled via water-recirculation on the bottom
of the aluminium box.

The LI curve was acquired by keeping the laser at constant temperature (260K) with
water-cooling to 17°C and Peltier cooling of the laser chip. The fastly diverging beam was
collimated by a ZnSe plano-convex lens of 25mm focal length and the optical power of the
collected beam was measured by a large area power meter (SOLO2, Gentec-EO).

Figure 6.2: Spectral and optical characterization of the employed QCL.
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6.1.2 Experimental setup

The experimental setup realized for the gas sensing measurements is presented in
Fig. 6.3. The arrangement for the laser box was already discussed in the previous section.
The collimated laser beam was coupled to a circular multipass cell (Sensirion, IRcell S15)
with the aid of a green alignment laser diode (Thorlabs) and a flippable mirror. The
multipass cell features a gold-coated segmented inner surface, meaning that the inner
circular surface is machined to obtain a series of spherical mirrors, which compensate the
beam divergence as it undergoes multiple (86) reflections. The beam covers a maximum
pathlength of ∼ 1512 cm. The cell was used in this highest pathlength configuration, to
ensure the highest sensitivity.

The gas cell was equipped with ZnSe optical windows, with commercial AR-coatings,
optimized for the region 8-12 µm. While not being designed for the LW-region, such
coating provides ∼ 85% transmittance according to the producer, which is a good trade-
off between performance and cost.

Aside from the laser, the other fundamental component is the photodetector. The mid-
IR scene is mainly dominated by the highly sensitive mercury-cadmium-telluride (MCT)
detectors, most of which can operate under Peltier cooling without the stringent require-
ments of LN2 cooling. MCT feature an unmatched specific detectivity (D∗, [cmHz1/2/W])
which can achieve 1010 cmHz1/2/W for sensing elements centred in the mid-IR. Never-
theless, MCT detectors optimized for the LW-IR exhibit a strong drop in D∗ of almost 2
orders of magnitude. As an example, at 14 µm the detectivity drops to 5 ·108 cmHz1/2/W,
requiring 4 stages of thermoelectric cooling [215].

Secondly, the dynamic range of these detectors is typically very limited and requires
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Figure 6.3: Experimental setup used for the detection of CO2 and C6H6 in the LW-region.
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expedients to reduce the impinging optical power, such as neutral density filters, to avoid
non-linearities in the signal.

Finally, these detectors are generally very expensive compared to others. An affordable
and broadband alternative are pyrodetectors. In particular, a novel pyrodetector (Laser-
Components, PR01) was employed, which possesses a peak detectivity on the order of
5 ·108 cmHz1/2/W. Pyrodetectors convert a change in temperature due to the absorption
of light into a voltage signal. Hence, these detectors require a modulated intensity for
detection and DC-power levels can not be detected. Moreover, due to the slow thermal
dynamics, the responsivity of these devices drops with frequency (in the specific case, with
a -3dB cutoff at 8 kHz), limiting the frequency operative range. Nevertheless, it is still
sufficient to perform WMS, as will be shown in the results section. The signal extracted
from the pyrodetector was fed to a LIA (Stanford Instruments, SR860), from which the
2f-WMS signal was recorded on a personal laptop.

The gas cell comes equipped with inlet/outlet connectors and a third one connected
to a pressure gauge (Keller, LEO 3). The gas system relied on a gas mixing unit (MCQ,
GB100) which accepts three input channels and outputs the gas mixture with the wanted
mixing ratios at a constant mass flow. The outlet of the cell was connected to a pressure
controller (MKS, 640B) and a mini-diaphragm pump (KNF, N84.3ANDC).

The laser parameters and the operational gas pressure were chosen to allow a clear
separation of the absorption lines, minimizing cross-response.

6.1.3 Line selection

The knowledge of the emission range is fundamental to predict the possible interfering
absorption features arising from atmospheric gases. A survey scan of the laser across its
current operative range (550-800 mA) is shown in Fig. 6.4. Among the atmospheric con-
taminants, only CO2 plays a relevant role and can be easily detected at its environmental
concentration, which at the time of this work amounted to ∼ 420 ppm. Water absorp-
tion is not really relevant, as the involved cross-sections are 5 orders of magnitude lower
than those of CO2. Even at high relative humidity conditions, they do not exhibit any
overlapping. The correct assignment of the peaks is shown in Fig. 6.4, by comparing the
database information (top panel) with a 2f-WMS measurement performed at atmospheric
concentrations (bottom panel).

Two side peaks (677.3 cm−1 and 678 cm−1) of lower cross-section σ ∼ 3 · 10−19

cm2/molecule were revealed together with an intense line at 677.6 cm−1 of σ ∼ 7 · 10−18

cm2/molecule. Two additional lines were identified, one of which comes from the less
abundant isotope 13CO2 at 677.85 cm−1.

The abundant presence of CO2 in the atmosphere poses a limitation to the system
performance, as the optical pathlength between the laser and the gas-cell can introduce a
non-negligible absorption. Such effect is represented in Fig. 6.5, where the transmittance
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Figure 6.4: Line assignment from HITRAN simulation at 100 mbar, compared to the 2f-
WMS measurement of ambient CO2. The shaded areas have been scaled to improve the
visibility. The different peak response of the sensor comes from the linear power output
of the laser with the current.

of the overall system has been simulated for ambient and gas-cell contributions. The
pathlength in air was roughly ∼ 50cm, while it was ∼ 1512cm in the multipass cell. In the
simulation, a concentration of 10 ppm was considered for the multipass cell (at p = 100

mbar), and 420 ppm for the environmental concentration (at atmospheric pressure). In
these conditions, the pressure broadening of the intense line induces an overlap with the
neighboring lines. More importantly, it reduces the transparency window of the system.

The existing IR-databases (such as HITRAN and PNNL) for benzene absorption cross-
section are restricted to specific pressure and temperature conditions. In most cases,

Figure 6.5: HITRAN simulation of CO2 absorption within the multipass cell at reduced
pressure, and in ambient air for 50 cm of optical pathlength. In green, the sum of the two
contributions.
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Figure 6.6: On the left, simulation of the absorption cross-sections at 100 mbar and 296K
for CO2 (HITRAN database) and C6H6 (Geisa database). The grey shaded area shows
the tuning range of the QCL is portrayed. On the right, a zoomed view of the targeted
lines.

such information is available at ambient pressure and temperature (as shown in Fig. 6.1).
However, this information does not encompass reduced pressure scenarios, as for this work.

An incomplete line list of benzene transitions is contained in the GEISA database [216],
which includes pressure broadening parameters. With the knowledge of these quantities, it
is possible to simulate a spectrum of the benzene cross-section at custom pressure values,
as presented in Fig. 6.6. The simulation used Lorentzian lineshapes with a linewidth
defined by the air-pressure broadening. Two peaks were found accessible to the QCL
source (shaded area in the left panel of Fig. 6.6), located at 677.38 cm−1 and 677.76 cm−1.
According to the GEISA database, the first peak is generated by the overlap of 9 closely
spaced transitions of similar intensity, while for the second 10 transitions participate to
the formation of the peak.

To avoid any interference effect, the setup was enclosed in a box and flushed with N2

during the duration of the experiment. The selected lines for CO2 detection were the
intense line at 677.6 cm−1 and the weaker line at 677.3 cm−1 to extend the linearity of
the measurement. The line for benzene detection was the one falling at 677.38 cm−1.

6.1.4 Benzene sample preparation

The apparatus used for the preparation of the Benzene sample is presented in Fig. 6.7.
The benzene sample was prepared by vacuum evaporation of 100 µL of pure Benzene
(>99.5%, Carl Roth) into two interconnected 5L tanks (Festo), previously purged with N2

and evacuated with a pump. The sample was injected with a syringe through a Swagelok
male tube fitting, suitably adapted with a gas chromatography septum (Agilent). The
system air tightness was tested to ensure minimum leakages during the injection process.
The injection part was cut off of the system with a ball valve after the introduction of
the sample in the vacuum environment. The gas tank was further filled with N2 up to a
pressure of 9 bars, resulting in an estimated concentration of 300 ppm C6H6:N2. Such value
was estimated from the moles contained in the 100 µL, assuming a molar density at room

153



Chapter 6. Long-wavelength QCLs sensing

Pump N2

5 L

5 L

Figure 6.7: Schematic of the apparatus for benzene sample preparation.

temperature of 11.185 mol/L. These moles result in a partial pressure of ∼2.7 mbar, which
over the total 9 bars define the estimated volumetric concentration. Uncertainties in the
sampling volume, manometer readings and injection efficiency might introduce deviations
from the estimated value.

6.2 Calibration curves

6.2.1 CO2 detection

The calibration of the system usually requires a preliminary step, namely the optimiza-
tion of the operational parameters such as modulation frequency and modulation depth.
The optimization of the signal starts from the choice of of the laser operative parameters.
In 2f-WMS, the amplitude of the signal scales with the optical power of the source. Hence,
high powers are beneficial to minimize the detector noise contribution. The correct combi-
nation of temperature and current aids to achieve optimal conditions. The laser heat-sink
temperature was stabilized to -13°C with the inner Peltier element.

Figure 6.8: On the left, the effect of the modulation frequency on the system performance
is shown. For each frequency, a set of 10 curves is overlayed. On the top right, the SNR
was calculated from the peak average over the standard deviation of the peak values. On
the bottom right, the noise spectral density of the pyrodetector was measured with the
LIA for several frequencies.
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6.2. Calibration curves

Figure 6.9: Effect of the modulation depth on the signal amplitude. The highest signal is
achieved for 8mA of sinusoidal dithering (peak-to-zero).

The advantage of modulation techniques lies in the possibility of reducing the technical
noise of the system, which usually decays with 1/f. Nevertheless, when working with a
pyrodetector, one has to take into account the responsivity and the noise-characteristic
of this special detector. In Fig. 6.8, the effect of the modulation frequency on the signal
amplitude is portrayed. The analysis was performed on the weak peak at 677.3cm−1,
being less sensitive to CO2 ambient concentration. It is evident how at higher modulation
frequencies, the amplitude of the signal drops as a result of the reduced pyrodetector
responsivity. Moreover, at the second-harmonic the extracted signal corresponds to the
double of the employed modulation frequency (hence, the 4kHz modulation corresponds to
the 8kHz cutoff frequency). Together with the drop in responsivity, an increase in the noise
spectral density is observed, further compromising the performance at high frequencies.
The noise spectral density was measured with the lock-in amplifier by recording the noise
trace over several minutes using the same bandwidth employed for the experiment (ENBW
= 3.125 Hz, at τ = 30ms, 3rd order filter).

The SNR was estimated by considering the average peak value over its standard de-
viation, used as an indication of the system noise. Better performances were found at
260Hz, due to the reduced noise level introduced by the detector. In Fig. 6.9, the typical
effect of the modulation amplitude is portrayed, with optimized modulation depths of 8
mA. In this case, the high linestrength peak was analysed while flushing the system for
the duration of the experiment.

After finding the optimal operation parameters, the system was calibrated with a
variable concentration of CO2. The certified concentration of 1000ppm CO2:N2 was mixed
with pure N2 with the gas blender to obtain dilutions. For the intense line, very little
concentrations were needed and the gas mixer was operated on its lower limit, where
larger blending errors are expected.

The presence of multiple peaks in the emission range of the QCL allows to use the
intense line for high-sensitivity and the weak line for extended linearity. The linearity is
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(a)

(b)

Figure 6.10: Calibration curves for (a) the intense peak at 677.6cm−1 and (b) the weak
peak at 677.3cm−1.

a weak point of WMS-approaches, as the line peak is measured from the transmittance,
which is non-linear with the concentration by its nature.

The calibration curves for CO2 detection are portrayed in Fig. 6.10. As expected,
the high-intensity line exhibited a limited linear range (up to 20 ppm) above which a
quadratic behavior with negative concavity is observed. The linear fitting was limited to
this concentration level, with a sensitivity of 6.6 mV/ppm. A large background (nominal 0
ppm) was observed, which was attributed to the non-ideal behavior of the gas blender. The
instrument requires the valve opening of the used channels. When only N2 was flushed, a
residual contamination with peak value of ∼ 3 mV was found, as a contribution of both
the atmospheric and the gas-cell paths. The latter was used for background correction.
However, when opening the CO2 channel at null flow (0 ppm in the graph), the background
signal presented in the calibration curve arose.

The noise can be estimated by calculating the standard deviation of the signal across
the covered spectrum. Pure N2 measurement was performed, leading to σ = 0.06mV and a
noise equivalent concentration of NEC = 9 ppb (LOD = 27 ppb). The noise level is quite
comparable to the dark noise of the pyrodetector, which at f = 520 Hz is roughly 0.06mV
(NSD×

√
∆f ∼ 3.5 ·10−5 ·

√
3.125 V). From the knowledge of the absorption cross-section,

the minimum absorption coefficient and the noise equivalent absorption can be calculated,
resulting in αmin = 1.6 · 10−7cm−1 and NEA = 8.8 · 10−8cm−1Hz−1/2, respectively.

The noise traces, presented in Fig. 6.11, reveal the contribution of interferometric
fringes, which arise from the non-ideal coupling of the laser to the multipass-cell. Also
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6.2. Calibration curves

Figure 6.11: Individual and average background measurement (pure N2), showing a resid-
ual CO2 contamination. The standard deviation of the noise traces for each current value
is shown on the bottom, being reasonably similar over the whole spectrum.

the non-optimal AR-coating can have an influence. However, the fringes are stable over
the time-scale of the experiment and can be removed by proper background subtraction.
Further discussion on the topic is provided in the long-term stability analysis.

6.2.2 C6H6 detection

The vibrational structure of benzene appears very complex and the line information
are not available. The most important resources are IR-databases (HITRAN, PNNL and
GEISA [216]), which contain spectra of the molecule in particular pressure and tempera-
ture conditions (as shown in Fig. 6.1). However, precise line information are not readily
available and an investigation of the possible influence of the pressure broadening was
needed. In Figs. 6.12 and 6.13, the benzene lines were probed at 30, 50, 100 and 150
mbar, adapting the modulation depth accordingly. Compared to the simple case of CO2,
where individual lines can be resolved, in C6H6 multiple closely spaced lines overlap giving
‘broad’ features, whose behavior is difficult to predict. In particular, from the performed
investigation it resulted that better performances are achieved at 50 mbar and 150 mbar.
High pressures are risky in the sense that pressure broadening of the neighbouring CO2

lines can introduce unwanted overlap. For consistency with the CO2 calibration, the 100
mbar pressure was chosen at slight expense of the achieved sensitivity.

The calibration curve, portrayed in Fig. 6.14, was obtained by diluting the prepared
300 ppm tank with pure N2. The calibration curve appeared linear over the whole con-
centration range, with a sensitivity of 0.3 mV/ppm, that resulted in a NEC = 200ppb
from the noise level of σ = 0.07mV. In the calibration curve, the positive peak observed
at ∼ 755mA corresponds to a carbon dioxide contamination which was introduced during
the sample preparation. To rule out the possibility of cross-sensitivity between the two
substances, and in particular of CO2 presence in benzene detection, the two gases were
mixed through the gas blender. The influence of benzene towards CO2 detection - aside
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Figure 6.12: Effect of pressure broadening and modulation depth on the benzene spectrum.

Figure 6.13: Identification of the optimal pressure and modulation depth configuration.
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Figure 6.14: 2f-WMS spectra of the benzene lines together with the noise level of the
system and calibration curve of the benzene analyser.

from being less plausible due to their ambient concentrations and line intensities - was not
investigated as the two substances were contemporary present in the benzene sample.

6.3 Cross-sensitivity

In order to verify minimum cross-sensitivity of the sensor’s response, variable mixing
ratios for the mixture C6H6:CO2:N2 were tested. At a fixed concentration of benzene, the
sensor’s response with addition of CO2 or N2 was compared to observe the direct influence
of the CO2 interference. As shown in Fig. 6.15, the benzene peaks in the two conditions
are perfectly comparable, aside for the highest CO2 concentration of 400ppm, where a 1%
deviation was observed. The 2f-absorption peak value shifts negatively in the presence of
CO2, as a tail of the negative lobe overlaps with benzene lines. This deviation is almost

Figure 6.15: Analyser response at different C6H6:CO2:N2 mixing ratios.
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negligible considering its extent and does not affect the linearity of the system, confirming
the selectivity of the chosen lines. At higher carbon dioxide concentrations a larger impact
is expected, which can be mitigated by reducing the system’s pressure.

6.4 Long-term stability

The limits of detection presented for the system suggest that the limiting noise source
lies in the pyrodetector dark current, which was strongly reduced by operating at low
modulation frequencies. In principle, averaging over longer time scales should reduce
the amount of noise captured by the lock-in amplifier. This is equivalent to using a
narrower low-pass filter in the demodulation process to capture a smaller portion of the
NSD distribution. Such an assumption is only valid if the system is stable over the
long integration time. To assess the long-term stability of the system an Allan-deviation
analysis was carried out (cfr. Section 1.7.2).

Such analysis was performed on benzene by scanning a short region around the peak
position with a frequency of 0.5Hz. The maximum concentration of 300ppm C6H6 was
used, due to limitations introduced by the gas blender. The mixer uses a channel selected
by the user (generally the N2 one) for balancing of the total flow. This is done internally
by the instrument with a PID-loop, which introduces oscillations in the measurement. To
avoid such problem, only one channel must be used, resulting in the maximum concentra-
tion.

In Fig. 6.16, the results of such investigation are shown. On the top left is the first
time trace of the benzene peak against the tuning current, while a spectrogram of the
individual spectra recorded over time is shown just below. The spectra, recorded for

1.6×10-5 V

Figure 6.16: Long-term stability assessment of the system. On the top left, a spectrogram
of the benzene spectra over 70 minutes of acquisition. The first scan is provided as reference
on top. On the bottom, the peak values over time show a slow drift consistent with a line
shift. The drift limits the longest integration time as demonstrated by the Allan deviation
plot on the right. Optimum integration times are achieved at 100 sec, where the noise
level drops from 8.5 · 10−5V to 1.6 · 10−5V, corresponding to a reduction of the noise level
by a factor 5.3.
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almost 70 minutes, reveal a constant drift of the peak position, most likely due to a
thermal drift of the QCL. Accordingly, a slow drift of the peak signal is observed over
time, as depicted on the bottom left. Slow drifts affect the rightmost part of the Allan
plot, as the integration over larger times results in an even wider spread of the integrated
datapoints. Hence, drifts in the signal limit the maximum integration time constants. This
effect is clearly shown in the Allan deviation of the peak values, which exhibit a minimum
at ∼ 100sec before rising as a consequence of the observed slow drift. The first part of the
Allan deviation demonstrates that the dominating noise source is white in nature, since
σ ∝ 1/

√
τ . With integration times of 100sec, the system noise is reduced by a factor of

∼ 5.3 leading to a lower detection limit of NEC100s = 40ppb for C6H6. It is reasonable to
assume that a similar improvement in the noise would happen also for the case of CO2,
for which a NEC100s = 1.7ppb is obtained.

Finally, it should be noted that in this analysis, lock-in time constants of 30ms were
used, with ramp frequencies of 0.5Hz, setting a measurement duty cycle to 1.5%. The
measurement duty cycle has the effect of ‘lifting’ the Allan curve upwards, as less samples
are available for averaging [82]. The measurement duty cycle was limited by the communi-
cation speed between the LIA and the computer. An optimized communication protocol,
built-in lock-in amplifiers or the use of longer integration times would certainly benefit
the enhancement of noise rejection.

6.5 Conclusions

In this chapter a spectroscopic demonstration on the capabilities of LW-QCLs was
given on the example of carbon dioxide and benzene detection. The system was based on
an InAs-based QCL emitting at ∼ 677cm−1, housed in a custom-made aluminium box.
The laser beam was collimated externally with a high-acceptance ZnSe lens and the beam
was coupled to a circular multipass cell. A pyrodetector was employed to measure the
light exiting the multipass cell.

The system provided noise equivalent concentrations of 9ppb for CO2 for the intense
line and 200ppb for C6H6, assuming a prepared sample concentration of 300ppm. From
the CO2 line parameter and the employed ENBW (3.125Hz), the two metrics of αmin =

1.6 · 10−7cm−1 and NEA = 8.8 · 10−8cm−1Hz−1/2 were derived. The ENBW can be
further reduced to improve the noise rejection. Such assumption was confirmed by an
Allan deviation analysis, for which a stability up to 100 seconds of integration time was
observed. At 100sec integration time, the detection limits could be reduced by a factor of
5. The observed slow drift, most likely connected to the laser or its driving electronics,
was the main cause of instability. Temperature compensation of the laser chip might help
in reducing the observed drift. At the same time, the influence of the laser optical power
cannot be ruled out. In that sense, different approaches such as 2f/1f normalization should
remove this instability.
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Finally, it was demonstrated how selective identification of the two species can be
achieved by working at reduced pressure, favouring line separation. At the operative
pressure of 100 mbar, the influence of ambient concentration CO2 (400ppm) affected the
benzene response by only 1%.

In conclusion, a laser source capable of targeting the main absorption of benzene would
certainly benefit, and is expected to improve the limits of detections by almost two orders
of magnitude.
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Summary and perspectives

Continued advances in lasers, and in particular mid-IR sources are driving the devel-
opment of novel, highly effective sensor systems designed for rapid and rugged trace gas
detection. Laser-based sensor systems present numerous benefits over traditional methods,
including rapid and non-invasive measurement, minimal matrix interference, and high sen-
sitivity, making them an ideal tool for gas sensing. The most widespread approaches for
laser-based gas sensing are based on the measurement of the intensity transmitted by the
sample after absorption. Trace gas detection is then achieved by maximizing the optical
pathlength interaction with the sample, by means of multipass cells or cavity enhanced
techniques. Despite the high-sensitivity of the method, the need of a larger interaction
volume increases the time needed to homogeneously fill the gas cell, compromising real-
time monitoring. In this regard, a thoughtful design of the gas cell can aim towards the
optimization of the optical pathlength-to-volume ratio. Circular multipass cells, also used
in this dissertation, for instance, are designed according to this criterion.

Direct absorption techniques, however, do not fully leverage the high brilliance of laser
sources, as the typical optical powers are sufficient to saturate photodetectors such that
optical filters are needed. In contrast to direct approaches, indirect sensing approaches
measure the effects generated upon photon absorption, taking full advantage of the high
optical powers of lasers. Photoacoustic spectroscopy can be considered the ancestor of
indirect approaches, since it was first employed back in 1880 using the sun as radiation
source. The advent of lasers not only surged this field, but opened the path for novel
detection techniques, which remained unexplored for the lack of proper sensing tools. It
is the case for photothermal spectroscopy, in which thermal fields generated in proximity
of the excitation field can be probed by employing a second laser source.

Photothermal approaches typically measure the way light is affected by the perturbed
medium density, exploiting the direct connection between density and refractive index.
Any density change will be reflected in a perturbation of the medium refractive index.
Deflection, thermal lensing and interferometric sensing approaches are the most used.
The latter measure the phase cumulated by the probe radiation while passing through
the perturbed medium with the phase of an unperturbed beam. Such phase-shift is con-
veniently measured as an intensity change on top of a photodetector. The phase-shift is
enhanced in the case of Fabry-Pérot interferometers by a factor proportional to its finesse,
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which defines the average number of reflections occurring in such resonant cavity. The
potential of a compact FPI for rugged gas sensing was successfully demonstrated in this
work through the development of an Interferometric Cavity Assisted Photothermal Spec-
troscopy (ICAPS) system. In real-case scenario applications, changes in the gas matrix
composition, temperature and pressure have to be actively compensated, as these would
compromise the reliability of the sensor readout. A possible solution is given by fast tun-
able probe laser sources, such as laser diodes. A convenient normalization and locking
approach were developed and demonstrated in the whole current tuning range of the DL.
The benefit of this approach lies in the possibility of normalizing the sensor’s response by
the quality of the interferometer. The real-time investigation of the FPI, addressed by
wavelength modulation of the probe source, serves as a reference for the PTS signal. The
effect of the probe detuning from the resonance conditions was demonstrated experimen-
tally, providing a close adherence to the presented model. With such a system, detection
limits on the single-digit ppm concentration range were obtained for NO, corresponding
to normalized noise equivalent absorptions of 3.3 · 10−6 Wcm−1Hz−1/2. Considerable
improvements can be envisioned with balanced detection approaches, where a reference
beam can be employed for efficient rejection of the common mode noise by differential
lock-in amplification. Based on the experience gained in this dissertation, it is suggested
that future developments should pay particular attention to the design and construction of
the gas cell housing the FPI. Proper arrangements, designed to relax the stresses applied
on the FPI optical substrates can strongly improve stability towards the environmental
temperature and the differential pressure between outer and inner environments. Further-
more, a stable optical cavity composed by curved mirrors can provide a double benefit:
on one side, it would greatly improve the finesse of the FPI, at cost of a reduced linearity;
on the other side, proper mode matching of the probe beam would allow a reduced beam
waist between the mirrors. In turn, this would ensure the sensing of the spatial volume
where the highest thermal gradients are generated, thereby improving the sensitivity of the
method. In the next years, further advances in the field are expected, especially towards
system integration due to the inherent miniaturization potential of FPIs.

A promising application of PTS concerns sensing using long-wavelength sources, where
the efficiency of MCT detectors drops considerably. However, along with the performance
of the PTS technique, high-performing laser sources are also needed. The InAs-based
quantum cascade lasers, thanks to the small effective electron mass of InAs, closed the gap
between mid-IR and the inaccessible Reststrahlen band, demonstrating LW continuous-
wave operation even at room temperature. The pursuit of enhanced optical powers is a
common objective, since in most applications it enables higher performance. This thesis
built on recent advances on LW-sources, pushing the boundaries of the extracted opti-
cal powers. Tapered laser cavities were designed and fabricated within this dissertation
with the aim to improve the QCL active volume while preserving excellent beam quality.
The results obtained on tapered lasers demonstrated an optical power scaling consistent
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with the active zone increase. Enhancements up to a factor of 3 were observed in pulsed
operation for the largest taper angle of 3°. At the same time, the far-field distribution
was measured to assess the beam quality factor (M2). The slow-axis beam divergences
approached the diffraction-limited value, providing almost ideal Gaussian intensity dis-
tribution with highly reduced divergence angles compared with the ridge laser. Angular
standard deviations as small as 4.2° were obtained, with M2 ≈ 1. The threshold current
density behavior was also investigated, suggesting that the reduced waveguide losses in
the taper section might be responsible for the negative threshold current shift.

Thin film coatings are also a viable solution to improve the extracted optical power.
Their combination with LW-devices and tapered lasers was demonstrated in this work,
providing a considerable improvement of the slope efficiency (up to a factor of 4.5). Maxi-
mum peak powers on the order of 400 mW were obtained for a 3° taper, treated with both
AR and HR coating deposition. Coincidentally, the threshold current density was not
drastically degraded, as it is dominated by the transparency component. The deposition
of a HR coating almost completely compensated for the detrimental effect of the single
AR coating on the threshold current.

The selection of a single longitudinal mode is typically required in gas phase spectro-
scopic applications. In Fabry-Pérot devices, many longitudinal modes can oscillate within
the gain spectrum of the active medium, resulting in multi-mode operation. The spectral
selection was performed by a first-order Bragg grating, achieving side-mode suppression
ratios in excess of 20 dB for all the tapered devices. CW-operation is still an ongoing chal-
lenge for tapered devices, due to the high dissipated electrical power. Future optimization
steps include a careful choice of the device length, duty cycle of the tapered section and
strategies for improved heat extraction capabilities, to mitigate the heat generated in the
active zone. Nevertheless, preliminary results were demonstrated for shortened devices
with few mW power outputs in uncoated devices.

Trace sensing in the LWIR was one of the driving reasons behind LW-QCL develop-
ment. In particular, monitoring of volatile organic compounds, often represented by the
subclass of BTEX, is gaining attention over the last decade. Highly sensitive detection in
the LWIR is possible due to the strong absorption cross-sections occurring in this spectral
range, with the additional advantage of high selectivity due to the small cross-sensitivity
with atmospheric species. A sensor system based on a LW-QCL was built to showcase
the capabilities of these devices. The laser was stabilized at -13°C, readily done by Peltier
cooling. In combination with a circular multipass cell for improved sensitivity, detection
limits as low as 9ppb and 200ppb were achieved for CO2 and C6H6, respectively, with an
ENBW of 3.125 Hz. The noise equivalent absorption was estimated to be ∼ 8.8 · 10−8

cm−1Hz−1/2 on a 15 m optical pathlength. The long-term stability of the sensor system
revealed that with an optimal integration time of 100 s the aforementioned detection limits
would be improved by a factor of 5.

Despite the good limits of detection achieved with the direct absorption method, it
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would be attractive to demonstrate the coupling of LW-sources with the ICAPS technology.
In addition, a QCL capable of targeting benzene’s fundamental absorption at 674 cm−1 is
expected to improve the detection limits by almost two orders of magnitude.
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