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“Who sees the human face correctly: the photographer, the mirror or the painter?” 

Pablo Picasso
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Abstract 

Background. Thirty to 40% of the 7000 rare diseases present with craniofacial anomalies.

Identifying these facial features requires the expert eye of dysmorphologist, and diagnosis in

this field is based on experience. Hence, there have been a recent increase in the number of

publications  dedicated  to  the automatic diagnosis  of  rare  conditions  using  facial

photographs, an approach termed Next Generation Phenotyping (NGP).

We  aimed  to  develop  and  evaluate  the  performances  of a  new NGP method  on  2D

photographs on an unprecedentedly large database, with a wide array of genetically proven

syndromes, of various ages, genders, and ethnicities.

Methods. We included pictures from the photographic database of the maxillofacial surgery

and plastic surgery department and from the medical genetics department of Hôpital Necker –

Enfants Malades (AP-HP), Paris, France. This database contains 1,042,468 photographs from

22,000 patients followed in the department since 1981. The writing of this work is based on

the different stages in the construction of this new tool. We first described the first stage in

analyzing photographs: (1) automatically detecting regions of interest, i.e., frontal, lateral and

external ear pictures; and (2) automatically placing a series of landmarks on these regions. We

then used a combination of shape analysis methods based on geometric morphometrics and

texture  analysis  on  key  areas  of  the  face.  Finally,  these  geometric  and  textural

parameters were used to train machine learning models based on a XGboost classifier. These

models were validated on independent data, from other national (Nantes, Lille, Montpellier)

and international (London, Bangkok) hospitals.

Results. Object recognition was optimized with the Faster R-Convolutional Neural Network

(CNN) based detector. The best landmarking model was the patch-based Active Appearance

Model  (AAM) and  was  able  to  significantly  distinguish

patients with Treacher Collins (TC) syndrome  from  control non-syndromic patients (p  <
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0.001). We  were  then  able  to  train  a  detection  model  for  Guion  Almeida  syndrome

(Mandibulofacial Dysostosis with Microcephaly, MFDM) based on geometric morphometrics

of  the  external  ear,  with  an  accuracy  of  0.969  [0.838  -  0.999]  (p  <  0.001)  among non-

syndromic controls, and 0.813 [0.544 - 0.960] (p = 0.003) among 3 differential diagnoses of

this condition. Then, the incorporation of frontal and lateral facial analysis, as well as texture

analysis,  enabled the diagnosis of Apert,  Crouzon and Pfeiffer syndromes with respective

accuracies of 0.879 [0.718 - 0.966] (p < 0.001), 0.932 [0.813 - 0.986] (p < 0.001) and 1.000

[0.815 - 1.000] (p < 0.001).

Conclusion. We were able to build a robust NGP tool, allowing automated analysis of the

facial phenotype on 2D photographs of children with various genetic syndromes. In addition,

three main types of deliverables were obtained: (1) diagnostic performances for one or more

genetic  syndromes,  (2)  phenotype-genotype  correlations  for  certain  syndromes

with multiple genetic variants, and (3) an analysis of the effects of surgery or drugs on facial

morphology.  We will now extend this algorithm, whose methodology has been completed

and validated, to the analysis of the total number of syndromes in our database.

Keywords: computer  vision;  machine  learning;  Artificial  Intelligence;  dysmorphology;

genetic diseases; craniofacial syndromes; automatic diagnosis; Next Generation Phenotyping. 
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Résumé

Contexte. Trente à 40 % des 7 000 maladies rares présentent des anomalies craniofaciales.

L'identification de ces caractéristiques faciales nécessite l'œil expert d'un dysmorphologiste, et

le  diagnostic  dans  ce  domaine  repose  sur  l'expérience.  C'est  pourquoi  le  nombre  de

publications  consacrées  au  diagnostic  automatique  des  maladies  rares  à  partir  de

photographies  faciales  a  récemment  augmenté,  une  approche  appelée  "Next  Generation

Phenotyping" (NGP).

Nous avons cherché à développer et à évaluer les performances d'une nouvelle méthode NGP

sur des photographies 2D dans une base de données d'une ampleur sans précédent, avec un

large éventail de syndromes génétiquement prouvés, d'âges, de genres et d'ethnies différents.

Méthodes. Nous avons inclus des images provenant de la base de données photographiques

du service de chirurgie maxillo-faciale et de chirurgie plastique et du service de génétique

médicale  de  l'Hôpital  Necker  -  Enfants  Malades  (AP-HP),  Paris,  France.  Cette  base  de

données contient 1 042 468 photographies de 22 000 patients suivis dans le service depuis

1981. La rédaction de ce travail s'appuie sur les différentes étapes de la construction de ce

nouvel outil. Nous avons tout d'abord décrit la première étape de l'analyse des photographies :

(1) la détection automatique des régions d'intérêt, c'est-à-dire les photos frontales, latérales et

de l'oreille externe ; et (2) le placement automatique d'une série de points de repère sur ces

régions.  Nous  avons  ensuite  utilisé  une  combinaison  de  méthodes  d'analyse  de  la  forme

basées sur la morphométrie géométrique et l'analyse de la texture sur des zones clés du visage.

Enfin, ces paramètres géométriques et texturaux ont été utilisés pour entraîner des modèles

d'apprentissage automatique basés sur un classificateur XGboost. Ces modèles ont été validés

sur  des  données  indépendantes  provenant  d'autres  hôpitaux  nationaux  (Nantes,  Lille,

Montpellier) et internationaux (Londres, Bangkok).
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Résultats. La reconnaissance des objets a été optimisée à l'aide d’un détecteur basé sur un

réseau  neuronal  CNN  (Faster  R-Convolutional  Neural  Network).  Le  meilleur  modèle  de

repérage  était  le  modèle  d'apparence  active  (AAM)  basé  sur  les  patchs  et  a  permis  de

distinguer de manière significative les patients atteints du syndrome de Treacher Collins (TC)

des  patients  témoins  non syndromiques  (p < 0,001).  Nous  avons  ensuite  pu  entraîner  un

modèle  de  détection  du  syndrome  de  Guion  Almeida  (Dysostose  mandibulofaciale  avec

microcéphalie, MFDM) basé sur la morphométrie géométrique de l'oreille externe, avec une

précision de 0,969 [0,838 - 0,999] (p < 0,001) parmi les témoins non syndromiques, et de

0,813 [0,544 - 0,960] (p = 0,003) parmi les 3 diagnostics différentiels de cette pathologie.

Ensuite, l'incorporation de l'analyse frontale et latérale du visage, ainsi que de l'analyse de

texture, a permis de diagnostiquer les syndromes d'Apert, de Crouzon et de Pfeiffer avec des

précisions respectives de 0,879 [0,718 - 0,966] (p < 0,001), 0,932 [0,813 - 0,986] (p < 0,001)

et 1,000 [0,815 - 1,000] (p < 0,001).

Conclusion. Nous avons pu construire un outil NGP robuste, permettant l'analyse automatisée

du  phénotype  facial  sur  des  photographies  2D  d'enfants  présentant  divers  syndromes

génétiques. De plus, trois principaux types de livrables ont été obtenus : (1) des performances

diagnostiques pour un ou plusieurs syndromes génétiques,  (2) des corrélations  phénotype-

génotype pour certains syndromes avec plusieurs variantes génétiques, et (3) une analyse des

effets de la chirurgie ou des médicaments sur la morphologie faciale.  Nous allons maintenant

étendre  cet  algorithme,  dont  la  méthodologie  a  été  complétée  et  validée,  à  l'analyse  de

l'ensemble des syndromes de notre base de données.

Mots-clés : apprentissage automatique ; intelligence artificielle ; dysmorphologie ; maladies

génétiques  ;  syndromes  craniofaciaux  ;  diagnostic  automatique  ;  Next  Generation

Phenotyping.
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Résumé substantiel

Introduction.  La dysmorphologie est une discipline de la génétique clinique qui étudie et

tente d'interpréter les variations de structure et de croissance chez l'homme. La reconnaissance

de  traits  phénotypiques  parfois  subtils  nécessite  une  expertise  clinique.  Moeschler  et  al

admettent  que  le  diagnostic  est  retardé  ou  reste  inconnu  dans  38%  des  évaluations  de

dysmorphologie.  Selon ces auteurs,  trois  raisons expliquent  cette  incertitude :  la rareté  de

nombreux syndromes génétiques, le manque d'accès des patients aux services spécialisés en

dysmorphologie  et  l'expérience  variable  des  praticiens.  De  plus,  la  plupart  des  ouvrages

académiques  et  des  cas  publiés  dans  la  littérature  ne  concernent  que  des  populations

caucasiennes.  Certaines  anomalies  mineures  observées  dans  une  population  caucasienne,

telles que l'épaisseur des lèvres ou une large implantation nasale, peuvent être considérées

comme  un  trait  phénotypique  normal  dans  une  population  africaine.  L'anomalie  nasale

observée dans le syndrome de délétion 22q11 chez les Caucasiens se retrouve dans 89 % des

populations asiatiques, contre 15 à 40 % des populations africaines. Ces inégalités sont encore

aggravées par le fait que les centres spécialisés en génétique clinique et en dysmorphologie

sont plus concentrés dans les pays développés que dans la plupart des pays à faible revenu

dont  la  population  n'est  pas  caucasienne.  Les  photographies  permettent  de  stocker  des

informations identifiées par le praticien en vue d'une utilisation ultérieure (analogie avec de

nouveaux patients ou suivi de patients), ou à des fins pédagogiques. Les bases de données

photographiques  des départements  de génétique  clinique ou d'autres spécialités  en contact

avec les syndromes génétiques sont donc souvent d'une grande valeur pour la recherche. La

base de données complète contient 1 042 468 photographies d'environ 22 000 patients.

Les maladies congénitales sont la cinquième cause de mortalité néonatale, représentant 270

000 décès dans le monde en 2010. On estime à 7000 le nombre de maladies rares, dont 80%

sont d'origine génétique.  30 à 40 % de ces 7 000 maladies rares présentent des anomalies
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craniofaciales. Ces anomalies peuvent être majeures, comme une fente labiale et une fente

palatine, et facilement détectables, mais elles peuvent aussi être mineures et n'être détectées

que par un praticien qualifié. Certains de ces syndromes entraînent une mort prématurée, le

plus souvent en raison de malformations des organes associés, de difficultés respiratoires ou

de  problèmes  d'alimentation.   On  peut  donc  supposer  que  2100  à  2800  affections  rares

pourraient être dépistées par une analyse détaillée du visage. 

Dans les approches d'apprentissage automatique, les règles prédéfinies sont remplacées par la

capacité  du  modèle  à  apprendre  à  partir  d'exemples.  Les  applications  de  l'apprentissage

automatique se multiplient  dans le domaine de la santé,  dans divers domaines tels  que la

radiologie, la dermatologie et la chirurgie. Les données d'entrée pertinentes de l'apprentissage

automatique  pour l'analyse d’images  dans le domaine de la  santé  sont des évaluations  de

radiographies, des comptes-rendus, des coupes de pathologie et des photographies cliniques.

Parmi  ces  sources  de  données,  les  photographies  cliniques  sont,  comme  nous  l'avons  vu

précédemment,  particulièrement  importantes  pour  le  diagnostic  des  malformations

craniofaciales.

Les deux objectifs principaux de ce projet étaient :

- diagnostiquer un syndrome, dans une classification binaire puis multi-syndromes ; 

- mettre en évidence des différences au sein d'un même syndrome, c'est-à-dire établir

une corrélation phénotype-génotype.

Différents syndromes seront testés au cours du manuscrit afin de répondre à des questions

diagnostiques  pratiques  posées  par  les  généticiens.  Nous  conclurons  par  une  analyse  en

situation multi-syndromique, basée sur l'ensemble des affections que nous avons pu inclure au

cours de la thèse, à savoir : Crouzon - Pfeiffer, Apert, Saethre Chotzen, Muenke, Kabuki,

Treacher Collins, Nager, Guion-Almeida, CHARGE et Silver Russell.
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Méthodes. Nous présentons ici le pipeline de fonctionnement de notre modèle : prétraitement

des  images,  placement  automatique  des  landmarks,  extraction  des  caractéristiques

géométriques et texturales, stratification à l'aide de métadonnées et classification à l'aide d'un

modèle d'apprentissage automatique. 

Dans le set d'entraînement, nous avons inclus des images provenant de la base de données

photographiques  des  services  de  chirurgie  maxillo-faciale  et  plastique  et  de  génétique

médicale de l'Hôpital Necker - Enfants Malades (Assistance Publique - Hôpitaux de Paris).

Cette base de données contient 1 042 468 photographies de 22 000 patients suivis dans le

service  depuis  1976.  Toutes  les  photographies  ont  été  prises  par  un photographe médical

professionnel.  Nous  avons  inclus  rétrospectivement  et  prospectivement,  de  1976  à  2023,

toutes les photographies frontales et  latérales  de patients diagnostiqués avec 9 syndromes.

Tous les patients ont eu une confirmation génétique de leur syndrome. Nous avons exclu les

patients  ayant  des  antécédents  de  chirurgie  faciale.  Plusieurs  photographies  par  patient

correspondaient  à  des  âges  différents.  Les  enfants  non syndromiques  ont  été  sélectionnés

parmi les patients admis pour des plaies, des traumatismes, des infections et diverses lésions

cutanées, sans aucun antécédent de maladie chronique. Plus précisément, le suivi de tout type

de  maladie  chronique  a  été  considéré  comme  un critère  d'exclusion.  Les  comptes-rendus

médicaux ont été récupérés à l'aide de Dr Warehouse (68). Pour chaque patient, la meilleure

photographie de profil a été sélectionnée en termes de symétrie. 

Dans le set de validation, nous avons récupéré des photographies frontales et latérales des

syndromes d'intérêt auprès de plusieurs centres spécialisés, à Londres, Bangkok, Lausanne,

Lille, Montpellier, Nantes, Tours et Grenoble. Cette diversité des données de validation ajoute

une robustesse à l'étude, d'autant plus que certains centres comme Londres et Bangkok ont

permis de tester les modèles sur des populations ethniquement diverses. Nous avons utilisé les

mêmes critères d'inclusion et d'exclusion que pour le set d'entraînement.
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Nous avons utilisé trois modèles différents basés sur 105 landmarks pour les vues frontales,

73 pour les vues latérales et 41 pour les images de l'oreille externe. Nous avons développé un

modèle d'annotation automatique pour chaque modèle en suivant un pipeline comprenant : (1)

la détection de la région d'intérêt (ROI) et (2) le placement automatique des landmarks. 

Pour la détection des zones d'intérêt, un modèle RCNN (réseau neuronal convolutionnel plus

rapide  basé  sur  les  régions)  a  été  entraîné  après  l'augmentation  des  données.  Pour  le

placement  automatique  des points  de repère,  nous avons utilisé  un modèle  AAM (Active

Appearance Model) basé sur les patchs en utilisant la bibliothèque menpo sur Python 3.7.

Chaque photographie annotée automatiquement a été vérifiée par deux auteurs en aveugle du

diagnostic,  et  les  landmarks  ont  été  repositionnés  manuellement  si  nécessaire,  à  l'aide  de

landmarker.io.  L'ICC  (coefficient  de  corrélation  intraclasse)  a  été  calculé  entre  les

évaluateurs.

Nous  avons  effectué  une  analyse  Procrustes  généralisée  (GPA)  sur  tous  les  nuages  de

landmarks en utilisant le paquetage geomorph sur R. Les coordonnées Procrustes ont ensuite

été  traitées  à  l'aide  de  l'analyse  en  composantes  principales  (ACP)  pour  la  réduction  des

dimensions. Nous avons retenu les composantes principales expliquant 99% de la variance

totale  de  la  somme  cumulée.  Le  dernier  1%  a  été  considéré  comme  une  information

négligeable.

Nous avons divisé les photos de face et de profil en zones clés et appliqué des méthodes

d'extraction de caractéristiques texturales à chacune de ces zones, ce qui permet de vérifier les

résultats et de déterminer quelle zone a le plus contribué au diagnostic. Nous avons défini 14

zones clés, 11 à partir de la photographie frontale (œil droit, œil gauche, sourcil droit, sourcil

gauche, glabelle, front, pointe nasale, philtrum, joue droite, joue gauche, menton) et 3 à partir

de la photographie latérale  (région pré-auriculaire,  œil,  relief  malaire).  Ces zones peuvent

potentiellement contribuer au diagnostic et à la caractérisation du phénotype facial. Chaque
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zone a été extraite automatiquement à l'aide des landmarks placés précédemment. Nous avons

utilisé  l'algorithme  CLAHE  (Contrast  Limited  Adaptative  Histogram  Equalization)  pour

l'égalisation de l'histogramme. Les méthodes de matrice de cooccurrence en niveaux de gris

(GLCM), proposées par Haralick,  sont basées sur l'estimation des fonctions de densité de

probabilité conditionnelles conjointes du deuxième ordre.

Les  caractéristiques  géométriques  et  les  composantes  principales  géométriques  ont  été

combinées pour la suite de l'analyse. Pour tenir compte des métadonnées associées (âge et

genre) et du fait que nous avons inclus plus d'une photographie par patient (c'est-à-dire la non-

indépendance des données), un modèle mixte a été conçu pour chaque caractéristique. Les

variables à expliquer étaient les caractéristiques (géométriques et texturales), l'âge, le genre et

l'origine  ethnique  étant  considérés  comme  des  variables  explicatives.  L'âge,  le  genre  et

l'origine  ethnique  sont  des  facteurs  importants  en  dysmorphologie  car  ils  influencent  le

diagnostic et doivent donc être pris en compte. Un effet aléatoire sur l'âge et les individus a

été introduit. Les résidus de chaque caractéristique ont été calculés pour prendre en compte les

biais potentiels liés aux métadonnées.

Les entrées du modèle étaient les résidus des modèles linéaires décrits ci-dessus, pour chaque

caractéristique géométrique ou texturale.   Nous avons utilisé  XGBoost (eXtreme Gradient

Boosting), un classificateur d'apprentissage automatique supervisé, pour toutes les analyses.

Nous avons choisi un booster basé sur les arbres, et la fonction de perte à minimiser était une

régression logistique dans le cas d'une classification binaire, ou une fonction softmax pour

une classification multi-classes. Le modèle présentant le taux d'erreur le plus faible dans le

cas d'une classification binaire ou le taux d'erreur multi-classe dans le cas d'une classification

multi-classe  a  été  choisi  pour  l'analyse.  Nous  avons séparé  l'ensemble  de données  en  un

ensemble d'apprentissage et un ensemble de test, et une validation croisée a été utilisée pour

définir le nombre idéal d'itérations afin d'éviter le surajustement. Le modèle choisi avec le
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nombre idéal d'itérations a ensuite été utilisé sur l'ensemble de validation indépendant pour

tester les performances, en traçant la précision et l'AUC. 

Résultats. Le set d’entraînement contenait 3330 photographies, correspondant à 1086 patients

; 47 % des patients étaient des témoins et 53 % présentaient un syndrome. Dans le groupe de

contrôle, 54 % des patients étaient des femmes et l'âge moyen était de 7,0 +/- 4,6 ans. Dans le

groupe de patients,  les syndromes étaient les suivants : Crouzon-Pfeiffer (N = 348, 60%),

Kabuki (N = 167, 29%), Treacher Collins (N = 149, 26%), Silver Russell (N = 131, 23%),

Apert (N = 88, 15%), Muenke (N = 72, 13%), CHARGE (N = 69, 12%), MFDGA (N = 60,

10%), Saethre Chotzen (N = 47, 8%) et NAFD (N = 14, 2%). Le set de validation contenait

216 photographies, correspondant à 108 patients ; 18 % des patients étaient des témoins et 82

% présentaient un syndrome. Dans le groupe de contrôle, 58 % des patients étaient de genre

féminin et l'âge moyen était de 6,1 +/- 4,5 ans. Dans le groupe de patients, les syndromes

étaient les suivants : Crouzon-Pfeiffer (N = 27, 30%), Apert (N = 13, 15%), Kabuki (N = 11,

12%), Muenke (N = 7, 8%), Saethre Chotzen (N = 7, 8%), CHARGE (N = 6, 7%), Silver

Russell (N = 6, 7%), MFDGA (N = 5, 6%), Treacher Collins (N = 5, 6%) et NAFD (N = 2,

2%).

Les  représentations  de  Procrustes  ont  montré  les  caractéristiques  morphologiques

classiquement décrites dans la littérature pour ces 10 syndromes. Outre les traits du visage sur

les  vues  frontales,  les  vues  de  profil  et  les  oreilles  externes  étaient  importantes  pour  la

description  phénotypique  du  syndrome,  en  particulier  la  brachycéphalie  trouvée  dans  les

syndromes  d'Apert,  de  Crouzon-Pfeiffer,  de  Muenke  et  de  Saethre  Chotzen,  les  grandes

oreilles proéminentes du syndrome de Kabuki, la conque triangulaire et l'hypoplasie du lobe

de  l'oreille  du  syndrome  CHARGE,  la  rétrognathie  des  syndromes  de  Treacher  Collins,

NAFD et MFDGA, et la petite mandibule du syndrome de Silver Russell. Notre modèle a

permis  de  classer  correctement  71,3  %  (61,8  -  79,6)  des  patients  (précision  top-1).  La
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précision du top-3 était de 93,5 %. Les performances varient en fonction des syndromes, avec

une précision de 96,1 % pour les témoins (AUC = 1 000) ou de 90,7 % pour les groupes Apert

(AUC = 0,992) et CHARGE (AUC = 0,912). Cependant, la précision était de 50 % dans le

groupe NAFD (AUC = 0,450), correspondant au plus petit nombre de patients. Les courbes

ROC et les AUC pour les ensembles de formation et de validation étaient comparables. 

Dans le syndrome d'Apert, notre modèle n'a pas permis de classer correctement les patients

entre  les  deux  génotypes  (FGFR2 p.Pro253Arg  vs.  FGFR2 p.Ser252Trp)  (AUC = 0.506

[0.215 - 0.797], p = 0.874). Dans le syndrome de Crouzon - Pfeiffer, les génotypes liés aux

domaines IgI, IgII, IgIIIc et TK de FGFR2 et les variations de FGFR3 ont été associés à des

phénotypes faciaux plus sévères que les variations d'un site d'épissage de  FGFR2. Dans ce

dernier groupe, la brachycéphalie, le phénotype oculaire et la hauteur réduite du tiers moyen

du visage semblaient moins sévères. 

Le modèle a également permis de distinguer le syndrome de Kabuki 1 (KS1, lié à KMT2D) du

syndrome de Kabuki 2 (KS2, lié  à  KDM6A)  avec une AUC empirique de 0,805 (0,729 -

0,880, p < 0,001). Les patients atteints du syndrome KS2 avaient un visage plus rond, un nez

plus court, une lèvre supérieure plus épaisse, des narines antéversées et un tiers moyen du

visage plus court. Il n'y avait pas de différence évidente au niveau des sourcils et des yeux.

Les  oreilles  externes  étaient  plus  allongées  verticalement  chez  KS2,  avec  un  lobe

hypoplasique  et  une  rotation  dans  le  sens  inverse  des  aiguilles  d'une  montre.  La  conque

semblait plus verticale en KS1.

Conclusion. Nous présentons ici un nouveau modèle de phénotypage de nouvelle génération,

qui peut être utilisé pour détecter un syndrome génétique sur des photographies 2D du visage

et du profil, afin d'aider les praticiens dans leur processus de diagnostic. Ce travail a été rendu

possible grâce à l'incroyable quantité et qualité de la base de données photographiques de

l'hôpital  Necker  -  Enfants  Malades.  La valeur  ajoutée  par  rapport  aux outils  existants  est
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l'analyse  des  vues  de  profil,  la  prise  en  compte  de  la  forme  de  la  voûte  crânienne  et  la

possibilité  de  détecter  des  patients  non  syndromiques.  Ce  modèle  ne  remplacera  jamais

l'expertise  clinique,  mais  permettra  de  reconsidérer  les  approches  phénotype-first,  le  but

ultime étant de réduire la durée moyenne de l'errance diagnostique dans les maladies rares.

Cette  thèse  n'est  que  l'introduction  d'un  grand  projet,  avec  le  recrutement  de  plusieurs

ingénieurs et  chercheurs,  afin d'intégrer  plusieurs centaines de syndromes génétiques  dans

l'algorithme, et d'être utilisé en pratique quotidienne par les médecins.
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1 Introduction

Variations in the shape and proportions of the human face have long fascinated both scientists

and artists. Giovanni Francesco Caroto painted a picture of a smiling child holding a drawing,

which inspired Dr. Harry Angelman to describe the syndrome of the same name in 1965. The

dysmorphologist  admitted  having  made  the  connection  between  three  children  seen  in

consultation and this painting seen during his visit to the Castelvecchio museum in Verona

(1).  Similarly,  the  portrait  by  the  Flemish  painter  Quinten  Massy,  "The Ugly  Dutchess",

painted in 1513 and exhibited at the National Gallery (London, UK), is the first phenotypic

description of the  facies leonina, associated with large nostrils,  prominent cheekbones and

pronounced superciliary arches. In 1989, Dequeker diagnosed Paget's disease in this woman.

(2). Finally, the painting by an anonymous pupil of the Flemish painter Jan Joest van Kalkar,

"Adoration of the Christ Child" (1515), depicts a shepherd and an angel with a typical Down's

syndrome facies, with a narrowing of the middle third of the face, upslanted palpebral fissures

and a small upturned nasal tip (Figure 1).

Pablo Picasso said, "Should you paint what's on a face? What's inside a face? Or what is

hidden behind a face". With this in mind, the dysmorphologist identifies phenotypic facial

features  (among  others),  combines  them  and  uses  her  or  his  experience  and  training  to

propose a diagnosis.  Earlier diagnosis will reduce the morbidity and mortality associated with

this syndrome (3). 
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Figure 1. Artistic representations of characters with facial dysmorphia. A. Painting by

Giovanni  Francesco  Caroto,  at  the  Castelvecchio  Museum  in  Verona,  depicting  a  child

probably suffering from Angelman syndrome. B. « The Ugly Duchess », painting by Quinten

Massy, exhibited at the National Gallery in London, UK (1513). This is the first description of

the facies leonina, a term used by clinicians. C. "Adoration of the Christ Child", a painting by

one of the anonymous pupils of the Flemish painter Jan Joest van Kalkar, exhibited at the

Metropolitan Museum of Art in New York, USA (1515). The painting probably features a

shepherd and an angel affected by Down's syndrome.

1.1 Dysmorphology and experience

Dysmorphology is a discipline of clinical genetics that studies and attempts to interpret human

structural and growth variations (4). The recognition of sometimes subtle phenotypic traits

requires  expertise  (5).  In  1988,  Diliberti  described the 6 main  tasks  in  this  discipline:  1)

identify  a  clinical  sign  and select  a  list  of  candidate  syndromes  from a book or  through

experience, 2) compare the patient's associated clinical presentation with the potential signs of

the selected syndromes selected, in order to restrict the list, 3) screen for publications in the
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scientific literature to support a diagnosis, 4) seek the opinion of a geneticist who is an expert

in  the syndrome,  5) if  there  is  no specialist,  seek the opinion of colleagues  and possibly

identify  a  new  syndrome,  and  6)  carry  out  additional  tests,  particularly  genetic  tests,  to

confirm a diagnosis  (6). Moeschler et al admit that the diagnosis is delayed or unknown in

38% of dysmorphology assessments. According to these authors, there are three reasons for

this uncertainty: the rarity of many genetic syndromes, patients' lack of access to specialist

dysmorphology services and the variable experience of practitioners (7). Furthermore, most of

the academic books and cases published in the literature focus on Caucasian populations only

(8). Certain minor anomalies found in a Caucasian population, such as lip thickness or broad

nasal implantation, may be considered a normal phenotypic trait in an African population (9).

The nasal anomaly found in Caucasian 22q11 deletion syndrome is found in 89% of an Asian

population, compared with 15-40% of an African population (10,11). These inequalities are

further  exacerbated  by  the  fact  that  centers  specializing  in  clinical  genetics  and

dysmorphology  are  more  concentrated  in  developed  countries  than  in  most  low-income

countries with non-Caucasian populations (12).

1.2 Photographic data

Photographs  allowed  to  store  information  identified  by  the  practitioner  for  further  use

(analogy with new patients or patient follow-up), or for teaching purposes. The photographic

databases  of  clinical  genetics  departments  or  other  specialties  in  contact  with  genetic

syndromes are therefore often incredibly valuable for research. 

The photographic database we exploited in this work results from the fusion of three sources.

- The  database  of  digitized  photographs  from the  Maxillofacial  surgery  and  plastic

surgery department at Necker – Enfants Malades Hospital; each photograph was taken
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by  a  professional  medical  photographer  in  standardized  positions.  The  oldest

photograph dates from 1995. 

- The  database  of  non-digitized  photographs  from  the  same  department;  each

photograph  was  taken  by  the  practitioner  himself  using  different  cameras,  in

standardized positions. The oldest photograph dates from 1976. 

- The database of digitized photographs from the Clinical genetics department of the

Necker – Enfants Malades Hospital and the Imagine Institute; each photograph was

taken  by  the  practitioner  himself  using  different  cameras,  usually  in  standardized

positions. The oldest photograph dates from 1998.

The complete database contains 1,042,468 photographs from about 22,000 patients.  Necker-

Enfants  Malades  is  a  hospital  which  accounts  for  a  third  of  the  pediatric  activity  of  the

Assistance Publique des Hôpitaux de Paris (APHP), the trust of the 38 Greater Paris academic

hospital, and almost half of pediatric surgery cases yealry. Since the 1950s, the hospital has

specialized in the management of genetic diseases. Necker – Enfants Malades is home to 32

local  rare  disease  competence  centers,  and coordinates  15  national  rare  disease  reference

centers.  As a specialist  center,  although it receives mostly patients from the Greater Paris

region, more than 20% of the patients treated at Necker – Enfants Malades Hospital travel

from other regions of France or from abroad (1). The Imagine Institute was created in 2007,

and the building was inaugurated in 2014 on the Necker – Enfants Malades campus. Imagine

brings together  more than 1,000 researchers,  doctors and healthcare staff  with the aim of

accelerating synergies, promoting the transfer of knowledge, and thus finding new treatments

and  diagnoses  faster.  Imagine  Institute  is  a  translational  research  center  at  the  interface

between  care  and  research,  where  patients  are  monitored  by  Necker  –  Enfants  Malades

doctors and diagnosed by the Institute research teams. Imagine is Europe's leading center for

research, care and teaching in the field of genetic diseases.
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1.3 The burden of rare diseases

Congenital diseases are the 5th leading cause of neonatal death, accounting for 270,000 deaths

worldwide in 2010 (14). There are an estimated 7000 rare diseases, 80% of which are genetic

in origin (15).  30-40% of the 7000 rare diseases have craniofacial  anomalies  (15).  These

anomalies may be major, such as a cleft lip and cleft palate, and easily detected, but they may

also be minor and only detectable by a trained practitioner. Some of these syndromes lead to

premature death, most often due to associated organ malformations, breathing difficulties or

feeding problems (2).   We can therefore assume that 2100 to 2800 rare conditions could be

screened by a detailed gestalt analysis. 

1.4 Dysmorphology and machine learning

In machine learning approaches, pre-defined rules are replaced by the ability of the model to

learn from examples (16). The applications of machine learning are increasing in healthcare

(16), in diverse fields such as radiology (17), dermatology (18) and surgery (19). Relevant

inputs of machine  learning approached to shape analysis  in healthcare  are assessments of

radiographs, texts, pathology sections, and clinical photographs. Among these sources of data,

clinical photographs are, as we have seen previously, particularly important in the diagnosis

of craniofacial malformations.

1.5 Objectives and prospects

The two main objectives of this project were:

- to diagnose a syndrome, in a binary then multi-syndromes classification; 
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- to  highlight  differences  within  the  same syndrome,  i.e.,  to  establish  a  phenotype-

genotype correlation.

Various syndromes will be tested in the course of the manuscript in order to answer practical

diagnostic  questions  raised  by geneticists.  We will  conclude  with  an analysis  in  a  multi-

syndrome situation, based on all the conditions that we were able to include during the thesis,

namely:  Crouzon  -  Pfeiffer,  Apert,  Saethre  Chotzen,  Muenke,  Kabuki,  Treacher  Collins,

Nager, Guion-Almeida, CHARGE and Silver Russell syndromes. 

A secondary objective was to evaluate the effect of a treatment on facial morphology. In this

prospect, we have evaluated: (1) the effect of a medical treatment, alpelisib, on a specific type

of PIK3CA-related hypergrowth syndrome (hemifacial myohyperplasia), (2) the morphology

of the nose after two different surgical corrections of cleft lip and palate, and (3) two surgical

methods for treating non-syndromic scaphocephaly. 
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2 State-of-the-art

There has been a recent increase in the number of scientific publications dedicated to the

diagnosis  of  rare  conditions  using  facial  photographs  (20).  We will  divide  this  literature

review into two parts: (1) assessment of algorithms designed for research purposes and (2)

analysis of commercial tools for healthcare professionals.

2.1 Non-marketed algorithms

We first aimed at reporting all articles describing the computerized identification of a disease

and/or  a  syndrome  based  on  2D  facial  photographs.  PubMed  was  used  to  screen  the

MEDLINE database  using  MeSH (Medical  Subject  Heading)  terms  along with  keywords

from titles and abstracts. 

(diagnosis[Title] OR detection[Title] OR dysmorphic[Title/Abstract] OR

dysmorphology[Title/Abstract] OR disease[Title/Abstract] OR syndrome[Title/Abstract])

AND (face[Title/Abstract] OR faces[Title/Abstract] OR facial[Title/Abstract])

AND ("face-classification"[Title/Abstract] OR "facial analysis technology"[Title/Abstract]

OR "artificial intelligence"[MeSH Terms] OR "biometric identification"[Mesh] OR "Medical

informatics"[MeSH Terms] OR "Image Processing, Computer-Assisted"[MeSH Terms])

 

All human studies involving 2D facial photographs used to diagnose one or several conditions

in healthy or patient populations were included. Only studies with diagnosis confirmation by
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clinical experts and/or molecular investigations were retained. We excluded studies based on

the diagnosis of patients using a commercial tool.

We reported the pre-processing of the pictures, i.e., every treatment the authors applied to the

photograph before extracting features or using classifiers. Concerning feature extraction, we

reported the use of: (1) landmarks, with manual and/or automatic placement, (2) geometric

features, i.e., distances, angles, or other morphometric data, and (3) texture features, based on

the spatial arrangement of intensities on the image. We listed the classifiers and the validation

methods of machine learning designs. We considered that authors had used machine learning

methods when predictions were made based on a test set with a classifier,  or on a model

trained on a training set. With the pre-defined request, we listed 1515 results on PubMed.

After applying all the exclusion criteria on reading title, abstract and full text when necessary,

we included 27 articles. We defined two types of studies depending on the number of diseases

to be diagnosed.

The first and most common study design – in 18/27 (67%) publications – intended to diagnose

one  condition  in  the  general  population  versus  healthy  controls  using  facial  photographs

(11,21–35). The second most prevalent study design – in 9/27 (33%) publications – consisted

in using multi-syndrome classification, i.e., in differentiating syndromes from each other and

from the general population (36–44). The photographic data had diverse origins: (1) pictures

taken during clinics (45,46), (2) pictures from articles or books (36,44), (3) pictures from pre-

existing cohorts (47) and (4) pictures publicly available on the internet (22). There was one

photograph per patient  in all  publications.  Authors used age-, sex-,  and ethnicity-matched

controls in 22% studies. 

All publications  applied two exclusive image processing approaches: (1) use of geometric

and/or textural features to describe phenotypes or (2) deep learning process in order to detect

a syndrome without describing phenotypes. Machine learning approaches used to diagnose
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clinical conditions on 2D photographs generally followed similar frameworks: features were

extracted  from photographs  to  diagnose  a  disease  or  the  syndrome was  detected  directly

without feature extraction by deep learning. In case of features extraction,  the steps were:

image pre-processing, image processing with or without landmark placement, extraction of

geometrical  and/or  textural  features,  reduction  of  the  dimensions  of  the  input,  and

classification and validation using training and test sets.

2.1.1 Features extraction

Landmarks are defined by reproductible points of interest on an image. They were one of the

most common tools used to extract phenotypic data, as in 22/27 (81%) publications. Other

authors  had  applied  global  shape  and  texture  analysis  approaches  without  landmark

placement.

Geometric  features  were  extracted  from  landmarks  and  used  for  disease  detection.  One

straightforward  approach was to  measure  Euclidean distances  and angles  from landmarks

(29,30,41,42,48). Another approach to geometrical information extraction, used in 4/27 (15%)

publications, was Procrustes superimposition (21,25,36,49). Procrustes distance was defined

as the deformation necessary to fit a dysmorphic face on a control face via an iterative least-

squares process. Each face was centered and scaled using a centroid (50) to minimize the sum

of squared differences between the landmarks. Douglas and Mutsvangwa (51) concluded that

Procrustes-based approaches were the best methods for shape analysis in terms of prediction

accuracy. 

A  texture  extraction  system  was  used  in  18/27  (67%)  publications,  in  association  with

geometric  features  extraction  or  independently.  The  most  common  methods  were  Gabor

Wavelet Transformation (GWT) used in 12/27 (44%) (52,53) and/or a Local Binary Patterns

(LBP) in 7/27 (26%) publications (54). These methods provided information about the surface
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located  between  the  landmarks.  For  example,  zygomatic  hypoplasia  in  Treacher  Collins

syndrome could be better detected by analyzing the shadows on a frontal facial photograph

than by measuring angles between landmarks.

Machine learning was defined by using a training set to make predictions on a validation or

test  set.  Based  on  this,  only  3/27  (11%)  publications  were  not  using  machine  learning

methods.  Diverse  classifiers  were  applied,  such  as  Generalized  Linear  Models  (GLM),

Support Vector Machines (SVM), k-nearest neighbors (kNN), or random forests (RF). Deep

learning – Convolutional Neural Networks (CNN) or Artificial Neural Networks (AAN) –

was used in 3/27 (11%) publications. Kong et al.  (28) also used CNN with convolutional

layers, pooling layers and fully-connected layers.

2.1.2 Performances

Saraydemir  et  al.  (55) found an overall  accuracy of 97% with 15 patients  for diagnosing

Down syndrome within  a  healthy  population.  This  performance  was  higher  than  clinical

experts.  Kruszka  et  al  (11)  found  an  accuracy  of  95%  for  detecting  22q11.2  deletion

syndrome in 156 patients vs. the general population. Kong et al. (28) used the F1-score to

evaluate the performances of their classifier in detecting acromegaly in 527 patients. They

obtained a F1-score of 91% without landmarks and with deep learning methods.

2.1.3 Published paper
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2.2 Marketed algorithms

Two models based on deep learning methods were commercialized and are currently used by

physicians to help them with diagnosis.

Face2Gene  (FDNA,  Inc.),  using  their  DeepGestalt  algorithm,  operates  according  to  two

processes: (1) CLINIC, where the user uploads a facial photograph and obtains a list of 30

most-likely syndromes, with a  Gestalt  score per syndrome, grading the similarities between

the tested face and the average face of the syndrome; and a Features score, which is obtained

after  manually  selecting  HPO terms allowing to refine  the  diagnosis  on photographs;  (2)

RESEARCH,  which  allows  users  to  compare  up  to  6  cohorts  uploaded  from  personal

databases by providing classification performances based on AUC and accuracies between

these  different  groups. GestaltMatcher,  the  other  commercially  available  algorithm,  now

integrated into the Face2Gene technology through the ULTRA-RARE tab in CLINIC, creates

a  ‘Clinical  Face  Phenotype  Space’  which  establishes  distances  between  photographs  and

similarities between patients, and may suggest a molecular diagnosis.

PubMed was used to screen the MEDLINE database using MeSH (Medical Subject Heading)

terms along with keywords from titles and abstracts:

 (“next generation phenotyping”[Text Word] AND “photos”[Text Word] 

OR (“Face2Gene”[Text Word] OR “DeepGestalt”[Text Word] OR “FDNA”[Text Word])

The results were initially screened with the abstract only, to exclude unrelated articles. The

articles finally included were analyzed by a single author (QH), according to the following

template: lead author, year of publication, syndrome of interest, number of patients included,

country of origin of the first author, use of Face2Gene, GestaltMatcher or other tool, use of
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the  CLINIC  or  RESEARCH  version  of  Face2Gene,  control  population  (for  Face2Gene

RESEARCH),  comparisons  with  clinical  experts,  ethnicity  considerations,  multiclass  or

binary comparison, performance, and presence of conflict of interest (defined by one of the

authors belonging to FDNA, Inc. or GestaltMatcher). 

The request resulted in 155 Pubmed results. After reading the abstracts, 87 were selected: 83

evaluated the DeepGestalt  tool (95%), 3 the GestaltMatcher tool (3%), and 1 another tool

(1%). 16/87 (18%) were case reports, reporting either the top 10 syndrome ranking proposed

by Face2Gene CLINIC or the Gestalt score. 42/87 (48%) used the RESEARCH version of

Face2Gene, with comparison to healthy controls or to a differential diagnosis. Controls were

systematically matched on age and gender to cases. 8 (9%) papers compared performances to

clinical experts. 23/87 (26%) considered the effects of ethnic differences on performance. The

design  was  a  multiclass  classification  in  33/87  (38%),  and  binary  in  54/87  (62%).

Performance when using Face2Gene CLINIC was expressed in terms of top 1, top 3, top 10 or

top 30 sensitivities,  rank position,  or  Gestalt  scores.  Performance when using Face2Gene

RESEARCH was expressed in terms of Area Under the Curve (AUC), mean accuracy, and/or

sensitivity / specificity. Finally, 39/87 (45%) papers declared conflicts of interest with FDNA,

Inc. (Supplemental Table 1). 

This literature review provided an update on advances in Next-Generation Phenotyping on 2D

photographs. The DeepGestalt method from Face2Gene (FDNA, Inc.) offered an algorithm

based on deep learning methods following automatic landmark detection. The lead article of

Gurovich et al (56) described an algorithm trained on more than 200 syndromes with more

than  17,000  photographs  and  obtained  a  top  10  sensitivity  of  91%.  The  results  of  the

Face2Gene CLINIC tool  were  variable  across  studies,  and  depended  on the  performance

metrics.  Zarate  et  al  (57)  found a top 10 sensitivity  of  27% in  the detection  of  SATB2-

associated disorders, while Martinez-Monseny et al (58) found a top 10 sensitivity of 100% in
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the diagnosis of PMM2-CDG. Pascolini et al (59) reports a top 1 sensitivity of only 9% in a

multiclass design on 16 syndromes. The results in using the Face2Gene RESEARCH tool

were also variable in the studies: Stamberger et al (60) found a non-significant AUC of 61.7%

in the NEXMIF encephalopathy classification versus age-, gender-, ethnicity-matched healthy

controls. 

The study of Porras et al (61) described a new tool, not owned by FDNA Inc., also based on

deep learning methods with landmark detection, using geometric morphometrics parameters,

referred  to  a  Statistical  Shape Model  (SSM).  These  authors  trained  their  model  on 2800

photographs comprising 128 syndromes using data augmentation methods. Porras et al  (3)

described an accuracy of 88% for detecting the presence of a syndrome (90% sensitivity and

86% specificity) and explained that the DeepGestalt tool would identify a syndrome with an

accuracy of only 61 to 69% and only perform well on frequent genetic syndromes. We can

however note some limitations in this study. Firstly, not all patients had genetic confirmation

of their syndrome. Furthermore, Mensah et al (62), a team including members of FDNA Inc.,

explained in a response to Porras et al  (3) that 5 syndromes out of 129 were largely over-

represented, accounting for 77% of the photos.

2.3 Prospects for a new Next Generation Phenotyping model

In the Porras et al (61) tool and in DeepGestalt / GestaltMatcher (56), the algorithms were

based on a deep learning analysis of the face. Phenotypic elements in profiles, skull outline,

hairline, and external ear position and shape were not taken into account. The profile contains

essential  information for diagnosis in dysmorphology. Todd et  al  (63) described as major

features  the  facial  tilt,  nasolabial  angle,  and  glabellar  projection  in  Congenital  Central

Hypoventilation  Syndrome  due  to  the  PHOX2B variant;  Abell  et  al  (64)  explained  that

retrognathia  is  a  major  highlight  of  the  diagnosis  of  EFTUD2-related  Mandibulo-Facial
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Dysostosis with Microcephaly; finally, Tüysüz et al (65) defined prognathism as a common

sign  in  Beckwith-Widemann  syndrome.  Legendre  et  al  (66)  described  a  characteristic

asymmetric  external  ear  with  a  triangular  concha  and  an  absent  lobe in  a  cohort  of  119

patients with CHARGE syndrome; Gordon et al (67) described a characteristic ear in PLCB4-

related auriculo-condylar syndrome, including the presence of a question-mark ear with post-

auricular tag.  The existing tools did not mention whether facial surgery had been performed

on the patients at the time the photograph was taken. Some photographs in the GestaltMatcher

database contained images of Treacher Collins syndrome patients with mandibular distractors

in  place.  Bone  surgeries  (distraction,  orthognathic  surgery,  zygomatic  osteotomies,

craniofacial surgery) or soft tissue surgeries (canthopexy, lipofilling) may be performed as

part of the patient follow-up. It seems questionable to define an average face of a syndrome if

the subset of included patients was benefited from mandibular advancement for instance. 

Finally, neither of the two tools can be used to detect controls. Even with low reliability, they

will suggest the diagnosis of a genetic syndrome for all subjects. 

We therefore  aimed  to develop a  new Next  Generation  Phenotyping tool,  trained on full

frontal  and  lateral  facial  photographs  of  non-syndromic  control  children  with  genetically

confirmed genetic syndromes who have not undergone surgery.
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3 Material and methods

Here  we  report the operating  pipeline  of  our  model:  image  pre-processing,  automatic

landmark  placement,  extraction  of  geometric  and  textural  features,  stratification  using

metadata, and classification using a machine learning model (Figure 2).
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Figure 2. From the initial photograph to diagnostic probability.  Faster RCNN = Faster

Region-based  Convolutional  Neural  Network;  CLAHE  =  Contrast  Limited  Adaptative

Histogram Equalization;  GLCM =  Gray-level  Co-occurrence  Matrix;  XGboost  =  eXtreme

Gradient Boosting.
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3.1 Data description

3.1.1 Training set

As explained in the introduction, we included pictures from the photographic database of the

Maxillofacial surgery and plastic surgery and the Medical genetics departments of  Hôpital

Necker – Enfants Malades (Assistance Publique – Hôpitaux de Paris), Paris, France.  This

database contained 1,042,468 photographs from 22,000 patients followed in the department

since  1976.  All  photographs  were  taken  by a  professional  medical  photographer  using  a

Nikon D7000 device in standardized positions. The non-digitized slide data (before 1985) was

scanned using an Epson Perfection V850 Pro scanner.

We included retrospectively  and prospectively,  from 1976 to 2023, all  frontal  and lateral

pictures of patients diagnosed with 9 syndromes. The photographs were not calibrated. All

patients had genetic confirmation of their syndrome. We excluded patients with a history of

facial  surgery.  Multiple  photographs per patient  corresponded to different  ages.  Duplicate

photographs were excluded.

Non-syndromic  children  were  selected  among  patients  admitted  for  wounds,  trauma,

infection, and various skin lesions, without any record of chronic conditions. More precisely,

follow-up for  any type  of  chronic  disease  was  considered  as  an  exclusion  criterion.  The

reports were retrieved using Dr Warehouse (68). For each patient, the best profile picture was

selected in terms of symmetry. 

3.1.2 Validation set

We  retrieved  frontal  and  lateral  photographs  of  the  syndromes  of  interest  from  several

specialized centers: 
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- the  Craniofacial  unit  of  Great  Ormond  Street  Hospital  (GOSH) in  London  (UK):

Crouzon, Pfeiffer, Apert, Muenke, Saethre Chotzen and Treacher Collins syndromes

(Pr. David Dunaway);

- the  Center  of  excellence  in  genomics  and  precision  dentistry,  Chulalongkorn

University, Bangkok (Thailand): Treacher Collins, CHARGE, Kabuki syndromes (Dr.

Thantrira Porntaveetus);

- the  Clinical  genetic  department  of  Lausanne  University  Hospital,  Lausanne,

(Switzerland): Kabuki syndrome (Dr. Fabienne Giuliano);

- the  Maxillofacial  surgery  department  of  Lille  University  Hospital  (France):  Nager

syndrome (Pr. Joël Ferri);

- the Clinical genetics department of Montpellier University Hospital (France): Kabuki,

CHARGE,  Treacher  Collins  syndromes  (Dr.  Marjolaine  Willems,  Pr.  David

Geneviève); 

- the Maxillofacial department of Nantes University Hospital (France): Guion Almeida,

Nager, Treacher Collins syndromes (Pr. Pierre Corre);

- the  Clinical  genetics  department  of  Tours  University  Hospital  (France):  Kabuki

syndrome (Pr. Annick Toutain); 

- the Clinical  genetics  department  of Grenoble University  Hospital  (France):  Kabuki

syndrome (Pr. Klaus Dieterich); 

This diversity of validation data adds real strength to the study, especially as certain centers

such as London and Bangkok allowed to test the models on ethnically diverse populations. All

patients had genetic confirmation of their syndrome. None of the patients in the validation set

were present twice, and none were issued from the training set. We excluded patients with a

history of facial surgery. 

50



For  the  control  group,  we  selected  photographs  from  our  local  database,  without  any

redundancy with the training set, using similar inclusion criteria. We extracted data on age at

the time of the photograph and gender. Informed and written consents were obtained from the

legal  representatives  of  each  child,  or  from  the  patient  himself  if  he  was  of  age. All

photographs  in  the  validation  group were  manually  annotated  by two independent  raters,

blinded for the diagnosis. The ICC (Intraclass Correlation Coefficient) was computed. ICC

values greater than 0.9 corresponded to excellent reliability of the manual annotation (69).

3.2 Model for Automated Landmark Annotation

We used three different templates based on 105 landmarks for the frontal view, 73 for the

lateral view and 41 for the external ear. We developed an automatic annotation model for

each template following a pipeline including: (1) detection of the region of interest and (2)

automatic placement of the landmarks.

3.2.1 Model selection

Step 1: Region Of Interest (ROI) detection 

An initial step was the detection of the ROI, i.e., a frontal, a lateral view or an external ear,

using bounding boxes. We assessed two bounding box detection methods. 

- (1) Haar cascades (70), which is the historical method, trained from scratch with the

OpenCV library  (71);  a  Haar feature  was  a  calculation  performed  on  adjacent

rectangular regions in a detection window. This calculation was based on pixel sum

differences between the regions, on which cascade classifiers were used.

- (2)  Faster R-CNN (Faster Region-based Convolutional Neural Network) (72), more

recent, which were incremented with detectron2 (73) from a pre-trained model. Faster
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R-CNN was based on a Convolution Neural Network (CNN) preceded by a region

proposal algorithm to generate ‘bounding boxes’ or locations of possible objects in the

image. The Fast RCNN model was trained after data augmentation (images and their

+10° and -10° rotations), with a learning rate of 0.001, a batch size of 4, and a gamma

of 0.05 and 2000 iterations.

The  manual  annotations  of  the  bounding  boxes  were  performed  with  labelme (74).  We

manually  annotated  a  total  of  100  facial  photographs,  100  profiles,  and  100  ears.  Data

augmentation techniques, i.e., +/– 10 degrees of rotation and flipping, were used to increase

the size of the training set (75). In case of multiple detections, the bounding box with the

highest probability of detection was selected. The highest weight of the Haar cascade and the

best confidence score of the Faster R-CNN were selected. Intersection over Union (IoU) was

used to define true positives, false positives, and false negatives for the predicted bounding

boxes. Then, all methods were compared using precision, recall and F1-score at IoU of 0.5

and 0.75 for models which had been trained with and without data augmentation (76). An IoU

of 0.5 would limit false negatives and therefore sensitivity, while an IoU of 0.75 would limit

false positives and therefore specificity. The objects of interest were then reduced to 600 ×

600 pixels and converted to gray levels.

Step 2: Automatic landmark detection

The objective of this second step was (1) to evaluate the open-source algorithms on their

ability  to  automatically  place  landmarks  and (2)  in  case  of  failure,  to  determine  the best

method using our data.

We manually annotated a total of 1709 facial photographs, 2186 profiles, and 1443 ears. 

The manual landmarking of the frontal, profile, and external ear photographs was performed

according to the templates proposed by the IBUG group (Intelligent Behavior Understanding
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Group, Department of Computing, Imperial College London, United Kingdom) which defined

a consensual list of facial landmarks, that we later extended. 

The manual annotation of the true landmarks was performed using the  landmarker.io tool

(77). 

For each of the three sets, a 5% sample was randomly selected to define a test set. Patients in

the test set were removed from the training set to obtain two completely independent sets.

Since a patient could have several photographs in the database, all photographs of patients

selected for the test set were removed from the training set. The final fitting error was defined

as the distance between the final automatic annotation on the validation set and the manual

annotation,  considered  as  the  gold  standard.  Random  samples  were  created  to  induce

variations in the size of the training set (n = 10, 50, 100, 200, 300, 400, 500, 600, 700, 800,

900, … , 1500) and each sample was repeated 10 times. The final errors per patient, per run,

and per sample size were reported. A linear hierarchical model was produced to account for

inter- and intra-individual variability, with the introduction of a polynomial term of degree 3.

Three automatic annotation models were tested using to the Menpo platform (78).

1) The holistic Active Appearance Model (holistic AAM), a statistical deformable model

of the shape and appearance of a deformable object class (79). AMM was a generative

model  which aims  to  recover  a  parametric  description  of  a  certain  object  through

optimization  during  fitting.  AAM  contained: (1)  a  shape  model,  based  on  a

Generalized  Procrustes  Analysis  (GPA)  and  dimension  reduction  by  Principal

Component Analysis (PCA), (2) a motion model, based on a warp function, and (3) an

appearance model, after applying the warp function on the shapes (80). The holistic

AAM used a holistic appearance representation obtained by warping the texture into

the reference frame with a non-linear function. 
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2) The  patch-based AAM (patch AAM),  representing the appearance in a patch-based

fashion:  rectangular  patches  were extracted  around the  landmark  points. Fitting  an

AAM on a test image involved the optimization of the following cost function with

respect  to  the  shape  and  appearance  parameters.  The  Lucas-Kanade  optimization

belonged to the family of gradient-descent algorithms (81,82).

3)  The  Constrained Local Model (CLM) was a class of methods for locating sets of

points  (constrained  by  a  statistical  shape  model)  on  a  target  image.  The  general

approach was to sample a region from the image around the current estimate, project it

into a reference frame and search for a combination of points which optimized the

total cost, by manipulating the shape model parameters (83,84). 

As described on their homepage, the Menpo Project provided: a web-based tool for annotation

of bulk data for model training, a command line tool for landmark localization with state-of-

the-art pre-trained models, and a generic object detection in terms of a bounding box.

The fitting error per iteration was then calculated. The model with the best performance in the

previous step was pre-trained on public databases to determine whether the contribution of a

pre-trained model increased performance (Figure 3).  Annotated and publicly available online

databases of photographs are available (85), i.e.,  Labeled Face Parts in the Wild (LFPW)

(86),  Annotated  faces-on-the-wild (AFW) (87),  Helen  (88)  and XM2VTS (89)  for  frontal

facial pictures with a total of 3402 images; Annotated Facial Landmarks in the Wild (AFLW)

(90) for profiles with a total of 1526 images; Ears in-the-Wild (91) for ears with a total of

2858 images. 
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Figure  3.  Selection  of  the  best  automatic  landmarking  model.   A. ROI  detection.  B.

Testing  for  three  automatic  annotation  models  (Hol  AAM,  Patch  AAM,  CLM).  C.

Comparison of the model only trained on the data versus the model pre-trained on public data,

on frontal face photographs. The public photographs in step C were extracted from the LPFW

database. Hol = Holistic. 

3.2.2 Model optimization

We have attempted to optimize the chosen automatic annotation model using three methods.

- A raw annotation on the base image.

- Annotation  by  groups:  after  a  raw annotation,  a  second  model  for  each  group  of

landmarks (eye, nose, mouth, mandibular contour, etc.) was reapplied to refine the

placement.

- Double-scale  annotation:  a  raw  annotation  is  made  on  the  image,  then  a  second

annotation is performed after resizing the image around the landmarks initially placed.

The best model was selected based on the minimization of the final fitting error.
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3.3 Geometric features extraction

As  underlined  before,  Douglas  and  Mutsvangwa  (51)  concluded  that  Procrustes-based

approaches were the best methods for shape analysis in terms of prediction accuracy. 

We performed Generalized Procrustean Analysis (GPA) (49) on all landmark clouds using the

geomorph package on R (Figure 4). Since the data were uncalibrated photographs, ROI sizes

were not available: shape parameters only were assessed and not centroid sizes.
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Figure  4.  Superposition  (A/C/E)  and  average  (B/D/F)  of  Procrustes  coordinates  for

frontal views (A/B),  profiles  (C/D),  and external  ears (E/F).  This example  includes all

patients with Crouzon syndrome.
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3.4 Textural features extraction

3.4.1 Image partitioning

We decided to separate the frontal and profile views of the face into key areas and apply

textural feature extraction methods to each of these zones. This allowed us to check the results

and determine which zone had contributed most to the diagnosis.

We defined 14 key areas, 11 on the frontal (right / left eye, right / left eyebrow, glabella,

forehead, nasal tip, philtrum, right / left cheek, chin) and 3 from the profile (pre-auricular

region,  eye,  malar  relief)  views.  Each of  these  areas  could  potentially  guide  towards  the

diagnosis of facial dysmorphia. Each zone was extracted automatically using the previously

placed landmarks (Figure 5).

3.4.2 Histogram equalization

We used the CLAHE (Contrast Limited Adaptative Histogram Equalization) algorithm for

histogram equalization. This method has been used used by several authors before the use of

feature extractors (92,93). CLAHE enhances contrast by evenly dispersing gray values (94).

The aim was to reduce the influence of illumination, particularly at the time of the photograph

was taken, or of skin color. Kiflie et al recommend CLAHE as a first-choice equalization

method (95). 

3.4.3 Gray-level co-occurrence matrix 

Gray-level co-occurrence matrix (GLCM) methods, as proposed by Haralick (96), are based

on the estimation of the second-order joint conditional probability density functions. These

matrices  characterize  the  spatial  relationships  between  pixels.  GLCM is  one  of  the  most
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popular  and  actual  methods  for  texture  analysis  (97,98),  recently  used  extensively  in

radiomics, for instance to analyze CT-scan or MRI images (99–101). GLCM has also proven

its  effectiveness  in  analyzing  skin  texture  (102).  The  co-occurrence  matrix  contains

information on: 

1) entropy: local variations in the GLCM;

2) homogeneity: the closeness of the distribution of elements in the GLCM to the GLCM

diagonal;

3) contrast, in the GLCM;

4) energy, or angular second moment: sum of squared elements in the GLCM;

5) correlation: the joint probability occurrence of the specified pixel pairs (103).

There are 28 GLCM features, taking into account the average and range for each item of

information, for each zone, so 28 x 14 = 394 textural features for each patient (Figure 5).

Figure  5.  Extraction  procedure  for  textural  features. CLAHE  =  Contrast  Limited

Adaptative Histogram Equalization; GLCM = Gray-Level Co-occurrence Matrix.
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3.5 Dimension reduction and stratification using metadata

Procrustean  coordinates  were  processed  using  Principal  Component  Analysis  (PCA)  for

dimension  reduction  (104,105).  We  retained  the  principal  components  explaining  in

cumulative  sum  99%  of  the  total  variance.  The  last  1%  was  considered  as  negligible

information. 

The  geometric  features  described  in  the  previous  paragraph,  and  the  geometric  principal

components, were combined for further analysis.  To consider associated metadata (age and

gender) and the fact that  we had included more than one photograph per patient (that is the

non-independence of the data), a mixed model was designed for each feature. The variables to

be  explained  were  the  features  (geometric  and  textural),  with  age,  gender,  and  ethnicity

considered as explanatory variables. A random effect on age and individuals was introduced.

The equation of the mixed model was:

Featuresi , j α+age .β1+gender . β2+ethnicity . β3+age . β1 , i+εi , j

where age . β1 ,i corresponded to a random slope for age per individual and ε i , j was a random

error term. We did not use an interaction term between age and gender and age and ethnicity

as it did not increase the likelihood of the model. Age, gender and ethnicity are significant

factors in dysmorphology because they influence the diagnosis, and must therefore be taken

into account (8,106). 

The residuals of each feature were calculated to take into account potential biases linked to

the metadata:

ε i , j=Featuresi , j−α+age . β1+gender . β2+ethnicity .β3+age .β1 ,i
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3.6 Training the classification model

The inputs to the model were the residuals from the linear models described above, for each

geometric or textural feature. 

We used XGBoost (eXtreme Gradient Boosting), a supervised machine learning classifier, for

all the analyses (107). We chose a tree-based booster, and the loss function to be minimized

was a logistic regression in the case of binary classification, or a softmax function in case of

multi-class classification.  We set a number of hyperparameters to improve the performance

and effect of the machine learning model: learning rate = 0.3, gamma = 0, maximum tree

depth = 6. The model with the lowest error rate in case of binary classification, or multiclass

error  rate  in  case of multi-class  classification,  was chosen for analysis.  We separated the

dataset into a training set and a testing set, and a 5-fold cross-validation was used to define the

ideal number of iterations to avoid overfitting.

The chosen model  with the ideal  number of  iterations  was then used on the independent

validation  set  to  test  performances  by  plotting  accuracy,  sensitivity,  specificity,  F1-score,

precision and recall, and AUC. The ROC (Receiver Operating Characteristics) curves were

plotted in R using the plotROC package (108). 

3.7 UMAP (Uniform Manifold Approximation and Projection) 

representations

The residuals ε i , j were represented using UMAP for visual clustering, a nonlinear dimension

reduction  technique (109).  We  retained  the  residuals  associated  with  features  with  a

classification gain (in their cumulative sum) > 0.75 in the importance matrix associated with

the XGboost model. A k (local neighborhood size) value of 15 was used. A cosine metric was
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introduced  to compute distances in high dimensional spaces:  the effective minimal distance

between  embedded  points  was  10−6.  The  three  conditions  of  UMAP,  namely  uniform

distribution, local constancy of the Riemannian metric, and local connectivity were verified.

UMAP analyses were performed using the package umap on R (110).
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4 Choice of automatic annotation model

4.1 ROI detection

For all types of ROI (frontal pictures, profiles, and external ears), and for an IoU of 0.5, the

best performances based on the F1-score were obtained for the Faster R-CNN, in comparison

to  Haar cascades. F1-score were 1.000, 0.999, and 0.969 respectively for frontal pictures,

profiles, external ears (111). As stated before, in (111), the Faster RCNN model was trained

after data augmentation (images and their +10° and -10° rotations), with a learning rate of

0.001, a batch size of 4, a gamma of 0.05 and 2000 iterations. The Faster RCNN model has

since been optimized and split into two stages:

- 1)  ROI  detection: Faster  RNN  trained  on  15633  images  after  data  augmentation

(images and their +10° and -10° rotations). There were 6186 frontal images (2062 x 3)

and 9447 right and left profile images (3159 x 3). The batch size was set to 2, the

learning rate was set to 0.0025, and the maximum number of iterations was 2800.

- 2)  Determination of profile laterality: pre-trained ResNet50 network (112) using the

Pytorch library (113). The training images included 1,570 left profiles and 1,579 right

profiles.  The batch size was set  at  16,  an Adam optimizer  (114) was used with a

learning rate of 0.001, a step of 7, a gamma of 0.1, trained over 25 epochs.

4.1.1 Automatic landmarking

Based on the final fitting error, for all type of annotation, the best model was the patch-based

AAM (p < 0.001). The pretrained patch-based AAM led to a final error higher than the patch-
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based AAM trained from scratch (p < 0.001) (111). Since the publication of (111), the patch

AAM has been improved:

- 1) Modification of the templates proposed by the Menpo platform (85) (Figure 6): 105

frontal landmarks, to take into account the shape of the cranial vault, the hairline and

the position of the ears; 73 profile landmarks, to take into account the shape of the

cranial vault, the hairline and the position of the ear; 45 ear landmarks, after removing

the ‘anthelix’ group, which was considered to be not reproducible, according to the

publication below (4).

     

Figure 6. Initial (A/B/C) landmark templates proposed by the Menpo platform versus

the updated templates, for the frontal pictures (A/D), profile views (B/E), and external

ears (C/F). Note the addition of the shape of the cranial vault, the position of the hairline and
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the position and size of the ears for the frontal  and profile  faces,  and the deletion of the

anthelix landmarks for the ear.

- 2)  Two-scales  landmarking:  the  model  for  frontal  pictures  was  trained  on  904

manually annotated photographs, with a first stage of dimensioning (diagonal = 150),

a patch shape of [(15, 15), (23, 23)], and 50 iterations, then a second stage without

resizing, with a patch shape of [(20, 20), (30, 30)] and 10 new iterations. The final

fitting error was then the lowest in this design, with an average of 7.68 +/- 8.14. The

model for profile views was trained on 1,439 manually annotated photographs, with a

first stage of dimensioning (diagonal = 150), a patch shape of [(15, 15), (23, 23)] and

25 iterations, then a second stage without resizing, with a patch shape of [(15, 15), (23,

23)], and 5 new iterations. The final fitting error was then the lowest in this design,

with an average of 11.65 +/- 14.30. The model for ears was trained on 1221 manually

annotated photographs, with a first stage of dimensioning (diagonal = 100), a patch

shape of [(15, 15), (23, 23)], and 50 iterations, then a second stage without resizing,

with a patch shape of [(20, 20), (30, 30)] and 20 new iterations. The final fitting error

was then  the  lowest  in  this  design,  with an average  of  29.87 +/-  14.50.  All  three

models used the Lucas Kanade optimizer (115).

4.1.2 Manual landmarking reproducibility

The comparison between two raters was excellent with an ICC of 0.999 [0.999-0.999] for

frontal pictures, 0.999 [0.999-0.999] for profile views, and 0.992 [0.991-0.993] for external

ears. The landmarks defining the antihelix were the less reproducible, because this anatomical

region can be missing in some individuals.
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4.1.3 Published paper
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5 Results for the first main objective: diagnosis support

Here we report the results corresponding to the first objective, i.e., diagnostic support. We

will first describe a diagnostic task based on the external ear for a group of 4 syndromes

validated on children and fetuses. We will then present the results of our classification into 10

groups (9 syndromes and controls).

5.1 Diagnosis  in  Mandibulofacial  Dysostosis  with  Microcephaly  (MFDM)

using external ear shapes

Mandibulo-Facial  Dysostosis  with  Microcephaly  (MFDM) is  a  rare  disease  with  a  broad

spectrum  of  symptoms,  characterized  by  zygomatic  and  mandibular  hypoplasia,

microcephaly, and ear abnormalities. Here, we aimed at describing the external ear phenotype

of MFDM patients and train a model to differentiate MFDM ears from non-syndromic control

ears (binary classification) and from ears of the main differential diagnoses of this condition

(multi-class classification): Treacher Collins (TC), Nager (NAFD), and CHARGE syndromes.

Figure 7. External ear photographs for each patient group: controls, Mandibulo-Facial

Dysostosis  with  Microcephaly  (MFDM),  Nager  type  Acro-Facial  Dysostosis  (NAFD),

Treacher Collins (TC), and CHARGE syndromes.
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The training  set  contained  1592 ear  photographs,  corresponding to  550 patients;  52% of

patients  were  female and the  mean  age  was  7.2  +/-  5.9  years,  ranging  from  0  to  60.7

years. We included 1296 photographs of control ears, corresponding to 471 patients; 53% of

controls were female, with a mean age of 7.2 +/- 5.4 years. The MFDM group included 105

photographs from 31 patients, all genetically confirmed (EFTUD2 heterozygous pathogenic

variations), the NAFD group included 33 pictures from 9 patients, all genetically confirmed

(SF3B4). We included 70 photographs corresponding to 15 patients in the TC group. All had

genetic confirmation (TCOF1 or POLR1D). The CHARGE group included 88 photos from 24

patients. All were genetically confirmed (CHD7). 

Design   №  1  

The best performances were obtained after 114 iterations. Patients could be classified  into

MFDM  or control groups in the validation set with a balanced accuracy of 0.969 [0.838 –

0.999] (p < 0.001) and an AUC of 0.975. Only one patient was misclassified. 

Design   №  2.1  

The classification into MFDM, TC, CHARGE and control groups in the validation set was

optimized after 76 iterations. On the validation data, the overall balanced accuracy was 0.811

[0.648 – 0.920] (p = 0.002).  The balanced accuracy was 0.769 for  the classification  into

MFDM, 0.721 for TC, 0.752 for CHARGE, and 0.938 for controls. AUC in the validation set

was 0.837 for MFDM, 1.000 for controls, 0.857 for CHARGE, and 0.500 for TC.  

Design   №  2.2  

The classification into MFDM, TC and CHARGE groups in the validation set was optimized

after 91 iterations. On the validation data, the overall balanced accuracy was 0.813 [0.544 –
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0.960] (p = 0.003). With this classifier, the balanced accuracy was 0.944 for the classification

into MFDM, 0.873 for CHARGE, and 0.500 for TC. AUC in the validation set was 1.000 for

MFDM, 0.969 for CHARGE, and 0.500 for TC. 

We  also  illustrated  the  potential  for  clinical  use  of  automatic  ear-based  diagnosis  on  a

preliminary  case study.  A non-premature  female  child  aged 9 days  was admitted  in  fetal

pathology with bilateral choanal atresia, inner ear malformations, agenesis of the acoustic-

facial bundle and cerebello-pontine hypoplasia. She had died within a few days after birth.

CHARGE syndrome  was  confirmed  post-mortem by  a  heterozygous  de  novo pathogenic

variation in the CHD7 gene (c. 4353+1G>A). The patient also carried a heterozygous de novo

variation of unknown significance in the  EFTUD2 gene (c. 1954G>A, p.Asp652Asn).  Our

ear-based model on the ears of this patient (with a XGBoost classifier) proposed: CHARGE

syndrome 84%, control patient 11%, MFDM 3%, NAFD 2% or TC 1% (Figure 8), supporting

the diagnosis of CHARGE syndrome, and showing little tendency towards an MFDM ear. As

systematic EFTUD2 heterozygous pathogenic variation screening is currently recommended

in unusual CHARGE cases (116): our model, with further clinical validation, could be used as

a clinical support for directing genetic investigations (117). 
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Figure 8. Case study for automatic ear-based diagnosis in CHARGE syndrome (A). (B)

UMAP  clustering  of  design  №2.1;  black  dot:  patient.  (C)  probability  histogram with  a

XGBoost classifier. 
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5.2 AI-based diagnosis in fetal pathology using external ear shapes

We applied the  previous model  to  a new validation  population,  corresponding to  fetuses.

Facial analysis of fetuses is crucial for antenatal and post-mortem diagnosis (118). Prenatal

abnormalities of the external ear are common in many syndromes (119,120). For instance,

Nunez-Castruita et al (121) reported that the insertion position of the external ears supports

the diagnostic process in genetic disorders, as fetuses with low set ears are at greater risk of

congenital anomalies. Similarly, Sacchini et al (122) recommended the analysis of the length

of the external ear in the antenatal diagnosis of Down syndrome. 

The aim of this study was to test the model described in the previous section on photographs

of fetal  ears,  with the aim of supporting the medical  genetics  diagnosis.  The two genetic

syndromes  studied  were  Mandibulo-Facial  Dysostosis  with  Microcephaly  (MFDM)  and

CHARGE syndromes. These two syndromes present, as explained previously, characteristic

external ear phenotypes (123,124), enabling post-mortem diagnosis. 

We tested the trained model on photographs of fetuses from the Fetal pathology department of

Hôpital Necker - Enfants Malades. Control came from a large data set of fetuses including

intra uterine fetal death, termination of pregnancy and late miscarriage,  autopsied between

2022 and 2023. From this data, 14 subjects were selected according to several criteria. We

excluded:  macerated  fetuses,  fetuses  with  polymalformative  syndrome  (except  isolated

malformation),  fetuses with dysmorphic features,  fetuses with chromosomal abnormalities,

and fetuses with oligoamnios. Post-mortem examination was performed in the Fetal pathology

department following a standard protocol including frontal and profile X-rays, photographs,

external  and  internal  examination,  and  histological  assessment  (125).  Each  fetus  was

photographed using a Nikon D7000 device. The associated metadata were reported, i.e., term

and gender. The term was then converted to age (then negative) by subtracting the theoretical

term  (41  SA)  from  the  term  of  the  fetus  for  input  into  the  linear  models  previously
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described. We included 14 photographs of control ears, corresponding to 14 fetuses; 71% of

controls were female, with a mean term of 27 +/- 7.2 WA. Controls were one late miscarriage,

two  non-macerated  intra-uterine  fetal  death  without  malformation  in  post-mortem

examination, and eleven terminations of pregnancy (ten for isolated cardiopathy and one for

low  urinary  tract  obstruction  without  oligoamnios). The  MFDM  group  included  12

photographs from  12 fetuses, all genetically confirmed (EFTUD2 heterozygous pathogenic

variations); 50% were female and the mean term was 31 +/- 4.5 WA. The CHARGE group

included 25 photos from 25 fetuses; 60% were female and mean term was 31 +/- 4.5 WA. All

were genetically confirmed (CHD7 variation). 

37/51 (72.5%) of the fetuses were correctly classified (Table 1). The overall accuracy was

therefore 72.6% (58.3 - 84.1%, p < 0.001), and the balanced accuracies were 76.4%, 86.2%,

and 74.9% respectively for CHARGE, MFDM and control fetuses (Table 2). The AUC was

86.8%, 90.3%, and 87.5% respectively for CHARGE, MFDM and control fetuses.

  Reference
    CHARGE MFDM Control

P
re

di
ct

io
n CHARGE 18 1 4

MFDM 1 9 0

Control 6 2 10

Table 3. Confusion matrix for the model predictions on the validation set.  The green

boxes  corresponded  to  true  positives  (correctly  classified  fetuses).  MFDM =  Mandibulo-

Facial Dysostosis with Microcephaly; CHARGE = Coloboma, Heart defect, Atresia choanae,

Retarded growth and development, Genital hypoplasia, Ear anomalies/deafness.
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Overall (multiclass design)    
Accuracy 72.6% [58.3 - 84.1%] p < 0.001 *

Binary (one-versus-all design)  
Sensitivity (Se) CHARGE 72.0%

Control 71.4%
  MFDM 75.0%
Specificity (Sp) CHARGE 80.8%

Control 78.3%
  MFDM 97.4%
Balanced Accuracy CHARGE 76.4%

Control 74.9%
  MFDM 86.2%
AUC CHARGE 86.8%

Control 87.5%
MFDM 90.3%

Table 2. Final model performances on the validation set. AUC = Area Under the Curve. 

* Statistical significance compared to the No Information Rate (NIR) = 0.490.
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Figure  9. A.  UMAP  visualization  for  the  training  set  (children)  and  validation  set

(fetuses). Note that the MFDM cluster is more distinct than the two other ones.  B. ROC

curves for the validation data for each syndrome, with the associated AUC (in a one-

versus-all design). AUC = Area Under the Curve. 

We  were  able  to  prove  the  efficiency  of  an  automatic  detection  model  for  external  ear

anomalies of two genetic syndromes versus controls, trained on children and tested on fetuses.

External ears alone are not sufficient for antenatal diagnosis. Prospects based on our current

results are (1) to integrate information on the face (frontal and profile views) in order to offer

a  comprehensive  diagnostic  support  model  for  fetal  pathologists  and  (2)  to  validate  the

performances  of  the  model  on  3D  ultrasound  data  to  include  our  approach  in  antenatal

diagnosis. This publication is currently under review. 
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5.3 Multi-syndromes classification

5.3.1 Training set

The training set contained 3330 photographs, corresponding to 1086 patients; 47 % of patients

were controls and 53% presented with a syndrome. In the control group, 54% of patients were

females and the mean age was 7.0 +/- 4.6 years. In the patient group, the syndromes were:

Crouzon-Pfeiffer (N = 348, 60%), Kabuki (N = 167, 29%), Treacher Collins (N = 149, 26%),

Silver Russell (N = 131, 23%), Apert (N = 88, 15%), Muenke (N = 72, 13%), CHARGE (N =

69, 12%), MFDGA (N = 60, 10%), Saethre Chotzen (N = 47, 8%) and NAFD (N = 14, 2%)

(Table 3).

    Controls Syndromic patients
N

Consultations 520 (31%) 1145 (69%)
Photographs 1040 (31%) 2290 (69%)
Patients 510 (47%) 576 (53%)

Gender
Female 279 (54%) 513 (45%)
Male 241 (46%) 632 (55%)

Age 
(years)

Mean +/- SD 7.0 +/- 4.6 5.9 +/- 8.4
Median 7.1 2.9
Min 0.2 0
Max 22.1 80.0

Ethnicity
African 28 (5%) 101 (9%)
Asian 9 (2%) 28 (2%)
Caucasian 483 (93%) 1016 (89%)

Syndrome
Apert 88 (15%)
CHARGE 69 (12%)
Crouzon Pfeiffer 348 (60%)
Kabuki 167 (29%)
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MFDGA 60 (10%)
Muenke 72 (13%)
NAFD 14 (2%)
Saethre Chotzen 47 (8%)
Silver Russell 131 (23%)

  Treacher Collins   149 (26%)

Table 3. Description of the training set population. CHARGE = Coloboma, Heart defect,

Atresia  choanae,  Retarded  growth  and  development,  Genital  hypoplasia,  Ear

anomalies/deafness; MFDGA = Mandibulo-Facial Dysostosis Guion Almeida type; NAFD =

Nager type Acro-Facial Dysostosis; SD = Standard Deviation.

5.3.2 Validation set

The training set contained 216 photographs, corresponding to 108 patients; 18 % of patients

were controls and 82% presented with a syndrome. In the control group, 58% of patients were

females and the mean age was 6.1 +/- 4.5 years. In the patient group, the syndromes were:

Crouzon-Pfeiffer (N = 27, 30%), Apert (N = 13, 15%), Kabuki (N = 11, 12%), Muenke (N =

7, 8%), Saethre Chotzen (N = 7, 8%), CHARGE (N = 6, 7%), Silver Russell (N = 6, 7%),

MFDGA (N = 5, 6%), Treacher Collins (N = 5, 6%) and NAFD (N = 2, 2%) (Table 4).

    Controls Syndromic patients
N

Consultations 19 (18%) 89 (82%)
Photographs 38 (18%) 178 (82%)
Patients 19 (18%) 89 (82%)

Gender
Female 11 (58%) 51 (57%)
Male 8 (42%) 38 (43%)

Age 
(years)

Mean +/- SD 6.1 +/- 4.5 5.3 +/- 5.9
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Median 6.6 3.6
Min 0.1 0.0
Max 15.8 33.5

Ethnicity
African 1 (5%) 7 (8%)
Asian 1 (5%) 0 (0%)
Caucasian 17 (90%) 82 (92%)

Syndrome
Apert 13 (15%)
CHARGE 6 (7%)
Crouzon Pfeiffer 27 (30%)
Kabuki 11 (12%)
MFDGA 5 (6%)
Muenke 7 (8%)
NAFD 2 (2%)
Saethre Chotzen 7 (8%)
Silver Russell 6 (7%)

  Treacher Collins   5 (6%)

Table 4. Description of the validation set population. CHARGE = Coloboma, Heart defect,

Atresia  choanae,  Retarded  growth  and  development,  Genital  hypoplasia,  Ear

anomalies/deafness; MFDGA = Mandibulo-Facial Dysostosis Guion Almeida type; NAFD =

Nager type Acro-Facial Dysostosis; SD = Standard Deviation.

5.3.3 Results of the multi-syndrome classification model

The Procrustes representations showed the morphological characteristics classically described

in the literature  for these 10 syndromes (Figure 10).  In addition to  the facial  features  on

frontal  views,  the  profile  views  and  external  ears  were  important  for  the  phenotypic

description of the syndrome, in particular the brachycephaly found in the Apert, Crouzon-

Pfeiffer,  Muenke  and  Saethre  Chotzen  syndromes,  the  large,  prominent  ears  of  Kabuki

syndrome,  the  triangular  concha  and  earlobe  hypoplasia  of  CHARGE  syndrome,  the
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retrognathia of Treacher Collins, NAFD and MFDGA syndromes, and the small mandible of

Silver Russell syndrome.

Our model was able to correctly classify 71.3% (61.8 - 79.6) of patients (top-1 accuracy).

Top-3  accuracy  was  93.5%.  Performance  varied  according  to  syndromes,  with  96.1%

accuracy for the controls (AUC = 1,000) or 90.7% for Apert (AUC = 0.992) and CHARGE

(AUC = 0.912) groups. However, the accuracy was 50% in the NAFD group (AUC = 0.450),

corresponding to the smallest number of patients. The ROC curves and AUCs for the training

and validation sets were comparable (Figure 11) (Tables 5, 6).
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Figure  10.  Average  shapes  for  10  syndromes  vs  controls  after  Procrustes

superimposition of frontal views, lateral views, and external ears, before 5 years of age.

Grey = controls. CHARGE = Coloboma, Heart defect, Atresia choanae, Retarded growth and

development,  Genital  hypoplasia,  Ear  anomalies/deafness;  MFDGA  =  Mandibulo-Facial

Dysostosis Guion Almeida type; NAFD = Nager type Acro-Facial Dysostosis.

Group AUC (training) AUC (validation) Sensitivity Specifity Accuracy
Overall 0.713 (0.618 - 0.796) *
Control 1.000 1.000 1.000 0.921 0.961
Apert 0.921 0.992 0.846 0.968 0.907
CHARGE 0.912 0.986 0.833 0.980 0.907
Crouzon Pfeiffer 0.994 0.970 0.667 0.975 0.821
Kabuki 0.941 0.983 0.727 0.959 0.843
MFDGA 0.867 0.888 0.400 0.990 0.695
Muenke 0.985 0.804 0.286 0.950 0.618
NAFD 0.586 0.450 0.000 1.000 0.500
Saethre Chotzen 0.865 0.778 0.429 0.990 0.709
Silver Russell 0.951 0.986 0.833 0.971 0.902
Treacher Collins 0.974 0.972 0.800 0.971 0.885

Table 5. Classification performances in the validation set. AUC = Area Under the Curve;

CHARGE =  Coloboma, Heart defect,  Atresia choanae, Retarded growth and development,

Genital hypoplasia, Ear anomalies/deafness; MFDGA = Mandibulo-Facial Dysostosis Guion

Almeida type; NAFD = Nager type Acro-Facial Dysostosis.

  Group

  Controls AS CHARGE CPS KS MFDGA MS NAFD SCS SRS TCS

P
re

d
ic

ti
on

Controls 19 0 0 3 2 0 2 0 0 0 0

AS 0 11 0 0 0 0 2 0 1 0 0

CHARGE 0 1 5 1 0 0 0 0 0 0 0

CPS 0 0 0 18 1 0 1 0 0 0 0

KS 0 0 0 1 8 1 0 0 0 1 1

MFDGA 0 0 0 0 0 2 0 1 0 0 0

MS 0 1 0 2 0 0 2 0 2 0 0
NAFD 0 0 0 0 0 0 0 0 0 0 0
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SCS 0 0 0 0 0 1 0 0 3 0 0

SRS 0 0 1 2 0 0 0 0 0 5 0

TCS 0 0 0 0 0 1 0 1 1 0 4

Table  6.  Confusion  matrix  in  the  validation  set.  AS = Apert  Syndrome;  CHARGE =

Coloboma,  Heart  defect,  Atresia  choanae,  Retarded  growth  and  development,  Genital

hypoplasia,  Ear  anomalies/deafness;  CPS  =  Crouzon  Pfeiffer  Syndrome;  KS  =  Kabuki

Syndrome; MFDGA = Mandibulo-Facial  Dysostosis  Guion Almeida  type;  MS = Muenke

Syndrome; NAFD = Nager type Acro-Facial Dysostosis; SCS = Saethre Chotzen Syndrome;

Silver Russell Syndrome; Treacher Collins Syndrome.

Figure 11. A. Empirical ROC curves (training set) for the different groups with AUC. B.

ROC curves (validation set) for the different groups with AUC. AUC = Area Under the

Curve;  AS  =  Apert  Syndrome;  CHARGE  =  Coloboma,  Heart  defect,  Atresia  choanae,

Retarded  growth  and  development,  Genital  hypoplasia,  Ear  anomalies/deafness;  CP  =
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Crouzon Pfeiffer Syndrome; MFDGA = Mandibulo-Facial Dysostosis Guion Almeida type;

NAFD = Nager  type  Acro-Facial  Dysostosis;  Silver  Russell  Syndrome;  Treacher  Collins

Syndrome.

On Figure 12, we have reported two examples of the use of our model on two patients from

the validation set. The results are given in the form of a probability for each group. The first

proband has a 99% probability of CHARGE syndrome and a variant in the CHD7 gene should

be investigated. The second proband has an 88% probability of Apert syndrome and a variant

in the FGFR2 gene should be investigated.

Figure 12. Example of classification using our model for two probands of the validation

set. A and B. Frontal and profile faces of proband 1. C. UMAP representation of the training

data  according  to  the  different  groups,  with  positioning  of  proband  1.  D.  Histogram  of
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predictions  by  our  model.  E  and  F.  Frontal  and  profile  faces  of  proband  2.  G.  UMAP

representation  of  the  training  data  according  to  the  different  groups,  with  positioning  of

proband 2. H. Histogram of predictions by our model. 
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6 Results  for  the  second  main  objective:  phenotype  –  genotype
correlations

We will present two use cases of phenotype-genotype correlations using our model:

- Diagnosis  and  phenotype-genotype  correlations  in  the  group  of  syndromic

craniosynostoses

- Diagnosis and phenotype-genotype correlations in the Kabuki syndrome group

6.1 Facial  AI-based  diagnosis  and  phenotype  –  genotype  correlations  in

syndromic craniosynostoses

Craniosynostosis is a group of diseases characterized by premature fusion of one or more

cranial  sutures  (126).  Around 8% of  craniosynostoses  are  genetic  or  syndromic  in  origin

(127).  Many syndromes combine  craniosynostosis,  facial  abnormalities  and various extra-

cranial malformations. Genetic variations in the FGFR2 (Fibroblast Growth Factor Receptor

2) and  FGFR3 (Fibroblast Growth Factor Receptor 3) genes lead to gains in function and

accelerated differentiation of osteoblasts (128,129), eventually causing the premature closing

of craniofacial sutures. These genetic variations are the most frequent causes of syndromic

craniosynostoses (130). Among less frequent genes implicated in syndromic forms, TWIST1

mutations cause Saethre Chotzen syndrome (SCS). 

The FGFR2 and FGFR3 genes code for a tyrosine kinase receptor and are composed of: (1)

an extracellular portion containing Immunoglobulin-like domains (IgI, IgII, IgIIIa and IgIIIc),

(2) a transmembrane region, and (3) an intracellular tyrosine kinase region (TK1 and TK2)

(131–136).  Phenotype/genotype  correlations  are  not  well  understood  in  FGFR-related
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craniosynostoses  despite  several  reports  focused  on  specific  anatomical  regions,  such  as

Morice et al (137), who have reported that genetic variations on the different portions of the

FGFR2 and FGFR3 receptor were associated with phenotypic variability in the mandible, and

Bouaoud et al (138) who have associated the thickness of the supra-orbital bar with specific

FGFR mutations.

Crouzon syndrome (CS) is an autosomal dominant condition caused by activating mutations

in  FGFR2 or  exceptionally  FGFR3 genes  (139,140).  The  facial  presentation  of  CS is

characterized by ocular proptosis, hypertelorism, brachycephaly, and midface retrusion, but

familial cases with high variability in penetrance are reported (141).

Pfeiffer syndrome (PS) is also autosomal dominant, caused by activating FGFR1 or FGFR2

mutations. In addition to a facial phenotype similar to CS, PS affects feet and hands, with

large thumbs or toes, brachydactyly, and syndactyly (142).

Apert syndrome (AS) is another autosomal dominant FGFR2-related craniosynostosis mostly

affecting  the  coronal  suture  (brachycephaly)  and  associated  with  midface  hypoplasia,

hypertelorism, a small mandible, and syndactyly of the hands and feet (126). (142).

Muenke  syndrome  (MS)  is  an  autosomal  dominant  disorder  affecting  the  FGFR3  gene

(p.Pro250Arg),  with  involvement  of  the  coronal  suture,  hypoplasia  of  the  midface,

hypertelorism and macrocephaly (142).

Saethre-Chotzen  syndrome  (SCS)  is  caused  by  an  autosomal  dominant  mutation  in  the

TWIST1 gene, resulting in fusions of the coronal,  lambdoid and/or metopic sutures, facial

asymmetry, a variable degree of syndactyly and hearing loss (143,144).

The aims of this study were (1) to train a tool using artificial intelligence (AI) methods on

facial  frontal,  lateral  and  external  ear  pictures  to  support  diagnosis  for  syndromic

craniosynostoses vs controls and (2) to screen for genotype / phenotype correlations in AS,

CS and PS.  
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Ranging between 1979 and 2023, we included 2228 frontal and lateral facial photographs,

corresponding to 541 patients. The control group comprised 1122 photographs, corresponding

to 304 patients. The AS, CS, MS, PS, and SCS groups comprised 146, 604, 52, 236, and 68

photographs respectively, corresponding to 44, 98, 16, 51, and 28 patients. The validation set

was composed of 168 frontal and lateral facial photographs corresponding to 84 patients from

Great  Ormond Street  Hospital  (GOSH, London).  The control,  AS, CS, MS, PS, and SCS

groups comprised 26, 40, 62, 12, 10, and 18 photographs respectively, corresponding to 13,

20, 31, 6, 5, and 9 patients. 

We found the facial  characteristics classically found in the literature for these syndromes.

There were very few phenotypic differences between the CS and PS groups. 

Each  of  the  5  syndromes  was  significantly  distinguishable  from  control  patients  in  the

validation set, with high AUCs going from 0.983 [0.954 – 1.000] (p < 0.001) for CS to 1.000

[1.000 – 1.000] (p < 0.001) for MS and PS. AS was significantly distinguishable from CS

(0.955 [0.893 – 1.000], p < 0.001) and from SCS (0.906 [0.799 – 1.000], p < 0.001), but not

from MS (0.658 [0.394 – 0.923],  p = 0.546) and PS (0.700 [0.470 – 0.930], p = 0.348).

Interestingly, the model was not able to distinguish CS and PS, with an AUC of 0.548 [0.270

– 0.827] (p = 0.672). MS was not discernable from PS and SCS with AUCs of 0.567 [0.157 –

0.977] (p = 0.841) and 0.667 [0.370 – 0.963] (p = 0.642) (Figure 13). Finally, the model was

able to distinguish PS from SCS with an AUC of 0.844 [0.606 – 1.000] (p = 0.021) (Table 7). 

  Controls AS CS MS PS

Controls          

AS 0.992 [0.974 - 1.000] *

CS 0.983 [0.954 - 1.000] * 0.955 [0.893 - 1.000] *

MS 1.000 [1.000 - 1.000] * 0.658 [0.394 - 0.923]   
0.785 [0.522 - 1.000]

*

PS 1.000 [1.000 - 1.000] * 0.700 [0.470 - 0.930]      0.548 [0.270 - 0.827]  0.567 [0.157 - 0.977]

SCS 0.940 [0.834 - 1.000] * 0.906 [0.799 - 1.000] *
0.871 [0.704 - 1.000]

* 0.667 [0.370 - 0.963] 0.844 [0.606 - 1.000] *
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Table 7. AUC for each binary classification on the validation set. AS = Apert Syndrome,

CS = Crouzon Syndrome, MS = Muenke Syndrome, PS = Pfeiffer Syndrome, SCS = Saethre-

Chotzen Syndrome. * = statistically significant (p < 0.05). 

For  further  analyses,  we grouped CS and PS patients  together  under  the  name Crouzon-

Pfeiffer syndrome (CPS), given the absence of significant phenotypic differences in binary

classification. The number of iterations retained for this multi-class model was 248 and 70.2%

[0.593 -  0.797]  of  patients  in  the  validation  set  were  correctly  diagnosed. The confusion

matrix revealed 13 correctly predicted controls, 13 AS, 27 CPS, 3 MS, and 3 SCS correctly

diagnosed (Table 8).

         

Reference
Control AS CPS MS SCS  

P
re
di
ct
io
n

Control 13 2 4 1 1  

AS 0 13 2 2 1  

CPS 0 3 27 0 0  

MS 0 2 3 3 4  

SCS 0 0 0 0 3  

Table 8. Confusion matrix in a multi-syndrome design. AS = Apert Syndrome, CPS =

Crouzon-Pfeiffer Syndrome, MS = Muenke Syndrome, SCS = Saethre-Chotzen Syndrome.

Bold values: True Positives (TP).
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Figure  13.  Multi-syndrome  classification  in  syndromic  craniosynostoses.  A.  UMAP

representation of the training data according to the different groups. B. Empirical ROC curves

(training set) for each group with AUC. C. ROC curves (validation set) for each group, with

AUC. AUC = Area Under the Curve. 

In  AS,  our  model  was  unable  to  correctly  classify  patients  between  the  two  genotypes

(FGFR2 p.Pro253Arg vs. FGFR2 p.Ser252Trp) (AUC = 0.506 [0.215 - 0.797], p = 0.874). 

In CPS, genotypes linked to the IgI, IgII, IgIIIc and TK domains of FGFR2 and variations in

FGFR3 were associated with more severe facial phenotypes than variations in a splice site of

FGFR2. In the latter group, brachycephaly, ocular phenotype and reduced height of the mid-

face seemed to be less severe. 

A binary classification between the ‘IgIIIc’ and ‘Splicing domain’ groups was significant,

with an AUC = 0.786 [0.554 -  1.000]  (p < 0.023)  on the validation  set.  In addition,  the

controls were indistinguishable from the ‘Splicing domain’  group (AUC = 0.577 [0.332 -

0.822], p = 0.657).
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To conclude, we were able to detect more than 70% of patients, with excellent performance

particularly in the CPS group (84.4% and AUC = 0.941). Finally, we were able to describe the

significant phenotypic variability within the CPS group. 
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6.2 Next  Generation  Phenotyping  model  for  diagnosis  and  phenotype  –

genotype correlations in Kabuki syndrome

Kabuki syndrome (KS) is a rare genetic disorder, with an estimated prevalence of 1:86,000

to1:32,000  (145–147). The typical KS face includes long palpebral fissures associated with

eversion of the lower third of the lower eyelid; long and heavy lashes giving the impression of

made-up  eyes;  broad,  arched  and  interrupted  eyebrows;  broad,  depressed  nasal  tip;  and

prominent,  cupped  ears  (145,146,148).  Non-facial  anomalies  include  mild  to  moderate

cognitive  impairment,  visceral  malformations,  skeletal  dysplasia  and  immunological

manifestations (149). KS has been described in all ethnic groups (150,151). More than 80% of

KS patients have a pathogenic variant in the coding regions of  KMT2D (KS type 1, KS1,

OMIM147920), and around 10% of patients have a pathogenic variant in the  KDM6A gene

(KS type 2, KS2, OMIM300128) (152–156). The aim of this study was to test our model for

KS diagnosis and distinguish KS1 from KS2. 

Ranging between 1998 and 2023, we included 1448 frontal and lateral facial photographs,

corresponding to 634 patients. The control group comprised 1084 photographs, corresponding

to 527 patients. The KS group comprised 364 photographs, corresponding to 107 patients. 82

(78%) of patients had a variation in the KMT2D gene (KS1), 23 (22%) in the KDM6A gene

(KS2). 

We confirmed the  usual  characteristics  described in  KS: high and arched eyebrows,  long

palpebral fissures, and large and prominent ears. The facial phenotype seemed more severe in

patients  under  3  years  of  age  than  in  older  patients.  We were  able  to  distinguish  KS vs

controls in the independent validation group with an accuracy of 95.8% (78.9 - 99.9%, p <

0.001). AUCs were comparable in the training set (0.994) and in the validation set (0.993)

(Figure 14). 

138



Figure 14. A. Empirical ROC curves (training set) for KS with AUC in design №1. B.

ROC curves (validation set) for KS with AUC in design  №1.  AUC = Area Under the

Curve, KS = Kabuki Syndrome.

Ten  out  of  eleven  patients  were  correctly  predicted  as  KS  with  our  model,  and  this

performance was the same using Face2Gene CLINIC. In addition, we were able to predict all

control patients (Table 9). 

Reference

Control KS  
P
re
di
ct
io
n

Control 13 1
 

KS 0 10
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Table 9. Confusion matrix for design №1 (KS versus controls) in the validation group.

AUC = Area Under the Curve. Bold values: True Positives (TP).

KS2 patients had a rounder face, a shorter nose, a thicker upper lip, anteverted nostrils, and a

shorter midface. There was no obvious difference in the eyebrows and eyes. The external ears

were more elongated vertically in KS2, with a hypoplastic lobe, and with a counterclockwise

rotation. The conch seemed more vertical in KS1.  The model was able to distinguish KS1

from KS2 with an empirical AUC of 0.805 (0.729 - 0.880, p < 0.001) (Figure 15). 
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Figure 15. Empirical ROC curve (training set) for KS2 with AUC in design 2. AUC =

Area Under the Curve, KS = Kabuki Syndrome.

Rouxel et al (149) showed that the Face2Gene RESEARCH tool distinguished KS1 from KS2

in a cohort  of 66 patients  with an AUC of 0.722 (p = 0.022).  The same team showed a

classification accuracy of 61% (20/33) by clinical genetics experts between KS1 and KS2.

The  performance  of  our  model  was  at  least  comparable  to  Face2Gene  RESEARCH and

seemed to outperform that of clinical experts.

Rouxel et al (149) explained that KS1 patients had a longer face and nose, a thin upper lip

vermilion  and  a  longer  midface  than  KS2  patients,  who  have  a  rounder  face,  a  thicker

vermilion and anteverted nostrils.  Our study reports  new phenotypic  features  not  seen on

frontal images alone for KS2, such as a particular morphology of the external ear, longer

along the vertical axis and with counterclockwise rotation.

The model was unable to detect a difference in facial phenotype between KS1 patients with a

Protein-Truncating  Variant  (PTV)  compared  to  patients  with  a  Protein-Altering  Variant

(PAV) (0.555 [0.419 – 0.690], p = 0.786). 
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7 Results  for  the  secondary  objective:  effect  of  a  treatment  on  facial

morphology

We will present three cases analyzing the effects of a medical or surgical treatment on facial

morphology:

- Efficacy  of  alpelisib  on  the  facial  phenotype  in  PIK3CA-related  hemifacial

myohyperplasia 

- Comparison of the nasal phenotype of two techniques for the surgical treatment of

cleft lip and palate

- Comparison  of  two  surgical  techniques  for  the  treatment  of  non-syndromic

scaphocephaly

7.1 Hemifacial myohyperplasia is due to somatic muscular PIK3CA gain- of-

function mutation and responds to pharmacological inhibition (Appendix

1)

Hemifacial myohyperplasia (HFMH) is a rare cause of facial asymmetry exclusively involving

facial muscles, initially reported as ‘hypertrophy and asymmetry of the facial muscles’ (157).

This  disorder is  reported in  very few patients  in  the literature  (36,158–161).  The  clinical

presentation of HFMH patients is strikingly consistent, with unilateral muscular hypertrophy

mimicking  spasm  and  orofacial  dystonia,  leading  to  diagnostic  errors  and  inadequate

management strategies, including aggressive attempts of surgical correction (162). Currently

the genetic causes of HFMH are unknown. The recent discovery of the role played by somatic

mutation of genes activating the PI3KCA/AKT/mTOR pathway has opened new treatment

perspectives for patients (163). Particularly, PIK3CA gain-of-function mutations explain most
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overgrowth syndromes.  The understanding of the genetic bases of overgrowth has allowed to

treat patients presenting PIK3CA-related overgrowth syndromes (PROS) with a specific PI3K

inhibitor (BYL719, alpelisib), initially designed as an anti-neoplastic drug (164). Alpelisib is

efficiently tackling soft-tissue overgrowth in PROS (164–167). Bayard et al hypothesized that

PIK3CA/AKT/mTOR pathway was abnormally affected in patients with HFMH (168). Here,

we report the results of the clinical screening and treatment in 5 patients with HFMH. After 6

months, 2D photographs were performed for all patients. 2D photographs were analyzed as

previously  described.  The  pre-treatment  facial  phenotype  was  compared  to  the  facial

phenotype after a minimum of 6 months of treatment. An associated assessment using 3D

photography was also conducted, as detailed in (168), but falls outside the score of this PhD.

Based on 2D photography quantification, we confirmed the lowering of the lip commissure,

the widening of the palpebral fissure, the reduction of nose and chin deviation (Figures 16,

17).  These  results  were  published  in  2023  (168),  together  with  cellular,  molecular,

radiographic, and 3D photography data demonstrating the efficiency of alpelisib in treating

HFMH. The results from 2D photography analyses were nevertheless removed from the final

version of the article during the revision process as required by the reviewers of the Journal of

Experimental Medicine (168).
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Figure 16. Phenotypical description of Hemifacial myohyperplasia (HFMH). Face (A),

profile (B) and external ear (C) assessment for controls (blue) and patients with HFMH (red). 

Figure 17. Alpelisib improves hemifacial myohyperplasia phenotype in patients.  Face,

profile,  and  external  ear  assessment  based  on  2D  photographs  of  the  5  patients  before

treatment (light green) compared with presentation after 6 months of treatment (dark green).

7.2 Comparison of nasal symmetry in two surgical techniques for cleft lip 

and palate repair

The aim of the next study was to evaluate the short- and long-term results of two cleft lip and

palate repair techniques (Delaire technique (5) vs. Talmant technique (6)) on the symmetry of

the nose. We included full-face, low-angle photographs from two referral centers for cleft lip

and palate surgery. For each patient, if available, we included a pre-operative photograph and

two  post-operative  photographs,  one  less  than  3  years  after  the  operation  (early  post-
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operative)  and  the  second  one  more  than  3  years  after cleft  repair  (late  post-operative).

For each patient, we recorded the following additional data: age at surgery, gender, laterality

of the cleft, complete / partial cleft, and the identity of the surgeon.

We used a new template based on 61 landmarks placed on both nostrils and the perimeter of

the nasal pyramid. Landmarks were manually placed. 

To ensure a uniform distribution of landmarks along the curves, anatomical landmarks were

transformed into sliding semi-landmarks using the geomorph package on R (7). As performed

previously to account for associated metadata (age and type of cleft) and the fact that we had

included more than one photograph per patient (that is the non-independence of the data), a

mixed model was designed for each principal component. The variable to be explained was

PC, with age and type of cleft considered as explanatory variables. A random effect on age

and individuals was introduced. The equation of the mixed model was:

PCi , j α+age .β1+type of cleft . β2+εi , j

where age . β1 ,i corresponded to a random slope for age per individual and ε i , j was a random

error  term.  We  measured  the  directional  asymmetry  (DA)  of  the  nasal  dome  and  the

asymmetry of the nostrils for each landmark cloud.  The means and standard deviations of DA

for  each  time  point  (pre-operative,  early  post-operative,  and  late  post-operative)  were

measured and compared by Student’s t tests, according to the surgical technique groups. We

used a Linear Discriminant Analysis (LDA) to measure the classification accuracy between

the two surgical techniques at different operative times. A 10-fold cross validation was used

to measure the uncertainty. Accuracy and standard deviation at different times were reported.

We included a total of 290 photographs, corresponding to 74 patients, 47% in the Talmant

group and 53% in the Delaire group. In the Talmant group, 23% were females, 63% were

operated on by surgeon №1 and 37% by surgeon №2. 29% were right clefts, and 86% were

complete.  The  mean  age  at  surgery  was  6.4  +/-  2.3  months.  24%  were  pre-operative
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photographs,  44%  photographs  early  post-operative,  and  32% late  post-operative.  In  the

Delaire group, 18% were females, 51% were operated on by surgeon №1 and 49% by surgeon

№2. 38% were right clefts, and 85% were complete. The mean age at surgery was 6.9 +/- 1.7

months. 25% were pre-operative photographs, 41% photographs early post-operative and 35%

late post-operative (Table 10).

    Talmant Delaire
N 35 (47%) 39 (53%)
N photos   139 (48%) 151 (52%)
Gender      

Female 8 (23%) 7 (18%)
  Male 27 (73%) 32 (82%)
Surgeon      

1 22 (63%) 20 (51%)
  2 13 (37%) 19 (49%)
Laterality      

R 10 (29%) 15 (38%)
  L 25 (71%) 24 (62%)
Cleft type      

Complete 30 (86%) 33 (85%)
  Incomplete 5 (14%) 6 (15%)
Age at surgery (months)    

Mean +/- SD 6.4 +/- 2.3 6.9 +/- 1.7
Median 6.0 6.6
Min 3.0 4.7

  Max 17.0 10.2
Time after surgery      
Pre-op. 34 (24%) 37 (25%)
< 3 y.o – early post-
op. 61 (44%) 61 (41%)
> 3 y.o – late post-op.   44 (32%) 53 (35%)

Table 10. Description of the cohort. R = Right, L = Left, SD = Standard Deviation.

Before surgery, we found a statistically equivalent asymmetry index between the Delaire and

Talmant groups for the nasal dome (p = 0.599) and the nostrils (0.623). 
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Three years after surgery, the asymmetry index for the nasal dome was higher in the Delaire

group (1.41 +/- 0.05 vs. 1.39 +/- 0.07) than in the Talmant group, but this result did not reach

the significance threshold (p = 0.072). The asymmetry index for the nostrils was also higher

in the Delaire group (1.48 +/- 0.15 vs. 1.44 +/- 0.09) than in the Talmant group, but this result

failed to reach the significance threshold (p = 0.078).

After three years, theses asymmetry indexes were equivalent between the two groups for the

nasal dome (p = 0.999). The asymmetry index was higher in the Delaire group for the nostrils

(1.47 +/- 0.11 vs. 1.45 +/- 0.09) but this result was not statistically significant (p = 0.340)

(Table XX). 

These numerical results were coherent with the graphical results (Figure XX). 

    Delaire Talmant p-value
Nose AI  

Pre-op. 1.43 +/- 0.07 1.44 +/- 0.09 0.599
Early post-op. 1.41 +/- 0.05 1.39 +/- 0.07 0.072

  Late post-op. 1.38 +/- 0.07 1.38 +/- 0.09 0.999
Nostrils AI  

Pre-op. 1.71 +/- 0.07 1.70 +/- 0.10 0.623
Early post-op. 1.48 +/- 0.15 1.44 +/- 0.09 0.078

  Late post-op. 1.47 +/- 0.11 1.45 +/- 0.09 0.340

Table  11.  Comparisons  of  asymmetry  indices  for  both  techniques  at  different  time

points. AI = asymmetry index. 
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Figure  18.  Comparison  of  average  landmark  positions  for  the  three  different  time

points, for both surgical methods (Talmant = blue, Delaire = orange)  after Procrustes

superimposition. 

We found a non-significant accuracy of 0.649 +/- 0.178 (p = 0.386) in the prediction of the

group before surgery. This accuracy became significant in the early post-operative period (< 3

years), with a value of 0.731 +/- 0.112 (p = 0.023), and in the late post-operative period (> 3

years), with a value of 0.742 +/- 0.129 (p = 0.018).

7.3 Pre- and post-operative phenotyping of non-syndromic isolated 

scaphocephaly 

This  section  is  dedicated  to  a  condition  that  falls  within  the  category  of  non-syndromic

craniostenoses, i.e., due to the premature closure of a single cranial suture. Scaphocephaly is

the  most  common isolated  craniosynostosis  (169),  linked to  the  premature  closure  of  the

sagittal suture. One of the aims of surgery is morphological, to restore a normal skull shape.

In this study, we compared a population of patients with non-syndromic scaphocephaly before

and after cranioplasty with a population of control patients.

We also compared the phenotypes of patients operated on using two surgical methods: Renier

H cranioplasty and total vault remodeling (TVR). Retrospective data from 1979 to 2023 on

patients diagnosed with non-syndromic scaphocephaly were considered.
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Figure 19. Landmarking for faces (A, B, C) and profiles (D, E, F), in a control subject (A

and  D),  and  in  a  child  with  non-syndromic  scaphocephaly,  before  (B  and  E)  and  after

cranioplasty (C and F).

We collected 1,720 photographs of the face and profile, corresponding to 860 consultations

and 742 patients, between 1979 and 2022: 1,016 (59%) photographs of control patients and

704 (41%) photographs of patients with non-syndromic scaphocephaly, including 466 (27%)

pre-operative, 160 (9%) post-H-cranioplasty and 78 post-TVR (5%).

Controls versus pre-op.

In the ‘< 3 y.o.’ group (Figures 20A and 20B), non-operated patients had a more elongated

cranial vault, both anteriorly and posteriorly, with a more rounded forehead compared with

controls (Figure 20B). The skull  appeared narrower with a higher forehead (Figure 20A).
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Facial  morphology  appeared  to  differ  little  between  the  two  groups,  apart  from a  lower

mandibular height in the ‘pre-operative scaphocephaly’ group. 

Pre-op. versus post-op.   H-cranioplasty  

In the  ‘< 3 y.o.’  group,  the procedure was likely to  result  in  a widening of the forehead

(Figure 20A), with receding and flattening (Figure 20B), no posterior vault changes, and an

increase in vertex height. 

Pre-op. versus post-op.   TVR  

In the ‘< 3 y.o.’ group, the procedure probably resulted in a widening of the forehead (Figure

20A) and an increase in the height of the vertex without any change in the antero-posterior

length of the skull on profiles (Figure 20B). 

Controls versus post-op. (H-cranioplasty + TVR)

In the ‘< 3 y.o.’ group who underwent surgery, there were several morphological differences

compared with controls. The skull was higher when viewed from the front for both types of

surgeries (Figure 20A), the vertex was higher in profile (Figure 20B), and the posterior cranial

vault was more rounded (Figure 20B), especially for patients operated on using TVR. 

Post-op. H cranioplasty versus post-op. TVR

The skull appeared to be longer on profiles and wider from frontal views in the TVR group

for children under 3 years of age. The posterior vault appeared more rounded in TVR (Figures

20A/B).
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Figure 20A. Average shapes after Procrustes analysis of frontal views, in children under 3

years of age, in the ‘control’, ‘pre-operative scaphocephaly’, ‘post H-cranioplasty’ and ‘post-

TVR’ groups. The elements on the diagonal (from the upper left face to the lower right face)
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corresponded  to  average  faces.  The  elements  below  this  diagonal  corresponded  to

superimpositions of two average faces from different  groups, and the elements  above this

diagonal corresponded to vectors of transformation from a first group to a second group.

Figure 20B. Average shapes after Procrustes analysis of profiles, in children under 3 years

of age, in the ‘control’, ‘pre-operative scaphocephaly’, ‘post-H-cranioplasty’ and ‘post-TVR’

groups.  The  elements  on  the  diagonal  (from the  upper  left  face  to  the  lower  right  face)
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corresponded  to  average  faces.  The  elements  below  this  diagonal  corresponded  to

superimpositions of two average faces from different  groups, and the elements  above this

diagonal corresponded to vectors of from a first group to a second group.

An initial  binary  classification  model  automatically  distinguished the ‘control’  from ‘pre-

operative scaphocephaly’ groups with an AUC = 0.905 [0.885 - 0.926] (p < 0.001). These

performances  were  slightly  improved  in  a  ‘controls’  classification  against  ‘post-H-

cranioplasty’  (AUC = 0.917 [0.888 -  0.946],  p < 0.001) and against ‘post-TVR’ (AUC =

0.908 [0.860 - 0.957], p < 0.001). 

The difference remained significant when comparing ‘pre-operative scaphocephaly’ and ‘post

H-cranioplasty’ (AUC = 0.648 [0.572 - 0.724], p < 0.001). On the other hand, the model was

unable  to  significantly  detect  TVR patients  among  pre-operative  patients  (AUC =  0.481

[0.374 - 0.589], p = 0.651). Finally, H-cranioplasty patients were significantly distinguishable

from TVR patients (AUC = 0.622 [0.511 - 0.733], p = 0.023).  The results are detailed in

Table 12.

  Controls Pre-op. Post-op. H
Controls  
Pre-op. 0.905 [0.885 - 0.926] *  
Post-op. H 0.917 [0.888 - 0.946] * 0.648 [0.572 - 0.724] *  

Post-op. TVR 0.908 [0.860 - 0.957] * 0.481 [0.374 - 0.589]   
0.622 [0.511 - 0.733]

*

Table 12. AUC and 95% confidence interval for each binary classification model.  * =

statistical significance at p < 0.05. H = H cranioplasty, TVR = total vault remodeling.
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These results precisely described the morphological difference in frontal and profile views

between  patients  with  unoperated  scaphocephaly  and  controls,  with  an  antero-posteriorly

elongated skull and a more rounded forehead. We also described the effect of surgery on the

cranial  shape  of  children  with  scaphocephaly:  flattening  and  upward  elongation  of  the

forehead, with little effect on the posterior cranial vault. We suggest that children who have

undergone cranioplasty for scaphocephaly have a facial phenotype in frontal and in profile

views that is distinguishable from control children, in particular by a more rounded posterior

cranial vault and a higher, flatter forehead. Finally, H-shaped cranioplasty appears to have a

greater effect on cranial morphology than TVR, with a greater reduction in anteroposterior

diameter. The publication summarizing these results is currently under review. 
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8 Discussion

8.1 Summary of results

Our algorithm, based on the use of a combination of deep learning, geometric morphometrics,

texture analysis, and machine learning methods, used a large high-quality database to detect

10 genetic syndromes and non-syndromic control patients with a top-1 accuracy of 71.3% and

a  top-3  accuracy  of  93.5%  on  an  independent  validation  set.  These  performances  were

excellent for some groups, with 96.1% accuracy for the controls (AUC = 1,000) or 90.7% for

Apert (AUC = 0.992) and CHARGE (AUC = 0.912) groups.

We  were  able  to  perform  phenotype-genotype  correlation  assessments  by  describing  a

significant phenotypic variability within the Crouzon-Pfeiffer (CPS) group. Genotypes linked

to the IgI, IgII, IgIIIc and TK domains of FGFR2 and variations in FGFR3 were associated

with more severe facial phenotypes than variations in a splice site of  FGFR2. In the latter

group, brachycephaly, ocular phenotype and reduced height of the mid-face seemed to be less

severe. Our model was also able to distinguish patients with Kabuki syndrome 1 and 2 with an

empirical  AUC  of  0.805  (0.729  -  0.880,  p  <  0.001),  providing  results  comparable  to

Face2Gene.

Finally, our method has also demonstrated its ability to analyze the effects of drug or surgical

treatment on facial morphology and to compare the efficiency of different treatments.
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8.2 Competitors and added value

The DeepGestalt method from Face2Gene (FDNA, Inc.) offers an algorithm based on deep

learning following automatic landmark detection. The seminal article of Gurovich et al (56)

described  an  algorithm  trained  on  more  than  200  syndromes  with  more  than  17,000

photographs, and obtained a top 10 sensitivity of 91% on an independent validation set.

The study of Porras et al (170) described a new tool, not owned by FDNA Inc., also based on

deep learning methods with landmark detection,  using geometric  morphometry parameters

known  as  Statistical  Shape  Model  (SSM).  These  authors  trained  their  model  on  2800

photographs  comprising  128  syndromes  using  data  augmentation  methods.  The  authors

describe an accuracy of 88% for detecting the presence of a syndrome (90% sensitivity and

86% specificity).

8.2.1 Taking profiles into account

Neither  of  the  above  methods  took  profile  analysis  into  account.  Many  clinical  signs  in

dysmorphology can only be detected on this incidence:

- Micro- or retrognathism:   mandibulofacial  dysostoses (MFD), i.e.  TC (171), NAFD

(172) and MFDM (173), as well as all the syndromes associated with a Pierre Robin

sequence, such as 22q11 deletion syndrome or Stickler syndrome (174);

- Zygomatic projection defect:   MFD (175), Hypohydrotic Ectodermal Dysplasia (HED)

(176),  Laron  syndrome  (26,177),  spliceosomopathies  (178)  or  syndromic

craniostenoses (142) are just a few examples;

- Nose  shape  and  projection:   for  example,  Williams  Beuren  (24)  and  Noonan

syndromes (179) lead to a small snub nose, genes associated with Binder maxilla-nasal

dysplasia syndrome lead to nasal hypoplasia (180);
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- Position and size of the ears:   low-set ears are a sign found in frequent syndromes, such

as  Down  (181)  and  Turner  syndromes  (182),  or  in  rarer  syndromes  such  as

Wiedemann Beckwith (183),  Pallister-Killian (184) or Rubinstein-Taybi syndromes

(185). MFDs (186) and Meier-Gorlin syndromes (187) lead to microtia, which is only

detectable on profiles;

- Hair  abnormalities:   a  characteristic  sign  of  TC  syndrome  is  preauricular  hair

displacement (171). This clinical sign cannot be seen on a frontal photograph.

8.2.2 Taking the cranial vault and the hairline position into account

Existing tools do not take the entire craniofacial morphology into account.

- Cranial vault:   it is an essential indicator of dysmorphology. It is estimated that there

are  at  least  180  genetic  syndromes  are  associated  with  craniostenosis,  simple  or

complex,  and  therefore  exhibit  an  anomaly  in  skull  shape  (188,189).  In  addition,

microcephaly is a sign in several diseases, such as MFDM (190) and Mowat-Wilson

syndromes (191); 

- Hairline  position:   a  high  anterior  hairline  is  characteristic  of  Noonan  syndrome

(192,193), whereas a low hairline may point to Saethre Chotzen syndrome (143,194).

8.2.3 Taking the external ear morphology into account

In a previous paper, we demonstrated that CHARGE syndromes or MFDs can be suspected

based on the morphology of the external ear (117), in children and even in fetuses. Some

syndromes have a very specific  phenotype,  such as auriculo-condylar syndrome (195,196)

with question-mark ears, or the crux cymbae of Saethre Chotzen syndrome (197).
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8.2.4 Including controls in the prediction

Part of our database came from the maxillofacial and plastic surgery department at Hôpital

Necker - Enfants Malades. Some of the children were being followed for conditions unrelated

to a genetic syndrome, such as dental infections, facial trauma, or skin lesions. After checking

the clinical records, these photographs were used to create a cohort of non-syndromic control

children. The use of control photographs seemed essential to us, and the absence of a genetic

syndrome should be a possible prediction for our algorithm. 

In fact, the commercial tools mentioned above do not include control databases (Figure 21).

Figure 21. Examples of use of the Face2Gene CLINIC tool on 3 non-syndromic control

children from our base. A. The suggested diagnosis was Stickler syndrome in a 6-year-old

boy being followed up for a dental abscess. B. Angelman syndrome was proposed in this 1-
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year-old girl followed for a gingival trauma. C. Fragile X syndrome was suggested in this 2-

year-old girl who is being followed for a palpebral nevus.

8.2.5 Limitations of deep learning

The  Face2Gene  solution  uses  diagnostic  methods  based  on  deep  learning  (56).  Our  AI

algorithm is based on supervised learning, i.e., it is possible to dissect each step that led to a

prediction.  The  alternative  approach  is  unsupervised  learning,  or  deep  learning.  The

prediction process is then no longer transparent, leading to a ‘black-box effect’ (198,199). He

et  al  state  that  ‘AI  technologies  will  need  transparency  to  justify  a  particular  diagnosis,

treatment recommendation, or outcome prediction’  (198,200). One concern that may occur

regarding automatic diagnostic approaches on 2D photographs is the recognition of extra-

facial  features:  For  example,  the  recognition  of  a  cochlear  implant  in  a  patient  with  TC

syndrome  or  a  nasogastric  tube  in  a  patient  with  Goldenhar  syndrome  associated  with

esophageal atresia. This is why we chose to use a fully supervised classification method.

Figure 22. Risks of the black box effect. A. Figure from Kumps et al (201) describing the

average  face  of  patients  with  Spondylo-Dysplastic  Ehlers-Danlos  Syndrome  Type  3,
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generated  by  DeepGestalt,  Face2Gene's  algorithm.  Presence  of  a  pair  of  glasses  on  the

synthetic face. DeepGestalt therefore used the presence or absence of glasses for its diagnosis.

B.  Patient  in  our  database  followed  for  a  TC  syndrome.  The  risk  here  would  be  the

recognition  of  his  cochlear  implant,  which is  obviously not  specific  to  this  syndrome.  C.

Patient in our database followed for Goldenhar syndrome with esophageal atresia. The risk

here is uncontrolled recognition of the nasogastric tube.

8.3 Prospects for improvement

In our opinion, it was essential to add information about the shape of the skull, profiles and

the  ears.  However,  to  progress  towards  a  closer  match  with  the  mental  processes  of

dysmorphologists, many other criteria should be taken into account:

- Clinical data associated with the patient: height, weight, head circumference, medical

history and visceral malformations, family history are just a few examples. 

- An automatic analysis of other areas of the body, such as the hands, feet or chest.

The number of syndromes present in our multi-class model obviously needs to be increased,

to make our results comparable with those of Gurovich et al (56) and Porras et al (170). This

process is time-consuming, as we need to check the clinical and genetic records looking for

any clearly identified genetic variation or surgery that may have altered the facial phenotype.

Another area of development that could not be started during this thesis work is the generation

of average and synthetic faces, by syndrome, age and ethnicity, for educational purposes. We

should be addressing this issue in a few months’ time.
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8.4 Ethical considerations

Using  AI  for  diagnosing  rare  diseases  from  patient  photographs  has  the  potential  to

revolutionize  healthcare,  but  it  also  opens  significant  ethical  challenges.  Ensuring  patient

privacy, addressing bias and fairness issues, and maintaining transparency and accountability

are  essential  to  responsibly  deploy  such  technologies  in  the  healthcare  sector.  Ethical

considerations should be at the forefront of AI development and implementations to maximize

benefits while minimizing potential harms.

We still need to assess and address potential disparities in the AI performance across different

ethnic groups to ensure equitable access to accurate diagnoses in a human-AI collaboration.

We also need to emphasize that AI should augment the capabilities of healthcare professionals

rather  than  replace  practitioners.  The  final  diagnosis  and treatment  decisions  still  require

human expertise.
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9 Conclusion

Here we present a new Next Generation Phenotyping model, which can be used to detect a

genetic syndrome on 2D photographs of the face and profile, in order to help practitioners in

their diagnostic process. This work was made possible thanks to the incredible quantity and

quality of the  Necker – Enfants Malades Hospital photographic database. The added value

compared with existing tools are the analysis of profile views, taking into account the shape

of the cranial vault and the possibility of detecting non-syndromic patients. 

This model will never replace clinical expertise, but will enable us to reconsider phenotype-

first approaches, the ultimate aim being to reduce the average length of diagnostic wandering

in rare diseases. This thesis is just the introduction to a great project, with the recruitment of

several engineers and researchers, in order to integrate several hundred genetic syndromes

into the algorithm, and to be used in everyday practice by doctors.
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