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Abstract

In Reinforcement Learning (RL), an agent learns how to act in an unknown environment in order
to maximize its reward in the long run. In recent years, the use of neural networks has led to
breakthroughs, e.g., in scalability. However, there are still gaps in our understanding of how to
best employ neural networks in RL. In this thesis, we improve the usability of neural networks
in RL in two ways, presented in two separate parts. First, we present a theoretical analysis of
the influence of the number of parameters on learning performance. Second, we propose a simple
feature preprocessing based on the Fourier series, which empirically improves performance in several

ways.

In the first part of this thesis, we study how the number of parameters influences performance.
While in supervised learning, the regime of over-parameterization and its benefits are well under-
stood, the situation in RL is much less clear. We present a theoretical analysis of the influence
of number of parameters and L2 regularization on performance. We identify the ratio between
the number of parameters and the number of visited states as a crucial factor and define over-
parameterization as the regime when this ratio is larger than one. We observe a double descent
phenomenon, i.e., a sudden drop in performance around the parameter/state ratio of one. Our
analysis is based on the regularized Least-Squared Temporal Difference (LSTD) algorithm with
random features in an asymptotic regime, as both the number of parameters and states go to
infinity while maintaining a constant ratio. We derive deterministic limits of the empirical, the
true Mean-Squared Bellman Error (MSBE), and the true Mean-Squared Value Error (MSVE) that
feature correction due to the constant ratio between the number of parameters and distinct visited
states. We experimentally associate those correction terms with the double descent phenomenon
and an implict regularization of the model. We demonstrate that the correction terms vanish
as either the L2 regularization increases, the number of parameters increases, or the number of

unvisited states decreases.

In the second part of this thesis, we study the preprocessing of features through a Fourier series.
In addition to the number of parameters, the amount of optimization that can be achieved in
practice remains limited. Neural networks behave thus as under-parameterized models that are also
regularized through early stopping. This regularization induces a spectral bias since fitting high-
frequency components of the value function requires exponentially more gradient update steps than
the low-frequency ones. We propose a simple Fourier mapping for preprocessing, which improves
the learning of high-frequency components and thus helps to overcome the spectral bias in RL.
We present experiments indicating that this can lead to significant performance gains in terms
of rewards and sample efficiency. Furthermore, we observe that this preprocessing increases the
robustness with respect to hyperparameters, leads to smoother policies, and benefits the training
process by reducing learning interference, encouraging sparsity, and increasing the expressiveness

of the learned features.
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Résumé

En apprentissage par renforcement (RL), un agent apprend comment agir dans un environnement
inconnu de fagon a maximiser sa récompense sur le long terme. Ces derniéres années, 1'utilisation
de réseaux de neurones artificiels a conduit a de nombreuses avancées, notamment en termes de
scalabilité. Cependant, de nombreuses lacunes subsistent dans notre compréhension de la meilleure
maniere d’employer les réseaux de neurones en RL. Dans cette thése, nous proposons d’améliorer
I’'utilisation des réseaux de neurones en RL de deux manieres, présentées dans deux parties dis-
tinctes. La premiére partie présente une analyse théorique de 'impact du nombre de parameétres
sur la performance d’apprentissage. La seconde partie propose un prétraitement simple des don-
nées, basé sur la série de Fourier, qui améliore empiriquement les performances des réseaux de

neurones de plusieurs facons.

Dans la premiére partie de cette theése, nous étudions 'influence du nombre de parametres sur
la performance. Alors que dans l'apprentissage supervisé, le régime de surparamétrisation et ses
avantages sont assez bien compris, la situation en RL est beaucoup moins claire. Nous présentons
donc une analyse théorique sur I'influence du nombre de parametres et sur I'impact d’un terme de
régularisation L2 sur la performance. Nous identifions le rapport entre le nombre de parameétres
et le nombre d’états visités comme un facteur crucial et définissons la surparamétrisation comme
le régime ou ce rapport est supérieur a un. Nous observons un phénomene de double descente,
caractérisé par une chute soudaine de performance au-dela d’un rapport parametres/états visités
de un. Notre analyse est basée sur ’algorithme de Least-Squares Temporal Difference learning
(LSTD) doté de caractéristiques aléatoires et d’un terme de regularisation L2 dans un régime
asymptotique, ou le nombre de parameétres et d’états visités tendent vers 'infini tout en maintenant
un rapport constant. Nous dérivons les limites déterministes de I’erreur quadratique moyenne de
Bellman (MSBE) basée sur les échantillons collectés durant ’entrainement, de la vraie MSBE, et
de lerreur quadratique moyenne de la fonction de valeur (MSVE) qui comportent notamment des
termes correctifs induits par le rapport fini nombre de parameétres/états visités. Nous associons
expérimentallement ces termes correctifs au phénomene de double descente et & une régularisation
implicite du modele. Nous démontrons que ces termes correctifs diminuent soit lorsque le terme de
pénalité associé a la régularisation L2 augmente, soit lorsque le nombre de parametres augmente,

soit lorsque le nombre d’états non visités diminue.

Dans la seconde partie de cette theése, nous proposons I’étude d’un prétraitement des données basé
sur la série de Fourier. En effet, outre le nombre de parametres, le nombre d’optimisations réalisé
en pratique reste souvent limité. Par conséquent, les réseaux de neurones tendent souvent & se
comporter comme des modeles sous-paramétrisés régularisés par un arrét prématuré. Cette forme
de régularisation induit notamment un biais spectral, puisque I’apprentissage des composantes a
haute fréquence de la fonction cible requiert exponentiellement plus d’itérations dans la descente
de gradient stochastique que pour les composantes & basse fréquence. Pour pallier & ce prob-
leme, nous proposons un prétraitement des données basé sur la série de Fourier afin d’améliorer
I’apprentissage des composantes a haute fréquence et surmonter le biais spectral en RL. Nous
présentons des expériences indiquant que ce prétraitement peut conduire a des améliorations sig-
nificatives des performances, en termes de récompenses obtenues et de données utilisées. De plus,
nous observons que ce prétraitement favorise une plus grande robustesse face aux hyperparametres,
conduit a I’élaboration de politiques plus réguliéres, et bénéficie au processus d’entralnement en
réduisant l'interférence d’apprentissage, en encourageant ’apprentissage de caractéristiques dis-

tinctes et sparses (ou creuses), et en augmentant ’expressivité des caractéristiques apprises.
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Chapter 1

Introduction

Machine Learning is a branch of Artificial Intelligence (AI) that enables machines to “learn” au-
tomatically from raw data and past experiences in order to identify patterns and make predictions
without requiring explicit programming of rules or behaviors (Bishop et al., 1995; Sutton and
Barto, 2018; Géron, 2022). Machine Learning algorithms learn directly from a large volume of
data instead of relying on any predetermined equation serving as a model. With the advance-
ment of computing technology and the onset of the “big data” era, characterized by an increasing
collection of data, machine learning algorithms have seen widespread use. They are applied to
many fields including language processing (Vaswani et al., 2017; Brown et al., 2020; Touvron et al.,
2023; Team et al., 2023), computer vision (He et al., 2016; Redmon et al., 2016; Krizhevsky et al.,
2017), robotics (Trautman and Krause, 2010; Berkenkamp et al., 2016; Kumar et al., 2021), agri-
culture (Meshram et al., 2021), medicine (Deo, 2015; Popova et al., 2018), finance (Hambly et al.,
2023), video games (Mnih et al., 2015; Vinyals et al., 2019; Gillberg et al., 2023), and recommen-
dation systems (Hu et al., 2008; Covington et al., 2016; He et al., 2017).

Reinforcement Learning (RL) is a branch of Machine Learning, where an agent learns how to solve
a task in an unknown environment (Sutton, 1988). The goal of the agent is to maximize a numerical
reward signal over time through trial and error. In other words, RL enables a computer or robot to
learn how to perform a task by trying different strategies and identifying the most effective ones.
More precisely, the learner receives rewards for its actions and adjusts its behavior accordingly
to maximize the reward signal in the future. In RL, the objective for the learner is to optimize
its behavior by making decisions that result in favorable rewards based on its past experiences
and the feedback it receives from the environment. RL is particularly convenient as it enables
learners to solve tasks through observed data, without the need for a specific model or the explicit
programming of rules or behaviors. This characteristic is particularly useful in complex stochastic
environments, where it is impractical to define the equations of a model or to predefine a fixed
set of rules or behaviors. Another benefit of RL algorithms is their capacity to learn and adapt
their behavior in real time. This can be beneficial across a wide range of applications, and RL has
been applied in areas such as natural language processing (He et al., 2015; Luketina et al., 2019),
robotics (Trautman and Krause, 2010; Berkenkamp et al., 2016; Kumar et al., 2021), autonomous
driving (Likmeta et al., 2020; Kiran et al., 2021), video games (Mnih et al., 2015; Vinyals et al.,
2019; Gillberg et al., 2023), and recommendation systems (Chen et al., 2019; Afsar et al., 2022).

The performance of machine learning and RL algorithms mainly depends on the representation of
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the data they need to handle (Bishop et al., 1995; Sutton, 1988). The representation that includes
the crucial information for performing a task is known as a set of features, and depends on the
problem being solved. For instance, the glucose level is more relevant as a feature when predicting
the risk of diabetes than it is for cardiovascular disease. For the latter, the cholesterol level is a more
suitable feature. In conventional approaches, features are typically hand-designed according to the
specific task and then passed to classical machine learning algorithms to make decisions. Choosing
appropriate features for a task is a critical way of adding prior domain knowledge. However,
determining which features to use can be a complex challenge. In domains such as computer vision
or language processing, determining the significance of a pixel in an image or a word in a sentence
may be particularly challenging (Bengio et al., 2013).

In recent years, the use of artificial neural networks has led to breakthroughs due to their ability
to learn features from raw data without prior knowledge (Schmidhuber, 2015). Interest in RL ex-
ploded in the wake of the results from Mnih et al. (2015), who demonstrated that neural networks
could learn to play a collection of Atari games, using screen images as input and applying a variant
of Q-learning. Since then, RL algorithms using neural networks, i.e., deep RL algorithms have
shown impressive performance in many domains, including robotics and natural language (Schul-
man et al., 2017; Haarnoja et al., 2018; Espeholt et al., 2018). Neural networks are particularly
promising due to their scalability, enabling their application to a wide range of high-dimensional
sequential decision-making problems. They excel in problems where other classes of techniques
currently fail to provide solutions. For example, neural networks perform better than humans in
complex games like Go or Starcraft (Silver et al., 2018; Vinyals et al., 2019; Perolat et al., 2022).
While they perform well on challenging tasks, their theoretical understanding remains limited.
Many questions arise: how do neural networks generalize? What do they learn? How many pa-
rameters do we need to achieve good performance? How many samples do we need? What are
their limitations? The difficulty is further exacerbated in RL by a myriad of new challenges that
limit the scope of these works, such as the absence of true targets or the non-i.i.d nature of the
collected samples (Kumar et al., 2020; Luo et al., 2020; Lyle et al., 2021; Dong et al., 2020). There
are still gaps in our understanding of how to best employ neural networks in RL. In this thesis, we
contribute to the domain of neural networks in deep RL in two ways, presented in two separate
parts. First, we present a theoretical analysis of the influence of the number of parameters and the
level of regularization on learning performance. Second, we propose a simple preprocessing based
on the Fourier series, which empirically improves performance in several ways. The outline and

primary contributions of this thesis are summarized below.

1.1 Outline

We begin the thesis with Part I, which covers the basics of RL and provides the preliminaries
necessary to follow the rest of the thesis. If the reader is already familiar with RL, we suggest
skipping these chapters and going directly to Part II. Chapter 2 provides a brief introduction to RL.
We first recall the concept of a Markov Decision Process and the definition of value functions and
policies. After introducing dynamic programming algorithms, we then provide a brief overview of
traditional tabular value-based algorithms, such as TD(0) and Q-learning. In Chapter 3, we discuss
function approximation within the framework of value-based algorithms. We introduce the concept
of the Markov Reward Process, which is used to mathematically describe the value evaluation. We

then present value-based algorithms using linear models and neural networks with their respective
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objective functions. In Chapter 4, we review the Least-Squares Temporal Difference Learning
(LSTD) algorithm, its connection with stochastic gradient-based approaches, and its derivation
from least-squares methods. After introducing LSTD, we discuss several regularization methods
that can be applied to LSTD and Temporal Difference (TD) learning algorithms to avoid overfitting,
with a particular emphasis on Iy regularization. Following the introductory part, we proceed into

two Parts that contain the main body of our work.

Part II, Double Descent in Least-Squares Temporal Difference Learning, investigates
how the number of parameters and the level of regularization influence performance. Temporal
Difference (TD) learning algorithms are widely used in deep RL as they are simple and efficient.
Their performance is heavily influenced by the size of the neural network. While the regime of
over-parameterization and its benefits are well understood in supervised learning, the situation in
RL is much less clear. In this part, we present a theoretical analysis of the influence of network size
and [y-regularization on the performance of TD learning algorithms. This part is mainly based on
our work On Double Descent in Reinforcement Learning with LSTD and Random Features, with
Eloise Berthier, David Filliat, and Goran Frehse, accepted for publication in the International

Conference on Learning Representations (ICLR), 2024. Part II is organized as follows:

o In Chapter 5, we start by presenting the classical bias-variance tradeoff theory, which guided
the selection of models and the choice of the number of parameters in traditional machine
learning. This theory has been used to select models rich enough to express underlying
structure in data and simple enough to avoid fitting of noise. Yet, as shown in this chapter,
practitioners usually prefer using a large amount of parameters and interpolating the training
data. We then briefly define and review the double descent theory introduced in supervised
learning to explain the good performance of over-parameterized models. This chapter can

be skipped by readers familiar with the phenomenon of double descent.

e In Chapter 6, we propose a novel theoretical framework for studying neural value function
approximation in high-dimensional problems. Indeed, theoretical studies of TD learning
algorithms often explore high-dimensional problems in asymptotic regimes, where the number
of samples tends to infinity while the number of parameters remains constant (Tsitsiklis and
Van Roy, 1996; Bradtke and Barto, 1996; Nedi¢ and Bertsekas, 2003; Sutton, 1988). When
TD learning algorithms are applied to neural networks, it is commonly assumed that the
number of parameters tends to infinity with either a fixed or infinite number of samples
without providing details on the relative magnitudes of those dimensions (Cai et al., 2019;
Agazzi and Lu, 2022; Berthier et al., 2022; Xiao et al., 2021). In this chapter, we propose
studying TD learning algorithms using neural networks in a novel double asymptotic regime,
where both the number of parameters and states visited go to infinity while maintaining a
constant ratio called model complexity. In this double asymptotic regime, we approximate
TD learning algorithms using two-layer neural networks with the regularized Least-Squared
Temporal Difference (LSTD) algorithm on random features by leveraging the lazy training

regime.

e In Chapter 7, we first introduce the mathematical framework of Random Matrix Theory
and concentrations results used to study the performance of regularized LSTD in the double
asymptotic regime, and then we present our main theoretical results. In particular, we iden-
tify the resolvent of a non-symmetric positive-definite matrix that emerges as a crucial factor
in the performance analysis of regularized LSTD. We provide a deterministic equivalent of this

resolvent in the double asymptotic regime. Using the deterministic equivalent of the resolvent
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and concentration results, we analyze the performance of regularized LSTD in the double
asymptotic regime with the derivation of deterministic equations for the asymptotic empiri-
cal Mean-Squared Bellman Error on the collected transitions, the asymptotic Mean-Squared
Bellman Error (MSBE), and the asymptotic Mean-Squared Value Error (MSVE). The de-
terministic forms expose correction terms that arise from the double asymptotic regime. We
show that the correction terms vanish as the ly-regularization increases or the model com-
plexity (i.e., the ratio between the number of parameters and number of states visited) goes
to infinity. We also show that the influence of the ls-regularization parameter decreases as

the model complexity increases.

e In Chapter 8, after reviewing kernel methods and their Mercer feature spaces, we revisit the
results of Chapter 7 in the Mercer feature space approximated by the random features. This
reformulation enables us to rewrite all the results using a similar expression and highlights
the connections that exist between the asymptotic error functions of random feature models
and the corresponding errors of a regularized kernel LSTD predicator. In particular, this
reformulation provides a better understanding of correction terms that arise from the double

asymptotic regime and highlights an implicit regularization induced by the model complexity.

e In Chapter 9, we present our experimental results and show our theory closely matches em-
pirical results for regularized LSTD on a range of both toy and small real-world environments;
where both the number of states visited m and the number of parameters N are fixed, but
for which our asymptotic predictions still gives accurate predictions. From our experiments,
we identify two distinct regimes: an under-parameterized regime where N/m < 1 and an
over-parameterized regime where N/m > 1. Each regime exhibits different behaviors in the
empirical MSBE, the true MSBE, and the MSVE. Notably, in the phase transition around
N/m = 1, we observe a double descent phenomenon similar to what has been reported in
supervised learning, with a peak in the true MSBE and MSVE around N/m = 1. For the
empirical MSBE and MSVE on the collected transitions, the phase transition is characterized
by an almost zero training error and a perfect fit with the training data. We experimentally
associate correction terms found in Chapter 7 and 8 with the double descent phenomenon.
We also show that correction terms, and therefore the double descent phenomenon, empiri-
cally vanish when the number of unvisited states goes to zero or the level of regularization
increases. Finally, we show that the discount factor has no influence on the double descent

phenomenon.

Part 111, Features Encoding in Deep Reinforcement Learning, studies the preprocessing
of neural networks through a Fourier series to enhance the performance and sample efficiency of
deep RL algorithms. This part is mainly based on our work Fourier Features in Reinforcement
Learning with Neural Networks, with David Filliat and Goran Frehse, accepted for publication in
the Transactions on Machine Learning Research (TMLR), 2024. Part III is organized as follows:

e In Chapter 10, we start by presenting features encoding in linear function approximation and
the use of neural networks in deep RL to automatically learn features from raw data without
prior knowledge. As highlighted in this chapter, although neural networks are universal
approximators in theory, they suffer from some limitations in practice. These limitations
include not only the number of parameters, as discussed in the last part, but also the amount
of optimization that can be achieved in practice. We present experiments that indicate

neural networks behave as under-parameterized models regularized through early stopping.
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In particular, we observe this form of regularization induces a spectral bias, in which the
fitting high-frequency components of the value function requires exponentially more gradient

update steps than the low-frequency ones.

e In Chapter 11, to overcome the spectral bias and improve the learning of high-frequency
components in RL, we suggest the use of two preprocessings based on the Fourier series for
neural networks. The first preprocessing suggested is the Fourier Feature (FF) mapping,
based on the Fourier series and introduced by Konidaris et al. (2011) for linear value func-
tion approximation. However, the major bottleneck of this Fourier preprocessing is that the
dimension of the feature space grows exponentially with the dimension of the state space,
which limits its use in high-dimensional problems. We propose a lighter, scalable version of
the FF preprocessing called Fourier Light Features (FLF) to remedy this issue. In the fol-
lowing of this chapter, we present experiments indicating that the use of FF/FLF can lead to
significant performance gains in terms of rewards and sample efficiency, and outperform other
traditional preprocessings. We observe that both FLF and FF achieve similar performance,
while FLF has fewer features than FF. Furthermore, we observe that such preprocessings

increase the robustness with respect to hyperparameters.

o In Chapter 12, we empirically investigate the effects of the Fourier encodings on the learning
process. In particular, we show that the proposed preprocessings lead to smoother neural
networks, mitigate learning interference, promote sparsity, and increase the expressivity of
learned features.

We conclude the thesis with a concise summary of our contributions and a discussion of future

works.

1.2 Contributions

This thesis is divided into two distinct parts, each contributing a different aspect to the use of

neural networks in Reinforcement Learning.

In Part II, we take a step towards a better theoretical understanding of the influence of the number
of parameters and the ls-regularization on the performance of Temporal Difference algorithms. Our

main contributions can be summarized as follows:

e We propose a novel double asymptotic regime to study regularized LSTD with random fea-
tures, where the number of features N and distinct visited states m go to infinity while
maintaining a constant ratio. This leads to a precise assessment of the performance in both

over-parameterized (N/m > 1) and under-parameterized regimes (N/m < 1).

o We identify the resolvent of a non-symmetric positive-definite matrix that emerges as a crucial
factor in the performance analysis of TD learning algorithms in terms of the error functions

and we provide its deterministic equivalent form in the double asymptotic regime.

o We derive analytical equations for the asymptotic empirical MSBE on the collected transi-
tions, the asymptotic true MSBE, and the asymptotic MSVE and expose correction terms due
to the constant ratio N/m. We show that the correction terms vanish as the lz-regularization
increases or N/m goes to infinity. We also show that the influence of the ly-regularization

parameter decreases as N/m increases.
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o We show that the asymptotic errors studied can be expressed as the sum of the corresponding
error terms of a regularized kernel LSTD predicator, with implicit lo-regularization parameter
X induced by the ratio N/m, and a second-order correction factor. Furthermore, we show
that the second-order correction factors can be interpreted and linked to classical notions

from non-parametric statistics, e.g., with the effective dimension.

e Our theory closely matches empirical results on a range of toy and small real-world Markov
Reward Processes for any ratio N/m. In the phase transition around N/m = 1, we experi-
mentally observe a peak in the Mean-Squared Bellman Error (MSBE) and the Mean-Squared
Value Error (MSVE), i.e, a double descent phenomenon similar to what has been reported
in supervised learning. We experimentally associate the correction terms found in our the-
oretical predictions with the double descent phenomenon. Correction terms, and therefore
the difference between true and empirical MSBE, empirically vanish when the number of
unvisited states reaches zero.

In Part 111, we propose the use of a feature encoding based on the Fourier series as preprocessing for

neural networks to improve performance. Our main contributions can be summarized as follows:

o While Fourier Features are standard in classic Reinforcement Learning, we suggest that
Fourier Features are beneficial in kinematic observation-based RL problems with neural net-
works. We observe significant performance gains in both rewards and sample efficiency and
extend the range of usable hyperparameters. In our experiments, Fourier Features outper-
form other common types of input preprocessing.

o We empirically investigate the effects of Fourier features on the learning process and show that
Fourier features lead to smoother neural networks, mitigate learning interference, promote

sparsity, and increase the expressivity of learned features.

e We propose a light, scalable version of Fourier Features to avoid the exponential explosion

of traditional Fourier Features while maintaining much of their benefits.
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Chapter 2

Reinforcement Learning

Reinforcement Learning (RL) is a branch of Machine Learning in which an agent learns how to solve
a task within an unknown environment by making sequential decisions based on its interactions
with the environment. At each iteration ¢, the agent performs an action a; based on its current
situation described by the state s;. One iteration later, at t+1, as a consequence of the action a¢, the
agent receives a numerical reward r;11 and transitions to a new state s;y1. Agent/environment
interactions are described in Figure 2.1. The reward 7,41 is a numeric feedback of the agent’s
performances after taking the action a; in the state s;. The objective of the agent is to maximize
the numerical reward signal over time through trial and error, based on its past experiences and the
feedback it receives from the environment. RL is particularly convenient as it enables learners to
solve tasks through observed data without the need for a specific model or the explicit programming

of rules or behaviors.

St

Figure 2.1: Description of the interaction with the environment: at time ¢, the agent is in state
s¢ and chooses the action a;. The environment sends back a reward 7, = R(s¢,a, $¢41) and a
new state s, 1, which will be used by the agent at time ¢ + 1.

In this chapter, we first recall the concept of a Markov Decision Process and the definitions of
policies and value functions to mathematically describe the agent/environment interactions in
Section 2.1. After introducing dynamic programming algorithms in Section 2.2, we then provide

a brief overview of traditional tabular value-based algorithms, such as TD(0) and Q-learning in
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Section 2.3. This chapter can be skipped by readers familiar with the RL terminology.

2.1 Mathematical Framework

2.1.1 Markov Decision Processes & Policy

Environments in RL are mathematically described by Markov Decision Processeses (MDPs) (Put-
erman, 2014; Bellman, 1957; Sutton and Barto, 2018). In the following, we denote by P(S) the

space of probability distributions over the state space S.

Definition 2.1.1 (Markov Decision Process). A MDP (Puterman, 2014; Bellman, 1957; Sutton
and Barto, 2018) is defined by a tuple (S, A, P, R, o) in which:

o S is the state space, which is measurable and may be finite or infinite;
o A is the action space, which is measurable and may be finite or infinite;

o P:SxA— P(S) is the transition function (stochastic kernel) that captures the dynamics of
the environment. With P(s'|s,a) we indicate the probability of moving to state s’ € S from

state s € S after performing the action a € A where
P(s'|s,a) = Pr[s;41 = §'|sy = s,a; = al.

e R:SxAxS — R is the bounded reward function. R(s,a,s’) depicts the immediate reward

obtained when the agent in state s chooses an action a and moves to the state s'.

o po € P(S) is the initial state distribution. po(s) = Prsy = s| depicts the probability of
starting at state s.
Remark 1. While episodic Markov Decision Processes are also considered in the literature (Sutton,

1988) and without loss of generality, we focus here on non-terminating MDPs, where the agent

interacts with its environment indefinitely.

Remark 2. The transition function P : S x A — P(S) and the reward function R : SXx AxS = R
depend only on the current state and action, not on past states or actions. In this context, we say
that we satisfy the Markov Assumption (Puterman, 2014).

Remark 3. In RL problems, the parameters of an MDP are usually assumed to be unknown. RL
algorithms only learn from data collected from interactions with the MDP
The behavior of the agent, or the action-selection strategy, is mathematically described by policies.

Definition 2.1.2 (Policy). A policy w : S — P(A) maps each state in S to a probability distribution
over actions P(A). In particular, w(als) = Prla|s| denotes the probability of taking the action
a € A in the state s € S.

Remark 4. If for every state s € S the associated distribution m(-|s) is deterministic, then the

policy is said to be deterministic. In that case, we write the deterministic policy as a function

T:S — A.

The reward function R : § x A x § — R formalizes the agent’s objective, as the agent aims to

maximize the cumulative sum of the received rewards.
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Objective. RL algorithms aim at finding a policy that maximizes the total amount of rewards

it receives and is mathematically described with the expected return defined as follows

J(m) = Epo, e [Z Vre
t=0

= ]EH07P77I' [Z ’YtR(Sta Q¢ 5t+l)] ; (21)

t=0

where 4411 = R(s, a4, s14+1) and the expectation is taken under a; ~ m(-|s¢), spp1 ~ P(+]st, ar)
and sg ~ po. v € [0,1) is the discount factor and quantifies the preference for immediate rewards
compared to delayed rewards. Complete indifference to the future corresponds to v = 0. If v =0,
the agent is “myopic” and only maximizes immediate rewards, i.e., its objective is to learn how to
choose a; to maximize only r.y;. However, acting to maximize immediate reward can generally
reduce access to future rewards, and leads to lower returns and poorer performance. v < 1

guarantees J(m) in equation 2.1 is finite.

2.1.2 Value Functions

The performance of an agent under a policy m can be described by its value function V™ : § — R.

Definition 2.1.3 (Value Function). Given a state s € S and policy 7, we define the value function
V7™(s) at s as the expected total discounted amount of reward that the agent receives if it follows

the policy m starting from the state s
oo
V™(s) =Epx lz Yripr | so = s]
t=0

oo
=Ep, lz ’YtR(Sm at, St11) | S0 = 51 )
t=0

where ri41 = R(St, at, St+1) and the expectation is taken under ap ~ m(-|st) and siy1 ~ P(:|st, ar).

Remark 5. We observe that the expected return J(w) (equation 2.1) can be expressed with the
value function V™(-) as

J(m) =K, [V™(s)].

Remark 6. From the Markov property, the value function is invariant to the starting time from

which the cumulative rewards are considered. Indeed, for any to >0 and s € S:

oo oo
Vw(s) = EP,?T {Z ’VtR(St, Qg, 8t+1) | S0 = 8} = ]EPJT {Z ’YtR(Stthm it 5t+to+1) ’ Stg = S|
t=0 t=0

For control purposes, instead of considering the value function for each state, it is more practical to

consider a value function for each state-action pair using the action-value function Q™ : Sx A — R.

Definition 2.1.4 (Action-Value Function). Given a state s € S, an action a € A and a policy T,

we define the action-value function Q™ (s,a) for the state-action pair (s,a) as:

Qﬂ(’S, a) = EP,TI’ |:

t
RERAZY! ‘ 505,000}

NERINGE

= EP,ﬂ'|: Y'R(st,ar, se41) | s0 = s,a0 = a}

t

Il
<
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2.1. Mathematical Framework

where ri11 = R(st, at, St41) and the expectation is taken under a; ~ w(-|sy) and sip1 ~ P(:|st, at).

2.1.3 Optimal Policy

Since the objective is to find a policy that maximizes the expected return, value functions can be
used to define a partial ordering over policies. Indeed, a policy 7’ is said to be better than or equal

to a policy 7 if its expected return is greater than or equal to that of 7 for all states, i.e.,
> = Vul(s) > Vi(s), Vs e S. (2.4)

If a policy is greater or equal to all the other policies, it is called an optimal policy.

Theorem 2.1.1 (Optimal Policy). For any MDP, there exists a deterministic optimal policy
7*: S = A (Bellman, 1952; Bertsekas et al., 2011; Feinberg, 2011; Agarwal et al., 2019).

Although there may be more than one optimal policy, we denote all the optimal policies by 7*.
All optimal policies share the same optimal value function V* : & — R and optimal action-value
function Q* : S x A — R and defined as follows:
V*(s) = V™ (s) = max V7(s),
Q" (s,0) = Q™ (s,a) = max Q" (s, a),

for all states s € S and actions a € A. An example of deterministic optimal policy 7* : § — A
can be found by maximizing over Q* as

() = argmax Q" (s, a).
acA

2.1.4 Bellman Operators

It is known that the value function V™ and the action-value function Q7 satisfy the following

Bellman equations (Bellman, 1957):

Q" (s,a) =Epr {Z Y R(st,ar, $041) | S0 = 8,00 = a]
=0

oo
= EP,Tr |:R(507 ao, 31) + ’YZ’YtR(St-s-l,at-s-l, St+2) | S0 = S,a0 = a}
t=0

= Es’wP(-\s,a) [R(Sa a, S/):| + ’VES’NP(<|s,a),P,Tr |:Z ’}/tR(St+1, at+1, 5t+2) | S1 = S,:|
t=0

= R(s,a) + YEg~p(|s,a) {V” (s’)] (Markov property)
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Chapter 2. Reinforcement Learning

with R(s,a) = Egp(|s,a) [R(S’ a, 3/)}7 and

V™(s) =Epx [Z ’YtR(St, at, St+1) ! So = 8]
t=0

=Eamr(s) [EP,‘N [Z Y R(st, at,5641) | 80 = 8,00 = GH (2:6)
t=0

= Eqon(s) [Q”(S, a)}

From these equations, we define the Bellman operators.

Definition 2.1.5 (Value Function Bellman Operator). Let m be a policy. The value function
Bellman operator TF of the policy  is defined for any function V : S - R as

(TFV)(5) = Earn(s) [R(Sv a) +YEgp(s,a) [V(S’)”, VseS. (2.7)

Definition 2.1.6 (Action-Value Function Bellman Operator). Let w be a policy. The action-value
function Bellman operator T of the policy 7 is defined for any function Q@ : S x A — R as

( 5Q) (s,a) = R(S, (l) + VEs/NP(~\s,a) |:Ea’~7r(~\s') [QW(5/7Q/)I|’ Vs,a eS x A (28)

Bellman operators are y-contracting with respect to the infinity norm lo, (Puterman, 2014; Agarwal
et al., 2019), i.e.,

ITZV =Ty V oo <AV = Vo,
173Q = TG Q' loo < VQ = Q'llse-

According to the Banach fixed-point theorem, since 7;7 and 7'5 are contractions, there are unique
fixed-points V and @ such that 77V =V and TérQ = Q. From equation 2.5 and equation 2.6, V'™
and Q7 satisfy the fixed-point equations of Bellman operators as

TFVT =V,
TCSFQTF — QW'

From Theorem 2.1.1, there always exists a deterministic optimal policy 7*. Therefore, using
equation 2.5 and equation 2.6, we can derive Bellman equations for the optimal value function V*
and the optimal action-value function Q*. In particular, for all states s € S and actions a € A, we

have

V*(s) = ma}{é(&a) +YEs o p(fs,a) [V (5)] },

ac
Q*(s,a) = R(Sa a) + ’YES/NP("S,Q) [V*(Sl)} :
From the equations above, we can derive optimal Bellman operators that can also be shown as

~y-contractions under the infinity norm [l,,. These operators ensure that V* and Q* satisfy the

fixed-point equations.
Definition 2.1.7 (Optimal Value Function Bellman Operators). The optimal value function Bell-
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2.2. Dynamic Programming

man operator Ty is defined for any function V : S — R as

(T3V)(s) = max{R(s,0) + 1Bynp(pon V()] |, VsES. (2.9)
Definition 2.1.8 (Optimal Action-Value Function Bellman Operator). The optimal action-value
function Bellman operator T is defined for any function @ : S x A — R as

(T5Q) (s,a) = R(s,a) + YEg wp(|s,0) [glgﬁ{@”(s',a')}}, Vs,a €S x A. (2.10)

2.2 Dynamic Programming

In this section, we describe the dynamic programming (DP) approach to RL, in the case where
the transition model P : § x A — P(S) is known to the agent (Bertsekas, 2012). Furthermore,
we assume that the state and action spaces are finite. A common way to apply DP algorithms
in continuous state and action spaces is to discretize them before applying them. The use of DP
algorithms in RL is strongly limited because the transition model P : S x A — P(S) is often
unknown, and because of the great computational expense with iterations overall the state space
S. Although not commonly used in practice, DP algorithms are still theoretically important and

provide an essential foundation for understanding the methods presented in the following sections.

2.2.1 Policy Evaluation

In policy evaluation or policy prediction, the objective is to evaluate the performance of a policy
7 by estimating its value function V™ : § — R. Since the dynamics P : § x A — P(S) of the
environment are known, we can repetitively compute the Bellman equation to get an increasingly
accurate approximation of the value function. The initial approximation Vj is chosen arbitrarily,
and each successive approximation V}, is obtained using the Bellman operator (equation 2.7) as the
update rule. In particular, the update rule for all k£ > 1 is given by

Vir1(s) < (T¢ Vi) (s) = > _ m(als) Y P(s'|s,a)(R(s,a,5') + 4V (s))), Vs€S. (2.11)

ac€A s'eS

Exploiting successively the contraction property of the Bellman operator and the fact that V7™ =
TFVT, we can show that the sequence (Vi) converges to the value function V7. Indeed, for all
k > 1, we have

1V =Vl = 1T Veer = TV < AVier = V7l < 2H V0 = V7l

A full description of policy evaluation is provided by Algorithm 1

2.2.2 Policy Iteration

With policy evaluation, we can estimate how “good” is a policy 7. In the policy iteration, starting
from a policy m, we seek to find a policy ' that is better than 7, i.e., we want to find 7’ such
that 7 > 7 as in equation 2.4. To achieve this, a popular approach is to use the following policy

improvement theorem (Sutton and Barto, 2018).
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Chapter 2. Reinforcement Learning

Algorithm 1 Policy Evaluation (Sutton and Barto, 2018)

Input: 7 (the policy to be evaluated), € (a small threshold determining the accuracy)
Output: Value-function V'
V(s)«0 VseS§
A+—e+1
while A > ¢ do
for s € S do
v+ V(s)
V(s) ¢ Caeamlals) Xyes P(s'ls,a) (R(s,a,8") + 9V (s"))
A« min(A, [V (s) — v|)
end for
end while

Theorem 2.2.1 (Policy Improvement Theorem). Let m and 7’ be any pair of deterministic policies
such that, for all s € S,

Q" (s,7'(s)) = V7(s).

Then, for all s € S, we have
V™ (s) > V7 (s).

Proof. Let s € S. We have

V7(s) < Q(s,7'(s))

oo

=Ep | R(s0,a0,51) + ’YZ’YtR(StH, ai11,5t42) | S0 = s,a0 = W’(S)}
=0

=Ep | R(50,a0,51) + 7V (s1) | s0 = S]

< Epq | R(s0,a0,51) +7Q" (s1,7 (s1)) | s0 = S]

= Ep,ﬂ-/ R(So,ao,sl) + R(Sl,al,SQ) +’)/Vﬂ—(82) | So = S:|

A common method for obtaining a better policy 7’ is by acting greedily on the current policy m,
i.e., by selecting the best action for every state according to the current value of the action-value
function Q™ : S x A — R, as follows

7'(s) = argmax Q" (s,a) = arg max Z P(s'|s,a)[R(s,a,s") + 7V (s')], Vs€eS.
acA acA s

For the greedy policy 7/, the condition of Theorem 2.2.1 is satisfied since for all states s € S we
have

Q™ (5,7 (s)) = max Q7 (s,a) > Q™ (s,7(s)) = V™ (s).

acA
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Algorithm 2 Policy Iteration (Sutton and Barto, 2018)

Input: ¢ (a small threshold determining the accuracy)
Output: Policy m

7(s) € A arbitrarily for all s € S

V(is)<0 VseS§

A+—e+1

stable < false

while not stable do

1. Policy Fvaluation
while A > ¢ do
for s € S do
v V(s)
V(s) + ZaeA m(als) ZS/ES P(s']s,a) (R(s, a,s’) + 'yV(s’))
A+ min(A, [V(s) —v])
end for
end while

2. Policy Improvement

stable + true

for s € S do
old__action < 7 (s)
7(s) ¢ argmax, e 4 > ges P(s']s,a) [R(s,a,s") + 7V (s')]
If old__action # w(s), then stable < false

end for

end while

Note that generating the greedy policy w from the policy 7 is equivalent to applying the Bellman
optimal operator to the value function V™. The greedy operation combined with policy evaluation

generates a sequence of monotonically policy improvements:
E I E I E I E
m— V™ Sm =V Sag— s s at =V

where E 2 denotes a policy evaluation and L. denotes a policy improvement. Each policy is
guaranteed to be a strict improvement over the previous one (unless it is already optimal). This

process is called policy iteration, and its complete pseudo-code is given by Algorithm 2.

2.2.3 Value Iteration

The challenge with policy iteration is that each iteration includes a policy evaluation step and
requires multiple sweeps through the state space §. This step can be expensive and unneces-
sary since the policy evaluation can be truncated without negatively affecting the policy iteration
step (Sutton and Barto, 2018). The Value Iteration algorithm combines the policy iteration and
policy evaluation step into one step by constructing a sequence (V}) where the initial approxima-
tion Vj is chosen arbitrarily, and each successive approximation is obtained by using the optimal
Bellman operator (equation 2.9) for Vj as an update rule. Therefore, the update rule for all k > 1

is given by

Vi1 < Ty Vi = max Z P(s'|s,a)(R(s,a,s') + 7V (s)), VseS.
“ s'eS
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Algorithm 3 Value Iteration (Sutton and Barto, 2018)

Input: 7 (the policy to be evaluated), € (a small threshold determining the accuracy)
Output: Deterministic policy 7w such that

7(s) = arg max Z P(s'|s,a)(R(s,a,s") + 7V (5"))
acA
s’eS

V(s)«0 Vse8
A+—e+1
while A > ¢ do
for s € S do
v+ V(s)
V(s) < maxeed Y, cs P(s']s,a) (R(s7 a,s') + ”)/V(S/))
A« min(A, |V(s) — v])
end for
end while

Exploiting successively the fact that V* = 77V™ and the contraction property of the optimal
Bellman operator, we can show the sequence (V) converges to the value function V*. Indeed, for
all £ > 1, we have

Ve = V|

=TV = TV

o S Ver =V

o <V -V

oo’

A pseudo-code of Value Iteration is reported in Algorithm 3.

2.3 Tabular Reinforcement Learning Algorithms

The main drawback of the DP algorithm stems from the assumption that both the transition model
P:S8 x A— P(S) and the reward function R: § x A x § — R are known. However, in most RL
problems, this information is not available making the use of these algorithms often impractical as
the Bellman operator cannot be computed explicitly and must instead be estimated.

Model-based vs model-free. Two strategies can be considered to solve an RL problem: the
model-based approach and the model-free approach. Model-based algorithms first learn a model of
the transition function P : & x A — P(S). Based on this approximation, they attempt to find
the corresponding optimal value function or the optimal policy (Moerland et al., 2023), e.g., with
dynamic programming algorithms. In contrast, model-free approaches do not require an explicit
formulation or approximation of the model and just rely on learning the optimal policy and/or

value functions from interactions with the environment.

On-policy vs off-policy. The optimal solution of an MDP can be learned using two paradigms:
on-policy and off-policy learning. On-policy methods evaluate and improve the policy used to
make decisions and generate data. In contrast, off-policy algorithms aim to evaluate and improve

a target policy that differs from the behavior policy used to interact with the environment.

In this section, we present some popular value-based algorithms that rely on estimates of value
functions to compute the optimal policy in MDPs with finite state and action spaces. Temporal

Difference (TD) learning algorithms presented in Section 2.3.1 are popular value-based algorithms
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Algorithm 4 The On-line TD(0) Learning Algorithm (Sutton and Barto, 2018)

Input: 7 (the policy to be evaluated), (ay,)n>0 (sequence of learning rates), T' (number of steps)
Output: Value function V'
V(s)«0 VseS§
Initialize s ~ pg
for each step t € [T] do
Choose action a ~ 7(+|s)
Take action a, observe next state s’ and reward r = R(s,a, s')
V(s) « V(s) + au(r+V(s))
s+ s
end for

for policy evaluation, i.e., to estimate the value-function V™ of a given policy w. TD learning
algorithms must be combined with a policy improvement process to compute an optimal policy.
They form the basis of widely used algorithms in practice, among which SARSA presented in
Section 2.3.2 and Q-learning introduced in Section 2.3.3.

2.3.1 Temporal Difference Learning

Temporal Difference (TD) learning algorithms (Sutton and Barto, 2018) execute the current policy
7 and update the estimation of its value function V™ : § — R at every interaction (see Algorithm 4).
At each timestep ¢, the agent, in state s;, takes an action a; according to its current policy 7, moves
to the state s;+1 and receives the reward r;11 = R(s¢, at, S¢+1) from the environment. The update
rule of the simplest TD learning method, known as TD(0) (Sutton and Barto, 2018), is given for
all states s € S by

V(s) < V(s) + Log, ¢ (res1 + 7V (s041) — V(st)), (2.12)

where oy € [0,1] is the stepsize or learning rate', vy 1 + YV (sgy1) is the TD target and &; =
re41 + YV (se41) — V(s¢) is the TD error. This TD method is called TD(0), or one-step TD,
because it is a special case of the TD(X) and n-step TD methods (Sutton and Barto, 2018).

Remark 7. To highlight the proximity with the update of equation 2.11, we can rewrite the update

of equation 2.12 as
V(s) (1 — 1s=3t0£t)V(8) + Los, 0 (Tt+1 + ’yV(st_H)), Vs e S. (2.13)

In particular, if oy = 1 and the MDP is deterministic, then equation 2.13 is just the update of
equation 2.11 for the state s;. Otherwise, equation 2.13 is an exponential average, and the temporal-

difference update provides an estimate of its expectation.

TD(0) is considered a bootstrapping method because it updates estimates using targets ry1; +
vV (s¢11), which are derived from current value estimates V. Indeed, from Bellman equation 2.6

and equation 2.5, we have

V7(s) =Epx {Z Yrep | so = S} (2.14)
t=0
=Epx |:Tt+1 FAV(se41) | 50 = S] (2.15)

IFor the sake of simplicity, we present learning rates that only depend on time. Other approaches, like depen-
dencies on states and actions, can be found in Sutton and Barto (2018)
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Algorithm 5 SARSA (Rummery and Niranjan, 1994)

Input: 7 (the policy to be evaluated), (ay,)n>0 (sequence of learning rates), T' (number of steps)
Output: Action-value function )
Q(s,a) <0 V(s,a) e Sx A
Initialize s ~ pg
Choose action a ~ 7(+|s)
for each step t € [T] do
Take action a, observe next state s’ and reward r = R(s,a, s')
Choose action a ~ 7(+|s’)
Q(s,a) + Q(s,a) + oy (7' +7Q(s',a") — Q(s, a))
s« s,a+d
end for

The TD target is an estimate for both reasons: it samples the expected values in equation 2.15
and uses the current estimate V instead of the true V™. The TD(0) algorithm can be shown to

converge to V™ if learning rates satisfy the Robbins-Monro conditions (Robbins and Monro, 1951):

o0 (o)
Zat =00 Zaf < o0. (2.16)
t=1 t=1

TD learning algorithms can also be used to estimate the action-value function Q™ : S x A — R,
which is more convenient for policy improvement in control tasks. In the following of this section,
we review two well-known TD(0) approaches to estimate the action-value function @™ : Sx A — R
in Section 2.3.2 and the optimal action-value function @* : S x A — R in Section 2.3.3.

2.3.2 SARSA

SARSA (Rummery and Niranjan, 1994) is an on-policy TD learning algorithm that uses the TD
error to update the action-value function Q™ : § x A — R. At each timestep ¢, the agent, in state
s¢, takes an action a; according to its current policy m, moves to s;y; and receives the reward
ri41 = R(s¢, ay, sp41) from the environment. The update rule of SARSA for all state-action pairs
(s,a) € S x Ais given by

Q(S,Cl) — Q(S, CL) + l{s:st,a:at}at (Tt—i-l + ’YQ(StJ,-l, at-‘rl) - Q(Sta at))a V(S, CL) €8x Aa (217)

where a;y1 ~ 7(- | s¢) and oy € [0,1] is the learning rate. The use of the quintuple of events
(St,at, Tt 41, St41, Gr+1) gives rise to the name SARSA. The convergence properties of SARSA de-
pend on the policies used. Singh et al. (2000) prove that SARSA converges to the action-value
function Q™ : § X A — R under the assumption that the collected rewards are bounded, the agent
selects actions so as to visit every (s, a) pair infinitely often, and the sequence of learning rates
()¢ satisfy the Robbins-Monro conditions (equation 2.16). The pseudocode of SARSA can be
found in Algorithm 5.

2.3.3 Q-Learning

The Q-learning algorithm (Watkins and Dayan, 1992) is one of the most popular RL algorithms.
It is an off-policy TD learning algorithm. At each timestep ¢, the agent, in state s;, takes an action

a; according to its current policy 7, moves to s¢4+1 and receives the reward riy1 = R(s¢, at, St41)
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Algorithm 6 Q-learning (Watkins and Dayan, 1992)

Input: (ay,)n>0 (sequence of learning rates), T' (number of steps)
Output: @ (estimation of the optimal action-value function Q*)
Q(s,a) <0 V(s,a) e Sx A
Initialize s ~ pg
for each step t € [T] do
With probability e select a random action a otherwise select a = argmax,, ¢ 4 Q(s,a’)
Take action a, observe next state s’ and reward r = R(s,a, s')
Q(Sa a) — Q(57 a) + oy (7’ + ymaXaeeAa Q(Sl, a/) - Q(Sv a))
s+ 8
end for

from the environment. The update rule for all state-action pairs (s,a) € S x A is given by
Q(Sv a) = Q(Sa a) + l{s:st,a:at}at (Tt+1 + Vg}gﬁ Q(St-‘rla a/) - Q(Stv at))7 VS, a€S x Aa

where a; € [0, 1] is the learning rate. Since the Q-learning update rule does not consider the policy
used to collect rewards, the algorithm is off-policy. The difference with SARSA lies in the fact that
the Q-learning algorithm approximates the optimal action-value function Q* : S x A — R at each
iteration with a sample version of the optimal Belman operator. Watkins and Dayan (1992) prove
that the Q-learning algorithm converges to the optimal action-value function Q* : S x A — R,
under the assumption that the collected rewards are bounded, the agent selects actions so as to visit
every (s,a) pair infinitely often, and the learning rates (), satisfy the Robbins-Monro conditions
(equation 2.16). The success of this algorithm is mainly due to its simplicity. The pseudocode of

Q-Learning is presented in Algorithm 6.
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Chapter 3

Function Approximation in
Value-Based Algorithms

In the previous chapter, we assumed that the state space S and action space A were finite. This
assumption enabled the use of lookup tables to represent value functions and policies, in which a
unique distinct value is assigned for each state or state-action pair. While this approach has strong
theoretical foundations and is effective in MDPs with finite spaces, it encounters significant limi-
tations in real-world scenarios that often involve large or infinite state and action spaces. Indeed,
the amount of memory required to store the lookup table and the number of samples required to
learn an optimal policy increase exponentially with the dimensions of the problem. This challenge
is commonly called the “curse of dimensionality”. One solution is to use function approximation
methods within RL algorithms to approximate the value functions or policies. Typically, the num-
ber of parameters is significantly lower than the number of states, and the variation of a single
parameter affects the estimated values of many states. Such generalization makes the learning

potentially more powerful but challenging to manage and understand.

In this chapter, we discuss function approximation methods for value-based algorithms, which are
used to approximate value functions. In Section 3.1, we introduce the concept of the Markov Re-
ward Process, which is the mathematical framework considered in value function approximation
for describing the behavior of the agent in its environment. In Section 3.2, we present different
objective functions that value-based algorithms consider to approximate value functions. In Sec-
tion 3.3, we present a linear function approximation approach considering stochastic gradient-based
approaches to approximate value functions. In Section 3.4, we explore how value-based algorithms
can be extended to neural networks through the example of the Deep Q-Network (DQN) algorithm.

3.1 Markov Reward Processes

In value function approximation, the behavior of a fixed policy m within an MDP is often described
by a Markov Reward Process (MRP).

Definition 3.1.1 (Markov Reward Process). For a given policy w in a MDP (S, A, P, R, 1), the
corresponding Markov Reward Process is defined by the tuple (S, P™, R™, ug) where:
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o S is the state space of the MDP, which is measurable and may be finite or infinite;

o P7™:8 — P(S) is the transition function (stochastic kernel) that captures the behavior of the
policy 7 in the environment. With P™(s'|s), we indicate the probability of moving to state

s’ € S from state s € S after choosing an action a from 7 (-|s) where

PT('|s) = Eqron(js) [P(5']5, ) ];

e« R™ : §x 8 — R is a bounded reward function. RT(s,s’) depicts the immediate reward

obtained when the agent in state s moves to the state s’. It is defined as

R™(s,8") = Equr(s) [P(s']s,a) R(s,a, s)];

o o € P(S) is the initial state distribution of the MDP.

The value function V™ : § — R of a given MRP (S, P™, R™, ug) is the value function V™ defined

in equation 2.2 as

V7(s) =Ep~ nytR”(st,sH_l) | so=s| VseS&.
t=0

In this chapter, we focus on value-based algorithms that approximate the value function V™ : § —
R of a given MRP (S, P™, R™, 1ip) with a parameterized function Vg : § — R of parameters 6. In
the following section, we present different objective functions that can be considered to estimate
V™ .8 — R. It is important to note that this approach can also be extended to approximate the
action-value function Q™ : § x A — R.

3.2 Objective Functions

In value function approximation, the objective is to find parameters 8 that yield a value function
Vo : S — R as close as possible to the value function V™ : § — R. Since the number of parameters
is typically significantly lower than the number of states, making the approximation Vp(s) more
accurate for one specific state s € S invariably means making the estimates for other states less
accurate. Therefore, it is necessary to include a state distribution p within the objective functions
to determine which states should be prioritized by the value function approximation. Usually, we
consider the stationary distribution u™ of the MRP (S, P™, R™, ug), which naturally weights states

according to their long-term occupancy probabilities under the policy .

Mean-Squared Value Error. Since we are interested in estimating parameters 6 that yield a
value function Vg : § — R as close as possible to the true value function V™ : § — R, a natual
objective function is the Mean-Squared Value error (MSVE), defined as

MSVE(6) = E,,.~ [(V”(s) - Vg(s))z}. (3.1)

In supervised learning problems, we typically have access to predictions of the target function,

which is not the case in RL, where we only have access to rewards collected by the agent. Although
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the value function V™ : § — R can be estimated using Monte-Carlo (MC) estimates, this approach
requires a large number of samples and often results in high variance. The high variance of MC

estimates makes their use in the MSVE objective function inefficient in practical applications.

Mean-Squared Bellman Error. The solution is to consider a new objective function, in which
the value function V™ can be approximated with fewer samples and more efficiently than with MC
estimates. A solution is to use bootstrapping (Sutton, 1988), where V™ : § — R is approximated
with a one-step TD target using the approximated value-function V. This new objective function
called the Mean-Squared Bellman error (MSBE) is defined as

MSBE(6) = E, ...~ [(TJVg(s) - vg(s))ﬂ : (3.2)
where the Bellman operator 77 is defined for any function V : & — R as in equation 2.7 as
(TJV) (s) =R (S) + ’YESINP'N(.‘S) [V(S/)] R (3.3)

with R™(s) = Egpr(s) [R’T(s, s’)] for all states s € S. While the MSVE directly compares the
approximated value function Vp : & — R with value function V™ : § — R, the MSBE leverages

the Bellman equation to quantify how closely Vg approaches its unique-fixed point solution V7.

Mean-Squared Projected Bellman Error. In the MSBE, the result 7{7 Vp(s) may not belong
to the space of functions V represented by parameterized functions. Therefore, the minimum of the
MSBE may not be solved with function approximation. To address this issue, the Mean-Squared
Projected Bellman Error (MSPBE) propose computing the squared distance between Vg : S — R

and the closest function of 77 Vg that does lie in V. This is formalized as
- 2
MSPBE(6) = E, - [(HTV Va(s) — Va(s)) ] (3.4)
where II is a projection operator defined as
I1f = min Bsyir [fo(s) = f(5)] (3.5)

which projects arbitrary functions f onto the space of representable functions V. Finding 8* =
arg ming MSPBE(6) can be solved indirectly by solving the following nested optimization prob-
lem, which includes minimizing the projection error and the fixed-point error (Antos et al., 2008;
Farahmand et al., 2008)

u* = argminE,,~ [(HT‘}TVQ* (s) — Vu(s))Q} (projection error) (3.6)

0" =argminE, [(Vu*(s) - Vg(s))z] (fixed-point error). (3.7)
0

In the projection error, we approximate the Bellman operator applied to the value function Vg«
with V. In the fixed-point problem, we reduce the distance between both parameter estimates u*
and 6*. Many RL algorithms solve this problem by alternating between improving the operator
and fixed-point error (Dann et al., 2014). The MSPBE is easier to optimize but loses the direct

connection to the original MSVE with the projection operator.
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3.3 Linear Value Function Approximation using Gradient

Based Approach

One of the simplest method used for function approximation is linear function approximation.
In linear value function approximation, the value function V™ : § — R is approximated by a
parameterized function Vg : § — R defined for all states s € S as

N
Vo(s) =o(s)70 = Z 0;0:(s), (3.8)

where 8 € RY is the parameter vector and o(s) denotes the features of the state s. The feature
map o : S — R reduces the number of parameters from |S| to N with N < |S|, but comes
at the price of less precision. The choice of the feature representation o : S — R is always a
trade-off between compactness and expressiveness to get Va(s) & V(s) for all states s € S. While
the feature map o (-) is fixed during the training, the parameter vector 6 is adjusted during the
learning process to get Vp ~ V™. Features {01()}5\;1 determine the space of functions V that
can be represented by linear function approximation, whereas the parameter vector 8 defines the
function Vg € V. The problem of learning a function approximator from a static training set of
ii.d. input/output samples over which multiple passes are made has been extensively studied in
supervised learning. However, the problem is more complex in RL, making most of the function
approximation algorithms developed in supervised learning ineffective. This complexity arises from
the online learning process, wherein the agent interacts with its environment without having direct
access to predictions of the target V™. To consider the online learning process, several approaches

rely on the use of stochastic gradient descent (SGD) to minimize their objective function.

Stochastic Gradient Descent. In function approximation considering parameterized func-
tions, stochastic gradient descent (SGD) is commonly used on loss functions of the form £(8) =
E;pll(z; 0)], for which the distribution p is independent of 8. In standard gradient descent, the
parameter update is given by

0t+1 — 0t - atV[,(@t) = Gt - atVEsz[l(x; Ht)] (39)

where «y denotes the learning rate at timestep ¢. In standard gradient descent, the gradient is
calculated with the expectative value of I(x; 8;), whereas stochastic gradient descent evaluates the

gradient using just one sample x; as follows
0t+1 — 0t — atVl(xt; Ht) with x; ~ p.

Parameters (0;); updated with the stochastic gradient update rule are guaranteed to converge to
a local minimum 6* of £(0) for learning rates (a;); satisfying the Robbins-Monro conditions given
by equation 2.16 (Robbins and Monro, 1951).

Linear Value Function Approximation with SGD. The SGD update rule can be used for
finding parameters 0 in linear value function approximation to minimize the Mean-Squared Value

Error (equation 3.1) where

0t+1 — 0t - atV(V”(st) - Vet (St))2 = 0t + 2&15 (V”(st) - aTU(St))U(St) (310)

35



Chapter 3. Function Approximation in Value-Based Algorithms

If V™ (s;) is replaced by an unbiased estimate T; for which E[Tt|st = s] = V™(s¢), then 0, is
guaranteed to converge to a local optimum under the Robbins-Monro conditions (equation 2.16).

An example of unbiased estimates is the Monte-Carlo estimates.

Semi-Gradient TD Learning Algorithms. In the popular linear TD(0) algorithm proposed
by Sutton and Barto (2018), the target V7(s;) in equation 3.10 is replaced by its TD target
T7 Ve, (s¢) as

0t+1 — 0t + 20(75 (T‘;TVgt (St) — ‘/9t (St))VVQt (St) = Bt + 20(t (T‘;HTO'(St) - OTO'(St))O'(St). (311)

As highlighted by Barnard (1993), bootstrapping methods are not considered as true gradient
descent algorithms as they only take into account the effect of changing the weight vector 6; on
the standard estimate part, without considering its change on the target. Furthermore, the target
T Ve, (+) is not fixed and changes over time. Because bootstrapping methods only include a part
of the gradient, they are classified as semi-gradient methods. In practice, we prefer using for the
unbiased TD targets as

9t+1 < Bt + 2()ét6tVVgt (St) = 9,5 =+ ZOét (Tt+1 —|— ’}/BTO'(St_f_l) — OTU(St))O'(St), (312)

where §; = ry11 + Ve, (st+1) — Vo, (s¢) is the T'D error. This update rule can also be extended to
TD(A) or n-step TD methods (Sutton and Barto, 2018). It has been shown that semi-gradient linear
TD learning algorithms are guaranteed to converge to the unique fixed-point solution of the Mean-
Squared Projected Bellman error (equation 3.4) in the on-policy setting for ergodic MRPs (Tsitsiklis
and Van Roy, 1996; Sutton, 1988). If the value function is estimated in the off-policy setting, the
convergence towards 8* is not guaranteed anymore, and we can easily find examples for which TD
learning algorithms diverge (Baird, 1995).

Remark 8. We can observe that the update rule of the semi-gradient linear TD(0) given by
equation 3.12 is similar to the update rule of equation 2.12 for the tabular TD(0).

Remark 9. In contrast to semi-gradient algorithms, the residual-gradient (RG) algorithm (Baird,
1995) takes into account the function approximator in the target when computing the gradient of
the learning. In particular, RG algorithms aim to minimize the Mean-Squared Bellman using the

following stochastic gradient update
0111 < O + 20 (141 + 10T o (s141) — 07 o (s¢)) (0 (s¢) — YO (8141)). (3.13)

However, the RG algorithm suffers from the double-sampling problem and does not converge to the

same solution than semi-gradient linear TD learning algorithms.

3.4 Deep Q-Network

In recent years, the use of artificial neural networks in deep learning has led to breakthroughs due
to their ability to learn features from raw data without prior knowledge. Interest in RL exploded in
the wake of the results from Mnih et al. (2015), who demonstrated that neural networks could learn
to play a collection of Atari games using screen images as input. Since then, RL algorithms using

neural networks, i.e., deep RL algorithms have shown impressive performance in many domains,
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Algorithm 7 DQN (Mnih et al., 2015)

Input: N (capacity of the buffer), T (number of steps), U (number of steps required to update
the target network), e
Output: Q (estimation of the optimal action-value function Q*)
Initialize replay buffer B to capacity N
Initialize weights ® of DQN with random weights
Initialize the weights of the target network as © < ©
Initialize s ~ ug
for each step ¢ € [T] do
With probability € select a random action a otherwise select a = argmax, ¢ 4 Q(s, a’; @)
Take action a, observe next state s’ and reward r = R(s, a, s’)
Store transition (s, a,r,s’) in B

Sample random minibatch of transitions {(s“ ai, T, s;)}il from B
for each transition (s;,a;,r;,s;) in B do
Set y; = r; + ymaxyca Q(s},a'; ©)
Perform a stochastic gradient descent step on %(yz — Q(s“ aq; @))2
Update the weights of the target network @ «+ @ every U steps
end for
s+ s
end for

including robotics and natural language (Schulman et al., 2017; Haarnoja et al., 2018; Lillicrap
et al., 2015).

In this section, we present the use of neural networks in RL through the Deep Q-Network (DQN)
algorithm (Mnih et al., 2015), studied in Part ITT with the use of preprocessings based on Fourier
series. The DQN algorithm is the neural network version of the Q-Learning algorithm presented
in Section 2.3.3. Like its tabular version, the DQN algorithm aims to approximate the optimal Q-
value function Q* : S x. A — R of a given MDP (S, A, P, R, o) with a neural network approximator
Qo : S x A — R of parameters ©. At each timestep ¢, the agent, in state s,, selects an e-greedily
action a; with respect to the action values Q@(st, -). The environment sends it back a new state
s¢+1 and a reward rry1 = R(St,a, $¢+1). The agent stores the transition (s¢, a¢, 7441, 8¢4+1) to a
replay memory buffer, which stores the last transitions collected by the agent. The parameters ©
of the neural network are optimized by performing stochastic semi-gradient steps on a batch of

transitions (S, at, 441, St+1) drawn from the replay buffer on the loss

A

A 2
U(s¢yae, Tegt, Seq1) = %(Tt+1 + ’Yglgfng(SHM a') — Qe (s, at)) )

where © represents the parameters of a target network.

Parameters ©® of the target network are updated to ® every U iterations. The target network is
a duplicate of the neural network but is updated less frequently to provide a stable set of fixed
target values for training. In particular, its use stabilizes the learning process by preventing the

learning process from becoming unstable due to constantly shifting targets.

The use of a replay buffer (Lin, 1992) is motivated by the fact that the learning is online with
the collection of transitions that are not i.i.d. Updating parameters ® with a batch of transitions
randomly drawn from the replay buffer helps in breaking correlations between transitions and
leads to more stable training. Furthermore, the use of a replay buffer can prevent feedback loops

and oscillations as the current parameters ® determine the behavior of the agent, which in turn
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determines the next transitions that are visited and used for optimization. For example, in online
learning, if an agent learns to prefer using certain actions, it may collect more data derived from
those actions, become biased, reinforce its preference for those actions, and could get stuck in a
poor local minimum or even diverge catastrophically. By using experience replay, the behavior
distribution is averaged over many previous transitions and prevents such behavior. The use of
a replay buffer also makes DQN more data efficient as the same transitions can be used multiple
times. The optimization in DQN is performed using RMSprop. A pseudocode version of DQN
is presented in Algorithm 7. As a TD learning algorithm using function approximation, DQN
aims to minimize the Mean-Squared Projected Bellman error for the optimal action-value function
Q* : S x A — R. Variants and improvements of DQN can be found in Hessel et al. (2018).
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Chapter 4

Least-Squares Temporal Difference

Learning

Rather than considering a gradient-based approach, the Least-Squares Temporal Difference Learn-
ing (LSTD) (Bradtke and Barto, 1996) algorithm is a linear TD learning method that analytically
solves an empirical version of the projection error (equation 3.6) and of the fixed-point error (equa-
tion 3.7).

Section 4.1 introduces the LSTD algorithm and its analytical solution. Section 4.2 presents the
historical motivation behind LSTD by viewing it as a derivation of the linear least-squares ap-
proximation on R™ : S — R, s — Egpr(.|s)[R7(s,5")]. In Section 4.3, we study the convergence
of LSTD and its connection with TD learning methods using a gradient-based approach. Sec-
tion 4.4 introduces an iterative version of LSTD and a model-based interpretation. In Section 4.5,
we review some popular regularized variants of LSTD, including the regularized LSTD studied in
Part II.

4.1 Definition

As described in Chapter 3, we formalize the behavior of the agent in its environment using a Markov
Reward Process (MRP) (S, P™, R™, ug). The dynamics P™ : § — P(S) are typically unknown in
RL problems. Instead, we assume we have access to a dataset of n transitions consisting of
states, rewards, and next-states drawn from a MRP, i.e., we have Diyain := {(si, Ty, s;)}?zl where
s, ~ P™(s;) and r; = R™(s;, 8;). From the dataset Diyain == {(8s,74,8})}

’ ;,—1» We define the sample

matrices
X, =51,y 8] ER™ p=T[r,...,rn)T €RY, X =[s],...,5,] € R¥*™ (4.1)

Considering the feature map o : S — RY of a linear parameterized model of parameters 6 (as

defined in equation 3.8), we define the following features matrices

Sx, =[o(s1),...,0(s,)] € RV*" Yx: =[o(s)),...,0(s,)] € RNxm, (4.2)
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LSTD solves an empirical version of equation 3.6 and equation 3.7 (Hoffman et al., 2011) defined

as follows:
@, = argmin||r + 2%, 8, — % w,|? (projection error) (4.3)
u, ERN " "
0, = arg min||§]§n'&n — E§n 6n||2 (fixed-point error). (4.4)
0, RN

LSTD solves the fixed-point of the linear system approximation given by equation 4.3 and equa-

tion 4.4 and gives
N -1
gn = |:2X,7 [EXn - ’YEX%] ] zxn’l', (45)

with the assumption that the matrix A, = Xx [2 x, — X X;L]T is non-singular.

4.2 LSTD as a Linear Least-Squares Approximation on R"

Before showing that LSTD can be viewed as a linear least-squares approximation on R™ : S —
R,s = Eyopr(s) [R’r(s7 5’)] with an input noise in Section 4.2.2, we will provide first the basics

of least-squares function approximations and instrumental variables in Section 4.2.1.

4.2.1 Linear Least-Square Function Approximation & Instrumental Vari-
ables.

Least-Square Approximation. The objective in linear least-squares function approximation
is to linearly approximate a target function f : R — R using n samples of observed inputs
{x; € R}, and their corresponding observed predictions {y; € R} ,. Assuming that the
targets {y; € R}, are generated by a linear function f and corrupted with noise, we have the
following for all i € [V]

yi = f(x) + e =2l 0" + ¢, (4.6)

where 8* € R? is the unknown vector of parameters defining f : R — R and ¢; is the output
observation noise associated to the sample 7. Least-squares approximations analytically minimize
the quadratic objective function J(0) defined as

J(O)=1> (yi—x]0)".

=1

Taking the partial derivative of J(@) with respect to 0, setting this equal to zero and solving for

0 gives
-1 n

i=1 i=1

If the correlation matrix + 3" | @;x] is nonsingular and finite and the output observation noise
€; is uncorrelated with the input observations x;, then 0., converges with probability 1 to 8* as
n — oo (Young, 2012).

Least-Square Approximation with Input Noise. Instead of being able to directly observe

x; like in equation 4.6, we assume we only observe noisy samples &; = x; + 1;, where 7; is the
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input observation noise vector for the sample . In such a setting, we have
— _ - _ T px* T n*
yi = f(xs) +e= f(@i —m) +e=x; 0" —m; 0" + ¢,

for all i € [n]. Substituting &; directly with @; in equation 4.7 introduces noise and a bias, with the
consequence that 6,, no longer converges to 8*. One way to overcome this problem is by introducing
instrumental variables (Young, 2012). An instrumental variable z; is a vector correlated with the
true input vectors x; but uncorrelated with the observation noise 1;. A modification of equation 4.7

that uses the instrumental variables and the noisy inputs is given by

-1 n

i=1 =1

If the correlation matrix %ZZ’L:I z;2F is nonsingular and finite and if the true input vector x;
and the output observation noise ¢; are uncorrelated with the instrumental variable z;, then the

solution 6, defined in equation 4.8 converges with probability 1 to * as n — oo (Young, 2012).

4.2.2 LSTD as a Least-Squares Approximation on R™

In this section, we assume the existence of a parameter vector 8* € RN such that, for all states
s € S, we have
V™ (s) = o(s)T 6%,

for the feature map o : S — R™. We recall that V™ is the unique-fixed point of the Bellman

operator 77 (equation 4.9). For all states s € S, we have
VT(s) = (TFV™)(s) = R™(s) + YEgwpr(1s) [V (s")]. (4.9)
From above, R™ : S — R can be linearly approximated with 6* since
R™(s) =V7(s) =By opr()s) [V ()] = Eyupr(is [ [o(s) — 7o (s)]" |6".

The objective is to find the parameter vector * € RY that linearly approximates both R™ : § — R
and V™ : § — R, using least-squares methods presented in the previous section with the transitions
collected in Dypain = { (84,7, sg)}:;l. For every transition i € [n] in Diyain, we have

ri =Egopr(isy] [0(s:) —vo ()] 10"+ (r; — R™(s4))

_ Tp*
—CCZG +€1',

where €; = r; — R™(s;) is the observed output noise and @; = Ey . pr (|5, [ [0(s;) =70 (s)]7 ] is an
input vector observed for the transition . The noise term ¢; has a zero mean and is uncorrelated
with the input vector x; (Bradtke and Barto, 1996). If the transition function P™ : § — P(S)
and the state space & are known, we obtain a similar expression than in equation 4.6. Therefore,
if %Z?:l x;x! is nonsingular and finite, then the least-square solution 0, given by equation 4.7
converges with probability 1 to 8* as n — co. However, P™ : § — P(S) and the state space S are
typically unknown in RL. By exploiting the next states {s}}? ; stored in Disain, We can observe

that for each transition ¢ € [n] in Dirain, we have

A~

&; = o(s;) —yo(s))
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= Eonpriisy | [0(si) =708 | +9Bawpr(isn [ [0(s]) — ()] ]
=x; + 1,

/
%

for which 1; = YEypr(s,)| [o(s;) — a(s')]T ] is an input observed noise. We find a similar

expression than in equation 4.8 since

ri =Egopr(isy] [o(s:) —vo ()] ]0* + (r; — R™(s))

= 270" —nl'0* + ;.

By observing that for each transition 4, the variable z; = o (s;) is uncorrelated with the input noise
7; and the output noise €;, we can use z; as an instrumental variable and consider the least-squares
approximation approach with input noise to solve the problem. In particular, from equation 4.8,

if 15" 227 is nonsingular and finite, we find the solution
n i= 7

r n -1 n

H 1)1 T

0, =17 E zimi} E ZiT;
L= i=1

n

~
—

n

a(elots) <20 (0)" | Y ol

i=1

Si=
r |
S|
Il
—

i

r —1
=+ |+2x, [Zx, - 'VEX,’L]T] P

This solution corresponds to the solution returned by LSTD in equation 4.5. Analytically solving
equation 4.3 and equation 4.4 is thus equivalent to a least-squares problem on R™ : S — R with
noisy observed inputs {&;}? ; and outputs {#;}7_;.

4.3 Convergence of LSTD

In this section, without loss of generality, we consider finite MRPs in which the state space S
is finite, i.e., in which |S| < oo. The state space S can be thus described by the state matrix
S € R¥ISI where each column of S denoted by S; represents a state in S. Furthermore, the
transition probability matrix associated with the stochastic kernel P™ is denoted by P™ € RISIxISI,

Lemma 4.3.1 (Convergence LSTD (Bradtke and Barto, 1996; Nedi¢ and Bertsekas, 2003)). If
(1) each state s € S is visited infinitely often; (2) if each state s € S is visited in the long
run with probability 1 in proportion p(s); and (3) if XsD, [I‘3| — 'yP} ST is invertible, for s =
(0(S1),-++,0(8Ss))] the feature matriz of the state space S and D,, = diag(p) the diagonal matriz
of p € RIS, then the weight vector 6,, returned by LSTD (equation /.5) converges to

. -1

6 = |=sD,[Iis —1P|TE| BsD," (4.10)
with probability 1, where 7™ = [R’T(Sl), e ,R"(Sw)}.
If the considered data distribution p is the stationary distribution u™ of P™, we are in the on-policy
setting and we find

0 =20,
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where 6* is the analytical solution of the MSPBE (equation 3.4) defined as
-1
0" = [SsDy [Iis - 7PI=E|  ZsDyri™.

When transitions are drawn from the stationary distribution p™ or are derived from sample paths
in ergodic or absorbing MRPs, the parameter vector 6,, defined in equation 4.5 and returned by
LSTD converges to the analytical solution 6* of the MSPBE (Dann et al., 2014; Ciosek, 2013;
Sutton, 1988).

In the off-policy scenario, i.e, when p # p™ the situation is more complex, and the convergence
towards 6* no longer holds (Bertsekas and Yu, 2009; Geist et al., 2014; Dann et al., 2014). However,
by using eligibity traces and importance sampling reweighting (Glynn and Iglehart, 1989), the
convergence of 6,, towards 8* can be facilitated (Bertsekas and Yu, 2009; Geist et al., 2014; Dann
et al., 2014). Finally, as linear semi-gradient TD learning algorithms tend to converge to the
minimum of the MSPBE under the Robbins-Monro conditions, they converge to the same solution
as the one returned by LSTD (Tsitsiklis and Van Roy, 1996; Dann et al., 2014; Sutton and Barto,
2018).

4.4 Recursive LSTD

The LSTD solution of equation 4.5 explicitely estimates the matrices

n n

A= o(si)(o(s) —vo(s))’ and by =Y a(sir

i=1 i=1

and then computes én = A; 113n. Estimating én requires thus to invert the matrix An of dimension
N x N. LSTD is more expensive in computation and memory with a complexity O(n?) than semi-
gradient TD learning algorithms with a complexity O(n). A solution to reduce the complexity
to O(n) is to compute and update iteratively A,, and b, (Bradtke and Barto, 1996). Estimates

A, 11,b,41 can be computed iteratively using the (n + 1)™ transition (s,41,7n41,5,,1) as

A A T
I; .

n + U(sn+l)rn+1 .

bn+1

The iterative computation of A; 1is obtained with the Sherman-Morrison formula as

All = [A, + 0 (sna1) (0(sn41) —70(si11)) ]
A7 o(sni) (o (snp) =y (shin) A7

A-l— .
14+ (o (sns1) =10 (1)) An'o(snin)

The sequence (A, '), needs to be initialized with a hand-designed element Aa ! that incorporates
some prior knowledge. Ideally, Aa ! should be the null-matrix. In practice, a popular choice is
Ao_ b= %I ~ for A > 0. Recursive LSTD does not require a learning rate for gradient descent
but requires a parameter A for initialization. If A is set too high, the sequence of inverses can
vary wildly. On the other hand, if A is set too low, then learning slows down. As discussed in

the following section, the parameter A acts as a regularizer. From Nedi¢ and Bertsekas (2003), as
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Algorithm 8 The On-line Recursive LSTD Algorithm

Input: 7 (the policy to be evaluated), T (number of steps), o : S — RY (feature representation),
€
Output: Parameter vector én
Ail < %IN
b0
Initialize s ~ pg
for each step t € [T] do
Choose action a ~ (+|s)
Take action a, observe next state s’ and reward r = R(s, a, s’)
v AT (a(s) —yo(s))

A—1 A ' Ao (s)v”
A A 1+vTo(s)

b+ b+ro(s)
0+ A1b
s¢ &

end for

n — 00 we have
A,— A and b, —b,

where A = ¥sD,, [I|5| — fyP] Zg and b = ¥sD, 7" define the solution 6* in equation 4.10. The

pseudocode of online recursive LSTD is presented in Algorithm 8.

From the iterative equation 4.11, we can also provide a model-based interpretation of LSTD (Boyan,
1999), since the matrix A,, contains an empirical model of the transition probabilities. Indeed, we

can rewrite A,, and b,, as

A, =35[C, —yN,|=L and b, = 2sC,7;

where C, is a diagonal matrix containing the state visit counts of each state state s € S in the
dataset Diyain := {(si,m,sg)}?:l; elements [N"]ij of matrix N,, contain the number of times
a transition from state S; to state S; has been observed in Dyain; and 7; denotes the average
observed reward when being in state S; for all in ¢ € [|S]]. Using those notations, we can rewrite
equation 4.5 for 0,, as

én = [Esén[_[‘& - 715”]25_123(:’”1%.

Note that if the diagonal matrix C‘n is invertible, then we can define the matrix Pn = An’ 1Nn and
show that 13” is a transition probability matrix. As n — oo, we have I:’n — P and %C’n — D,,.

P, and C,, can be thus interpreted as approximations of P and D,,.

4.5 Regularized LSTD

Value function approximation faces several challenges in high-dimensional feature space when con-
sidering a large number of features N. Indeed, when the number of transitions n collected in Diyain
is small compared to the number of features NV, performance can deteriorate as explained by the
bias-variance tradeoff model described in Section 5.1. This scenario often results in overfitting,

where the model better fits the noise of outputs rather than the underlying system itself. Over-
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4.5. Regularized LSTD

Regularization Penalities Optimization Technique

LSTD with Io Qp(uy) x |luyl, 27(6,) =0 closed-form solution
(Bradtke and Barto, 1996)

LSTD with Iy, l2 Qp(un) < ||tn|], Qs (6r) o< [|0,]] closed-form solution
(Hoffman et al., 2011)

LARS-TD Qp(uy)  ||tnl1,27(0,) =0 custom LARS-like solver
(Kolter and Ng, 2009)

LC-TD Qp(un) < ||un]1, 2f(0,) =0 standard LCP solvers
(Johns et al., 2010)

l1-PBR Qp(u,) =0,Q7(0,) < ||0,]1 standard Lasso solvers
(Geist and Scherrer, 2011)

LSTD with I,y Qp(uy) < ||unll, L (0n) o< |01 standard Lasso solvers
(Hoffman et al., 2011)

Laplacian-based reg. LSTD | Q,(u,) o | LXs0],Q27(0,) =0 closed-form solution
(Geist et al., 2012)

Table 4.1: Comparison of Regularization Approaches for LSTD. €, : RY — R and Q; : RY —
R are the regularization terms in the nested problem formulation of LSTD (Equations 4.12
and 4.13) (Dann et al., 2014). (*) [;-PBR actually assumes a small I regularization on the
operator problem if the estimate of ESDHEE is singular.

fitting typically occurs when the number of parameters exceeds the number of samples. In this

section, we will examine various regularization methods designed to prevent such overfitting.

Most regularization methods in value function approximation introduce different penalty terms into
the projection and/or to the fixed-point error equations defined in equation 3.6 and equation 3.7.
In particular, regularization penalities 2, : RY — R and Q; : RY — R are added as follows:

i, = arg min(||r +92%. 60, - 2% u,|>+ Qp(un)) (projection error) (4.12)
u, ERN " "

0, = arg min(||27);n a, — 2% 6,|* + Qf(Bn)) (fixed-point error). (4.13)
6, RN ' "

Different regularization approaches are presented in Table 4.1. The simplest and most popular form
of regularization involves adding an [y regularization penalty Q,(u,) = A|lu,| to the projection
error (equation 4.12) (Kolter and Ng, 2009; Hoffman et al., 2011; Chen et al., 2013). The I5-
regularization parameter A controls the strength of regularization. With the introduction of the
lo-penality Q,(u,) = A|lu,|| into the projection error, equation 4.12 and 4.13 still have a closed-
form solution given by

D>

-1
" [Exn =x, — 'YEX;L]T + )\IN} Xx,r
— [A, + MN] 'by,

where An =Xx, [2 x, — 72 X;L]T and Bn = X x,r. In previous sections, we have assumed that
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Chapter 4. Least-Squares Temporal Difference Learning

A, =3x, (Ex, — nyX;L]T is invertible to compute 8,, = A;"'b,,. However, in practice, A,, may
be singular. To avoid this and instead of computing én, many practical implementations of LSTD
opt for its Iy variant and compute 0?‘1 = [An + I N] 71lA)n, by choosing A such that it is not equal to
one of the eigenvalues of A, ie, A & V(An) For example, by initializing Ag = Ay, the recursive
LSTD (Algorithm 8) introduces an lp-regularization term €,(u,) = 2|lu,|| into the prohection
error and computes OAQ instead of 6,,. The performance of the ls-regularized LSTD is studied in

high-dimensional problems in the following Part.
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Part 11

Double Descent in Least-Squares

Temporal Difference Learning
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Temporal Difference (TD) algorithms are widely used in Deep Reinforcement Learning (RL). Their
performance is heavily influenced by the size of the neural network. While in supervised learning,
the regime of over-parameterization and its benefits are well understood, the situation in RL is
much less clear. In this part, we present a theoretical analysis of the influence of network size and
lo-regularization on performance. We identify the ratio between the number of parameters and the
number of visited states as a crucial factor and define over-parameterization as the regime when
it is larger than one. Furthermore, we observe a double descent phenomenon, i.e., a sudden drop
in performance around the parameter/state ratio of one. Leveraging random features and the lazy
training regime, we study the regularized Least-Squared Temporal Difference (LSTD) algorithm
in an asymptotic regime, as both the number of parameters and states go to infinity, maintaining
a constant ratio. We derive deterministic limits of both the empirical, the true Mean-Squared
Bellman Error (MSBE) and the true Mean-Squared Value Error (MSVE) that feature correction
terms responsible for the double descent. Correction terms vanish when the ly-regularization is
increased or the number of unvisited states goes to zero. Numerical experiments with synthetic

and small real-world environments closely match the theoretical predictions.

Part 1T is organized as follows:

o In Chapter 5, we start by presenting the classical bias-variance tradeoff theory, which shows
that models with a large number of parameters and a near-zero training error tend to overfit
and perform poorly on new data. Despite this, practitioners prefer using heavily parameter-
ized models that interpolate the training data. In this chapter, we then briefly define and
review the double descent theory introduced in supervised learning to reconcile the classical
bias-variance tradeoff and modern practice. This chapter can be skipped by readers familiar

with the phenomenon of double descent.

e In Chapter 6, we propose a novel theoretical framework for studying neural value function
approximation in high-dimensional problems. In particular, we propose studying TD learn-
ing algorithms using neural networks in a novel double asymptotic regime, where both the
number of parameters and states visited go to infinity and are comparable. Within the double
asymptotic regime, we approximate TD learning algorithms using two-layer neural networks
with the regularized Least-Squared Temporal Difference (LSTD) algorithm on random fea-

tures by leveraging the lazy training regime.

e In Chapter 7, we first introduce the mathematical framework of Random Matrix Theory
and concentrations results used to study the performance of regularized LSTD in the double
asymptotic regime, and then we present our main theoretical results. In particular, we iden-
tify the resolvent of a non-symmetric positive-definite matrix that emerges as a crucial factor
in the performance analysis of regularized LSTD. We provide a deterministic equivalent of this
resolvent in the double asymptotic regime. Using the deterministic equivalent of the resolvent
and concentration results, we analyze the performance of regularized LSTD in the double
asymptotic regime with the derivation of deterministic equations for the asymptotic empiri-
cal Mean-Squared Bellman Error on the collected transitions, the asymptotic Mean-Squared
Bellman Error (MSBE), and the asymptotic Mean-Squared Value Error (MSVE). The de-
terministic forms expose correction terms that arise from the double asymptotic regime. We
show that the correction terms vanish as the ly-regularization increases or the model com-
plexity (i.e., the ratio between the number of parameters and number of states visited) goes
to infinity. We also show that the influence of the ls-regularization parameter decreases as

the model complexity increases.
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e In Chapter 8, after reviewing kernel methods and their Mercer feature spaces, we revisit the
results of Chapter 7 in the Mercer feature space approximated by the random features. This
reformulation enables us to rewrite all the results using a similar expression and highlights
the connections that exist between the asymptotic error functions of random feature models
and the corresponding errors of a regularized kernel LSTD predicator. In particular, this
reformulation provides a better understanding of correction terms that arise from the double

asymptotic regime and highlights an implicit regularization induced by the model complexity.

e In Chapter 9, we present our experimental results and show our theory closely matches em-
pirical results for regularized LSTD on a range of both toy and small real-world environments;
where both the number of states visited m and the number of parameters N are fixed, but
for which our asymptotic predictions still gives accurate predictions. From our experiments,
we identify two distinct regimes: an under-parameterized regime where N/m < 1 and an
over-parameterized regime where N/m > 1. Each regime exhibits different behaviors in the
empirical MSBE, the true MSBE, and the MSVE. Notably, in the phase transition around
N/m = 1, we observe a double descent phenomenon similar to what has been reported in
supervised learning, with a peak in the true MSBE and MSVE around N/m = 1. For the
empirical MSBE and MSVE on the collected transitions, the phase transition is characterized
by an almost zero training error and a perfect fit with the training data. We experimentally
associate correction terms found in Chapter 7 and 8 with the double descent phenomenon.
We also show that correction terms, and therefore the double descent phenomenon, empiri-
cally vanish when the number of unvisited states goes to zero or the level of regularization
increases. Finally, we show that the discount factor has no influence on the double descent

phenomenon.
This part is mainly based on our work On Double Descent in Reinforcement Learning with LSTD

and Random Features, with Eloise Berthier, David Filliat and Goran Frehse, accepted for publica-

tion in the International Conference on Learning Representations (ICLR), 2024.
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Chapter 5

Introduction to the Double

Descent Phenomenon

In this chapter, we start in Section 5.1 by presenting the classical bias-variance tradeoff theory,
which guided the selection of models and the choice of the number of parameters in traditional
machine learning. This theory has been used to select models rich enough to express underlying
structure in data and simple enough to avoid fitting of noise. Yet, as shown in Section 5.2,
practitioners usually prefer using a large amount of parameters and interpolate the training data.
We then briefly define and review the double descent theory introduced in supervised learning
to bridge the gap between the traditional theory and the modern practice. Section 5.3 reviews
the different asymptotic regimes considered for theoretical studies of over-parameterized models
in supervised learning and reinforcement learning. Contributions and motivations of this part are
summarized in Section 5.4 Note that Sections 5.1, 5.2, and 5.3 can be skipped by readers familiar

with the double descent phenomenon.

5.1 Classical Bias-Variance Tradeoff

Machine Learning Problems. We assume we have a training dataset of n samples denoted by
Dirain = {(®1,41),"*+ , (€n,yn) }, where each x; € R? and y; € R. Targets {yT}?:l are generated
by a function f : R? — R such that, for all i € [n], we have

yi = f(®i) + €,

with the noise terms ¢; drawn from a distribution with zero mean and variance o2. We assume the

training samples in Di;ain are drawn from a probability distribution P over RY x R.

In machine learning problems, the objective is to learn a predictor f :R? — R to approximate the
function f : R — R using samples from the training dataset Diyain. The predictor f ‘R4 5 R
can then be used to predict the output y of a new point @, i.e., unseen during the training. The
predictor f is commonly chosen from some function class F, such as neural networks with certain

architectures or linear models with hand-crafted features. During the learning, the objective is to
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5.1. Classical Bias-Variance Tradeoff

find the predictor f € F that minimizes the training error
E(fa Dtrain) = % Z l(f(wz) yz)
i=1

where [ : R x R — R is the loss function. Typically, we choose the mean-squared loss I(f(z),y) =
(f(x) - y)2 for regression problems or the zero-one loss l(f(x),y) = 1)z for classification
problems. ldeally, we also want to find a predictor f that performs well on unseen data. To
study the generalization, i.e., performance on unseen data, we typically study the test or the

generalization error defined as

E(fa Dtrain) = ]E(a;’y)NP U (f(w), y)} .

Bias-Variance Decomposition. In regression problems using the Mean-Squared Error (MSE),

we can decompose the test error as

£(f; Dtrain) = ]E(w y)~P,e [(f(il:) - y)Q]

PN

- E(m,y)wP € [ ($)2] + E(m,y)NP,e [yz} - 2E(m,y)~P,e [f(w)y]
= Eayyore [F(@)%] £ E@yyore [f@)]° + Eynre 1] £ Ewyore¥])” — 2Byr,
= Var[f(z)] + Eeyyore [f(@)]” + Var[y] + Egyynpe[v]” — 2Bapmpe[f(2)y]

+E
- Var[f( )] + E( y)~P,e [f(ili)]2 + 02 + E(m,y)wP,e [f(il:)}2 - 2]E (z,y)~P,e [f( )f( )}
(/(

= E(m,y)wP,e[ f 213) - f(x))ﬂ + Var [f(w)z:l + 027

(5.1)

where E(z ) ~p.[(f(z) — f(z))?] depicts the bias, i, the amount by which the average of our
estimate differs from the true mean; Var [ f (a:)] is the variance, i.e, the expected squared deviation
of f () around its mean; and o2 is the irreductible error, i.e., the variance of the target around its
true mean f (), which cannot be avoided no matter how well we estimate f(x) (unless o = 0).

Note that a similar decomposition can be found for classification problems with the zero-one loss.

Bias-Variance Tradeoff. The bias and the variance in equation 5.1 can be controlled with the
capacity of the function class or the model complexity H. For parameterized models, the model
complexity H is directly related to the number of parameters N. Typically, the variance increases
and the bias decreases as the model complexity H increases. Indeed, complex models have more
degrees of freedom, better fit the training data, and can adapt to more complicated underlying
structures. The opposite behavior occurs when the model complexity H is decreased. To find a
predictor f € F that approximates the target f, the objective is to minimize the generalization
error L( f , Dirain) by finding the “sweet spot’, i.e., the model complexity H that balances the bias
and the variance. The challenge stems from the fact that the training error L ( f , Dirain) is not a good
estimate of the generalization error £( f , Dirain), since it does not take into account properly the
model complexity. Figure 5.1 highlights the typical behavior of the generalization and the training
error as the model complexity H increases. The training error decreases as the model complexity
increases, i.e., we better fit the training data. However, when the model overfits and fits too much
the training data, the model captures the noise along with the underlying pattern in data. In such

a scenario, it does not generalize well, has a large generalization error, and the predictions f (x)
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Chapter 5. Introduction to the Double Descent Phenomenon

—— Generalization Error
--- Training Error

Under-Fitting Over-Fitting

Error

High Bias T Low Bias
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<« “Sweet Spot” E e -

Model Complexity H

Figure 5.1: Classical Bias-Variance Tradeoff. As the model complexity H increases, the
generalization error exhibits a U-shaped curve with a miminum at the sweet spot, whereas the
training error is a decreasing function. The “sweet spot" is the balance between under-fitting and
over-fitting.

have a large variance. On the other hand, when the models are not complex enough, they underfit,
have a large bias, and generalize poorly. From this theory, a model with a zero training error that
overfits the training data is expected to generalize poorly. Classical thinking is thus concerned

with finding the “sweet spot” between under-fitting and over-fitting (Hastie et al., 2009).

5.2 The Double Descent Phenomenon

Modern Machine Learning Problems. Instead of finding the “sweet spot" of Figure 5.1, prac-
titioners prefer using modern machine learning methods, such as huge neural network architectures
or other non-linear predictors with very low or zero training error. With a high function capacity
‘H, those predictors perfectly fit the training data and perform well on unseen data. Those empir-
ical observations guided the practitioners to choose huge neural network architectures to achieve
zero training loss and interpolate the training data. Furthermore, empirical evidence indicates
that neural networks and kernel machines trained to interpolate training data obtain near-optimal
generalization results, even in the case where the training data are corrupted with high levels of
noise (Zhang et al., 2021; Belkin et al., 2018b).

The Double Descent Phenomenon. To bridge the gap between theory and practice, Belkin
et al. (2018a) reconcile the classical understanding and the modern practice within the “double
descent" phenomenon described in Figure 5.2. For “small” model complexities H, learned predic-
tors are in the under-parameterized regime and exhibit the classical U-shaped curve depicted in
Figure 5.1. When predictors fit too much the training data in the under-parameterized regime,
the generalization error increases as the model capacity H increases. However, when the model
complexity is higher than the interpolation threshold, i.e., when learned predictors perfectly fit
the training data and are in the over-parameterized regime, increasing the model complexity leads
to a decreasing generalization error. In the over-parameterized regime, the generalization error
typically goes below the test error achieved at the sweet spot of the under-parameterized regime.

A popular intuitive explanation of this phenomenon is that by considering larger function classes
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—— Generalization Error
--- Training Error

Over-Parameterized
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Figure 5.2: The Double Descent Phenomenon. As the model complexity H increases, the
generalization error first shows the U-shaped curve depicted in Figure 5.1, peaking around the
interpolation threshold. The double descent phenomenon refers to the decreasing behavior of the
generalization error beyond the interpolation threshold, i.e, when predicators prefectly interpolate
training data.

F that contain more candidate predictors compatible with the training data, we are also able to
find interpolating functions that are “simpler” and are smoother to follow a form of Occam’s ra-
zor (Belkin et al., 2018a). While the double descent phenomenon has been theoretically shown in
asymptotic regimes, where neural networks are ideally approximated by linear models with random
features (Louart et al., 2018; Mei and Montanari, 2022; Belkin et al., 2020; Liao et al., 2020; Jacot
et al., 2020a;b; Canatar et al., 2021; Bach, 2024), the double descent phenomenon has also been
observed in experiments with popular neural network architectures (Belkin et al., 2018a; Nakkiran
et al., 2021). In addition to depending on the model complexity H, the double descent phenomenon
also depends on other dimensions such as the level of regularization (Mei and Montanari, 2022;
Liao et al., 2020), the number of epochs (Nakkiran et al., 2021; Stephenson and Lee, 2021), or the
data eigen-profile (Liu et al., 2021).

5.3 Asymptotic Regimes

As described in the previous section, modern machine learning problems using neural networks
typically consider huge deep architectures with thousands or even billions of parameters. To
bridge the gap between theory and practice and for mathematical convenience, a line of theoretical
works consider asymptotic regimes where the number of parameters tends to infinity. This section
reviews three related approaches to study huge neural network architectures in supervised learning

and Reinforcement Learning.

Lazy Training regime. In the lazy training regime, one considers that infinitely wide neural
networks, with appropriate scaling and initial conditions, behave like the linearization of the neural
network around its initialization (Jacot et al., 2018; Chizat et al., 2019). However, as highlighted
by Chizat et al. (2019), this behavior is not specific to neural networks and is not so much due
to over-parameterization than an implicit choice of scaling. In such a scenario, neural networks

can be modeled as linear models with random features (Rahimi and Recht, 2007). A recent line of
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works (Jacot et al., 2018; Du et al., 2019; Bietti and Mairal, 2019; Fan and Wang, 2020; Golikov
et al., 2022) has focused on the lazy training regime for studying the dynamics of neural networks
with the neural tangent kernels (Jacot et al., 2020b). The lazy training regime was also considered
in RL to prove the convergence of infinite-width neural TD learning algorithms towards the global
optimum of the MSBE in both finite and infinite state spaces (Cai et al., 2019; Agazzi and Lu,
2022; Liu et al., 2019a).

Mean-Field regime. Under appropriate initial conditions and scaling, the mean-field analysis
models the neural network and its induced feature representation with an empirical distribution,
which, at the infinite-width limit, corresponds to a population distribution. The evolution of such
a population distribution is characterized by a partial differential equation (PDE) known as the
continuity equation and captures Stochastic Gradient Descent (SGD) dynamics as a Wasserstein
gradient flow of the objective function (Chizat and Bach, 2018; Rotskoff and Vanden-Eijnden, 2018;
Mei et al., 2018). Although more challenging than the NTK regime, the mean-field regime is more
realistic since the weights are not restricted to staying in their initial regions (Chizat et al., 2019).
The mean-field regime was studied in RL to prove the convergence of infinite-width neural TD
learning algorithms towards the global optimum of the MSBE (Zhang et al., 2021; Agazzi and Lu,
2022).

Double Asymptotic regime. In the above regimes, the number of training samples n in Diyain
is negligible compared to the number of parameters as it grows to infinity. However, this is
rarely the case in practice, particularly in modern machine learning problems, where we have
to deal with a massive amount of high-dimensional data. For example, the popular ImageNet
dataset (Russakovsky et al., 2015) contains typically more than n = 500,000 image samples of
dimension p = 256 x 256 = 65,536 in each class. Furthermore, we constantly face situations
where those dimensions are comparable. For this reason, a line of theoretical studies in supervised
learning (Louart et al., 2018; Mei and Montanari, 2022; Belkin et al., 2020; Liao et al., 2020; Jacot
et al., 2020a;b; Canatar et al., 2021; Bach, 2024) considers a double asymptotic regime (Mei and
Montanari, 2022; Louart et al., 2018; Liao et al., 2020; Belkin et al., 2020); where both the number
of parameters, the number of samples n and their dimension go to infinity while maintaining their
ratios constants. Since the number of parameters goes to infinity, the above works leverage the lazy
training assumption to approximate neural networks as linear models with N random features and
assume that N, n,p go to infinity while maintaining a constant ratio. In such a setting, the model
complexity is defined as the ratio between the number of parameters IV of the linear approximation
and the number of samples n. Techniques from Random Matrix Theory or statistical physics can
be used to show that the interpolation threshold is defined for N/n = 1 and to derive a precise
description of the phase transition between under-(N/n < 1) and over-(N/n > 1) parameterization
and the double descent phenomenon. In RL, Thomas (2022) investigated off-policy linear TD
methods in the limit of large number of states and parameters on a transition matrix of rank 1

and observed a peaking behavior in the MSBE.
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5.4 Motivations in Reinforcement Learning & Contributions

In recent years, neural networks have seen increased use in Reinforcement Learning (RL) (Mnih
et al., 2015; Schulman et al., 2017; Haarnoja et al., 2018; Espeholt et al., 2018). While they
can outperform traditional RL algorithms on challenging tasks, their theoretical understanding
remains limited. Even for supervised learning, which can be considered a special case of RL with a
discount factor equal to zero, deep neural networks are still far from being fully understood despite
significant research efforts (Arora et al., 2019; Mei et al., 2018; Rotskoff and Vanden-Eijnden, 2018;
Lee et al., 2019; Bietti and Mairal, 2019; Cao et al., 2019). The difficulty is further exacerbated in
RL by a myriad of new challenges that limit the scope of these works, such as the absence of true
targets or the non-i.i.d nature of the collected samples (Kumar et al., 2020; Luo et al., 2020; Lyle
et al., 2021; Dong et al., 2020).

We decided to study theoretically the behavior of TD Learning methods in high-dimensional prob-
lems because they are widely used in practice as they are simple and efficient. In this part, we
propose to study the lao-regularized Least-squares Temporal Difference (LSTD) algorithm (Bradtke
and Barto, 1996) presented in Section 4.5, which is easier to analyze since it doesn’t use gradient
descent, and because it converges to the same solution as other TD learning algorithms (Bradtke
and Barto, 1996; Boyan, 1999; Berthier et al., 2022).

Theoretical studies of TD learning algorithms often explore high-dimensional problems in asymp-
totic regimes where the number of samples n — oo while the number of model parameters N
remains constant (Tsitsiklis and Van Roy, 1996; Bradtke and Barto, 1996; Nedi¢ and Bertsekas,
2003; Sutton, 1988). When TD learning algorithms are applied to neural networks, it is commonly
assumed that the number of parameters N — oo with either a fixed or infinite number of samples
without providing details on the relative magnitudes of those dimensions (Cai et al., 2019; Agazzi
and Lu, 2022; Berthier et al., 2022; Xiao et al., 2021). Inspired by advancements in supervised
learning (Louart et al., 2018; Liao et al., 2020), we apply Random Matrix tools and propose a
novel double asymptotic regime where the number of parameters N and the number of distinct
visited states m go to infinity, maintaining a constant ratio N/m, called model complezity. We
use a linear model and nonlinear random features (RF) (Rahimi and Recht, 2007) to approximate
an overparameterized single-hidden-layer network in the lazy training regime (Chizat et al., 2019).
The results of our theoretical and empirical analyses are outlined below.

Contributions. We make the following contributions in this part, taking a step towards a better
theoretical understanding of the influence of model complexity N/m and l-regularization on the

performance of Temporal-Difference learning algorithms:

1. We propose a novel double asymptotic regime, where the number of parameters N and dis-
tinct visited states m go to infinity while maintaining a constant ratio. This leads to a
precise assessment of the performance in both over-parameterized (N/m > 1) and under-
parameterized regimes (N/m < 1). This is a nontrivial extension of existing work in super-
vised learning since several properties essential to proofs, such as the positive definiteness of

key matrices, are voided by a discount factor in RL.

2. In the phase transition around N/m = 1, we observe a peak in the Mean-Squared Bellman
Error (MSBE) and the Mean-Squared Value Error (MSVE), i.e, a double descent phenomenon
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similar to what has been reported in supervised learning (Mei and Montanari, 2022; Liao
et al., 2020).

3. We identify the resolvent of a non-symmetric positive-definite matrix that emerges as a crucial
factor in the performance analysis of TD learning algorithms in terms of the error functions

and we provide its deterministic equivalent form in the double asymptotic regime.

4. We derive analytical equations for the asymptotic empirical MSBE on the collected transi-
tions, the asymptotic true MSBE, and the asymptotic MSVE. The deterministic forms expose
correction terms that we experimentally associate with the double descent phenomenon. We
show that the correction terms vanish as the ly-regularization is increased or N/m goes to
infinity. We also show that the influence of the ls-regularization parameter decreases as N/m

increases.

5. We show that the asymptotic errors studied can be expressed as the sum of the corresponding
error terms of a regularized kernel LSTD predictor, with implicit ls-regularization parameter

X induced by the ratio N/m, and a second-order correction factor.

6. Our theory closely matches empirical results on a range of both toy and small real-world
Markov Reward Processes where m and N are fixed, but for which the asymptotic regime
still gives accurate predictions. Notably, we observe a peak in the true MSBE and MSVE
around N/m = 1 that is not observed in the empirical MSBE and MSVE. Correction terms,
and therefore the difference between true and empirical MSBE, empirically vanish when the

number of unvisited states goes to zero.
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Chapter 6

Regularized LSTD with Random
Features in High-Dimensional

Problems

This chapter proposes a theoretical framework for studying neural value function approximation in
high-dimensional problems. In particular, we propose studying TD learning algorithms using neural
networks in a double asymptotic regime, where both the number of parameters and states go to
infinity while maintaining a constant ratio called model complexity. Before introducing this double
asymptotic regime, we revisit and recall the framework of linear function approximation in Markov
Reward Processes in Section 6.1. In Section 6.2, we present the [o-regularized Least-Squared
Temporal Difference (LSTD) algorithm with random features. Section 6.3 formally introduces the
double asymptotic regime in which, by leveraging random features and the lazy training regime,
we approximate TD learning algorithms using a two-layer neural networks with the regularized

Least-Squared Temporal Difference (LSTD) algorithm on random features.

6.1 Linear Function Approximation in Markov Reward Pro-

cesses

Markov Reward Processes. In the context of function approximation for value-based algo-
rithms, the behavior of a fixed policy 7w within an MDP is characterized by a Markov Reward
Process (MRP) (S, P™, R™, jig) properly defined in Definition 3.1.1, where S C R? is the state
space; P™: S xS — [0,1] is the transition kernel (stochastic kernel) for which P™(s,s’) denotes
the probability of transitioning to state s’ from state s; R™ : S xS — R is the reward function; and
to € P(S) is the initial state distribution of the MDP. For notational convenience, the state space
S is described by the state matrix S € R4*IS| where each column i € |S| of S is denoted by S; and
represents a state in §. The transition probability matrix associated with the stochastic kernel P™
is denoted by P™ € RISIXIS|| The objective is to learn the value function V7 : S — R, which maps

each state s to the expected discounted sum of rewards when starting from a state s € S and
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following the dynamics of the MRP defined by P™ as

V™(s) :=Eps [y

VTR sk sk4) | 81 =],

where v € [0,1) is the discount factor. The value function is the unique fixed-point of the Bellman
equation (equation 4.9)
V™ =" + APV, (6.1)

where V™ € RIS| is the vector representation of V™ : & — R, for which the i-th element V™ is
equal to V7(S;); and #™ € RISl is the vector containing the expected rewards, for which 7 =
R™(8;) = Egup=[R™(S;,s")] for all i € [ |S] ].

Linear Function Approximation. In practice, equation 6.1 cannot be solved since P™ is un-
known and |S| is too large. One common solution is to use Linear Function Approximation
methods (LFA) introduced in Section 3. Using a parameter vector 8 € RY and a feature matrix
Ss € RVXISI whose columns are the feature vectors for every state, the objective of LFA methods
is to approximate V™ as V™ ~ XL6. For a given feature matrix, the learning process based on
equation 6.1 amounts to finding a parameter vector @ that minimizes the Mean-Squared Bellman

error (Section 3.2) defined as
_l=T L VA T 2
MSBE(6) = ||r™ + vP"%50 — 3560|p,., (6.2)

where u™ € RISl is the stationary distribution induced by the MRP (S, P™, R™, u) and D,- €
RISI¥ISI s its diagonal matrix. Since 77 + vP™XL6 may not lie in the span of the bases X, there
may not be a parameter vector 8 that brings the MSBE to zero.

Linear Temporal-Difference Methods. Linear Temporal-Difference (TD) learning methods
presented in Section 4.2.1 are LFA methods that aim to minimize the MSBE in equation 6.2 by
replacing the second occurrence of 8 in equation 6.2 with an auxiliary vector w, minimizing on v
and then finding a 0 close to v (Dann et al., 2014):

u* = argmin ||#" +yP"EL0* — ZLu|%. (projection step), (6.3)
ueRN ®

0* = argmin | ZLu* — ZL0(%. (fixed-point step). (6.4)
9cRN “

The projection step (equation 6.3) implies that TD learning methods actually minimize the Mean-
Squared Projected Bellman error (MSPBE) rather than the MSBE (see Section 3.2). In the
following section, we describe the key elements on which we base our asymptotic analysis of the
MSBE in TD learning algorithms: random features, the regularized LSTD algorithm, and the

double asymptotic regime.

6.2 Regularized LSTD with Random Features

Random Features. We consider value function approximation using the random feature map-
ping RF : S — RY defined for all s € S as

RF(s) = o(Ws), (6.5)
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where o : R — R is K,-Lipschitz continuous and applied component-wise; W = cp(VV) € RNVxd
is a random weight matrix fixed throughout training, for which W € RN*4 has independent and
identically distributed N(0,1) entries and ¢ : R — R is K,-Lipschitz continuous and applied
component-wise. From the perspective of neural networks, the N random features can be inter-
preted as N outputs from a single-hidden-layer neural network. Indeed, in asymptotic regimes
where the number of features N of the single layer grows towards infinity, this simplification be-
comes even more accurate as we enter into the lazy training regime — where weights of the hidden
layer barely deviate from their random initial values (Chizat et al., 2019). In the literature, the lazy
training regime is often considered to approximate large-width single-hidden-layer neural networks
as linear models of random features (Louart et al., 2018; Liao et al., 2020; Mei and Montanari,
2022), including in RL (Cai et al., 2019; Agazzi and Lu, 2022; Liu et al., 2019a). The use of random
features is also popular on theoretical Kernel Ridge Regression (KRR) works (Jacot et al., 2020b;
Canatar et al., 2021; Bordelon et al., 2020; Simon et al., 2023a;b); where the Gaussian assumption
is leveraged to interpret the KRR as a linear model of Gaussian random features. In the KRR
works, the Gaussian assumption is leveraged to approximate the Mercer feature map with random
features (see Section 8.1.1 for further details on the Mercer feature map). In the following, we
denote the random feature matrix of any state matrix A € R¥*P as ¥ 4 where RF is applied
column-wise, i.e.,
Ya=0(WA).

Sample Matrices and Empirical MSBE. We assume that the transition probability ma-
trix P™ is unknown during the training phase. Instead, we have a dataset of n transitions consist-
ing of states, rewards, and next-states drawn from the MRP, i.e., we have Dy ain := {(si, Ti, sg)}?zl

). We consider the on-policy setting, where Diyain is derived

where s} ~ P7(s;) and r; = R™(s;, s}
from a sample path of the MRP or its stationary distribution ™. We collect the states and rewards

in the sample matrices
X, =[81,...,8,] ER" p=1[r,...,rp )T €R", X =[s},...,8] € R (6.6)

Let S C S be the set of distinct states in Dipain, which we call visited states, and let m = |$| be
the number of distinct visited states. We denote by S € R¥*™ the state matrix of S , where each
column S; of S describes a state in S. s € RN*m 3y € RVX" and Yx; € RN*" depict
the random feature matrices of S, X,,, and X, respectively. For the proof of our results, it will
be mathematically advantageous to express ¥ x, and ¥x- as the product of ¥ ¢ with auxiliary
matrices ﬁn € R™*™ and Vn € R™*™ ag follows:

Each column i of \/ﬁﬁn is a one-hot vector, where the j-th element equals 1 if the i-th state s;
of X, is S'j, and similarly for \/ﬁffn and X/ . Since P™ is unknown, we want to find a parameter
vector @ € RY that minimizes the empirical version of the MSBE (equation 6.2) obtained with
transitions collected in Diqin:

MSBE(6) = L|r + 2%, 6 — =% 6|2, (6.8)
which uses the Euclidean norm since the distribution is reflected by the samples. Assuming glob-
ally stable MRP, a fixed number of features, and all states being visited, MSBE(0) converges to
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MSBE(0) with probability 1 as the number of collected transitions n — oo (Nedi¢ and Bertsekas,
2003). This follows from the law of large numbers (Stachurski, 2009). In our analysis, we will also

consider the case where n — oo without visiting all states, i.e., with m < |S| such that there can
be a significant difference between MSBE(0) and MSBE(8).

Ls-Regularized Least-Square Temporal-Difference Methods. The l5-Regularized Least-
Square Temporal-Difference (LSTD) algorithm introduced in Section 4.5 is a linear TD learning
method that solves an empirical regularized version of equation 6.3 and 6.4 with the n transitions
collected in Dy ain as

u) = argmin (||r +95%, 0} — 5% w2+ )\mn||un||2), (6.9)
w, ERN "

0) = argmin |Z% uw) — =% 0,2, (6.10)
eneRN n n

where A > 0 is the lo-regularization parameter introduced to mitigate overfitting (Hoffman et al.,
2011; Chen et al., 2013). It is well known that for A = 0, the fixed point 0?; of the approximation
equation 6.9 and 6.10 converges to the fixed point 8* of equation 6.3 and 6.4 with probability one
as the number of samples n — oo (Nedi¢ and Bertsekas, 2003). As shown in Section 4.5, solving

the fixed-point of the linear system approximation given by equation 6.9 and 6.10 gives
A -1
93{ = [an [EXn —’yEXﬂT—i—/\mnIN} EXn’I‘. (611)

Under appropriate learning rates, linear TD learning methods based on gradient-descent converge
towards the same fixed-point HA?L (Robbins and Monro, 1951; Dann et al., 2014; Sutton and Barto,
2018). Besides reducing overfitting, l5-regularized LSTD with an appropriate A ensures in practice
that Xx, [Xx, —7¥x; |7 + Amnly is invertible. Note that LSTD with random features has also
been considered in Ghavamzadeh et al. (2010) for high-dimensional spaces, where the number of
features is bigger than the number of samples collected. Authors show that random features act
as regularizer and prevent overfitting.

6.3 Double Asymptotic Regime & Resolvent in LSTD

We study the ly-regularized LSTD in the following double asymptotic regime:

Assumption 1 (Double Asymptotic Regime). As N,m,d — oo, we have:
1. 0 < limmin{%, %} < limmax{%, %} < 00.

2. There exists Ks, K > 0 such that limsupg/[|S|| < Ks and R"(-,) is bounded by K.

Remark 10. As mentioned in the previous section, we leverage the lazy training regime to ap-
proximate TD learning algorithms using two-layer neural networks by a linear value approximation
on random features with the reqularized LSTD algorithm. Indeed, linear models with random fea-
tures approzimate single-hidden-layer neural networks in the lazy training regime, and the solution
returned by regularized LSTD is the solution on which converge TD learning with a stochastic

gradient based approach under appropriate learning rates.
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In order to use Random Matrix tools, we rewrite equation 6.11 as (see proof in Lemma A.8.8)

R —1
0} = Lyy, {ﬁ [Ex, —v3x:]" Sx, +AL,| . (6.12)

We observe that 6 = L3 x,Qm(\)r depends on the random resolvent
~1 . . . —1
Qm(\) = {ﬁ [Sx, —15x, ] Sx, + )\In] - [i(Un — V) TSLE O, + )\In} . (6.13)

when %(ffn — VVn)TﬁgEgﬁn + AI, is invertible, which in general may not be the case. We can
guarantee invertibility if the empirical transition model matriz A,, € R™>*™

A~ A~ A

A, =U, (U, —vV,)T (6.14)

has a symmetric positive-definite part (see Appendix A.5 for a formal proof). For the remainder

of the paper, we therefore make the following assumption on A,

Assumption 2 (Bounded Eigenspectrum). There exist 0 < &min < Emax Such that for every m,
all the eigenvalues of H(Am) are in [Emin, Emax)-

Assumption 2 is satisfied for the l-regularized pathwise LSTD (Lazaric et al., 2012), and may also
be valid for sufficiently large n (see Appendix A.5).

Remark 11. The empirical transition model matriz A, depicts a model-based interpretation
similar to that presented in Section j./. Indeed, A,, contains an empirical model of the transition
probabilities as

n

A, =1 [én - VNH}, (6.15)

where C, = nf]nﬁ?; € R™*™ 4s a diagonal matriz containing the state visit counts of each state
s € S in the dataset Diyain = {(si,ri, 32)}?:1; the elements [Nn] i of the matriz N, = nﬁnVnT €
R™>*™ contain the number of times a transition from state S; to state Sj has been observed in
Dirain- Under Assumption 2, the diagonal matriz é’n 1s invertible and we can define the matriz
13n = C’;an e R™>™ It can be shown that 13n 1s a transition probability matrix. From the sample
collected in Dipgsn and from Assumption 2, we can construct the empirical MRP (S,Pn,R“,,uo)
and write Am as

A,, =Dy, I, — 7P, (6.16)

where Dy, = %CA’,L = U,UT. Note that diagonal elements of D, define the stationary distribution
i, € R™ of the transition probability matriz P,. The reqularized LSTD solution OAQ (equation 6.12)
on Diyain can be rewritten as

A - 1 3
02 = ﬁ [ZS“Dﬂn [Im - fyPn] Eg + AIN} ES'U"T

A _1 A
- [2 §Da, [In — 7B, =% + )\IN} 3Dy, P

where [f“n]z = ZTZI[I:’TL]UR”(SZ',SJ»), for all i € [m]. From equation /.10, 8} can be thus inter-
preted as the asymptotic solution on the empirical MRP of reqularized LSTD when each state s € S

is visited infinitely often and is visited in the long run with probability 1 in proportion [i,(s).
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Chapter 7

Main Results in High-Dimensional

Problems

In this chapter, we first introduce the mathematical framework of Random Matrix Theory and
concentration results used to study the performance of regularized LSTD in the double asymptotic
regime of Assumption 2, and then we present our main theoretical results. In Section 7.1, we
start by highlighting challenges encountered in studying random matrices in high-dimensional
problems and introduce the Random Matrix Theory framework. In Section 7.2, we identify the
resolvent @, () of a non-symmetric positive-definite matrix that emerges as a crucial factor in
the performance analysis of regularized LSTD, and we provide a deterministic equivalent of this
resolvent in the double asymptotic regime. In the following, using the deterministic equivalent of
the resolvent @,,,(A) and concentration results, we analyze the performance of regularized LSTD
in the double asymptotic regime of Assumption 2 with the derivation of deterministic equations for
the asymptotic empirical Mean-Squared Bellman Error on the collected transitions in Section 7.3,
the asymptotic Mean-Squared Bellman Error (MSBE) in Section 7.4, and the asymptotic Mean-
Squared Value Error (MSVE) in Section 7.5. In particular, we expose correction terms in those
deterministic forms that arise from the double asymptotic regime. We show that the correction
terms vanish as the lo-regularization increases or the model complexity N/m (i.e., the ratio between
the number of parameters N and the number of states visited m) goes to infinity. We also show that

the influence of the ly-regularization parameter decreases as the model complexity N/m increases.

7.1 Pitfalls of High-Dimensional Problems & Deterministic

Equivalent

7.1.1 Counterintuitive Phenomenon in High-Dimensional Problems

As the number of parameters N — oo, it can be shown that entry-wise of the Gram matrix

%Egﬁ & € R™*™ converges almost surely to the kernel matrix

N

P =E, [a(wT.SA')TU(wTS')} = Ewon(0,1,) {U(@(ID)TS)TU(@(’LZJ)TS’)} . (7.1)
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This follows from the strong law of large numbers, which particularly states that as N — oo, for
any i,j € [m],
15T _ 1 T&\T TG\ @5 T & T & _

[ﬁzszs}w = 5o (WT8) o(WTS;) 5 By, [o(w” §)o(w”$;)] = [@4], (7.2)
While %zgz & — ®g holds in the asymptotic N — oo limit, the situation becomes more subtle
when N,m — oo and N and m are comparable. The entry-wise convergence of equation 7.2
remains valid, but the convergence of H %EEZJ s— P H no longer holds in the operator norm, due
to the large factor m in the following norm inequality

InB5Zs - sl < [|7B5%s - B < m v ZBs - 2l

— 0 — 7

From the inequality above, we can not upper bound anymore Mzgzs — ‘I>5|| when N, m — oo,
and
1 5T
%3535 — s ~ 0,

as N,m — oo for N/m — ¢ < oo with ¢ > 0. We can not guarantee anymore the convergence of

H%E‘EESA — ®; under the operator norm.

7.1.2 The Empirical Covariance Matrix Example

To illustrate the non-convergence of random matrices for the operator norm in high-dimensional
problems, a popular example found in the literature of Random Matrix Theory is the empirical
covariance matriz example (Marchenko and Pastur, 1967; Couillet and Liao, 2022). In this example,

we consider the empirical covariance matrix Cy € R™*™ defined as

N
Cy=%XX"=3%> zal; (7.3)
i=1
where X = [acl, e ,:I:N] € R™*N is composed of N independent and identically distributed

observations from a m-dimensional Gaussian distribution, i.e., @; ~ N(0,I,,) for all i € [N].
When N — oo and for a fixed m, by the strong law of large numbers, the empirical covariance

matrix Cn converges almost surely to the covariance matrix Iy, i.e.,
Fa a.s
Cy — I,.

However, when N, m — oo with m/N — ¢ < oo for ¢ > 0, we still have the entry-wise convergence
by the strong law of large numbers, but the eigenvalue distributions of Cy and I,, mismatch.
When we consider the special case for which IV and m are both large, but with m > N, the rank
of C'N is at most equal to N since C’N is the sum of N rank one matrices. Because %X XT i
a m X m matrix with m > N, the matrix %XXT is singular and has at least m — N > 0 zero

eigenvalues. As a consequence, as N,m — oo with m/N — ¢ > 1, we have
Cy /A Iyn.

The above claim also holds when N, m — co with m/N — ¢ < 1 as depicted by Figure 7.1. Even

if Cy is a poor estimate of I, and Cy does not converge in any useful way as N, m — oo, the

63



Chapter 7. Main Results in High-Dimensional Problems
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Figure 7.1: Eigenvalue distributions of the empirical covariance matrix Cy (equa-
tion 7.3) and the covariance matrix I,, mismatch for N = 100m. The eigenvalue dis-
tribution of the empirical covariance matrix Cy converges to the Marchenko-Pastur
distribution. Eigenvalue histogram of C versus the Marchenko-Pastur distribution for m = 512
and N = 100m (Liao et al., 2020).

limiting eigenvalue distribution of Cy as N,m — oo is known in the Random Matrix Theory to

be the popular Marchenko-Pastur law (Marchenko and Pastur, 1967) given by

pMP(dz) = (1 — ¢ 1) - 1o(z) + ﬁ\/(.’ﬂ -(1- \ﬁ)z)+ (1+e)? - m)+d:r, (7.4)
with 1o(z) the Dirac mass at zero, ¢ = limm/N and (z)" = max(z,0).

Remark 12. The Marchenko-Pastur distribution reveals that the eigenvalues of Cy do not con-
centrate around 1 like in the asymptotic N limit, but concentrate between (1 — /c)? to (1 + /c)?.

Therefore, the eigenvalues span on the range
2 2 /m

In particular, for N = 100m, where one would expect a sufficiently large N for Cn to estimate
I, properly, one has a spread around the true eigenvalue 1 equal to 44/0.01 = 0.4 as observed in
Figure 7.1.

Remark 13. Although introduced here in the context of Gaussian distributions for ©; ~ N (0, I,;,).
The Marcenko-Pastur law applies to much more general cases than in the context of Gaussian
distributions. Indeed, the result remains valid when x; has i.i.d. normalized entries of zero mean

and unit variance.

7.1.3 Empirical Eigenvalue Distribution & Resolvent
As in the example found in Section 7.1.2; the symmetric random matrix %E‘EE & does not converge
in any useful way as N, m — co. However, the empirical eigenvalue distribution of its limit can be

studied in the Random Matrix Theory through its resolvent with the Stieltjes transform.

Definition 7.1.1 (Stieltjes Transform). For a real probability measure p with support supp(u),

64



7.1. Pitfalls of High-Dimensional Problems & Deterministic Equivalent

the Stieltjes transform m,, : C \ supp(p) — C is defined for all X € C \ supp(u) as
) = [ dutt).

Let M € R™*™ be a symmetric matrix. Since M is symmetric, the matrix has real eigenvalues.

We can define its empirical eigenvalue measure fipg as

= Z v (@

for all z € R. The empirical eigenvalue measure fips is a probability measure since fips(x) > 0 for
all z € R, and [p fing(x)dx = 1. For all X € C \ supp(fiag), the Stieltjes transform of fips can be
expressed as the trace of the resolvent [M — \I,,,]~* since

N " 1,. (t)
mane ) = [ xdina() = %3 [ 250

From Lemma 7.1.1, we deduce that the empirical eigenvalue distribution jips of the symmetric
random matrix M can be studied with the resolvent [M — AI,,,] ! through the Stieltjes transform.

Lemma 7.1.1 (Inverse Stieltjes Transform (Couillet and Liao, 2022)). For a,b continuity points
of a probability measure p, we have

1([a,b]) = Llim [ T(mu(z+iy))dx

y—0 /,

If u admits a density f at x, i.e., u(x) is differentiable in a neighborhood of x and

lim & p(z — €,z +€) = f(z),

e—0

then
f(x) = L lim 3(my,(z + iy)).

w y—0

Finally, if i has an isolated mass at x, then

n({e}) = =% lim iymy, (2 + iy).

7.1.4 Deterministic Equivalent

Since the limit of high-dimensional symmetric random matrices does not converge in any useful
sense as highlighted in Sections 7.1.1 and 7.1.2; a first line of works in the Random Matrix The-
ory has instead investigated the asymptotic characterization of their spectral measures using the
Stieltjes transform and Lemma 7.1.1. In particular, the objective has been to determine the limit

of the spectral measure fips of a symmetric random matrix M € R™*™ when the dimension m
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tends to infinity. For this purpose, by using Lemma 7.1.1, a natural approach is to study the
associated random Stieltjes transform my,, (A) = = Tr([M — AI,,]7") of fiar and to show that it
admits a limit m(\) in probability or almost surely as m — oo.

Example 1. In the example of the empirical covariance matriz presented in Section 7.1.2, Marchenko
and Pastur (1967) demonstrated that as N,m — oo with m/N — ¢ with ¢ > 0, we have
A —1\ a.
Mg, (N = 5 Tr([Cn = M| ) == m(N),
where Mg, (M) is the Stieltjes transform at X of the empirical eigenvalue distribution fe, (equa-
tion 7.3) of Cv, and m(X) is defined as the unique positive solution of the Marchenko-Pastur

equation
cAAm?(\) — (1 =X —c)m(A) +1=0. (7.5)

From the Stieltjes transform m()), we can derive the Marchenko-Pastur law u™¥ given in equa-
tion 7.4.

Nevertheless, a study of the limit m()\) of the random Stieltjes transform X — my,, (A) =
LTr([M - )\Im]_l) of fips assumes such a limit m(\) exists. Furthermore, it only quantifies
the Stieltjes transform A — mg,, (A) = L Tr([M — )\Im]fl) and does not take into account

other subspace information of the symmetric random matrix M carried in the resolvent matrix

[M — )\Im} _1, e.g, the eigenvector space of M.

To overcome those limitations, we focus instead on finding a “deterministic equivalent” of the
resolvent of the symmetric random matrix M, which is a non-asymptotic deterministic matrix
having in probability or almost surely asymptotically the same scalar observations as the random
one (Hachem et al., 2007; Couillet and Debbah, 2011; Couillet and Liao, 2022). The notion of “de-
terministic equivalent” has not been formally defined in the literature. However, in the following,
we propose a definition we will adopt in this part.

Definition 7.1.2 (Deterministic Equivalent). Let M € RN*™ be a random matriz and f :
RNXm 5 R be a mapping from matrices of size N x m to scalars. A matric M € RN*™ gs

said to be a deterministic equivalent of M if, as N,m — oo, we have
f(M) — f(M) — 0,
where the convergence is either in probability or almost surely.

Remark 14. This definition extends the definition proposed by Couillet and Liao (2022) to include
non-symmetric and rectangular random matrices and any mapping f : RYN*™ — R. Indeed,
Couillet and Liao (2022) assume in their definition that M is symmetric for the mappings f :
M — %Tr(AM) and f : M — aTMb, for any deterministic matriz A € R™*™ and vectors

a,b € R™ of unit norms, with respect to the operator and the Euclidean norm.

Remark 15. Let M € R™ ™ be a symmetric random matriz. If Q € R™*™ is a deterministic
equivalent of the resolvent [M — )\Im]_l for the application f: M — % ’H(M), then the Stieljes
transform my,, of the empirical eigenvalue distribution fipns of M converges towards %Tr(@)
In the empirical covariance matriz example presented in Section 7.1.2, the matriz m(\)IL,, can be
thus interpreted as a deterministic equivalent of the resolvent [C:’N - )\Im]fl for the application
[+ M — LTr(M), where m(\) is the solution of the Marchenko-Pastur equation (equation 7.5).
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Finding deterministic equivalents of resolvents of random matrices is particularly useful in theo-
retical works on supervised learning (Louart et al., 2018; Liao et al., 2020; Jacot et al., 2020a; Mei
and Montanari, 2022; Couillet and Liao, 2022). In particular, the aforementioned works investigate
the performance of ridge regression with random features, where the solution to the ridge regres-
sion depends on the resolvent of a symmetric semi-positive-definite random matrix. These studies
assess the asymptotic training error and the test error by identifying a deterministic equivalent
of the resolvent in a double asymptotic regime; where the number of samples n — oo and the
number of features N — oo, while maintaining a constant ratio N/n. Their proofs mainly rely
on the symmetric property of the resolvent and on Random Matrix tools designed for random
symmetric matrices, e.g, the Stieltjes transform. In the following sections of this part, we aim to
extend these results to the regularized LSTD algorithm and to certain resolvents of non-symmetric
random matrices with specific structures.

7.2 A Deterministic Equivalent Resolvent for Regularized
LSTD

From equation 6.12, the weight vector GA;} returned by regularized LSTD depends on the random
resolvent @Q,, () defined in equation 6.13 since

The random resolvent Q,,(\) thus plays a significant role in the performance of regularized LSTD
and in error functions studied in this chapter; such as the empirical Mean-Squared Bellman Error
(in Section 7.3), the Mean-Squared Bellman Error (in Section 7.4), and the Mean-Squared Value
Error (in Section 7.5). In order to assess the asymptotic performance of regularized LSTD in
the double asymptotic regime of Assumption 2, we need to find a deterministic equivalent for
the random matrix Q,, () and for other random matrices that are functions of random features.
In our theoretical analysis, the identification of deterministic equivalents relies on the following
concentration measure for Lipschitz applications of a Gaussian vector.

Lemma 7.2.1 (Normal Concentration). ((Ledouz, 2001, Corollary 2.6, Propositions 1.3, 1.8) or
(Tao, 2012, Theorem 2.1.12)) For d € N, consider u the canonical Gaussian probability on RY

d 1
defined through its density du(w) = (271')_56_§”w‘|2 and f : R — R a Ly-Lipschitz function.

Then
2
“(H‘f‘/fd“‘ >t}> <Ce 7, (7.6)

where C,c > 0 are independent of d and Ly.
This concentration result is particularly interesting in our analysis since it can be extended to
Lipschitz functions of sub-Gaussian matrices as stated by the following Lemma.

Lemma 7.2.2. Let f: RN*4 5 R, W s f(W) be a K;-Lipschitz function with respect to the

Frobenius norm, for which W = cp(VV) 1s the matriz defined in equation 6.5. Then, we have

ct?

Pr( [f(W) —Ew [f(W)]| >1t) < Ce FF5%,
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for some C,c > 0.

Proof. The vectorization of W, Vec(W) = [Wlh e ,Wnd] € RV*d ig a Gaussian vector. A K-
Lipschitz function f of W with respect to the Frobenius norm is also a K y-Lipschitz function of
vec(W') with respect to the Euclidean norm. Applying Lemma 7.2.1 gives

ct?

Pr( (W) —~Ew[f(W)]| > 1) =Pr (|7(e(W)) ~Ew [/(e(W))]| >1) <Cc 1T,

for some C,c > 0. O

In the following sections of this chapter, by leveraging Lemma 7.2.2 and the Lipschitz continuity
of the error functions with respect to the random weight matrix W under the frobenius norm,
we show that the error functions asymptotically concentrate around their deterministic expected
values in the double asymptotic regime of Assumption 2. A natural deterministic equivalent for the
random resolvent Q,,(\) would be thus Ew [Q.,(\)]. However, Ew [Q,,()\)] involves integration
without having a closed form expression due to the matrix inverse, and is inconvenient for practical
computation. Leveraging the Random Matrix Theory, the following Theorem 7.2.3 proposes an
asymptotic form that is 4. close to Ew[Q, ()] under Assumptions 1 and 2, and ii. numerically
more accessible.

Theorem 7.2.3 (Asymptotic Deterministic Resolvent). Under Assumptions 1 (double asymptotic
regime) and 2 (bounded spectrum), let X > 0 and let Q,,(\) € R™ ™ be the deterministic resolvent
defined as

_ . N N —1
Qu(N) = [2 550, = V) @0, + AL (7.7)

where the deterministic Gram feature matrizc ® ¢ € R™*™ is defined as
s = Eu [o(w"$) 0 (w"S)| = Eanior, [o(#(@)"8) o (o(w@)"8)]

and the correction factor § is the unique, positive, solution to

. . . . . R —1
§=LTr <(Un — V) e U, [%ﬁ(Un —V)'e. U, + AIn} ) : (7.8)
Then
Proof. Details of the proof can be found in Appendix A.1. O
Remark 16. Since 6 — 0 when N/m — oo, the correction factor 1% arises from the double

asymptotic regime, which keeps the ratio N/m asymptotically constant. Similar correction fac-
tors arise in related Random Matrix literature, which, however, deals with semi-positive-definite
matrices (Couillet and Debbah, 2011; Liu et al., 2019a; Liao et al., 2020; Jacot et al., 2020a;b).
Our problem exceeds this frame, so we prove the result, including existence and uniqueness, with
a somewhat more involved analysis based on the eigenspectrum of the products of matrices with

semi-positive-definite symmetric part and skew-symmetric matrices (see Appendiz A.G).
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Table 7.1: Values of ®@4p for w ~ N(0, 1), Z(a,b) = WTH%H (Louart et al., 2018).

O'(t) q’ab
t a®b
max(t,0) 5=|all|b]| (é(a, b) arccos(—Z(a, b)) + /1 — L(a, b)2)
] 2|lallpl| (£(a,b) arcsin(<(a, b)) + /1 - Z(a,b)?)
2 . 2a%b

erf(t) = arcsin <\/(1+2|a|2)(1+2”b|2)>

Liesoy 3 — 5= arccos(Z(a, b))

sign(t) 2 arcsin(Z(a, b))

cos(t) exp(—3(la]® + [[b]|*)) cosh(a’b)

sin(t) exp(—3(/|a]® + [|b]|?)) sinh(a”b).

Remark 17. It can be shown that 0 is a decreasing function with respect to the number of pa-

rameters N (Lemma A.6.3) and with respect to the la-regularization parameter X (Lemma A.6.4).

Remark 18. In supervised learning, a comparable proposition is presented by Louart et al. (2018,
Theorem 1) for the resolvent of random symmetric semi-positive-definite matrices. It constitutes
a special case of Theorem 7.2.3 with v = 0, which corresponds to the case where we learn the
reward function R™ : § x § — R using samples of Dirgin. Our analysis extends this result to
the resolvent Q.,(\), which is the resolvent of a non-symmetric random matriz. The loss of the
symmetric property significantly complicates our analysis, e.q., with the proof of the existence of
the correction factor 6 or the uniform boundess of Q.,(\) with respect to the operator norm.

Remark 19. Note that the matriz Q.. (\) is the resolvent of the random matrix %(ﬁn—vvn)ngﬁsﬁn,
which is non-symmetric when ~v > 0. Therefore, many tools from the related Random Matrix lit-
erature used to study the spectrum of %(Un — 'yVn)TEgESUn with Q. (X\) are not applicable,
e.g., the Stieljes transform. Indeed, with complex eigenvalues, the empirical eigenvalue measure of
%([A]n — ’yVn)TE?;ESUn is mo longer a real probability measure, does not admit a Stieltjes trans-
form, and % Tr(Qn (X)) can no longer be interpreted as the Stieltjes transform of this empirical
eigenvalue measure as it was the case in Section 7.1.3. As a consequence, we can not use the
deterministic equivalent Q,,,(\) of the resolvent Q,,(\) for the application f : M % Tr(M) to

provide spectral information about %(U‘n — WVn)TEZ:ESﬁn.

Remark 20. The evaluation of ®g = K, [a(wTS)TJ(wTS)] is obtained through the evaluation

of its individual entries and thus to the calculus, for arbitrary vectors a,b € R% of
®,1 = B (T a)o(w"s)] = 2n) ¢ [ olpt@) a)(o@) b 1 dw. (1)

The evaluation of equation 7.9 can be obtained through various integration tricks for a wide family
of mappings ¢(-) and activation functions o(-). We provide in Table 7.1 (found in Louart et al.
(2018)) the values of ®qp when w ~ N(0,1;) (i.e., for (t) = t) and for a set of activation
functions o : R — R not necessarily satisfying the Lipschitz continuity. In experiments in Section 9,

we focus only on the ReLU function, i.e., o(t) = max(t,0).
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7.3 Asymptotic Empirical Mean-Squared Bellman Error

Value-based algorithms that use bootstrapping, especially TD learning methods, aim to minimize
the empirical mean squared Bellman error (MSBE), denoted by MSBE. As mentioned in Sec-
tion 4.3, under appropriate learning rates (Robbins and Monro, 1951), linear TD learning methods
1y, U,Q,n(\)r of the

regularized LSTD. It is straightforward to show that M/Sﬁ(éf;) depends on a quadratic form of

the random resolvent Q,, () as

using a gradient-based approach converge towards the solution 6} = =

MSBE(8;) = L|r + %%, 6, — =%, 0,
2

Sl = (Bx, — ’YEX;)TEX,LQm(A)T

2
1 [én(zxn_yle) Sx, + M, — - (Zx, —7Ex/) Exn}Qm(A)T

= %rTQm(A)TQm()\)r.

Using Lemma 7.2.2, we show in the following Lemma that M/Sﬁﬂ(éfl‘) concentrates around
%QTTEW [Qm ()\)TQm(/\)]r under the double asymptotic regime of Assumption 2.

Lemma 7.3.1. Under Assumptions 1 and 2, we have
Pr ( [MSBE) — X Ew[@nN) QuN]r| > t) < e,
for some C,c > 0 independent of m and N.

Proof. Let the mapping f : R — 2 TQm( )T'Q,(R)r, for the resolvent mapping
1. A R o -1
Q.. :R~— [m(Un — V) o(RS) o(RS)U,, + /\In}

defined as in equation 6.13. We want to show f is Lipschitz in order to apply Lemma 7.2.2. From
Lemma A.4.6, we know there exists a real K > 0 independent of N and m such that, for all R, H,

we have
1Qu(R+ H)"Qu(R+H) — Qu(R)" Qu(R)| < J=|H|r.

Let H € RVN*? we have thus
f(R+H) = [(R)| = |20 [Qu(R + H) Qu(R+ H) = Qu(R)" Qu(R)]r|

2172 Qun(R+ H) Qu(R + H) — Qu(R)T Qi (R)||

A2 K K
—[H|r  (lr]* < 3nlrls = K7).

IA

IN

We deduce f is
random matrix W defined in equation 6.5

22
2 \I/%K -Lipschitz under the operator norm. From Lemma 7.2.1, we have for the

Pr( [f(W)—Ew [f(W)]] > )
— Pr ( ﬁrTQm(A)TQm(A)r _ %TTEW[Qm()\)TQm()\)]T‘ N t)
= Pr( |[MSBE®) - X Ew[Qn () QuNir| > )
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7.4. Asymptotic Mean-Squared Bellman Error

_ cmt?
S Ce KQKﬁ)\“7

for some C, ¢ > 0 independent of other parameters. O

Remark 21. The Lipschitz nature of the mapping f : R — ’\%rTQm(R)TQm(R)T' depends
on Lemma A.4.6, which is guaranteed by the uniform boundedness of the resolvent Q. (\) for
any random matriv W. The uniform boundness of Qum(\) in the double asymptotic regime of
Assumption 2 is non-trivial since the dimension n of Qm(\) € R™*™ tends toward infinity (n >

m — 00). The result plays a key role in our proofs and is proven in Appendiz A.J.

From Lemma 7.3.1, to assess the asymptotic M/Sﬁ(éf;) in the double asymptotic regime, we
need to find a deterministic equivalent of Q,,(N)”'Q,,(A) close to E[Q:, (AT Qun(N)]. Using the
deterministic equivalent Q,,(\) of @Q,,(\) (found in Theorem 7.2.3), we identify an asymptotic
form close to E[Q(A)T Q. (A)] in Lemma A.2.2 to derive the following theorem.

Theorem 7.3.2 (Asymptotic Empirical MSBE). Under the conditions of Theorem 7.2.3, the de-

terministic asymptotic empirical MSBE is

—

MSBE(6;) = 2-[|Qn(Mr|” + A, (7.10)
with second-order correction factor

Tr(Qm(N)¥2Qm(N)")

1
Ao 2 & 11
" 1_% Tr(‘IJQQm(/\)T‘I’IQm(A)) ||Qm<)\)""||\p1, (7 )

where
¥ = SUa sUn, and W5 = S5 (Un = 7Va) @5(Un = V). (7.12)

As N,m — oo with asymptotic constant ratio N/m,

—

MSBE(6?) — MSBE(8)) 5 0.
Proof. Details of the proof can be found in Appendix A.2. O

Remark 22. Similarly to the first order-correction factor § (equation 7.8), the second order-

correction factor A arises from the double asymptotic regime since A =0 as N/m — oco.

Remark 23. A comparable proposition is presented by Louart et al. (2018, Theorem 3) for the
training error in supervised learning. It is a special case of Theorem 7.3.2 with v = 0, where we
learn the reward function R™ : S x § — R.

o —

An interpretation of terms in MSBE(@)) is provided in Chapter 8.

7.4 Asymptotic Mean-Squared Bellman Error

While the empirical MSBE only takes transitions from the dataset Dy, into account, the true or
population MSBE (equation 6.2) involves all states in S. To extend the convergence results from

the previous section to this case, we require some further notations. Using a decomposition similar
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Chapter 7. Main Results in High-Dimensional Problems

to equation 6.7, we express X x, and Xx/ as a product of the random feature matrix of the entire
state space 5 € RV*IS| with U,, € RIS and V,, € RISI*" as

X, — \/ﬁzsUn and EXL = \/ﬁESVn.

Each column i of \/nU, is a one-hot vector, where the j-th element equals 1 if the i-th state s;
of X, is S}, and similarly for v/nV,, and X,,. We obtain a decomposition of the transition model
matrix

A, =U, (U ’Y‘/n) .

Using those notations, we can decompose MSBE(OA,).‘L) as

MSBE(8;) = |7 +7P"E56, — S50,p,..

= |7+ [VP” ~Ii5|256, D,
2

= H —=[I|s| — vP"] EgEsUan()\)THDM

= 17lI5,.~

— m ™ Dy [Lis) = yPT|E25EsUnQun ()7

iy

+ Hﬁﬁ L1 — VP“]EEESUan(A)r\ ’

D

T

=7

Similar to the empirical MSBE, we want to show that MSBE(6,)) concentrates around Eyy [MSBE(BAQ)] .
Specifically, we want to show that both Z; and Zs concentrate around Ew[Z:] and Ew[Z3],
respectively. Those concentration results can be derived with Lemma 7.2.2, by showing that

% [I|5‘ — ’yP”]EgEgUan(/\) is uniformly bounded under the operator norm for any random
matrix W in the double asymptotic regime of Assumption 2. Since the empirical transition model
matrix A, = Un(Un - vvn)T (equation 6.14) is invertible under Assumption 2, we can easily
bound the operator norm of %Egﬁgﬁan(/\) as

[ Z52U0,Qn (V]| = |5 A5 U (U, = V) 2L2U,Qm (V]|
= HA U, (I, — A\Qm (V)|

where K¢ is the uniform bound of @, (X) under the operator norm in the double asymptotic regime
1 — 1
H me(A Am)

m

and ||U,|| < 1. Unfortunately, we do not have such straightforward control on

(a proof can be found in Appendix A.4). This results unfolds because || A

1
Umin (H (Ap)) = 5mm

the operator norm of ~XI3sU, Q,, since A,, = U, (U, —7V,)T is not invertible until all states
are visited. Furthermore, only a O(y/m) upper bound can be derived for

\/%ESH from Corol-
lary A.7.1.1. A solution to upper bound the operator norm of % [I‘5| — vP“] 2I2sU,Q.n () is
to use the model-based interpretation of LSTD (Boyan, 1999) with A,, as discussed in Section 4.4.
In particular, Tsitsiklis and Van Roy (1996) and Nedi¢ and Bertsekas (2003) showed that E [A,] —
D,,~ [I;s) — vP™] as n — co. The control of the bound on the difference || A, — Dy~ [Ijs) — 7P|
as a function of n was studied by Tagorti and Scherrer (2015). We make the following assumption

on this norm and the number of distinct visited states m.
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7.4. Asymptotic Mean-Squared Bellman Error

Assumption 3.
e As N,m — oo, we have |A,, — Dy~ [I|5) —yP"]|| = O (\/%) .

e As N,m — 00, wehave%<oo.

With the additional Assumption 3, we can now bound the operator norm of %D“w [I‘3| — fyP”] >I3sU,Qm(N)
as stated by the following Lemma.

Lemma 7.4.1. For all m, under Assumptions 1, 2 and 3, there exists K > 0 independent of N
and m such that

H%Du” s —VP”]EZ:ESUan()\)H <K

Proof. We have

H wr lTis) — 7 PTISESsULQu V)|

L [Dy L5 = 7P7] = Un(Un = 7Va) " EE S50, Q)|

m 7 n

L U, (Un - ’yVn)ngzsUan()\)H +

<UL I = AQum (V)] LU, (U, —V,)"SE — LD, [Iis| — vP7] EEH HﬁﬁsUan(A)H :

||+Hﬁ vm
™ 2)

From Lemma A 4.1, we know there exists Kg > 0 such that, for all m, we have ||Q,, (V)| < Kq.
For the left-hand part (1), we have

From Assumption 3, we have for the first term in the right-hand part (2)

| U, =3V "SE ~ =Dy [Ii5) — P T

2
||U ~1Va)" = Dyr (L) = P7] | 2|

—0(1).

This result unfolds from Corollary A.7.1.1 since ||| = O(|S]) = O(m). For the second term in

(2), from Lemma A .4.4, we know there exists a real Ké > 0 such that, for all m, we have

| EZsU.Qn )| = | £2s0.00 0| < K.

O

Using Lemma 7.2.2 and Lemma 7.4.1, we can show that MSBE(8}) concentrates around Ey [MSBE(6))]
in the double asymptotic regime. The following theorem provides a deterministic form for the
asymptotic MSBE(8,).

Theorem 7.4.2 (Asymptotic MSBE). Under Assumptions 1, 2, and 3, the deterministic asymp-
totic MSBE is
2

MSBE(éQ):Hf YN L PR SU,Qu(Mr — = N 85U, Qu (M HD YA, (7.13)

™
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with second-order correction factor

4 Tr(Ap[@sW20% 205 (U, —1V;)  ¥s+¥s])
15 Te(22Qm ()T ¥1Qm (M)

A=, 1Qm (NI, (7.14)

where

Vs =585, Ap=[Is)— P Dyus[Iis) —vP"], and Os=¥sU,Qu(N). (7.15)
As N,m — oo with asymptotic constant ratio N/m,

MSBE(8)) — MSBE(8})) %5 0.

Proof. The proof can be found in Appendix A.3. O

Remark 24. Similarly to the empirical MSBE(8)) in Theorem 7.3.2, the true MSBE(8))) is also
influenced by correction terms 0 and A. Note that the correction terms vanish when N/m — oo
or A — Q.

Remark 25. When all states have been wvisited, the common subexpressions in the second-order
correction factors A and A dominate so that A, A become similar (for a proof, see Lemma A.3.7).

An interpretation of terms in MSBE(8))) is provided in Chapter 8.

7.5 Asymptotic Mean-Squared Value Error

In the regularized LSTD with random features, the MSVE defined in equation 3.1 can be rewritten
as
MSVE(9)) = |[V™ — =16} . (7.16)
7

Using a similar approach than for Theorem 7.4.2, we can obtain a similar deterministic form for

the MSVE in the double asymptotic regime of Assumption 2.

Corollary 7.5.0.1 (Asymptotic MSVE). Under Assumptions 1, 2, and 3, the deterministic asymp-

totic MSVE is )

MSVE(§) = HV’T - ﬁ%ﬁ@sUan()\)rHDﬂ A (7.17)

with second-order correction factor

¥ Tr(Dur [O5 2208 205 (U, —V,) " s+ ¥5))

A=1
T n 1 o T o
1= Tr(22Qun (T #1Q (M)

1Qum ()71, - (7.18)
As N,m,d — oo with asymptotic constant ratio N/m,

MSVE(8)) — MSVE(8))) %5 0.
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7.5. Asymptotic Mean-Squared Value Error

Proof. Using Dy= = I, = yP™|" D= D2 (I — vP™] "' Dy (I, — yP™| 7' D2 D= [ I, — v P™]
and a with similar proof than for Theorem 7.4.2, we find Corollary 7.5.0.1. O

—

Remark 26. Similarly to MSBE(8)) in Theorem 7.5.2 and MSBE(8)) in Theorem 7.4.2, the
MSVE(8)) is also influenced by the correction terms & and A'. Note that the correction terms
vanish when N/m — oo or A — 00.

An interpretation of terms in MSVE(é;}) is provided in the following chapter.
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Chapter 8

Implicit Regularization

Random feature models are efficient parametric approximations of kernel methods (Rahimi and
Recht, 2007). In this chapter, we investigate the connections between regularized kernel LSTD and
regularized LSTD using random features in the double asymptotic regime of Assumption 2. We
begin in Section 8.1 by reviewing kernel methods, their corresponding Mercer feature space, and
the regularized kernel LSTD. In Section 8.2, we revisit and rewrite the asymptotic results found
in Chapter 7 in the Mercer feature space approximated by the random features. Reformulation
of the asymptotic error functions of the regularized LSTD with random features are summarized
in Theorem 8.3.1 and discussed in Section 8.3. In particular, we show how this reformulation
provides a better understanding of correction terms that arise from the double asymptotic regime
and highlights an implicit regularization induced by the model complexity N/m of Assumption 2.

8.1 Kernel Methods in Reinforcement Learning

Kernel methods are a class of algorithms in machine learning (Scholkopf and Smola, 2002). The
term “kernel methods” comes from their use of kernel functions. These functions allow the methods
to work in an implicit high-dimensional feature space without the need to compute the data’s
coordinates in the implicit feature space. Instead, kernel functions are similarity functions, i.e.,
they exploit similarities between all data pairs in the high-dimensional feature space to perform a
wide range of tasks, such as classification, clustering, or principal component analysis.

8.1.1 The Reproducing Kernel Hilbert Space

Definition 8.1.1 (Reproducing Kernel Hilbert Space). Let C be a nonempty set and H = {f, f :
C — R} be a Hilbert space of functions. The Hilbert space H is a Reproducing Kernel Hilbert Space
(RKHS) equipped with the inner product {-,-)4 if there exists a function K : C x C — R, called

reproducing kernel, such that

o VfeH, VxeCl, we have

o K spans H, i.e., H =span{K(z,-) | z € C}, where X denotes the completion of the set X.
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Let K : C x C — R be the reproducing kernel of the RKHS (7—[, (-, )7.[) For all z,y € C, we have
from the reproducing property (equation 8.1)

K(xvy) = <K('7x)’K('7y)>’H (82)

as K(z,), K(y,-) € H. From equation 8.2, we deduce that K is a positive-definite kernel.

Definition 8.1.2 (Positive-Definite Kernel). A positive-definite kernel is a symmetric function
K : CxC — R, such that for any integer n > 1 and for any x1,...,x, € C, the Gram kernel
matriz K € R"*" with entries K;; = K(x;,x;) is positive semi-definite (PSD).

According to equation 8.2, all reproducing kernels are positive-definite kernels. The converse is

also true, as stated in the following theorem.

Theorem 8.1.1 (Moore-Aronszajn (Scholkopf and Smola, 2002)). For any positive-definite kernel
K : C xC — R, there exists a unique reproducing kernel Hilbert space (RKHS) (H, (-, )3) with
reproducing kernel K.

N
i=1
the basis of features used in equation 3.8. The associated Hilbert space H = span{{o'i()}?;l |z €
C } with the euclidean dot product (-, -) forms a subset of RY. In the Hilbert space H, each function
f € H can be uniquely represented by a parameter vector 8 € RY. Furthermore, the following

Linear parametric representations of functions are a particular case of RKHS. Consider {a’,()}

reproducing property holds for all z € C

f(.’t) = <0,0’((£)> = <f,K(~,ﬂC)>,

for the linear positive-definite kernel K : C x C — R, (z,y) — (o(z),o(y)). Thus, the space H of

linear parametric representations is a RKHS whose reproducing kernel is K.

In any RKHS 7, the reproducing property can be interpreted as an extension of the linear pa-
rameterization. Specifically, for all f € H and for all « € C, the linear parameterization expression
f(x) =(0,0(x)) can be replaced by

f@) = {f, K(2))w = (f,0(2))n, (8.3)

where o(z) = K(-,x) depicts the feature map of x in H. In equation 8.3, the representation of f
is non-parametric, meaning that it is not represented by a vector & € RY, but directly by being
an element of 7, which may be a possibly infinite-dimensional Hilbert space. As indicated by
equation 8.2, any positive-definite kernel K can be expressed using the inner product (-, )3 and

the feature map o : x — K(-, ) as

K(Z‘,y) = <O'($),0'(y)>y, Vx,y eC.

The representation of K via a feature map and the inner product (-, -)3; is not unique. The following

theorem represents K in terms of the Mercer feature map and the inner product (-, ).

Theorem 8.1.2 (Mercer Theorem (Scholkopf and Smola, 2002)). Let C be a real nonempty compact
set equipped with a positive Borel measure u and H = {f, f : C — R} be a Hilbert space of functions.
Let K € L*(C x C, 1) be a positive-definite kernel such that

/C/CK(xvy)2N($)u(y)dxdy < o0
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and its associated Hilbert-Schmidt integral operator
Tk : L*(C,p) — L*(C, )

/Ka::z: Yp(z)da.

Then, there is a set of orthonormal bases {¢; Y, of L*(C, i) consisting of eigenfunctions of Tk

associated with the non-decreasing sequence of non-negative eigenvalues {v; }2,

Ty (465) / K (2, y)gi(x)dy = vigi(2).

K can be represented for all x,y € C as

M
= vigi(@)ei(y)- (8.4)
=1

Either M is an integer or infinite; in the latter case, the series converges absolutely and uniformly

for almost all (x,y).

Let {w;(-) = \/714,01()}5\11 be the rescaled orthogonal eigenfunction basis of L?(C, i1). Equation 8.4
can be rewritten as

K(z,y) = (w(z),w(y)),, VYz,yeCl,

for the feature map w :C — H, z — (wz(a:))f\il In the literature, the feature map w : C — H is

referred to as the Mercer feature map.

Since H may be an infinite-dimensional Hilbert space, designing function approximation algorithms
considering the representation of H with feature maps is challenging for practical computations.
However, as detailed in the following section, this representation is never explicitly considered, and
many computations only involve evaluations of the kernel function. This phenomenon is called the

“kernel trick”.

8.1.2 Regularized Kernel LSTD

Like their parameterized counterparts, non-parametric TD learning methods are value-based algo-
rithms. The objective of non-parametric TD learning methods is to approximate the value function
V™ :8 — R of a MRP (S, P™,R™, o) with an element V in a RKHS (A, (-,-)%) by minimizing
the Mean-Squared Projected Bellman error (equation 3.4)

MSPBE(V) = B, {(HTV’r Vi(s) — V(s))ﬂ :
where II is the projection operator into the RKHS #H defined as
Hf = ;pel% Esw;ﬂ' [f/(s) - f(S)],

which projects arbitrary value functions onto the RKHS H. Since the transition function P™ is
assumed unknown, non-parametric TD learning methods try to minimize an empirical version of

the Mean-Squared Bellman error on n transitions Dipain := {(si,n—, s;)}:l: consisting of states,

1
rewards, and next-states drawn from the MRP, where s; ~ P™(s;,-) and r;, = R"(s;,s;). In
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particular, their objective is to find V,, € H that minimizes the following training error

Etrainvzln T Vi(si) —V(s; > o V2
(V) Z( +V(sh) = V(s:) + MllV3 .

= MSBE(V) + An| V|2,

where M/Sﬁ(V) = % Dy (ri +4V(s) — V(si))2 is the empirical MSBE defined on Diai,. The
quadratic regularization term in equation 8.5 is crucial to apply the following representer theorem

and guarantees the existence of a specific solution V., € H.

Theorem 8.1.3 (Representer Theorem (Scholkopf and Smola, 2002)). Let K : C x C — R be
positive-definite real-value kernel on a nonempty set C with a corresponding RKHS (7—[, ;- >H)
Let Divgin = {(mi,yi) eC x R}?:l be training samples, a strictly increasing real-valued function
g :10,00) = R, and an arbitrary error function Eiqm @ (C X R)™ — RUoco. Then any minimzer
f* € H of the reqularized risk

?%1;{1 Et'rain((xlayl)a R (wnvyn)) + g(Hf||H)7

admits a representation of the form
n
f*(> = Z alK(a Z‘i),
i=1

for some av € R™.

Let K : § x § — R be the reproducing kernel of the RKHS #H. From the representer theorem,
solving equation 8.5 gives the regularized kernel LSTD solution (Duan et al., 2021)

V(s) = k(s)[K (X, X)) —yK(X), X)) + ML, ] "'r,  Vs€S; (8.6)

where K (X, X,,), K(X],,X,) € R"*" are defined for all i, j € [n] as

[K(Xan)]ij = K(si,s;) and (K (X, X")]ij = K(s;,s;);

n?

and k(s) € R™ is defined for all s € S as
[k(s)], = K(s,s:), Vi € [n].

Using auxiliary matrices 07“ V, € Rm*n of equation 6.7, we can rewrite equation 8.6 as

Va(s) = k(UL [(U, — Vi) KU, + ML) 'r, Vs €S, (8.7)
where K¢ € R™*™ is the kernel Gram matrix on the set of distinct visited states Sandk:S —» R™
is defined, for all s € S, as

[k(s)], = K(s,8;),  Vie[m].
Note that the invertibility of the matrix [(Un — ’yVn)TK Sﬁn + )\In] is guaranteed under Assump-
tion 2 (see Appendix A.5 for a formal proof).
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8.2 Reformulation of the Main Results

In Chapter 7 — for the solution OAQ of the regularized LSTD with random features on Di,ain

(equation 6.12) — we have shown under Assumptions 1, 2 and 3 that

MSBE(8) % MSBE( 9))  (Theorem 7.3.2),
MSBE(8)) %% MSBE(6)) (Theorem 7.4.2),
MSVE(6}) 22 MSVE(6?) (Corollary 7.5.0.1);
where
. 2
MSBE(8)) = Ly — %%ﬁlé([jn - 'yVn)T@SUan()\)r + A (equation 7.10),

A _ 2
MSBE(§)) = HF LNy PT] <I>5Uan()\)rHD + A (equation 7.13),
-

. _ 2
MSVE(6)) = HWr - i%ifbsUan(A)rH + A" (equation 7.17).
e
Each asymptotic error function is expressed as the sum of two terms. In Section 8.2.1, we show
that the first term can be interpreted as the error function of a regularized kernel LSTD with an
implicit lo-regularization term A, depending on the ls-regularization parameter A\ and the model
complexity N/m. In Section 8.2.3, we reformulate the second-order correction factors A, A, and

A’ into a unified expression in the Mercer feature space induced by the regularized kernel LSTD.

8.2.1 Connection with the Regularized Kernel LSTD

Asymptotic error functions found in Chapter 7 depend on the Gram feature matrices ® ¢ and ®s
of the continuous kernel function ® : S x S — R defined for all states s,8’ € S as

®(s,8') =Ey [o(w” s)o(w”s")]. (8.8)

We can observe that the first terms in MSBE(8?), MSBE(6?) and MSVE(6,) are equivalent to the
empirical MSBE, MSBE, and MSVE of the regularized kernel LSTD solution V,f‘ on Dy, ain defined
for all states s € S as

A A ~ -1

(5) = ()0, (U~ 1Vi) @5, + AL ' (8.9)

>/1

1
where
A =A% (1+9); (8.10)

and ¢ : S — R™ is mapping from states to vectors in R”, where each element i in [m] is defined

[6(s)], = 2(s, 50).

Asymptotic error functions found in Chapter 7 can be thus rewritten with ‘A/S‘



8.2. Reformulation of the Main Results

MSVE(0}) = MSVE(V}) + A,

We will find it convenient to work with the Mercer map of the kernel ®(-,-) to simplify expressions

of second-order correction factors.

8.2.2 Reformulation of the Regularized Kernel LSTD in the Mercer Fea-
ture Space

From the Mercer theorem (Theorem 8.1.2), under the assumption that the state space S is compact,

the continuous kernel ®(-,-) can be represented for all states s,s’ € S as

M M
$) = > mgi()eils) = Y wi(sils);

where {v;}M,, {0:()}Y,, and {w;(:) = vipi()}}L, are the eigenvalues, eigenfunctions, and
rescaled elgenfunctlons of the Hilbert-Schmidt integral operators T : L2(S, u™) — L*(S, u™), f
To(f = Joa ®( (s)u™(s)ds. Usually, M is infinite. As {w;(-) = \/vipi(-)}}L, forms an
orthogonal basis in L2 (S , ™), we will find it convenient to work on a vector representation of
functions in L?(S, u™) with the Mercer feature map

w: S—oRM

s [wi(s), ..., wm(s)]".

For any state matrix A € R¥P_ we denote by Q4 € RM*P the Mercer feature matrix of A so that
[Q4]i; = wi(A;), for A; the j' column of A. With those new notations, we can decompose ® ¢
and ®s as

P =0QL0Q¢ and D5 =050

By using the Mercer feature map, we can write the vector representation of the regularized kernel
LSTD solution V,;\ on Dipain (equation 8.9) as

Vi s) = w(s)T0,()),  VseS;
where
0.(\) = = [QsUL(U, —4V,) Q% + AL QU,r (8.11)

in the Mercer feature space. Under Assumption 2 and from the

is the vector representation of IA/S‘
6,,()\) (see Remark 11), we can rewrite 0,(\) as

model-based interpretation of

0,()) = [2:U,(U, —V,)" Q% + AL, QU U7, (8.12)
where 7; = ZTZI[I:’TL]UR”(SA’Z', S;), for all i € [m]. The value function V;, : § — R of the empirical
MRP (S‘ P, R", {o) is the unique-fixed point of the Bellman equation (equation 4.9) and its vector
form V,, € R™ on S is defined as

Vn = [Im —’an]_l
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Putting V,, into equation 8.12 gives

QeU,.(U, —WV,)"Q% + 31, QU007 1, —~[0,07] 0. VTV, w.13)
QU (U, — V)"0 + L] 7 QU0 —7V,) V.

Since the eigenbasis {w;(-)}M, forms an orthogonal basis of L?(S, u™), we can rewrite the contin-

uous extension V.5 : § — R on the state space S of V;, : $ — R in its vector form as
Vi(s) =w(s)'6;, VseS, (8.14)

where é; € RM. Using this vector from, equation 8.12 can be rewritten as

8.(A) = II(\)8;,

where TI(\) € RM*M is the hat matriz' defined as

~ A

Q0,0 — V)L (8.15)
Remark 27. Note that for X = 0, we have II(0) = Ip; and an‘(s) = w(8)T0: = VS(s), for
all states s € S. In particular, for all states s € S, we have V) (s) = V.S(s) = V,(s), which
corresponds to the value function V,, : S—R of the empirical MRP (5’,15”, R™, o).

Remark 28. The hat matriz IL()\) can be interpreted for the reqularized LSTD as an extension
of the reconstruction operator of Jacot et al. (2020b) or as the learning transfer matriz of Simon

et al. (2023a) proposed in ridge regression.

8.2.3 Reformulation of the Second-Order Correction Factors

Using the Mercer map of the kernel ®(-, -), we can reformulate the following second-order correction
factors (found in Chapter 7)

1
A= X N (Qm(A)‘P’"Q’" )‘) ") Arll3 equation 7.11),

1
+ Tr(Ap (05 %20% 205 (U, Vi)  ¥s+¥s])

A=1 L T (%2 @ ()T G () 1Qm (N3, (equation 7.14)
N r m m
T (D [©5 20T 205 (U —1Vi) T s+ - )
o - Rl 0, et 19
-N r m m

Indeed, as detailed in Appendix A.7.1, we can show that

A = A((U 'V‘A/n)TQg)7
A=A(Dg [I\S\ —WP”}9§)7
A’

where A(M) is defined, for any Mercer feature matrix M € RP*M of dimension p > 0, as

A(M) = }Linn(’\o“!HM[IM (5\)] HQF

IThe notion of hat matrix was defined for the first time in ridge regression in (Hoaglin and Welsch, 1978)
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Second-order correction factors A, A and A’ share a similar expression defined by A() In partic-

~

ular, they depend on the hat matrix II(A) (equation 8.15) of the regularized kernel LSTD solution
V2 on Dipain (equation 8.9) and on its vector representation 6,,()\) = ITI(X\)6? in the Mercer feature

space.

8.3 Interpretation

The following theorem summarizes the reformulation of results found in Chapter 7 in the Mercer
feature space described in Section 8.2.2.

Theorem 8.3.1. Under Assumptions 1, 2 and 3, we define the implicit ls-reqularization parameter
X =amitl) (8.16)
and the continuous kernel function ® : S x & — R defined as
®(s,8') =Ey [o(w”s)o(w”s')], Vs s’ €S

For the kernel ®(-,-) and the ly-regularization parameter \, the reqularized kernel LSTD solution

f/nj‘ 0N Dirain can be represented in its vector form with the Mercer feature map w : S — RM as

t

‘A/n (s) = w(S)To_n(S‘)v Vs €S

where w(s) is the feature vector representation of the state s in the Mercer feature space; and
6,(\) = II(N)6: € RM s the vector representation of V> in the Mercer feature space (equa-
tion 8.15), which depends on the vector representation 5;; of the continuous extension of the value
function of the empirical MRP induced by Dirain (equation 8.14) in the Mercer feature space.

As N,m — oo, with asymptotic constant ratio N/m, we have

—

>

MSBE(8)) %% MSBE(V,)) + A((U,, —V,)TQ%),
MSBE(6)) %% MSBE(V;)) + A(DZ. [I,s) — vP™] %),
MSVE(62) 2% MSVE(V;)) + A(DZ.Q%);

where A() is the second-order function defined for any Mercer feature matriz M € RP*M of

dimension p > 0, as

The behavior of the implicit ls-regularization parameter A defined in equation 8.16 with respect
to the model complexity N/m and the ls-regularization parameter is described by the following

lemma.

Lemma 8.3.2. The implicit la-reqularization X defined in equation 8.16 satisfies the following

properties:
e \is a decreasing function with respect to N/m,
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L]
>

— 0 as N/m — oo,

1 . . . .
= ¥ maoy 80 decreasing function with respect to A,
m m

>3

)
>3

— X as A — oo.

The following remarks attempt to provide an interpretation of the results of the above Lemma and
Theorem.

Remark 29. In the asymptotic N-limit, where N/m — oo, we find that A = 0 and A((ﬁn —
N _ 1 1
WVn)Tﬂg), A(D;r [I‘5| — VP’T] QE),A(DEWQE) — 0. In particular, we have

~ -

MSBE(0)) ~% MSBE(VS) = 0,

n

A
MSBE(8;) *> MSBE(V;?),
A

n
MSVE(8)) “* MSVE(V;9),

where V.o : & — R is the continuous extension of the value function V,, : S RinS (equa-
tion 8.14) of the empirical MRP induced by Dirgin. We refind the well-known result that random
feature models can be used as efficient parametric approzimations of kernel methods in the asymp-
totic N-limit (Rahimi and Recht, 2007; Rudi and Rosasco, 2017). Note also that in the asymptotic
N -limit, we perfectly interpolate the training data since M/SB\E(GA?,AL) 250.

Remark 30. In the double asymptotic regime of Assumption 2, the model complexity N/m induces
an implicit reqularization X, which prevents the model from perfectly interpolating the training data.
The implicit reqularization A depends on the model complexity N/m and is especially high in the
under-parameterized regime for low model complexities N/m. As the model complexity N/m in-
creases, the implicit regularization X decreases, and the random feature model better interpolates
training data. A similar implicit reqularization was observed in supervised learning for ridge regres-
sion with random features in double asymptotic regimes (Jacot et al., 2020a; Cheng and Montanari,
2022; Bach, 2024).

Remark 31. In the literature, the quantity Tr(II(\)) = S, % is usually referred to
as the number of degrees of freedom or the effective dimension of kernel methods (Hastie et al.,
2009; Caponnetto and De Vito, 2007). Indeed, Tr(TI(X)) describes how many dimensions are
“effectively” used by the reqularized kernel LSTD and defines its model complexity. The degrees of
freedom Tr(TL(X)) consumed by the regularized kernel LSTD estimator is monotone decreasing in
X. Note that Tr(II(\)) = m when XA = 0 (no regularization) and Tr(IL(A\)) — 0 as A — co. In our
setting, since the implicit lo-reqularization parameter is a decreasing function with respect to the
model complexity N/m, the number of degrees of freedom Tr(IL(X)) consumed by the reqularized
kernel LSTD estimator is monotone decreasing in N/m. Consequently, models with low model
complexities N/m induce higher constraints on the regularized kernel LSTD predictor, resulting in
poorer performance. The oppositive behavior occurs for models with high model complexities N/m.
Furthermore, note that Tr(TL(\)) < min(N,m) since % > 0. This shows that choosing a number of
features N automatically lowers the effective dimension of the related kernel method. Finally, we

can show that in the ridgeless under-parameterized regime (when A — 0), the effective dimension

Tr(II(3)) — N.

Remark 32. In analogy with supervised learning (Hsu et al., 2012; Bach, 2024), the term HH(X) Hi =
Tr(TI(N)TII(N)) = Z?il oi(TL(N))?, where o;(TI(N))? depicts the i-th singular value of TI(X), can
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be related to the second-degree of freedom of the regularized kernel LSTD. This quantity is also
indicative of the number of dimensions or degrees of freedom that are “effectively” used by the
reqularized kernel LSTD.
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Chapter 9

Numerical Experiments

In this chapter, we present our experimental results and show our theory closely matches empirical
results for regularized LSTD on a range of both toy and small real-world environments, where
both the number of states visited m and the number of parameters N are fixed, but for which our
asymptotic predictions still gives accurate predictions. In Section 9.1, we describe the experimental
setup for our experiments. In Section 9.2, we discuss the behavior of the correction factor § from
Theorem 7.2.3 with respect to the model complexity N/m and the lo-regularization parameter A.
In particular, we highlight a sharp decrease of the correction factor § around N/m = 1 for small
lo-regularization parameters. We experimentally associate this sharp decrease with the double
descent phenomenon observed for the MSBE and the MSVE in Section 9.3, which results in a peak
in the MSBE and MSVE around N/m = 1. From our experiments, we also identify two distinct
regimes: an under-parameterized regime where N/m < 1 and an over-parameterized regime where
N/m > 1. Each regime exhibits different behaviors in the empirical MSBE, the true MSBE, and
the MSVE. In Section 9.4, we empirically study the effect of the number of distinct unvisited states
on the double descent phenomenon. In Section 9.5, we investigate the influence of the discount

factor on the double descent phenomenon.

9.1 Experimental Setup

For computation, we use the recursive regularized LSTD (see Section 4.4) implementation of Dann
et al. (2014) on three MRPs: a synthetic ergodic MRP (500 states); a gridworld MRP (400 states)
obtained from a random policy in a 20 x 20 gridworld (Ahmed, 2018); and a Taxi-v3 MRP (356
states) obtained from a learned policy acting in the OpenAl gym Taxi-v3 environment (Towers
et al., 2023). In all MRPs, states are described by d-Gaussian vectors where d = 50. For the
random features of equation 6.5, W is drawn from a Gaussian distribution, and o(-) = max(0, -)
is the ReLU activation function. For all experiments, Diain = {(8s,7i, 8;)}7, is derived from
a sample path of n transitions with the same seed (42). For each instance 4, we sample random

features using the seed i. The following Figures in this section show averages over 30 instances.
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Correction Factor §

9.2 Correction Factor 6

Correction Factor § vs Model Complexity. The correction factor § (equation 7.8) plays a

key role in the asymptotic errors studied in Section 7 and 8. Figure 9.1 shows J as a function of the

model complexity N/m and for different values of the ls-regularization parameter A. It confirms

that, as stated in Remark 17 and Lemma A.6.3, ¢ is a decreasing function with respect to the

model complexity N/m. Furthermore, for a small A\, we observe a sharp decrease near N/m = 1.
E.g., for A = 1079, § falls from an order of 107 when N/m < 1 to an order of 10! when N/m > 1.

For larger values of A, the correction factor § decreases more smoothly and has smaller values.
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Figure 9.1: The correction factor § is a decreasing function of the number of pa-
rameters N. For small /5-regularization parameter )\, we observe a sharp decrease

near N/m = 1, for m distinct visited states.

As ) increases, the function becomes

smoother and smaller (note the different scales of the y-axis). ¢ is computed with equa-
tion 7.8 in synthetic ergodic, Girdworld and Taxi-v3 MRPs with v = 0.95,m = 499,n = 3000,
v =0.95,m = 386,n = 5000 and v = 0.95,m = 310, n = 5000, respectively.
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Correction Factor ¢ vs Ly-Regularization Parameter A. Figure 9.2 depicts § as a function
of the ly-regularization parameter for different model complexities N/m. It confirms that § de-
creases monotonically as the [s-regularization parameter A increases, as shown in Remark 17 and
Lemma A.6.4. As the model complexity N/m increases, we observe a larger initially flat region

and smaller values of §. Such behavior indicates that the impact of the ls-regularization parameter

A becomes less significant as the model complexity N/m increases.
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—os]| 1
< 10! b 410t p 1 107t | 107 )
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A A A A
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—os]| 1
= 10t |- 410t 110t 1107 1
c=1 c=2
104k ! 1074k \ 1074 b : 107k ‘
10°° 10 10®  10° 10°% 10° 107 107° 10° 10°° 1073 103
A A A A
b) Gridworld MRP
(b)
106 B ‘ 1 10° T & 2 [ o 10° _
c—os] | 1
= 10! | 110t 1107t 1 107 )
c=1 c=2
104k | 10-4 L ! 107tk ! 104 L \
107 107 10°  10~° 10~% 10° 107 1w07° 10° 10°° 1073 103
A A A A

(¢) Taxi-v3 MRP

Figure 9.2: The correction factor § is a decreasing function of the [l;-regularization
parameter A\. As the model complexity ¢ = N/m increases, the impact of regularization
parameter A becomes less significant (note the different scales of the y-axis). § is
computed with equation 7.8 in synthetic ergodic, Girdworld and Taxi-v3 MRPs with v = 0.95,m =
499, n = 3000, v = 0.95, m = 386,n = 5000 and v = 0.95, m = 310, n = 5000, respectively.

9.3 The Double Descent Phenomenon

The Double Descent Phenomenon in the MSBE. As a consequence of the sharp transition
of the correction factor § for small lo-regularization parameters A depicted in Figure 9.1, Theo-
rem 7.3.2 and Theorem 7.4.2 predict a change in behavior of the empirical MSBE and true MSBE
near N/m = 1. Figure 9.3 shows both MSBE and MSBE as a function of the model complexity
N/m with different ls-regularization penalties X\. Although the equations for MSBE and MSBE
were derived for the asymptotic regime N, m — oo defined in Assumption 2, we observe an almost
perfect match with the numerically evaluated original definitions in equation 6.8 and equation 6.2.

From the experiments, we can identify two distinct regimes: the under-parameterized regime where
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Figure 9.3: The double descent phenomenon occurs in the true MSBE (red) of regular-
ized LSTD, peaking around the interpolation threshold (N/m = 1 for N parameters, m

distinct visited states) when the empirical MSBE (blue) vanishes. It diminishes as the
lo-regularization parameter ) increases. Continuous lines indicate the theoretical values from
Theorem 7.3.2 and Theorem 7.4.2, the crosses are numerical results averaged over 30 instances
after the learning with regularized LSTD in synthetic ergodic, Gridworld and Taxi-v3 MRPs with
v = 0.95,m = 499,n = 3000; v = 0.95,m = 386,n = 5000; and v = 0.95,m = 310,n = 5000,

respectively.
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N/m < 1 and the over-parameterized regime where N/m > 1. For small ly-regularization pa-
rameters A, the empirical MSBE is close to its minimum at the interpolation threshold. At the
interpolation threshold N/m = 1, the predictor almost perfectly interpolates the training data.
For over-parameterized models with N/m > 1, the empirical MSBE decreases more slowly with
respect to N/m and remains almost constant. In contrast, for small A\, the true MSBE exhibits
a peak around the interpolation threshold (N/m = 1), leading to a double descent phenomenon.
In the under-parameterized regime (N/m < 1), the MSBE exhibits the classic U-shaped curve.
Meanwhile, in the over-parameterized regime (N/m > 1), the MSBE decreases with respect to
the model complexity N/m. While for the Taxi-v3 MRP, the empirical MSBE is smaller than
the true MSBE, this is not necessarily the case in other environments, where the empirical MSBE
can be larger overall than the true MSBE. For larger A, the double descent in the true MSBE
disappears, and the difference between the true MSBE and the empirical MSBE is less pronounced,
although it may not vanish. Note that the minimum error is achieved in all experiments in the
over-parameterized regime. All the above observations are in accordance with established results

in the supervised learning literature (Liao et al., 2020).

The Double Descent Phenomenon in the MSVE. Figure 9.4 shows both the empirical
MSVE and the true MSVE as a function of the model complexity N/m for different l5-regularization
penalties A in the synthetic ergodic, Girdworld and Taxi MRPs. We observe an almost perfect
match with the numerically evaluated original definition in equation 7.16. Similarly to the true
MSBE, for small [5-regularization penalties A, the MSVE peaks around the interpolation threshold
N/m = 1, leading to a double descent phenomenon. In contrast, the empirical MSVE is close to
its minimum at N/m = 1 and almost constant for N/m > 1, with no double descent observed.
For larger A, the double descent in the true MSVE disappears, and the difference between the true
MSVE and the empirical MSVE is less pronounced, although it may not vanish. Unlike the true
MSBE, we observe that the empirical MSVE is constantly smaller than the true MSVE.
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Figure 9.4: The double descent phenomenon occurs in the true MSVE (red) of regular-
ized LSTD, peaking around the interpolation threshold (N/m =1 for N parameters,

m distinct visited states) when the empirical MSVE (blue) vanishes. It diminishes
as the [;-regularization parameter )\ increases. Continuous lines indicate the theoretical
values from Corollary 7.5.0.1, the crosses are numerical results averaged over 30 instances af-
ter the learning with regularized LSTD in synthetic ergodic, Gridworld and Taxi-v3 MRPs for
v = 0.95,m = 499,n = 3000; v = 0.95,m = 386,n = 5000; and v = 0.95,m = 310,n = 5000,
respectively.
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9.4 Influence of the Number of Unvisited States

Once all states have been visited, MSBE and MSBE exhibit a similar behavior (see Remark 25),
with no peak at the interpolation threshold (N/m = 1) and no double descent phenomenon.
The experiments in Figure 9.5 depict this behavior. They also illustrate that the double descent
phenomenon diminishes as the number of distinct unvisited states goes to zero, yet it remains
visible. In particular, in experiments on the synthetic ergodic MRP, we observe that the double
descent phenomenon remains evident for small ls-regularization parameters A, even when only one

state remains unvisited (maroon curve).
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(c) Taxi-v3 MRP for m = 0.57|S| (purple), m = 0.79|S| (maroon), m = 0.87|S| (green).

Figure 9.5: With more distinct states m visited, the double descent in the MSBE
diminishes, disappearing for m = |S|. Continuous lines indicate the theoretical values of MSBE
from Theorem 7.4.2 for different numbers of distinct visited states m; the crosses are numerical
results averaged over 30 instances after the learning with regularized LSTD in synthetic ergodic,

Gridworld and Taxi-v3 MRPs with v = 0.95,d = 50.
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9.5 Influence of the Discount Factor

The experiments in Figure 9.6 illustrate that the discount factor + has little impact on the double
descent phenomenon. As the discount factor increases, we observe an increase of the MSBE
since learning becomes more difficult. Note that the curves (pruple) for v = 0 are also depicted,
indicating situations where the solution of the regularized LSTD is equivalent to the solution of
ridge regression on the reward function R™ : § x § — R.

(a) Synthetic Ergodic MRP

102 10% [

1071

i ——
10 N%

10° 103 108

MSBE
—
<

(¢) Taxi-v3 MRP

Figure 9.6: The discount factor v has little effect on the double descent in the MSBE.
Continuous lines indicate the theoretical values of MSBE from Theorem 7.4.2 for v = 0 (purple),
~v = 0.5 (maroon), v = 0.95 (green), and v = 0.99 (orange); the crosses are numerical results
averaged over 30 instances after the learning with regularized LSTD in synthetic ergodic, Gridworld
and Taxi-v3 MRPs for v = 0.95,m = 499,n = 3000; v = 0.95,m = 386,n = 5000; and ~v =
0.95,m = 310, n = 5000, respectively
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In classic Reinforcement Learning (RL), encoding the inputs with a Fourier feature mapping is
a standard way to facilitate generalization and add prior domain knowledge. In Deep RL, such
input encodings are less common since they could, in principle, be learned by the network and
may therefore seem less beneficial. In this part, we present experiments on Multilayer Perceptrons
(MLP) that indicate that even in Deep RL, Fourier features can lead to significant performance
gains in both rewards and sample efficiency. Furthermore, we observe that they increase the
robustness with respect to hyperparameters, lead to smoother policies, and benefit the training
process by reducing learning interference, encouraging sparsity, and increasing the expressiveness
of the learned features. However, a major bottleneck with conventional Fourier features is that
the number of features increases exponentially with the state dimension. As a remedy, we propose
a simple, light version that only has a linear number of features yet empirically provides similar
benefits. Our experiments cover both shallow/deep, discrete/continuous, and on/off-policy RL

settings.

Part III is organized as follows:

¢ In Chapter 10, we start by presenting features encoding in linear function approximation and
the use of neural networks in deep RL to automatically learn features from raw data without
prior knowledge. As highlighted in this chapter, although neural networks are universal
approximators in theory, they suffer from some limitations in practice. In particular, we
present experiments that indicate neural networks behave as under-parameterized models
regularized through early stopping.

e In Chapter 11, to overcome the spectral bias and improve the learning of high-frequency
components in RL, we suggest the use of two preprocessings based on the Fourier series
for neural networks. The first preprocessing suggested is the Fourier Feature (FF) mapping,
based on the Fourier series and introduced by Konidaris et al. (2011) for linear value function
approximation. For the second preprocessing, we propose a lighter, scalable version of the
FF preprocessing called Fourier Light Features (FLF) in which the dimension of the feature
space grows linearly with the dimension of the state space. In the following of this chapter, we
present experiments indicating that the use of FF/FLF can lead to significant performance
gains in terms of rewards and sample efficiency, and outperform other traditional preprocess-
ings. We observe that both FLF and FF achieve similar performance, while FLF has fewer
features than FF. Furthermore, we observe that such preprocessings increase the robustness
with respect to hyperparameters.

e In Chapter 12, we empirically investigate the effects of the Fourier encodings on the learning
process. In particular, we show that the proposed preprocessings lead to smoother neural
networks, mitigate learning interference, promote sparsity, and increase the expressivity of
learned features.

This part is mainly based on our work Fourier Features in Reinforcement Learning with Neural

Networks, with David Filliat and Goran Frehse, accepted for publication in the Transactions on
Machine Learning Research (TMLR), 2024.
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Chapter 10

Features Encoding

In this chapter, we start by presenting in Section 10.1 features encoding in linear function approx-
imation and the use of neural networks in deep RL to automatically learn features from raw data
without prior knowledge. Although neural networks are universal approximators in theory, they
suffer from some limitations in practice. These limitations include not only the number of param-
eters, as discussed in the last part, but also the amount of optimization that can be achieved in
practice. In Section 10.2, we present experiments that indicate neural networks behave as under-
parameterized models regularized through early stopping. In particular, we observe that this form
of regularization induces a spectral bias, in which the fitting high-frequency components of the
value function requires exponentially more gradient update steps than the low-frequency ones. In
Section 10.3, we propose to mitigate the spectal bias and improve the learning of high-frequency

components by using feature encodings as preprocessing as shown in Figure 10.4.

10.1 Features Encoding in Linear Function Approximations

In linear function approximation, the performance of linear parameterized models mainly depends
on how the data are represented in the feature space. As discussed in Section 3.3, the accuracy
of predictions largely depends on the space of functions that linear function approximations can
represent. A huge amount of practical and theoretical work has been dedicated to understanding
feature selection and generation for linear value function approximation (Parr et al., 2007; 2008;
Song et al., 2016; Ghosh and Bellemare, 2020). Choosing appropriate features for a task is a
critical way of adding prior domain knowledge. The representation is hand-designed according to
the task and projected into a higher-dimensional space to facilitate a linear separation (Sutton
and Barto, 2018). However, determining what features to use remains a complex challenge as they
depend on the problem being solved. In RL, a large amount of works proposed feature encodings
for linear function approximation, e.g., Polynomial Features (Lagoudakis and Parr, 2003), Tile
Coding (Albus, 1971), Krylov basis (Petrik, 2007) or Fourier Features (Konidaris et al., 2011).
However, one main bottleneck of such feature encodings is that they do not scale well to high-

dimensional inputs, as their size grows exponentially with the input dimension.

In recent years, artificial neural networks have led to breakthroughs due to their ability to learn

96
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features from raw data without prior knowledge. In particular, the layer preceding the linear output
layer called the penultimate layer can be interpreted as a learnable feature extractor or encoder in
the linear function approximation framework, as depicted in Figure 10.4. Neural networks allow
machine learning algorithms to learn feature representations specific to tasks, using raw sensory
data and without prior knowledge (Mnih et al., 2015; Schulman et al., 2017; Lillicrap et al., 2015;
Haarnoja et al., 2018).

10.2 Limitations of Neural Networks in Deep RL

Although neural networks may be very useful and powerful for learning feature representations
from raw data without prior knowledge, they suffer from some limitations in practice. A recent
study by Dong et al. (2020) suggests that neural networks have limitations when predicting value
functions in RL. Through theoretical analysis and empirical evidence, the authors highlighted that
MDPs with simple dynamics can have very complex optimal action-value function Q* : S x A — R
and optimal policies 7* : S — A characterized by high-frequency variations. Complexities of the
optimal action-value function @* : S x A — R arise from to the recursive application of the Bellman
optimality operator and the nature of unrolling of the dynamics. In this section, to highlight the
limitations of neural networks in RL, we propose to experimentally study the learning of optimal
value functions on the toy MDP distribution Pa4 introduced by Dong et al. (2020). For each MDP
M ~ Py, the MDP M is defined by a tuple (S, A, P, R, uo) for which we have

o the state space S = [0,1);
o the discrete action space A = {0,1};

 the deterministic dynamics of the MDP P : S x A — S, where P(-,0), P(-,1) are randomly

sampled from the space of piece-wise linear functions with a fixed number k of “kinks”;
o the reward function R: S X § — R defined for all 5,5’ € S as R(s,s’) = s;

o and the initial state ditribution po defined as the uniform distribution on §.

1
0.8 |’ (an ‘ |
= 0.6} N
=z 6 ‘
< 04 r\ \” “’
021 51 f’, ‘w | | —— Action 0
V‘ Action 1
0 ! ! ! ! ! ! ! !
0 0.2 04 06 0.8 1 0 02 04 06 0.8 1
s s

Figure 10.1: Example of M ~ Py drawn from the MDP distribution of Dong et al. (2020) for a
number of “kinks" k£ = 2.

Figure 10.1 depicts the dynamics and the optimal Q-function of a toy MDP M drawn from the
distribution Pp4, for a number of “kinks” & = 2. Even though the dynamics of the MDP M
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Figure 10.2: MDP with simple dynamics may have complex optimal Q-function. MLPs
without function expansion underperform on MDPs. Evaluation curves of different MLP
architectures on the toy MDP described in Figure 10.1. Curves are averaged over 10 training runs.
Shading indicates the 95% confidence interval (CI). The tested architectures are a 1-layer MLP
with 400 hidden neurons and 4-layer MLPs with 400, 2048, and 4096 hidden neurons.

are piece-wise linear functions, the optimal action-value function @Q* : § x A — R is complex
with high-frequency components. Figure 10.3 depicts predictions of action-value functions from
different Multilayer Perceptrons (MLP) architectures trained with the Neural Fitted Q-Iteration
(FQI) algorithm (Riedmiller, 2005) on the toy MDP M depicted in Figure 10.1.  All predic-
tors (including those with a large architecture) underfit the optimal value function and fail to
capture the high-frequency components after learning. These observations are consistent with ex-
perimental results in supervised learning, where Rahaman et al. (2019) highlighted a learning bias
of deep networks towards low-frequency functions, i.e., functions that vary globally without local
fluctuations. Considerable effort has been made in supervised learning to provide a theoretical
explanation of this spectral bias (Bietti and Mairal, 2019; Bordelon et al., 2020; Cao et al., 2021;
Xu et al., 2022; Canatar et al., 2024). In RL, the spectal bias was also experimentally observed and
studied in value function approximation by Yang et al. (2021). However, the phenomenon seems
more complex and depends on the dynamics of the MDP (Lyle et al., 2021). Such spectral bias
may prevent MLPs from accurately learning high-frequency components of complex value functions
with high-frequency components, resulting in poor performance as depicted by Figure 10.2. This
phenomenon is further exacerbated by the fact that neural networks in TD learning algorithms
tend to generalize poorly and memorize experiences during the training (Lyle et al., 2021; 2022;
Nikishin et al., 2022).

10.3 Features Encoding with Neural Networks & Contribu-

tions

In this part, we propose adding a features encoding block to the MLP architecture to enhance
the learning of high-frequency components. In Deep Learning, it is common to apply min-max
normalization (Bishop et al., 1995) or batch normalization (Toffe and Szegedy, 2015) on data.
However, preprocessing inputs with hand-designed features are less common since such features

could, in principle, be learned by the network and thus may seem less beneficial. In recent work,
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Figure 10.3: MLPs without features encoding underfit the optimal Q-value function of
the toy MDP M described in Figure 10.1. Predictions of MLPs trained with the neural
Fitted Q-Iteration are averaged over 10 training runs. The tested architectures are a 1-layer MLP
with 400 hidden neurons and 4-layer MLPs with 400, 2048, and 4096 hidden neurons.

it has been shown that preprocessing inputs with Random Fourier Features (Rahimi and Recht,
2007) help Multilayer Perceptrons (MLP) to control the frequencies that the network tends to
learn first (Tancik et al., 2020; Wang et al., 2021) and improves the training performance for
neural networks (Mehrkanoon and Suykens, 2018; Mitra and Kaddoum, 2021). In Deep RL, it
has been observed that Tile Coding can improve performance, sample efficiency, and robustness to
hyperparameter variations by mitigating learning interference (Ghiassian and Huizhen Yu, 2018;
Ghiassian et al., 2020; Liu et al., 2019b). In the following of this part, we empirically study
preprocessing inputs with a functional expansion based on the Fourier series for MLPs in Deep
RL, as illustrated in Figure 10.4. The study is based on kinematic observation-based benchmarks,
where observations are expressed as state vectors whose components are the agent’s kinematic
quantities. Although the advantages of Fourier Features have been investigated in the case of
standard RL Konidaris et al. (2011), to the best of our knowledge, their use was not yet studied
in Deep RL at the time of the study. Concurrent works propose tuning the scale of learnable
Fourier features to ensure that high-frequency components of the value function are captured (Li
and Pathak, 2021; Yang et al., 2021). Another recent work studied the use of the Fourier series
with MLP in computer vision (Benbarka et al., 2022).

Our main contributions in this part can be summarized as follows:

e While Fourier Features are standard in classic Reinforcement Learning, we suggest that
Fourier Features are beneficial in kinematic observation-based RL problems with neural net-
works. We observe significant performance gains in both rewards and sample efficiency and
extend the range of usable hyperparameters. In our experiments, Fourier Features outper-

form other common types of input preprocessing.
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Figure 10.4: Example of a 2-layers MLP with features encoding for value-based algo-
rithms. The state s € R? is processed with a functional expansion (e.g, Fourier features) before
being passed into the MLP. For a given state s € S, features returned by the penultimate layer of the
MLP are denoted by ¢(s; W), where W depicts the weights of the MLP excluding those of the out-
put layer. Output of the neural network V (s; W, 0) is a linear function V(s; W ,0) = 07 ¢(s; W),
where @ € RY denotes the weights of the last layer.

o We empirically investigate the effects of Fourier features on the learning process and show that
Fourier features lead to smoother neural networks, mitigate learning interference, promote

sparsity, and increase the expressivity of learned features.

e We propose a light, scalable version of Fourier Features to avoid the exponential explosion
of traditional Fourier Features while maintaining much of their benefits.
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Chapter 11

Features Encodings Based on

Fourier Series

In this chapter, to overcome the spectral bias phenomenon described in Section 10.2 and improve
the learning of high-frequency components in RL, we suggest the use of two preprocessings based
on the Fourier series for neural networks as depicted by Figure 10.4. In Section 11.1, we propose
as preprocessing the Fourier Feature (FF) mapping, based on the Fourier series and introduced
by Konidaris et al. (2011) for linear value function approximation. However, the major bottleneck
of this Fourier preprocessing is that the dimension of the feature space grows exponentially with
the dimension of the state space, which limits its use in high-dimensional problems. To remedy
this issue, we propose in Section 11.1.1 a lighter, scalable version of the FF preprocessing called
Fourier Light Features (FLF). In Section 11.2, we present experiments indicating that the use of
FF/FLF can lead to significant performance gains in terms of rewards and sample efficiency, and

outperform other traditional preprocessings.

11.1 Fourier Features

Konidaris et al. (2011) introduced Fourier Features (FF) in RL in linear value function approx-
imation by using the terms of the multivariate Fourier series as features. In practice, Fourier
features are easy to use and perform better for linear function approximation than other popular
feature encodings, such as Tile Coding or Polynomial Basis (Konidaris et al., 2011). Formally,
they are generated by the order-m Fourier Feature function expansion FF : [0,1]? — RP, mapping
a normalized state s € S C [0, 1]¢ into a p-dimensional feature space (Konidaris et al., 2011), with

p = (m+ 1) For i € [p], the feature i is given by
FF;(s) = cos(wsT¢c?), (11.1)

where each coefficient vector ¢’ takes a value in {0,...,m}¢ (one-to-one). Examples of Fourier

Features are provided in Figure 11.1.

Remark 33. The inner product s' c¢' in equation 11.1 determines the frequency along dimension

1 and creates interactions between state variables.
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Figure 11.1: Example of Fourier Features over 2 variables (d = 2). Darker colors indicate a value
closer to 1, and lighter colors indicate a value closer to —1. Note that ¢ = [0, 0] results in a constant
function. When ¢ = [0, k)] or [k, 0] for positive integers k, and k,, the basis function depends on
only one of the variables, with the value of the non-zero component determining frequency. Only
when ¢ = [k, ky| does it depend on both; this basis function represents an interaction between the
two state variables. The ratio between k, and k, describes the direction of the interaction, while
their values determine the basis function’s frequency along each dimension.
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Figure 11.2: Example of Fourier Light Features for d = 1.

Remark 34. Fourier series approximate periodic functions with a linear combination of cosine and
sine functions. However, value functions are generally not periodic. The trick used in equation 11.1
to use Fourier series in non-periodic functions is normalizing the inputs. By normalizing the state
space into [—1,1]¢, we can use a linear combination of the sine and cosine functions to approzimate
the value function, even if the value function is aperiodic. Indeed, in such a case, the value function
under study can be interpreted as the single period (with period 1 = [1,...,1]T) of a periodic
function. To drop the sine terms and obtain equation 11.1, the value function under study can be
interpreted as the single half-period (with period 1 = [1,...,1]T) of a symmetric periodic function,

by normalizing the state space into [0,1]%.

The major bottleneck of Fourier features is that their number p grows exponentially with the
dimension d of the state space S as p = (m+1)%. To remedy this, we propose the following subset
of Fourier features that do not join state variables during preprocessing and scale linearly with the

state dimension d.

11.1.1 Fourier Light Features

We define order-m Fourier Light Features (FLF) as the d(m + 1) Fourier Features generated by
the order-m Fourier Light Feature functional expansion FLF : [0,1]¢ — RAm+1) " which maps a

normalized state s = [sy, ..., sq4)" € [0,1]¢ into a d(m + 1)-dimensional feature space as follows
T
FLF(s) = |FF(sy) | ... | FF(sd)} : (11.2)

with FF : R — [0,1]™*! defined in equation 11.1 as FF(s;) = [1,cos(ws;),...,cos(mns;)], Vi €
[1,d]. The choice not to mix state variables in this version of Fourier features is motivated by
the fact that Fourier features are not directly used for making predictions but rather serve as a
preprocessing for the data injected into the neural network. We let neural networks choose how
state variables will be mixed while learning the features used for predictions. Examples of order-7
FLF for d =1 are depicted in Figure 11.2.
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11.2 Empirical Performance

In this section, we present the empirical performance of the Fourier features encoding described
in Section 11.1 and the Fourier light features encoding introduced in Section 11.1.1. In particu-
lar, we apply these encodings on the off-policy Deep-Q Network (DQN) algorithm (Mnih et al.,
2015) in discrete action environments and on the on-policy Proximal Policy Optimization (PPO)
algorithm (Schulman et al., 2017) in continuous action environments. Both types of environments
provide kinematic observations, which are expressed as a state vector whose components are the
agent’s kinematic quantities. In Section 11.2.1, we detail the experimental setup used for experi-
ments. In Section 11.2.2, we present the empirical performance of neural networks equipped with
Fourier preprocessings. In Section 11.2.3, we study the influence of these preprocessings on hyper-
parameters of RL algorithms. In Section 11.2.4, we compare the performance of neural networks

using Fourier encodings with those usign other popular features encodings, such as Tile Coding.

11.2.1 Experimental Setup

In our experiments, all observations are kinematic observations, expressed as a state vector whose
components are the agent’s kinematic quantities. We used the DQN and PPO implementations
provided by StableBaselines-3 (Raffin et al., 2019) (version 0.10.0) and Pytorch 1.8.0. In all experi-
ments, optimization was performed using the Adam optimizer (Kingma and Ba, 2014), parameters
were initialized using the Xavier initializer (Glorot and Bengio, 2010), and the ReLLU function was
used as the activation function.

Experiments on Discrete Environments. Experiments with DQN are performed on five
discrete-action environments provided by OpenAl Gym (Brockman et al., 2016): Acrobot-vl,
CartPole-vl, LunarLander-v2, MountainCar-v0, and Catcher-vl (Tasfi, 2016). Since hyperpa-
rameters for the discrete control tasks were not included in Stable Baselines Zoo (Raffin, 2020)
at the time of experiments, we tuned the DQN hyperparameters for each task with Optuna
2.4.0 (Akiba et al., 2019). In particular, we used the Tree-structured Parzen Estimator (TPE) al-
gorithm (Bergstra et al., 2011) to sample hyperparameters from the ranges provided in Table 11.1.
Given that TPE is very sensitive to the scores of the first trials, we ran 5 independent hyperpa-
rameter research, each consisting of 500 trials. Each trial corresponds to a training of 120,000
timesteps with hyperparameters sampled from TPE, and its score is evaluated on the return of 100
rollouts of the learned policy. Due to the unreliability of Deep RL algorithms (Henderson et al.,
2018; Islam et al., 2017), we selected the 15 best hyperparameter configurations found by Optuna
and ran 5 additional trainings of 150,000 timesteps for each. The optimal hyperparameter setting

was selected based on the highest average final return across these trainings.

Experiments on Continuous Environments. Experiments with PPO are performed on five
continuous-action control tasks provided by Mujoco (Todorov et al., 2012): HalfCheetah-v2, Hopper-
v2, InvertedDoublePendulum-v2, Swimmer-v2, and Walker-2d-v2. PPO hyperparameters are
taken from StableBaselines Zoo (Raffin, 2020).

Experiments with Fourier Features Encodings. Fourier Features (FF) and Fourier Light

Features (FLF) encodings take normalized states as inputs. Before being passed into these feature
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Table 11.1: Range of DQN Hyperparameters Used for Optimization with Optuna.

Hyperparameter Range

Number of Hidden Layers 1

Number of Neurons per Hidden Layer {16, 32,64,128,256}

Batch Size {16, 32, 64,100,128, 256,512}
Replay Buffer Size {led,5¢4,1e5, 1e6}

Discount Factor {0.9,0.95,0.98,0.99,0.995,0.999, 0.9999}
Learning rate [le —5,1]

Target Update Frequency {0.9,0.95,0.98,0.99, 0.995,0.999, 0.9999}
Train Frequency {1,4,8,16,128,256,1000}
Exploration Fraction [0,0.5]

Final Value of Random Action Probability [0,0.2]

Fourier Order (FF) {1,2,3,4,5}

encodings, observations returned by environments are normalized with a min-max normalization.
For computation reasons, only the learning rate and the Fourier order are re-optimized with Op-
tuna. Note that in experiments involving both FF and FLF encodings, the FLF order is selected
with Optuna to range from 1 to the FLF order corresponding to the number of traditional FF

determined in prior research on FF.

11.2.2 Overall Performance

We apply Fourier Features (FF-NN) and Fourier Light Features (FLF-NN) to the off-policy Deep-Q
Network (DQN) algorithm (Mnih et al., 2015) in discrete action environments and to the on-policy
Proximal Policy Optimization (PPO) algorithm (Schulman et al., 2017) in continuous action envi-
ronments. We then compare these implementations to the respective algorithms without encoding
(NN). Figure 11.3 shows the averaged returns per timesteps for DQN on four discrete-action envi-
ronments from OpenAl Gym (Brockman et al., 2016). Figure 11.4 shows the averaged returns per
timesteps of PPO on five continuous-action control tasks from Mujoco (Todorov et al., 2012). For
experiments on continuous action environments, we only test FLF because the number of standard
Fourier Features explodes due to the higher state dimension. In all discrete tasks, except for the
LunarLander-v2 task, both FLF and FF improve the sample efficiency, i.e., both FLF and FF
have better performance in terms of cumulative rewards with fewer environment interactions. In
the LunarLander-v2 task, their performance does not deteriorate. It is worth noting that in the
MountainCar-v0 task, FLF and FF significantly increase the final cumulative reward, as traditional
neural networks in this experiment are unable to converge to the optimal policy. The increase of
final cumulative reward for FLF and FF is not observed in other discrete environments, as they
are relatively simple. In all continuous tasks, FLF considerably outperforms the baseline in terms
of both cumulative rewards and sample efficiency. Where the dimension is small enough so that
we can apply FF, we obtain similar performance by FF and FLF. This observation suggests only
the subset FLF of FF is required to enhance performance, as assumed in Section 11.1.1. Note
also that in experiments with neural Fitted Q-Iterations of Section 10.2, FLF-NN better fits the
optimal Q-value function than simple MLP architectures, as show in Figure 10.2. This better
approximation can be explained by the learning of the high-frequency components of the optimal
Q-function with FLF-NN and results in better performance.
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11.2.3 Robustness to Hyperparameter Changes

RL algorithms can be very sensitive to hyperparameter changes (Henderson et al., 2018; Islam
et al., 2017). The following experiments indicate that Fourier features reduce the sensitivity to
hyperparameters. Figure 11.5 illustrates how the performance varies with the learning rate while
keeping other hyperparameters constant. It shows that FF-DQN and FLF-DQN perform well over
a larger range, although they require a smaller learning rate than NN. As discussed in Section 3.4,
experience replay buffers (Lin, 1992; Mnih et al., 2015) and target networks (Mnih et al., 2015)
were introduced in RL to mitigate interference problems and have become critical in the training
of many deep RL algorithms including DQN. However, it is at the cost of higher computational
and memory costs and slower offline learning (Plappert et al., 2018). Zhang and Sutton (2017)
highlighted difficulties in properly tuning the buffer size where either too small or too big buffer
can have a negative effect on performance. In Figure 11.6 and 11.7, we vary only the buffer size
and target update frequency, respectively, while keeping other hyperparameters fixed. In the cases
where standard DQN shows large performance variations for different buffer sizes and frequencies,
we observe that FF-DQN is both better and less sensitive. This indicates a more stable learning
process, with potentially less interference (see Section 12.1), and makes Fourier Features even more

interesting for nonstationary and online problems.

11.2.4 Comparisons with Other Features Encodings

FF/FLF provide clear benefits, but it is natural to ask whether other classical feature encodings
used in linear value function approximation might provide similar benefits. In this section, we

compare the performance of Fourier features with the three following standard features encodings:

o Polynomial Features (PF-NN). Polynomials are one of the simplest families of feature encod-
ing used for interpolation and regression. The feature vector consists of all polynomial combi-
nations of the state variables with a degree less than or equal to a specified degree (Lagoudakis
and Parr, 2003; Sutton and Barto, 2018).

o Random Fourier Features (RFF). Random Fourier Features are used to approximate an
arbitrary stationary kernel-invariant by exploiting Bochner’s theorem (Rahimi and Recht,
2007). Recent works have shown promising results where RFFs enhance the performance of
deep neural networks (Mehrkanoon and Suykens, 2018), reduce the probability of misclas-
sification (Mitra and Kaddoum, 2021), or facilitate the learning of high-frequency compo-
nents (Tancik et al., 2020). In RL, RFFs have been used with Natural Policy Gradient to
outperform performance obtained with NNs (Rajeswaran et al., 2017). The i-th feature of
the Random Fourier Feature mapping RFF : R? — RP? is

RFF;(s) = % cos(sTc; +b;), (11.3)

where ¢ ~ N(0,0%I,), b ~ U(0,2r). The term 2/,/p is used as a normalization factor to
reduce the variance of the estimates. RFFs and Fourier features have a very similar definition,

except that the vector ¢ creating interaction between state variables is sampled from a normal
distribution in RFFs.

e Tile Coding (TC). Tile Coding (Albus, 1971; Sutton and Barto, 2018) is a generalization
of state aggregation, in which we cover the state space S with overlapping grids, known
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Figure 11.8: Fourier Features are more robust to learning rate, buffer size and target
update frequency. Cumulative reward over different hyperparameter variations, for NN (blue)
) on MountainCar-v0 and CartPole-v1. Results are averaged over 10 trainings
and shading indicating the 95% confidence interval (CI).
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Chapter 11. Features Encodings Based on Fourier Series

as tilings. Each grid divides the state space into small squares, referred to as tiles. The
representation of a state for each tile is a one-hot vector of dimension the number of tiles,
with one for the tile where the state is in and zero otherwise. Concatenation of one-hot
vectors for each tiling forms Tile Coding features. A nice property of Tile Coding is that it
generalizes not only to the trained state but also to any other states that share the same tiles.
In Deep RL, Ghiassian et al. (2020) proposed to preprocess neural network inputs with Tile

Coding to promote the sparsity of learned representations and obtain better performance.

Figure 11.9 depicts the averaged results per timesteps for DQN applied to MountainCar-v0 and
CartPole-v1 tasks. In the experiments shown in Figure 11.9, none of the other features encod-
ings achieve the performance of FF-NN/FLF-NN, even though we tuned their hyperparameters
through an extensive search. It is even worse since PF and RFF degrade performance. In par-
ticular, the ranking on final average rewards is as follows: PF-NN < RFF-NN < NN < TC-NN
< FF-NN =~ FLF-NN, where < means lower performance. Note that TC-NN outperforms NN in
the MountainCar-v0 task but exhibits similar performance in the CartPole-vl task. From those
experiments, we deduce that applying feature encodings to neural networks does not consistently

lead to performance improvements and may even degrade performance.
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Figure 11.9: Fourier Features/Fourier Light Features perform better than other stan-
dard features encodings on discrete control tasks with DQN. Evaluation learning curves
of NN (blue), FF-NN (orange), FLF-NN (green), PF-NN (red), RFF-NN (purple) and TC-NN
(brown) reporting episodic return versus environment timesteps. Results are averaged over 30
trainings with shading indicating the standard deviation.
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Chapter 12

Observed Effects on Training

Neural Networks

In this chapter, we empirically investigate the effects of the Fourier encodings presented in Chap-
ter 11 on the learning process of neural networks. In particular, we study the effects of Fourier
features on DQN with MLP architectures using ReLLU activation functions. In this setting, for any

state-action pairs (s, a) in S x A, the output of the neural network can be expressed as
Q(s, a;W,0)=0T®(s,a; W), (12.1)

where @ € R depicts the weights of the last linear output layers of the neural network; W depicts
the weights of the preceding layers; and ®(s,a; W) € RY represents the output of the penultimate
layer, which captures the representations learned by the network. We denote by ® = [W, 9] eRY
the vector of parameters of the MLP architecture. In the following of this chapter, we study the
effects of Fourier features on catastrophic interference in Section 12.1, on the sparsity of the learned

features in Section 12.2, and the expressiveness of neural networks in Section 12.3.

12.1 Catastrophic Interference

Catastrophic interference occurs in function approximation when the learner “forgets” what it has
learned in the past by overwriting previous updates to better fit the learned function to recent
data (McCloskey and Cohen, 1989; French, 1991). In RL, this problem is further exacerbated
by the fact that the agent uses its own estimates as targets and changes its policy during the
training. Indeed, if estimates change incorrectly due to interference, there could be a cascading
effect. Therefore, such interference can significantly slow down the learning and even prevent the

network from converging to an optimal solution.

12.1.1 Learning Interference

In the following, we denote by ©; the parameters of DQN at time ¢ during the training. A typical

measure of interference is the learning interference defined below.
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Definition 12.1.1 (Learning Interference (Lopez-Paz and Ranzato, 2017; Riemer et al., 2018)).
At time t + 1, after updating model parameters of DQN from O, to @41 with its loss function
l, the learning interference function LIy : S x AXR xS — R at time t + 1 is defined for any
transition * = (s,a,7,8') ES X AXR X S as

LIt+1($) = l($, ®t+1) — l(:f, ®t) (122)

Remark 35. The positiveness or negativeness of Lliy1(x) determines whether the update of model

parameters of DQN improves or degrades predictions on the transition T = (s,a,r,s’).

Considering a Stochastic-Gradient Descent approach (equation 3.9), the update rule using the
transition &; = (8¢, at, 74, 8;) € S X A x R x § is given by

Osp1 +— Oy — aVel(xz; ©y),

where a4 is the learning rate at time ¢. Using the Taylor series expansion and assuming the learning
rate oy is small, we can rewrite equation 12.1.1 for = (s,a,7,8') € SX AXR x S as
Lliyi(x) = (x5 Op41) — U(w; Oy)
~ Vel(x;0,)" (0441 — ©;) (Taylor series expansion) (12.3)
= - Vel(x;0,)  Vel(z:; ©,).
The quantity Vel(z; ©)TVel(z;©;) is a key quantity to measure interference and is referred
to in the literature as the gradient alignment (Bengio et al., 2020; Lopez-Paz and Ranzato, 2017;

Riemer et al., 2018; Schaul et al., 2019). To quantify the learning interference, we prefer estimating
the stiffness of the gradient alignment (Fort et al., 2020).

Definition 12.1.2 (Stiffness (Fort et al., 2020)). Let I(-; ©;) be the loss function of a DQN of
parameters ©. The stiffness p(x1,xa; Oy) is defined for all transitions 1 = (s1,a1,71,8}), T2 =
(s2,a2,72,85) € S X AXR xS as

p(x1, x2; O4) = cos (V@l(:cl; 0,),Vel(xs; (-')t)), (12.4)

where cos(u,v) = ulv/||ul|||v|| is the cosine similarity of u and v.

Remark 36. From equation 12.3, the positiveness or negativeness of p(x1,x2;O;) determines
whether the update with the transition x2 is constructive (i.e. positive generalization) or destructive

(i.e. interference) on the transition x.

Using the stiffness measure, we define three proxy measures for measuring the gradient interference
of DQN with parameters @ and experience replay buffer 5:

o Awverage Stiffness (AS)
AS(®7 B) = Ew1,w2NB [p(mla xQ; 6)] ;

o Awverage Interference (Al)

Al(©,B) = Eq, z,~8[p(x1,22; ©) | p(1,22;©) < 0],
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12.1. Catastrophic Interference

which only considers (negatively) interfering samples and determines the average of interfer-

ence;

o Interference Risk (IR):
IR(O©,B) = E|[p(x1,@2;©) | p(x1,x2;O) < VaRo.o(p(1,x2; O) | p(x1, 22;0) < 0)],

where VaRg g (p(ml, 2;0) | p(xy,x2;0) < O) is the 0.9-quantile of the distribution of inter-
ference measure.

12.1.2 Experiments

For experiments described in Section 11.2, we estimated the proxy measures AS, Al, and IR defined
in the previous section to measure the gradient interference of DQN. For every 1,000 environment
timestep, we estimate the proxy measures using 64 samples drawn from the experience replay
buffer. Our results averaged across all timesteps are reported in Table 12.1, and curves showing
the evolution of interference during the training can be found in Appendix B.3. In all cases,
the proxy measure AS shows that an update with a state-action pair has less impact on other
neural network predictions with the use of Fourier Features/Fourier Light Features compared to
raw inputs. This is confirmed by higher (better) Al and IR scores. Our observations indicate that
using Fourier Features helps to generalize appropriately without overgeneralizing, leading to more
stable training and better performance.

Table 12.1: Fourier Features and Fourier Light Features mitigate learning interference
on discrete control tasks. Interference measures with Average of Stiffness (AS), Average of
Interference (AI), and Interference Risk (IR) averaged across all timesteps for DQN fed with raw
inputs (NN), Fourier Features (FF-NN), and Fourier Light Features (FLF-NN) on discrete control
tasks. The symbol | (1) indicates that a lower (higher) score is better. Best interference measures
are in bold.

Architecture MountainCar-v0 Acrobot-vl CartPole-vl LunarLander-v2
AS | 0.24 0.09 0.22 0.06
NN Al 1 —0.83 —0.60 —0.92 —0.56
IR 1 —0.91 —0.92 —0.99 —0.94
AS | 0.10 0.03 0.05 0.06
FF-NN Al 1 —0.47 —0.37 —0.73 —0.49
IR 1 —0.87 —0.80 —0.98 —0.92
AS | 0.05 0.04 0.05 0.04
FLF-NN Al 1 —0.54 —0.38 —0.86 —0.67
IR 1 —0.87 —0.79 —0.98 —0.94

Table 12.2 indicates measures of gradient interference obtained with DQN for experiments involving
the traditional feature encodings considered in experiments in Section 11.2.4. Results indicate that
the use of Polynomial Features, Random Fourier Features, and Tile Coding highly interferes during
the training, resulting in poor Average of Interference (AI) and Interference Risk (IR) scores. These

results are consistent with the performance scores of Section 11.2.4.
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Table 12.2: Interference measures with Average of Stiffness (AS), Average of Interference (AI), and
Interference Risk (IR) averaged across all timesteps for DQN fed with raw inputs (NN), Fourier
Features (FF-NN), Fourier Light Features (FLF-NN), Polynomial Features (PF-NN), Random
Fourier Features (RFF-NN), and Tile Coding (TC-NN) on discrete control tasks. The symbol |
(1) indicates that a lower (higher) score is better. Best interference measures are in bold.

Tasks NN FFNN FLF-NN PFNN RFF-NN TC-NN

AS | 024 0.1 0.05 0.21 0.14 0.1

. Al 1 -083 —0.47 054 —081  —0.88 —0.86
MountainCar-v0  yp - o (91 _g87 _0.87 —095 —0.93 —0.93
AS | 022 0.05 0.05 0.13 0.49 0.07

Al 1+ -092 —0.73 —0.8  —084  —0.97 —0.95

CartPole-vl IR 1 -099 —098 —098 —0.87  —0.99 —0.97

12.2 Sparsity

In the tabular RL with lookup table representations discussed in Section 2.3, catastrophic inter-
ferences are unlikely since features and information are not shared across other states. The main
limitations of this approach are that lookup table representations do not scale well with the size
of the state space, and learning does not generalize across states. Therefore, it is desirable to
learn representations ®(-,-; W) in equation 12.1 that can generalize across different states while
ensuring “locality in the generalization”, i.e., changing the features for a given state only affects
the representation of other similar states. Sparse representations are such representations that

promote the “locality in the generalization” and reduce interference.

12.2.1 Sparse Representations

In sparse representations, only a few features are active (nonzero) for any given input, so each
update only impacts a few weights and is less likely to interfere with other updates (Liu et al.,
2019b; Hernandez-Garcia and Sutton, 2019; Ghiassian et al., 2020; Pan et al., 2020). Another
beneficial effect of sparsity is the promotion of locality, where similar inputs should produce similar
features. Thus, it may be easier for the agent to make accurate predictions for an explored local
region, as the local dynamics are likely to be simpler functions than the global dynamics. A
recent line of works shows that learning sparse representations improves performance and reduces
catastrophic interference (Liu et al., 2019b; Hernandez-Garcia and Sutton, 2019; Ghiassian et al.,
2020; Pan et al., 2020). In this section, we investigate whether Fourier feature encodings may
help the learning of sparse representations as it was observed by Ghiassian et al. (2020) in their
study on Tile Coding with neural networks. This property could explain the good performance of
FF/FLF reported in Section 11.2.2 and the reduction of learning interference measures discussed
in Section 12.1.2.

12.2.2 Metrics
We quantify sparsity in the learned representations ®(-,-; W) defined in equation 12.1 with two

proxy measures: the normalized overlap and the instance sparsity (Liu et al., 2019b; Hernandez-

Garcia and Sutton, 2019; Pan et al., 2020). To compute these measures, we denote by D the
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number of dead neurons, i.e., the number of neurons with a zero response value for any input. We
refer to the remaining A = N — D neurons as alive. Dead neurons may occur since the ReLLU

activation function is used and outputs 0.

Definition 12.2.1 (Normalized Activation Overlap (Hernandez-Garcia and Sutton, 2019)). Let
(81,a1) and (82, a2) be two state-action pairs in S X A. The normalized activation overlap for two
learned representations ®(s1,a1; W) € RN and ®(s2,a0; W) € RY is defined as

N
NO(@(Slaal;W)7¢(827a27 = %Z 1(31,0,1, >0/\‘I>i(82,a2;W)>0' (125)

Remark 37. The normalized overlap reflects the amount of shared activation between any two
representations. When the normalized overlap between two representations is zero, there is no

interference between their corresponding inputs.

Remark 38. The normalization with the number of neurons alive avoids misleadingly low scores

in cases where only a few are alive.

The other proxy measure used to quantify sparsity is the instance sparsity metric.

Definition 12.2.2 (Instance Sparsity (Liu et al., 2019b)). Let (s,a) be a state-action pair in S x A.
The instance sparsity for a learned representation ®(s,a; W) € RY, denoted by 1S (@(s,a; W)),

is defined as the percentage of active units in the feature vector ®(s,a; W), i.e.,

IS(®(s,a; W))

MH

N
E i(s,a;W)>

12.2.3 Experiments

Every 1,000 environment timesteps, we compute the normalized overlap and instance sparsity
proxy measures to estimate the sparsity of the learned representations ®(-,-; W;) for the exper-
iments described in Section 11.2.2. In particular, we compute the percentage of dead neurons,
the normalized overlap, and the instance sparsity during the training over the same dataset of
state-action pairs D := {(s;, ai)}?zl. State-action pairs (s;,a;) in D are drawn i.i.d from rollouts
obtained with sub-optimal pre-trained policies and random policies. This construction of D aims
to cover state-action pairs likely to be used during the learning. Therefore, estimating the percent-
age of dead neurons with D is more conservative than the true percentage of dead neurons since
it includes alive neurons that are inactive in D. Nevertheless, we believe that measuring sparsity
scores over D makes more sense since it removes neurons only active in parts of the state space

that are less likely to be visited by the agent.

Our results are summarized in Table 12.3; the corresponding curves as a function of environment
timesteps can be found in Appendix B.1. In all tasks, the use of Fourier Features results in lower
(and thus better) normalized overlap and instance sparsity. There are no dead neurons when using
Fourier Features/Fourier Light Features, suggesting a better use of the neural network capacity.
However, the use of Fourier Light Features increases the sparsity in one instance (CartPole-v1),
even though the learning performance with Fourier Light Features is better than simple neural
networks in all instances. Hence, sparsity does not seem to be the only beneficial effect of the

use of Fourier Features/Fourier Light Features. Furthermore, as discussed in Section 12.1.2, neural
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Table 12.3: Fourier Features and Fourier Light Features promote sparsity on discrete
control tasks. Sparsity scores with the percentage of dead neurons (DN), normalized activation
overlap (NO), and instance sparsity (IS) obtained for DQN fed with raw inputs (NN), Fourier
Features (FF-NN), and Fourier Light Features (FLF-NN), averaged across environment timesteps.
Averages are taken across all timesteps and margins of error of the 95% confidence interval (CI)
are computed over 30 trainings. Lower sparsity scores are better and better scores are in bold.

Architecture MountainCar-v0 Acrobot-vl CartPole-vl LunarLander-v2
DN 0.47 £+ 0.09 0.0 0.07 £ 0.02 0.0
NN NO 0.72 £ 0.08 0.49 +0.04 0.63 £+ 0.04 0.30 £ 0.01
IS 0.78 +£0.07 0.64 +0.02 0.66 + 0.03 0.46 £+ 0.02
DN 0.0 0.01 0.0 0.0
FF-NN NO 0.37 +0.06 0.05 £ 0.02 0.52 £+ 0.02 0.23 £0.03
1S 0.57 +0.05 0.13+0.04 0.60 £+ 0.02 0.40 + 0.02
DN 0.0 0.0 0.0 0.0
FLF-NN NO 0.43 +0.10 0.16 £+ 0.02 0.79 +0.07 0.39 +0.04
IS 0.62 £+ 0.08 0.30 £ 0.03 0.85 £+ 0.06 0.55 £ 0.04

Table 12.4: Sparsity scores with percentage of dead neurons (DN), normalized activation overlap
(NO) and instance sparsity (IS) obtained for DQN fed with raw inputs (NN), Fourier Features (FF-
NN), Fourier Light Features (FLF-NN), Polynomial features (PF-NN), Random Fourier Features
(RFF-NN) and Tile Coding (TC-NN) on discrete control tasks averaged across all timesteps.
Averages and margins of error of the 95% CI are over 30 trainings. Lower sparsity scores are better
and better scores are in bold.

Task NN FF-NN FLF-NN PF-NN RFF-NN TC-NN
DN 0.4740.09 0.0 0.0 0.66 £0.08 0.48£0.04 0.0
MountainCar-v0 NO 0.72£0.08 0.37+0.06 043+0.10 0.804+0.08 0.87+0.06 0.77+0.13
IS 0.78+0.07 0.57+0.05 0.62+0.08 0.84+0.08 0.90+0.05 0.86=+0.09
DN 0.07+0.02 0.01£0.0 0.0 0.23+0.02 0.88£0.07 0.0
CartPole-v1 NO 0.63+£0.04 0.52+£0.02 0.79+0.07 0.73+£0.07 0.58+0.03 0.66 £ 0.06
IS 0.66+0.03 0.60+£0.02 0.85+0.06 0.75+0.05 0.61+0.03 0.70+0.04

networks using Fourier Light Features have less interference than those using Fourier Features, even
if the latter provides sparser representations. Such results suggest that even if sparsity mitigates
catastrophic interference, the use of Fourier Light Features may have other beneficial effects that

reduce catastrophic interference.

Table 12.4 reports sparsity measures obtained with DQN for experiments involving the traditional
feature encodings considered in Section 11.2.4. Results suggest that the other features encoding
degrade sparsity. Even the use of Tile Coding, known to promote sparsity (Ghiassian et al., 2020),
produces less sparse representations than standard DQN. Neural networks with Tile Coding, just
as Fourier Features/Fourier Light Features, do not have dead neurons, while the number of dead

neurons is increased with Polynomial Features and Random Fourier Features.

12.3 Expressiveness

A neural network needs to extract expressive and fine-grained local features to achieve good per-

formance. This is particularly true when consecutive raw inputs are similar, and small differences
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between inputs may lead to different actions. Enforcing sparsity can also promote expressiveness
through the identification of key attributes by encouraging the input to be well-described by a small
subset of attributes. In RL, an implicit under-parameterization phenomenon has been highlighted
for value-based algorithms for Deep RL algorithms using bootstrapping estimates (Kumar et al.,
2020; Luo et al., 2020; Lyle et al., 2021). The implicit under-parameterization phenomenon results
in an excessive aliasing of learned features, i.e., learned features are mapped into a much smaller
subspace than the feature space that could be generated by the neural network. Consequently,
neural networks behave as under-parameterized networks, generate less rich features, and lead to

poorer performance.

12.3.1 Effective Rank

RNXn

To measure the expressiveness of a learned feature matrix ® € , we compute the effective

rank sranks of ®.

Definition 12.3.1 (Effective Rank (Kumar et al., 2020)). Let ® € RY*" be a learned feature
matriz of n samples obtained with the N learned features returned by the penultimate layer of a
neural network. The effective rank sranks of ® estimates the proportion of the sum of the k highest
singular values o1 (®) > ... > 0, (®) > 0 of ® that capture 1 — 0 (usually § = 0.01) of the sum of

all singular values:

k
_ 1 : . Zi:l oi(®) _
sranks(®) = TR mln{k PSR >1—-4,, (12.6)
Remark 39. Intuitively, this quantity represents the number of “effective” unique components of
the feature matriz ® that form the basis for linearly approrimating the targets. When the network
aliases inputs by mapping them to a smaller subspace, ® has only a few active singular directions,

and sranks(®) takes thus a small value.

Recent studies have shown an implicit under-parametrization phenomenon in neural value-based
algorithms, with the measure of the low effective rank metric Kumar et al. (2020); Luo et al. (2020);
Lyle et al. (2021). This issue is exacerbated in RL due to the lack of direct and accurate targets.
Instead of using true targets, value-based algorithms approximate them with bootstrapping, i.e.,
by sequentially fitting outputs to target value estimates generated from the function learned in
previous iterations. As these targets rely on estimates, they can not be used to extract expressive

representations.

12.3.2 Experiments

For every 1,000 environment timesteps, we compute the effective rank measure on a learned feature
matrix ®; € RV*" to quantify the expressiveness of the learned representations ®(-,-; W;) for
the experiments described in Section 11.2.2. The learned feature matrix ®, € RY*" is built
on samples of the dataset D = {(si’ai)}i\; defined in Section 12.2.3; where the i*" row of ®,
is defined as (®;); = ®(s;,a;; W;). Figure 12.1 shows the normalized effective rank over the
environment timesteps of training. The learned features are more expressive for neural networks
using Fourier Features/Fourier Light Features in all instances. This may induce a better use
of the network capacity and explain better performance. These results are consistent with the

absence of dead neurons reported in Table 12.3 when using Fourier Features/Fourier Light Features.
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Features learned with neural networks using Fourier Light Features are more expressive than those
with Fourier Features in most instances. In Figure 12.1, all curves exhibit a similar trend. This
observation is consistent with the findings of Kumar et al. (2020), who noted that the effective
rank is a decreasing function with respect to the number of iterations for Deep RL algorithms using
bootstrapping estimates. However, our experiments indicate that the decrease in the effective rank
is less pronounced with Fourier Features/Fourier Light Features in most instances. This suggests
a more stable learning process with less catastrophic interference for neural networks using Fourier
Features and Fourier Light Features.
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Figure 12.1: The use of Fourier Features and Fourier Light Features enhances the
expressiveness of the learned features on discrete control tasks. Normalized effective
rank sranks(®;) over environment timesteps during the training for neural networks fed raw inputs
(blue), Fourier Features ( ), and Fourier Light Features (green). Results are averaged over
30 trainings with shading indicating the 95% CI.

Figure 12.2 reports normalized effective rank measures obtained with DQN for experiments involv-
ing traditional feature encodings considered in Section 11.2.4. Neural networks with Polynomial
Features and Random Fourier Features generate poorer learned features than neural networks fed
with raw inputs. As expected, given the absence of dead neurons, the use of Tile-Coding produces
richer features than neural networks without feature encodings and is on par with the use of Fourier

Features/Fourier Light Features.

12.4 Smoothness

In deep learning, larger weight values lead to overfitting, which generally results in poor perfor-
mance on unseen data (Neyshabur et al., 2015; Bartlett et al., 2017; Neyshabur et al., 2017). The

idea follows Occam’s razor that models with small weight norms are simpler and perform better
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Figure 12.2: Normalized effective rank sranks;(®;) over environment timesteps during the train-
ing for neural networks fed with raw inputs (blue), Fourier features ( ), Fourier Light Fea-
tures (green), Fourier Light Features (green), Polynomial Features (red), Random Fourier Features
(purple) and Tile Coding features (brown). Results are averaged over 30 trainings with shading
indicating the 95% CI.

than complex models. Not allowing individual weight norms to grow can also discourage large
changes in output during the training. Similarly, regularization approaches that enforce small
weight norms, such as weight decay, tend to produce better results in RL (Farebrother et al., 2018;
Liu et al., 2020; Cobbe et al., 2019). A common approach to improving the smoothness of a neural
network is to normalize weights to ensure that the learned layers are 1-Lipschitz. This kind of
normalization not only improves the smoothness of the model but also enhances convergence (Sal-
imans and Kingma, 2016; Gogianu et al., 2021) and reduces the generalization gap (Rosca et al.,
2020; Gouk et al., 2021; Wang et al., 2019).

In order to know if Fourier features imporve the sommothness of neural networks, we need to
compute their Lipschitz constant. The exact computation of the Lipschitz constant for a neural
network is NP-hard (Scaman and Virmaux, 2018), but lower bounds and upper bounds can be
estimated. In experiments described in Section 11.2.2; a lower bound is obtained by taking the
largest norm of the gradient of DQN predictions with respect to the input (Rosca et al., 2020)
across a dataset of 300,000 state-action pairs. To estimate an upper bound, we compute the
Lipschitz constants of each layer in isolation and multiply them (Gouk et al., 2021). Under the I3
and [; norm, the upper bound of the Lipschitz constant of an MLP is given by the spectral norm
and the maximum absolute column sum norm measure of the weight matrix (Neyshabur, 2017;
Gouk et al., 2021). Figure 12.3 depict estimations of these bounds over environment timesteps
of DQN training. Bounds are estimated every 1,000 timestep during the training of DQN for
experiments described in Section 11.2.2, and results are averaged over 30 trainings. In three out of
the four tasks shown in Figure 12.3, neural networks with Fourier Features have a lower Lipschitz
constant. Additional metrics, based on the I1,lo, and [, norm of different layers, indicate that
neural networks with Fourier Light Features can lie between neural networks with Fourier Features
and simple neural networks, sometimes even surpassing neural networks with Fourier Features; see
Appendix B.2.

Lipschitz bounds of DQN for experiments involving traditional features encodings considered in
Section 11.2.4 are shown in Figure 12.4. Observations suggest that all feature encodings improve the
Lipschitz bound of the neural network, with Tile Coding/Fourier Features/Fourier Light Features
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Figure 12.5: Cumulative rewards over varying FLF orders, averaged across all timesteps for 5
trainings with DQN fed with Fourier Light features. The red line indicates the performance for
DQN without any preprocessing.

giving the best performance, followed by Polynomial Features/Random Fourier Features. In the

shown instance, smoother networks correlate with better learning performance (see Section 11.2.4).

12.5 Correlations with the Fourier Light Features Order

In this section, we investigate the correlation between the performance/metrics presented in this
section and the Fourier Light Features order. For our experiments, we adopt the same hyperpa-
rameter settings as those used in experiments described in Section 11.2.2. Figure 12.5 depicts the
performance across different Fourier Light Features orders, where the performance is defined as
the cumulative rewards from policy rollouts obtained after the training of DQN. We observe that
increasing the Fourier Light Features order increases the performance up to a certain point, beyond
which performance degrades. Fourier Light Features order can be considered as an additional hy-
perparameter for Deep RL algorithms. Only for the LunarLander-v2 task, the correlation between

the performance after the training and the Fourier Light Features order is unclear.

Table 12.5 summarizes the Spearman’s rank correlation coefficients and p-values over a Fourier
Light Features order for metrics studied in this chapter. Results indicate that increasing the
Fourier Light Features order is strongly correlated with a better metric in almost all tasks and
that this correlation is significant. In the CartPole-v1 task, the correlations are weaker, but a
closer look at the graphs, shown in Figure 12.6, suggests that this is due to outliers and saturation

in the metric.
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Table 12.5: Increasing the Fourier Light Features order improves the metrics. The table
shows Spearman’s rank correlation coefficient rs between different metrics and the FLF order. The
p-value of the hypothesis test indicates high confidence in the result in almost all cases. The metrics
are the percentage of dead neurons (DN), normalized activation overlap (NO), instance sparsity
(IS), Average of Stiffness (AS), Average of Interference (AI), Interference Risk (IR), Lipschitz
Lower Bound (LLB), Lipschitz Upper Bound (LUB), averaged across all environment timesteps
for 5 trainings with DQN fed with Fourier Light features (FLF-NN), over an order varying from 1
to 30. | and 1 indicate the direction in which the metric is better.

MountainCar-v0 Acrobot-v1l CartPole-v1 LunarLander-v2

Metric rs p-value rs p-value rs p-value rs p-value
DN 1l —0.876 2198 x 10710 —0.882 1.173x 10710 —0.658 7.768 x 107°  —0.869 2.188 x 10~10
NO 1 —0.991 4.529x10726  —0.93 1143 x 10713  —0.77  6.692 x 10~7  —0.562  1.009 x 10~3
1S 1 —0.992 2215x10726 —0.724 6.082 x 10~6 —0.75 1.795 x 1076 —0.131  4.836 x 10~!

sranks(®) T 0.766  8.290 x 107 0.998  7.749 x 10736 0.984  2.379 x 10722 1.0 0.000
AS 1 —0.996 1.256 x 10731 —0.955 2.547 x 10716 —0.153  4.201 x 10~  —0.962 6.575 x 10718
Al T 0994 3.122x1072%  0.968  1.990 x 1018 0.501 4.780 x 1073 0.942  2.538 x 1015
IR 1+ 0996  1.256 x 10731 0.996  6.515 x 10731 0.668 5.566 x 10~° 0.989  1.090 x 10—2°
LLB 1l —0.962 2380x107'7 —0.352 5.631 x 1072  —0.828 1.610 x 10~%  —0.977 5.119 x 10~21
LUB 1 —0.575 8.863 x 1074 0.268 1.521 x 10~1 —0.66  7.228 x 107° —0.98  7.797 x 10~22
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Figure 12.6: Selected metrics over varying FLF orders, for two discrete control tasks
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Conclusions and Perspectives

Conclusions

In this thesis, we have contributed to the domain of neural networks in deep RL in two ways,

presented in two separate parts. We now briefly summarize our contributions.

In Part I, we have analyzed the performance of regularized LSTD with random features in a novel
double asymptotic regime presented in Chapter 6, where the number of parameters NV and distinct
visited states m go to infinity with a constant ratio N/m. From the perspective of neural networks,
by leveraging the lazy training regime, the performance of regularized LSTD with random features
in high-dimensional problems can be interpreted as an approximation of the performance of deep
TD learning algorithms using large single-hidden-layer neural networks. In Chapter 7, we have
identified the resolvent of a non-symmetric positive-definite matrix that emerges as a crucial factor
in the performance analysis of TD learning algorithms in terms of the error functions, and we have
provided its deterministic equivalent form in the double asymptotic regime. Using this deterministic
equivalent, we have derived deterministic limit forms of the empirical Mean-Squared Bellman
Error (MSBE) on the collected transitions, the Mean-Squared Bellman Error (MSBE), and the
Mean-Squared Value Error (MSVE). We have demonstrated that those deterministic forms expose
correction terms that arise from the constant ratio N/m and that vanish as the ratio N/m or the
lo regularization parameter increases. In Chapter 8, we have shown the asymptotic deterministic
errors of regularized LSTD using random features are equivalent to the errors of a regularized
kernel LSTD with implicit regularization. We have highlighted that correction factors can be
interpreted and linked to classical notions from non-parametric statistics, e.g., with the effective
dimension. In Chapter 9, we have observed our theoretical predictions match with experimental
results for regularized LSTD with random features for any ratio N/m in real-world environments.
From experiments, we have distinguished two regimes induced by corrections factors: an under-
(N/m < 1) and an over-(N/m > 1) parameterized regime. In particular, we have observed a double
descent phenomenon in the overparameterized regime for the MSBE and the MSVE induced by
the correction factors. We have shown the correction terms vanish, and so does the double descent

phenomenon when the ls-regularization is increased, or the number of unvisited states goes to zero.

One remaining issue is the lack of interpretability of the corrections terms. In supervised learn-
ing, the theory of non-parametric models provides an interpretation of the correction terms, e.g.,
through the notion of degree of freedoms. A similar connection is missing in Reinforcement Learn-
ing because of the bootstrapping. Our work from Part II provides a stepping stone for further
study of the influence of regularization, of the neural network architecture, and of the spectral
components learned by neural networks. Some of these avenues will be discussed in further detail

in Section 12.5.
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In Part III, we have proposed and experimentally studied the effect of a type of Fourier encoding
on Deep RL algorithms to mitigate the spectral bias. In particular, in Chapter 11, we have found
that using preprocessings based on the Fourier series for neural networks provides a systematic
increase in the final performance, sample efficiency, learning stability, and robustness to hyperpa-
rameters. Furthermore, we have proposed a light version of Fourier features, with only a linear
number of features compared to the input size, that leads to similar benefits. In Chapter 12, we
have conducted a detailed empirical analysis on the effects of Fourier encodings on the learning
process. In particular, we have observed that the use of Fourier encodings improve the sparsity,
expressiveness, and smoothness of neural networks, and reduce their catastrophic interference dur-
ing learning. Ideally, the experimental analysis could be completed by a theoretical investigation.
But this does not seem straightforward, since the nonlinearity of the proposed preprocessings com-
plicates the analysis. Preprocessing inputs with features encodings for neural networks remains
a promising direction for further research to overcome limitations of neural networks such as the

spectral bias.

Perspectives

In the following, we discuss some possible future research directions in the continuation of this

thesis.

A Refined Theoretical Analysis of the Influence of the Number of Parameters. In
Part II, in our theoretical study of the influence of network size and ls-regularization on the
performance of TD learning algorithms, we have assumed that transitions are collected in the on-
policy setting and we have considered the regularized LSTD algorithm with random features to
approximate the behavior of neural TD learning algorithms in the lazy training regime. Directions
for future work include a study of the off-policy setting and of gradient-based methods, which may
lead to more complex behaviors. Furthermore, one could also relax the Gaussian assumption and
consider the dynamics of learning within the hidden layers in more realistic regimes than the lazy
training regime. Finally, one could go beyond policy evaluation to investigate the effects on the

policy learned and on other RL algorithms, such as actor-critic methods.

“Proving” the Double Descent Phenomenon. In Chapter 7, we have shown that the asymp-
totic deterministic error functions in the double asymptotic regime feature corrections terms due
to the constant ratio between the number of parameters and the number of distinct visited states.
We have experimentally associated these corrections terms with the double descent phenomenon
observed in Chapter 9. However, we did not mathematically prove the double descent phenomenon
with corrections terms and why it occurs. Furthermore, a theoretical and empirical analysis can be
performed to study whether, when, and how the double-descent phenomenon impacts TD learning

algorithms using a gradient-based approach.

Generalization in TD Learning Algorithms. A theoretical understanding of generalization
remains an open problem for many machine learning models. Using the double asymptotic regime
considered in Part II, one can investigate the generalization error of RL aglorithms through a
study of regularized kernel TD learning algorithms, as started in Chapter 8. By decomposing

the generalization error into different spectral components in the Mercer feature space, one could
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highlight which specific components of the value function are prioritized by TD learning algorithms
with respect to the number of parameters. In particular, one could examine how the learning
of these spectral components changes as the number of transitions collected or the number of
distinct visited states collected grows. From a practical perspective, as the spectral components
in the Mercer feature space depend on the dynamics of the environments, such understanding
may be useful for the design of a reward function to improve the learning of value functions. In
addition, this study could also improve our understanding of regularization in RL and propose new

regularization penalities to improve generalization properties.
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Appendix A

Mathematical Proofs: Double
Descent in LSTD

A.1 Proof of Theorem 7.2.3

Under Assumptions 1 and 2, this section is dedicated to prove the asymptotic equivalence between

E[Q..(\)] and

Gny = [Y L@ a0, 4 AL
defined in Theorem 7.2.3, when N,m — oo. In order to prove Theorem 7.2.3, we shall proceed
by introducing an intermediary resolvent @Q,,(\) (defined in equation A.1), and show subsequently

under Assumptions 1 and 2 that
HE[Qm()‘)] - Qm(/\)” — 0 and ”QNm()‘) - Q_m()‘)” — 0,

as N, m — oo.

We denote the resolvent Q,,(\) by @, to simplify the notations. The first half of the proof is
dedicated to Lemma A.1.1, which proposes a first characterization of E[Q.,] by Q. as N,m — oo
under Assumptions 1 and 2. This preliminary step is classical in studying resolvents in the Random
Matrix literature (Louart et al., 2018; Liao et al., 2020) as the direct comparison of E[Q,,] to Q.

with the implicit 6 (equation 7.8) may be cumbersome.

Lemma A.1.1. Under Assumptions 1 and 2, let X > 0 and let Qm(/\) € R™ ™ be the resolvent

deﬁned as
~ ()\) N ] (,\ A )T X A~ )\I . (A )
m ml LTL 7‘77, isl/n n ) .

for the deterministic Gram feature matrix

N A

i’g = EwNN(O,Id) [U(’wTS)TU(’wTS)],

and
a=—Tr((U, —vV,)"®:U,EQ_(N\)]), (A.2)



A.1. Proof of Theorem 7.2.3

where

1
Q () = | (T, — V)T (W_§) (W _8)T, + AL| (A.3)

m

for which W_ € RWN=Uxd qepicts the submatriz of the weight matriz W (defined in equation 6.5)
without the first row. Then,

lim [Ew [Qn (V)] = Qum(V]| = 0.

m—r o0

Remark 40. Firstly, we can note that o is uniformly bounded. Since %n Tr(®g) =E [% |o(wT 8)||2

and from Lemma A.7.2, we have

m

e Tr(®g) = / Pr <1a(wT§)2 > t) dt = / 2t Pr <1||J(wT5')| > t) dt =0(1). (A.4)
0 m 0 m
We deduce that

0= LU~ V) BULEIQ ) < [TLE[Q 1T — V)| - Te(®g) =O(1),  (A5)

m

where we used | Tr(AB)| < ||Al| Tr(B) for non-negative definite matriz B together with Lemma A.J. 1
which asserts the operator norm of the resolvent Q _ is uniformly bounded. Furthermore, both ||ljn\|

and ||V,,|| are upper bounded by 1.

Proof. We decompose the matrix EgZ & as
N
NN =Y oi0], (A.6)
i=1

where o; = 0(8Tw;) € R™ for which w; € R? denotes the i-th row of W (defined in equation 6.5).
Using the resolvent identity (Lemma A.8.1), we write

E[Qm] - Qm
=E |:Qm |:Q;11 - /\In - %(ﬁn - ’Y‘Afn)ngzsﬁn] Qm:|

N
N 1 ~ N PN 1 N N N .
= *7E[Qm](Un - ’YVn)T(I)S‘Uan - E Z]E {Qm(Un - 'YVn)TUio'iTUn} Qn
=1

U, — V) T0.0TU, )
(U, —1V,) 007 ]Q’

N 1 1
== EQ U, —vV,)"®.U,Q,, — — > E _ - L
[Qm]( YVa) @4 m ; + %O'Z'TUani(Un — V)T,

Qﬂ-l

where the last equality is obtained with the Sherman identity (Lemma A.8.3) for

1 - N . 1 - N . -t
Q_; = E(Un - 'VVn)TE?S:ZSUn - E(Un - ’YV;)TUiUiTUn + AI”] (A7)

independent of o; and thus w;. Exploiting this independence, we decompose

E[Qm] - Qm (A'S)
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N 1 N R o 1 1 R X A ~
“m E - T, — ~ N E|Q_; _ T T
ml+a [Qm](Un 'YVn) SUan l1+am i—1 |:Q 1(Un ’yVn) o,0; Un:| Qm
11 ZN:]E Q (U, — V) 0,070, (267U, Q (U, —1V,) o, — ) o
mitaS [T 1+ £070,Q (0, — Va0, m
(A.9)
N
= li Z]E[Qm - Qﬂ}(ﬁn -7V, )TCI) U,Q..
m1 Ta i=1
=z,
N
+ i 1 Z Q'm ( '}/Vrl) O'iO'TlA]an iUTﬁnQ—z(Un _ ’YVTL)TO'Z —a .
ml+ta i=1 ! m

=2,
(A.10)

The last equality is obtained by exploiting the Sherman identity (Lemma A.8.3) in reverse on the
rightmost term and from the independence of Q_; and o;0! for the second right-hand term. We
want to prove that both Z; and Zs have a vanishing spectral norm under Assumptions 1 and 2.
With both the resolvent identity (Lemma A.8.1) and the Sherman identity (Lemma A.8.3), we
rewrite Z; as

5= ZE[Qm ~ QU V) 50, Qum
1 T R N
mi Z |:Qm ) o;0; UnQ :| ( ’YVn)Ti’SUan
. .
- mi Z [ ) o-lDlo-;TUan:| (Un - ’)’Vn)T(I)SUnQNm
- _T; H%E [Qm(U — V) 'ElDx,0, Qm] U, — V)" ®:0,Q,,

where D € RV*¥ s a diagonal matrix for which, for all i € [N], we have

D, = <1+10TUQ (U, —V) e ) (A.11)

With a similar proof than for Lemma A.4.1, we can show there exists a K o such that, for all m,
we have ||Q|| < Kgp,, and then

n T(I)AAn ~771 :Hﬂ n Nm H E 1 Nl
HlJroz V) sUnQ H N(I Q) N( +AKg,, ). (A.12)
Furthermore, from Lemma A.1.4, we have
- ~ 1
HE (Qu(@, V)" SLD3,0,Qu] H _0 (m> . (A.13)

Therefore, by combining both equation A.12 and equation A.13, we conclude that Z; has a van-
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ishing spectral norm, i.e.,

N

Y ElQn - Q-i(U, - V,)" #:U.Qn

i=1

1 1

Z =
121 = || 7=

(L)

We want to show now that Z, also has a vanishing operator norm. For i € [N], by setting

B, = mt Q. (U, V) ai(;TUQ( — V)T a)

and

C,=m~ i TUTa'i,

we decompose Z5 with its symmetric and its skew-symmetric part as

_ b1 TG0 (Lo O (T — V) o
Zy = 1+am E[Qm( ’YV> g,0; Uan (mo'i UnQ—z(Un FYVn) g; Oé):|

= ZE [B,C]]

1+am
_ 1 1¢h [BCr+CB] 1 1 [B,CT-C;Bf
_l—i—cumi:1 2 l1+am <~ 2 ’

For the symmetric part, we use the relations (B; — C;)(B; —C;)T = 0 and (B; +C;)(B; +C;)"
to deduce that
-B;B] — C;,Cf < B,CT + C;B] < B;B] + C,C],

where < is the Loewner order for semi-positive-definite matrices. For the skew-symmetric part, we
observe that ||E [B;C{ — C;Bf||| = ||i E [B;C] — C;B]||| for i* = —1. With a similar reasoning
than above, using the relations (B; + iC;)(B; +iC;)* = 0 and —(B; — iC;)(B; —iC;)* 20, we
deduce the relation

-B,B! —c;c! <iB;cf -c;BF) < B;BI' + C;CT.

From those relations, for both the symmetric and skew-symmetric parts, we have

1 1

~ ~\T "~ 1 N N .
- E |:Q (Un - PYVn) Uiaz'TUan (UzTUnQ—Z(Un - an)TUi - 04):| H
l1+am pn m
! ( [1@0;} ) |
« m

From Lemma A.4.4, we know there exists a real K bm > 0 such that, for all m, we have

122 =

N

> E [;BZBZ.T]

i=1

(A.15)

Qm n V‘A/;L)ng SK&)m'

|
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At this point,

> = o]

N

Zw

~|vine [ 2@ (0, - %) =itz (0, - ) @k
< Vi3, 5| D)

where Dy € RV*Y is a diagonal matrix for which, for all i € [N], we have
1 o0
[Ds]i = U,Q-i(U, = V,) oy —a).
m’
From both Lemma A.7.4 and the union bound, we have
—cm min(¢,t2
Pr(|Dz|| > t) =Pr (lrgniagv[Dg]i > t) < CNe (.7

for some ¢, C' > 0 independent of m and N. We have thus

2\ _ a0\ _ [T
E (|D:]]?) =E (1222}%\/[D2L> 7/0 Pr (1r<nlax [D2); > t> dt

= / 2t Pr ( max [Ds]; > t) dt
o 1<i<N

S/ QtCNefcmmin(t,tz)dt

0
1 2 0o

= / 2tCNe " dt + / 2tCNe ™ dt
0 1

< / 2CNe= ™ dt + / 2C Ne™ ™ dt
0 0

120 1 2C
= ——/ tNe tdt + — / tNe~tdt
0 0

m c m2 2
1
oft)
m
We deduce that
1
B;BT — .
>e o] -0 ()

In addition, with a similar proof than for Lemma A.4.4, we can show there exists a real K’

such that, for all m, we have

’
< KQ'm.

N 1T o =~
—\—Z70,
Nnmarioes
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where ZZ7 is the Cholesky decomposition of & & Therefore,

HQT UT‘I’gUanH

“o ()

From equation A.15 and above, we deduce that Zs vanishes under the operator nom, i.e.,

12, =0 (jm) | (4.16)

Using both equation A.14 and equation A.16 into equation A.10, we conclude that

tee]]-
m

1 ~ N o~
{mQﬁvf oioT Uan]

I51Qu] - @ull =0 (=) (A1)

To get Theorem 7.2.3, we start from Lemma A.1.1 and we show that
1Qm(A) = QNI = 0,
as N,m — oo.

Theorem A.1.2 (Asymptotic Deterministic Resolvent). Under Assumptions 1 and 2, let A > 0
and let Q,,(\) € R™™ be the resolvent defined as

N 1

-1
S TP
QN = |2 O, W) 250, L

where § is the correction factor defined as the unique positive solution to

N 1 N

_ 1 3 7 \T 3 (7 \T' 3 -

lim HIEW [Qn (V)] - Qm(A)H —0.

m—r oo

Proof. From Lemma A.6.1 in Appendix A.6, we know that ¢ exists and is the unique positive
solution of equation 7.8 under Assumptions 1 and 2. From Lemma A.1.1 we have a first asymptotic

equivalent of Ew [@,,] given by

where
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since
lim ”EW[Qm] - QmH = 0.
m—0o0
To finish the proof of the Theorem, we want to show that
From the resolvent identity (Lemma A.8.1), we have

~ = ,_N |ae — 4] ~ A ~\T A
[Qm — Qmll = mA+0)1+a) HQm (Un - WVn> QSUanH : (A.19)

Let ZZ" be the Cholesky decomposition of & &- With a similar proof than for Lemma A.4.4, we

can show there exists a real K 22 > 0 such that, for all m, we have

N (o)

Similarly, we can show there exists a real K é > 0 such that, for all m, we have
[ 1 [N -p~ =

—\/=2"0,Q,,
H 140V m Q

As a consequence, in order to prove equation A.18, it remains to prove that

/

!
< Kg.

Therefore,

lim | — 4| =0.

m—r o0
We decompose | — §]| as

A~

a1 = | L (@, Vi) 50, [51Q-1 - @) (A.20)

< ‘;LTI‘((UTL - 'YVn)Tq)S‘[A]n [E[Q—] - Qm})’ + ‘;L Tr((f]n - ’YVn)Tq’Sﬁn [Qm - Qm]) .

=7, =7,
(A.21)
To show Z; vanishes, we write o as
a= %Tr((Un —WV,)"®:U,E[Q_])
_ % Te((U, —4Vi) T @ U EQu]) + — Te((U,, — 4Vi)T® 50, [E[Q_] — E[Q.]])

There exists a real K > 0 such that

A~

Tr (U, — V) @ 5UL[E[Q-] — ElQn]]) < K ||[E[Q-] — E[Qu]]|;

1
m

since both ||U,|| and ||V,|| are upper bounded by 1, |Tr(AB)| < ||A|| Tr(B) for non-negative
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definite matrix B, and from equation A.4 that uniformly bounds % Tr(®¢). From Lemma A.1.4,

we have
1 m
IE@n - Q]I =|—% D ElQ@n—Q-i]
i=1
| wef@nen - rstos Q|

1
oft).
m
where D € RV*N ig a diagonal matrix for which, for all i € [N], we have
L 7o 7 o \T
D, =1+ —0; Uanz(Un - ’}/Vn) g;.
m
As a consequence, by combining the results above and from Lemma A.1.1, we conclude for Z; that

|Z1] =

o L m(, - Wn)%gm}m)‘ _0 (%) |

Using the vanishing result of Z; into equation A.21 and applying the resolvent identity (Lemma A.8.1)
on Zo, we get

N  |a—9] 1 A PNV o - 1
L= |=Tr — P _ & .
o= AT St |m (Un =Va)" @UnQun(Up = 1V2) ' @5UQum) | + O 7))
which implies that
m(1+5)(1+a)m n = TVn sUnIm (Un —7Vn sUnWm = m .

It remains to show

. 1N 1 A o T A =
%@wsﬁpEEmTr((Un_WV") ¢$Uan(U7z,_7Vn) q’sUan) < 1.

. N N o _ -1
Let the matrices B, = (U, — yV,)'®sU,, B, = ZTA,.Z, Q, = {%ﬁB;L +>\Im} , and
~ -1 ~ N N ~
Q. = [% H%B;L + )\Im} ; where A,, = U, (U, —~vV,,)T is the empirical transition model
matrix defined in equation 6.14. Using the Cauchy—Schwarz inequality, we write

1N 1

—— ———————Tr(B,QnB.Qnm
ATt (BnQuBuQn)
1N 1 ~ _
:777’]? B/ /B/ /
N1 1 ~, = N1 1 .
. T B/ / /TB/T - T B, ’ ,TB,T .
mm(1+5)2 I‘( n QO ")mm(1+a)2 I‘( anQm n)

Z

We observe that

5= L (B.Qn) = - TH(BLQ,) = - TH(BLQLQIQT)
m m m
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1IN 1456 =, ~ A _ =
= m 5 T(BnQnQu B + T T(BLQ Q).

Since H(B),) is at least semi-positive-definite under Assumption 2, we have
Tr(B,Q,.Q.) = Tr(Q) B,Q;,) = Tr(Q  H(B,)Q;,) >0

As a consequence, we have

-2 < .
mm (1+6)2 T (B,Qn@n By < 146 — 1494

To prove #‘ré < 1, it remains to show that § < co. With a similar proof than for Lemma A.4.1, we
can show there exists a real Kg > 0 such that, for all m, we have 1Qm|l < Kg, and thus

1

1 ~ A - - = 2
0= - Tr(Ban) = Tr((Un - ’YVn)T‘I’sUan) < —Tr(®g)Qm ()] < o Tr(@S)KQ < 00

S

where we used for the first inequality the relation |Tr(AB)| < ||A|| Tr(B) for non-negative definite
matrix B. Furthermore, from equation A.4, L Tr(®g) is bounded under Assumptions 1 and 2,
and both ||U, || and ||V, || are upper bounded by 1. We thus conclude for Z} that

IN 1

TR Tr(B,Q,,Q.'B/l') < 1. (A.22)

lim sup

With similar arguments, we can show for Z) that

1 N#Tr(B;Q;nQ;{B;T) <1

which concludes the proof that
1
-6l=0(—=). A.23
a-d1=0(—=) (A.23)
Using the result above with equation A.19, we get

1

1@ = @l =l 81| 2 s

1
= O _—
(7).
which concludes the proof. O

Lemma A.1.3. Under Assumptions 1 and 2, let D € RVN*N be the diagonal matriz defined in
equation A.11 for which, for all i € [N], we have

1 N N
D, =1+—0!U0,Q_;(U, —yV,) o, (A.24)
m

Then
E[[|D]] = O(1).

Proof. Let a = L Tr((ﬁn —'yVn)T<I>$Un]E[Q,(/\)]) defined in equation A.2. From equation A.5, «
is uniformly bounded, i.e., there exists a real K, > 0 such that a < K,. From both Lemma A.7.4
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and the union bound, we have

Pr(|D| >14a+t)=Pr <1r<n_ag§v D;>1+a+ t) < CNe~emmin(tts)

for some ¢, C' > 0 independent of m and N. Therefore,

E[|D|]=E [ max Di] = / Pr ( max D; > t) dt
1<i<N B 1<i<N

2(1+Kq) o
:/ Pr(maxDi>t>dt+/ Pr(maxDi>t)dt
0 1<i<N 2(14K.) 1<i<N

<21+ K,) + /
2(1+Ka)

=2(1+ K,) + / CNe “™dt
1+K,

CN
=21+ K,) + ——e Omi+Ea)
cm

CNe—cm min ((t—(14+Ka))t—(14+Ka) ) o

Lemma A.1.4. Under Assumptions 1 and 2, let D € RVN*N be the diagonal matriz defined in
equation A.11 for which, for all i € [N], we have

1 ~ N N
D, =1+—0U0,Q_;(U, —yV,) o,
m
Then )

Proof. From Lemma A.4.4, there exists Kbm > 0 such that, for all m, we have HﬁQm(ﬁ” —

’}/Vn)TES

< 2K'Qm and H\/—%ESIA]anH < Kbm. Therefore,

1 . . .
H]E {QO(Un - 7Vn)T2£DESUan] H <2Kg E[|D]].

From Lemma A.1.3, we have
E[|D]] = 01).

As a consequence, we deduce that

1 N N N
HE [QOwn - an)ngngUan}

‘ —0(). (A.25)
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A.2 Proof of Theorem 7.3.2

This section is dedicated to finding an asymptotic deterministic limit of the empirical M/SEE(OAQ)
(equation 6.8) under Assumptions 1 and 2. We determine in Theorem 7.3.2 a deterministic limit of
M/Sﬁ(é;)) by combining Theorem 7.2.3, which provides an asymptotically more tractable approx-
imation of Ew/ [Qm()\)] under the form of a fixed-point equation, with concentration arguments.
Theorem 7.3.2 is corollary of Lemma A.2.2 and of the concentration result of Lemma A.7.2 found
in Section A.7. Both Lemma A.2.4 and Lemma A.2.5 are key Lemma used in the proof of Theo-
rem 7.3.2 and Theorem 7.4.2.

To simplify the notations, we denote the matrix Q,, as the resolvent Q,,(\) (defined in equa-
tion 6.13). We define the matrix ¥g € R™*™ as

N 1

U= —— P,
ST m1l446 S

Furthermore, the notation A = B + O (ﬁ) means that |A — B|| =0 (ﬁ)

Theorem A.2.1 (Asymptotic Empirical MSBE). Under the conditions of Theorem 7.2.3, the
deterministic asymptotic empirical MSBE is

MSBE(0)) = 5 11Qum(\)rll* + A,
with second-order correction factor

= 2 5 T
Ao Q) o e
n 1—%Tr(Qm(A)\Ilem()\)T,I,l)||Q Nrllg,

where

A~ A,

U, =09 U,, and ¥y= (U, —V,) 0T, —V,).
As N,m,d — oo with asymptotic constant ratio N/m,

L —

MSBE(#) — MSBE(8?) %% 0.

Proof. We have
QRT (A A? s N ror
MSBE(6;) = n 1Qm 7" = o Qn.Qmr.

From Lemma 7.3.1, we have

N oror o T
Pr{ |—r @, Qnr — —7 E[Q,,Qn]r
n n

> t> S Cefcn2mt2’

for some C, ¢ > 0 independent of m,n and N. Furthermore, from Lemma A.2.2 we have

- LT (¥.Q7Q,) - . 1
T AT _ N T .
HE[QQO] QuQm — T T (9,07 %, G) meplgmH -0 (m> .

As a consequence, we have
MSBE(#) — MSBE(8?) %5 0,

as m — oo. O
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Lemma A.2.2. Under Assumptions 1 and 2, let Q,, € R™™*™ be the resolvent defined in equa-
tion 6.13, let Q,, € R™*™ be the deterministic resolvent defined in equation 7.7, and let M € R"*™

be any matriz with a bounded operator norm. Then,

_ _ L Tr (‘I’QQT MQm) ~ e 1
T _oT — N =z ; = N
H]E[QmMQm] G T T Qm%Q’”H —¢ ( ) |

for ¥, ¥y € R™™*™ defined in equation 7.12.

Proof. From Lemma A.2.6, we have
E[QEMQWL] = QEMQm +E { ?;LMQm(ﬁn - ’YVn)T\IlSAﬁan}

—E [QTMQm(Un - ’VVn)T‘IISUnQ—} + %TI‘ (‘IIZC_zﬁMém) E [Qz‘PlQ—]
1
+ OH'H <\/ﬂ> .

M' = MQ.,(U, —V,)T® U, = M[I, — \Q.]

Let

With a similar proof than for Lemma A.4.1, we can show that there exists a real K, ¢ such that,
for all m, we have [|Qn|| < Kg. We deduce thus that M’ is a matrix with a bounded operator
norm since |[M'|| < (1 + AKg)|[M||. From Lemma A.2.3, we have

|E[QL M@ (T — V1) ® 30,Qu] - B [QTMQu (T, — V) :0,Q || = 0 <1> .

m

Therefore,

Furthermore, from Lemma A.2.4, we have

1
and from Lemma A.2.5 we have

1
1—- LT (2.QL%,Q.,)

E[QL¥.Q.] = QLT Qu + QLE.Qu + Oy (

1
We conclude thus

LT (0,041,
— % Tr (¥:Q7, ¥1Q,)

E[QLMQ,,] = QL MQ,, + QL¥1Q., +0y () :

EH

Lemma A.2.3. Under Assumptions 1 and 2, let M € R™ "™ be any matriz with a bounded operator
norm, let Q,, € R™"*™ be the resolvent defined in equation 6.13, and let Q_ € R™*™ be the resolvent
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defined in equation A.3. Then,

|E[@LMQ.) -E[QTMQ ]| =0 (1> .

m

Proof. We observe that

|e[@hMQ.] -E[QTMQ || < [E[QFMQ.] - E[QTMQ.|
+ HIE QT MQ,.] -E[QTMQ_] H

The objective is to show that both terms vanish. By exchangeability arguments, we have

1 N X~ N
= [|=E Z EQZ@UEUz’U?(Un - 'Y‘/n)QZiMQ'rn]

|E[@5MQ.] ~E[Q"MQ.]|

1 [& -
= |5E [2_[@n - Q-I"MQ,,

| (Lemma A.8.1)

=|vE Z ngm Arj;o'io'iT(Un - VVn)er;MQm 1+ leTﬁanZ(Un - 'an)To'i
m m

1 1 A A N
VE | QLT EEDE (U, - V)@hMQ, |

where D € RV*N is a diagonal matrix for which, for all i € [N], we have
1 N N
D, =1+—0!U0,Q_ (U, —yV,) o,
m

From Lemma A.1.3, we know
E[[|D[] = 0O().

Furthermore, from Lemma A.4.4, we know there exists a real K é? > 0 such that, for all m, we have

1 .
| =] <2
and )
2 O \T T
We deduce thus
1m 1 N N N
|E[QIMQ.] —E[QTMQ,]|| = ‘ —~E [mQﬁUnT 2DZ4(U, — m)@Z«bMQm} H

o(2)

With a similar reasoning, we can show that
1
[el@7M@,] =@ MQ. ]| =0 ().
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and we conclude thus

B (@hMQ.] - ElQ7MQ )| =0 ).

m

O

Lemma A.2.4. Under Assumptions 1 and 2, let Q,, € R™*™ be the resolvent defined in equa-
tion 6.13, let Q_ € R™*™ be the resolvent defined in equation A.3, and let ¥, € R™ ™ be the matrix
defined in equation 7.12. Then,

|E[@h9.Q.] -E[QTw:Q ]| =0 (\/m) .

Proof. We observe that

|El@LwiQ.] -E[QTw:Q || <[E QL ¥:1Q.] —E[Q7¥:Q.]|
+ HE QTw,Q,] -E[QT¥,Q_] H

The objective is to show that both terms vanish. By exchangeability arguments, we have
E[Qn¥:1Q.] —E[QT¥,Q..]||

1 N r T
= |+ E[[Qn - Q-] w1Qu)]
i=1

N -
1 1 A N N
S EOLI BT A AR N
=1

| (Lemma A.8.1)

N -
1 1 A A A 1 N N .
= N ZE %Q%UEUZGZT(Un - ’VVn)Q%‘IIIQm (1 + Eo'zTUanz(Un - 7Vn)Ta'i>:| H
=1

1 (1 pn A .
o kT [m ﬁUZEgDEg(Un—vVn)Qﬁ‘I’lQm} |

=Z

where D € RV*¥ is a diagonal matrix for which, for all i € [N], we have
L rp 3 o \T
m

Let the matrices

11 ~ N N
B=— T QZ@nggDz}S‘(Un - 'YVn)QZfL
NmZ
and )
C' = —9,Q,.
m4

We decompose Z with its symmetric and its skew-symmetric parts as

T T T T
Z:]E[BCT]:E[BC +CB }_HE[BC CB ]

2 2

With the same reasoning on the symmetric part and the skew-symmetric part than for equa-
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tion A.15, we get for the operator norm
|1Z] < || [BBT]|| + & [cc™]|.

We want to show that both ||E [BB”]| and ||E [CC"]|| vanish. We have
m2
N2 mQ\/>

From Lemma A.1.3, we know

E[BB"] =E ———QLUISIDR (U, — vV,)QFQm (U, —1V,) ' SLDXE U, Q| -

E[ID]} = O).

Furthermore, from Lemma A.4.4, we know there exists a real K b > 0 such that, for all m, we have

1 A
H\/EESUHQ"L SKé?
and
Hf — V) TEL|[ < 2K,

We have therefore )

e (B8] =0 (=)

E[CcCT] = [MQT'II Qm}

Let on41 and oy 42 be independent vectors with the same law as o;, we have

For E [CCT}, we have

E mi@ﬂ’ ‘I’lQm] = [m\l/mﬂN;(lié)g WU on ok UU on 208 5UnQu |-
Let , I N 1 o A
B' = Eam@ U! ony1oN 1 Un
and . LN 1 o, o
C- = EEmU” oN 20N 12 Un Q.

We decompose E [CCT} with its symmetric and its skew-symmetric parts as

1T 1 R!IT T ' p!T
E [CC’T] :]E[B’C’T] —F BC+CB] _HE[BCCB

2 2 ’

and we get for the operator norm
e [ccT]|| < |[e[B'BT]|| + & [C'C™]||.

To prove HIE [CCT} H vanish, we prove both HE [B’B’T} H and H]E [C’C’T]H vanish. Let K =
WNLH%7 we write E [B'B'T] as

1 N? 1
E[B'B"] =E my/m m2 (11 9)2 :QuUL on 108 U0 0w 41081, UnQm
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1 N2 1
=E mfm2(1+6) Q N— 1U 0'N+1O'N+1UU O’N+1O'N+1UQ N— 1:|
1 R 1
— T 1T T T )
=E mfZQ U oo U,Q_; (mai UnUna,>]
i 1 N+1
—E \FZQT Ule,0lU,Q- 1—Tr(U Te,)
1 N+1
T T T T T 3 AT
+E m\FZQ Ulo0!U0,Q_; ( UUaz—ETY(U 1 3)>
_ T & T TS T P2y T
—E [Km Tr (U, U, q»s)memUn xLD ESUan]
_Z1
1o o .
+E [Km Tt (U, Ul @4 )TQT UTETD2D’2SUan],
=Z>

where D’ € RV*¥ is a diagonal matrices for which, for all i € [N], we have
PR G e Sy 1 o T
D, =—0o;UU,0;, — — Tr(UnUn (I’S)'
m m

From Lemma A.1.3, from Lemma A.4.4, and from equation A.4, we have

12:1=0(=)-

stim) -0 (L)
1z =0 (5)-
s -o ()

(7

From Lemma A.7.2, we have

and thus

We conclude that

and
|E[Cc’CT]||=0 )
Therefore,
1
e(ccml -0 (=)
and

H]E [ ?,,,UE@SU;Q,,L} “E [QTﬁZ@SQO} H —0 (%) .

With a similar reasoning, we can show

IE [QT%,Q..] ~E[Q"¥:Q_]| =0 (%) .
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We conclude thus

IE [Q4L¥,Q.] ~E[Q7¥,Q ]| =0 (%) .

O

Lemma A.2.5. Under Assumptions 1 and 2, let Q., € R"*™ be the resolvent defined in equa-
tion 6.13, let Q, € R™*™ be the deterministic resolvent defined in equation 7.7, let W1, Wy € R"*™
be the matrices defined in equation 7.12. Then,

1
1— % Tr (‘I’QQ%‘Plc_ZTn)

E[QL¥1Qn] - Q.%1Qn

ofik)

Proof. From Lemma A.2.6, we know that
E[nglplQm] = er;z‘Plém + E [QZ@‘Plém(Un - ’V‘Afn)T‘IIS‘Uan}

B [QT9,Qu (0~ V) 0 0,Q | + 1 T (0:@09.Q,) E[Q79,Q ]

+ 0y (%) .

Exploiting Q,,L(l}',,L — ny,L)T\IISUn = I, — \Q,, in the above equation, and from Lemma A.2.4, we

obtain the simplification

E[Qg\Plan] = Qﬁqjlém + i Tr (‘IIZQ£\II1QM) E [QﬁqllQm} + OHH (

N )

or equivalently

1 _ _ — ~ 1
BQE91@,] (1 5T (12QL91Q0) B Q191 ) = @591, + 01 (=)

A _ -1 ~ A A
Let B, = ZTA,,Z and Q', = [%%HB;,, + /\Im} , for which A,, = U,(U, —~V,)T is the
empirical transition model matrix (equation 6.14) and ZZT =& & is the Cholesky decompositon

of ®s. We have from the cyclic properties of the trace

1 _ _

ﬁ Tr (@2Q?n‘P1Qm)

SN L (@, - V) R (U, — V) QLOTS U, Q)
mm(1+5)2 n n S n n m-n *S¥Yn¥m
1N 1

- Tr(B' O’ /TB/T )

o (U167 T (BnQn@n By)

From equation A.22, we have

1N 1

limsup —— ——Tr(B' Q' Q''B'") < 1.
1msupmm(1+5)2 r( nQmQm n)<

Therefore,

1
1— 4 Tr (T.QL¥,Q,,)

E[QL¥.Q.] = QL ¥1Q., + QL¥1Q,, + Oy (1> .

Jm
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O

Lemma A.2.6. Under Assumptions 1 and 2, let Q., € R"*™ be the resolvent defined in equa-
tion 6.13, let Q_ € R™ ™ be the resolvent defined in equation A.3, let Q,, € R™*™ be the de-
terministic resolvent defined in equation 7.7, let ﬁn,Vn € R™*™ pe the shift matrices defined in

equation 6.7, and let M be either any matriz with a bounded operator norm or M = W¥,. Then,

E[QZ@MQm] - er;LMQm —-E {Q%MQm(Un - fY‘A/n)T‘I’S‘Uan}

~o(=).

for ¥, ¥y € R™™™ defined in equation 7.12.

Proof. With the resolvent identity (Lemma A.8.1), we decompose E[Q%M Qm} as

E[QIMQ,] =E[Q)MQ,.] - E[QL,M([Q.. — Q.]] (A.26)
=E[Q},MQ.,]
- { T'MQ,, L?l%(ﬁ" — V) 'Eix U, - (U, — v

A,

n)T‘I’SUn:| Qm:|

=7,

(A.27)

N
- % dE [QgMQm(Un — V) ool ﬁan],
=1

=7

where EEES = Zfil ool is the same decompositon of EgEg than the one used in equation A.G.
From Theorem 7.2.3, we have

|E[Qu] — Qul| = © (jm) .

Therefore, from above and from Lemma A.2.9 which upper bounds |[MQ,,||, we deduce for Z;
that

||Z1|| - HQ%MinH | [QgMQm} H - HQ%MQmH

|E
1
o(7%)

We want to find now a deterministic approximation for Z, in equation A.27. From the Sherman
identity (Lemma A.8.3) and with the resolvent @Q_; defined in equation A.7 as

1, . . 1, . . -1
Q_i=|=(U, - WV)"Zi2U, — — (U, — Vo) 0i0] U + ML, |,
m m
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we obtain the following relation

7}1Q ( ’Y‘/n) UzUTUILQ 4
14 a'TU Q_i(U, —vV,)To

Qn=Q ;-
By remarking that for all i € [IN], we have

QmMQm( ’Y‘/;L) g0 TU Q 4

- 7QT Qm(ﬁn - ’Yvn)TUia';'TUani

1 —|—(5
. © 0 2oTU.Q (U, — V) o
+7 nM ‘/; i TU —1 = 3 ¥ ’
I (5Q MQ, (U — L) o0, U,Q 1 %U?Uani(Un — V) To;

we decompose Z5 as

N
1 T 2 3 - \T T7;
- - M - o A.
=E [QZMQHL(Un - 'Y‘A/n)T\I’SﬁnQ—} (A29)
=Z2
N T 1 T (7] ’ T A (T O \T
1 1 U, V. MQ,, (U, V,
_ Z QT UTO'Z TU Q inyo.z ( -7 )Q Q ( -7 ) o (A?)O)
m = L 1 + 'rno-ZT‘U Q ( ryV )
=Z22
N B A
1 1 N N 0 — —a’TU Q ( Vn)Ta'l
+ —— E ZM m(Un —7Va r i U.Q_; ~
=233
(A.31)
1 N
_ - _ - T T T
T LE|@ O nT 0

(%o’lT(U ’VV )QT MQm( n ’YVn)TUi) (5 - %UzTﬁnQ—z(ﬁn - ’YVn)To'i):| (A32)

(1+LeT0.Q (T, v%)'f

=Zoy
=Zon — Zao + Zo3 — Zoa. (A.33)

From Lemma A.2.7, we have

Zyy — %Tl"(‘l’zéﬁMQm)E [QT¥,Q_] H =0 (\/17—”) .

With a similar proof than for Zs, we can show for Zs, that

1Za1 =0 (=)
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From Lemma A.2.8, we have

|20 =0 (=)

As a consequence, we conclude that
E[QLMQu] = QLMQu +E |QLMQu (U —1V,) " ¥50,Qu]

—E [Q?MQm(U'n - ’V‘Afn)T‘I"éUan} + %TT (‘IIZC_zﬁMém) E [Q?‘Ple]

con (L),

Lemma A.2.7. Under Assumptions 1 and 2, let Zay € R™ ™ be the matrixz defined in equa-
tion A.30 as

N . . _ X
Zo= L LS B |QN 0T 0 U V)QEMQu (U Vi)
m 1+ g i=1 1+ %U?UHQ_Z(Un — ’YVn)TO'i

Then,
Zy — %Tr(‘I’QQzLMQm)E QTw,Q_] H =0 (\/Tn) ;

where Q,, € R"*" is the deterministic resolvent defined in equation 7.7, Q_ € R™ ™ is the resol-
vent defined in equation A.3, and ¥, ¥y € R"*" defined in equation 7.12.

Proof. Let D € RV*N be a diagonal matrix for which, for all i € [N], we have

A

1 A N
Di =1+ *G;TUanz(Un - PYVn)To'zﬁ
m
and Dy € RV*N be another diagonal matrix for which, for all i € [N], we have

[Ds]; = %UZT(U—H : ’yVnA)QLMAQm(ﬁT —V)'e - —Tr (¥,Q) MQ,,)
1+ 2olU,Q_i(U, —V,)To;
%UzT(ﬁn - 'YVH)Q:CzMQm(fJn - 'YVn)TO'i
1+ %O'iTUHQ_i(lAfn — V) To;

% Tr ((Un - ’Y‘Afn)T(I)S(lA]n - VVn)QﬁMQm)

- 1+6
2ol (U, —1V,)QT,MQ. (U, —1V,) o
1+ £0T0,Q (U, —1V,) 7o
o T ((U'n — V)@ MQ,, (U, — V‘ZL)T'PS)
149 '

2|~

We have

Zo— E[QTQ ] Tr(:Q5MQ,.)
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N N 1 _ _
:szz 7? ZQT Uleioc!lU,Q_; NTr(\Ingf%MQm)H
- Ao [iQT SO L/ AL T M A
m1+5 193 Ynte—i 1+ Lo70,Q_i(U, —1V,)To

- T @i, )|

Hm1+5E fLUTETDQDQZSﬁan]H.

=Z221

Let the matrices

—on— 3 T {1771 2
B=m 4\/QOUnE$D,
and .
T 1 -
C* =ms \/RD22‘§Uan
Using the matrices above, we have
7 _lLE[QTUTETDzD S 0n@n] — E[BOT] = 1 [BCT+CBT

since Zao; is symmetric. We use the relations (B — C)(B — C)T = 0 and (B + C)(B + C)T

to deduce the following relation
~-BB" —cc” < BC” + ¢B” < BB” + CC”.

From this relation, we obtain

12 < 55 (Bl1BET ) +Eflcc™)),

where

BB” = 7QT UlsLD*SU,Q:m
m

and

1 . .
cct = ﬁQﬂnggD%ZSUan.

To get the Lemma, we prove that both E[HBBTM and E[HCCTH] vanish. From Lemma A .4.4,

we know there exists a real Kéz > 0 such that, for all m, we have

1 A
| m0ae]
and

— V) TEL|| < 2K,

|e-o

Furthermore, from Lemma A.1.3, we know

E [|DY]] = 0(V).

146



A.2. Proof of Theorem 7.3.2

We conclude that

1+ Lo70,Q_i(U, — V)70,
B % TI‘(‘I)S( An -7 An)QﬁMQm( An - VVn)T) > t)
1+ 2670,Q (U, —1V,)70o; o2
(BB V)L MO U %))
1+ LoTU0,Q_i(U, —V,)To;
2T (@0, - WV)QEMQu (U —V)T) t)
140 2

Since || MQ,,|| is bounded from Lemma A.2.9, with a similar proof than for Lemma A.7.4, we can

prove that
1 A A — A A
Pr( | ot (@ - ¥IQTMQ @, Vi)
m

- TI"((ﬁn - 'yVn)E[ Zz}MQm(ﬁn - ’YVH)T@S)

> t) < Oefcmmax(t,tQ)’
for some C), ¢ independent of N, m. Besides, from the proof of Theorem 7.2.3, we also have
1 A N N N
‘m Tr((Un - ’YVn)E[ Zi}MQm(Un - ’YVn)T(PS)

1 ~ N _ N N
- E Tr((Un - VVn>anMQm(Un - ’YVn)TQS)

1
= O _—
(=)
as both |U,|| and || V,,|| are upper bounded by 1, |Tr(AB)| < ||A|| Tr(B) for non-negative definite
matrix B, and from equation A.4 that bounds X Tr(®g). From Lemma A.7.4, we have

1 ~ ~ A ’
Pr(o-iTUnQ—i(Un - ’VVn)TUi —a> t) < Cle™me max(t,t2)7
m
for some C’, ¢’ independent of N, m. From equation A.23 in the proof of Theorem 7.2.3, we have

|oz—5|:(9<\/1%>.

Combining all the results above, we deduce that

2y _ oY [T 21 _on(t
B (1021?) = & (o (031) = [P (Jmas (D3 > 1) a0 (1),

and therefore
Ellec™] =0 (—=).
]

Lemma A.2.8. Under Assumptions 1 and 2, let Zaz € R™™ ™ be the matriz defined in equa-
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tion A.31 as
N 1 _T75 3 (7 \T
1 _ R N N 6 — —0; UnQ—z(Un - ’YVn) ag;
Loz = ——— ,szM m(Un —7Va To-io-;rUn —1 = 2 ¥
23 ml 5 z:: Q Q ( i ) Q 1 + %O’?Uanz( I n)TUz
Then,

Proof. Let the matrices

and

We decompose Zs3 with its symmetric and Skew—symmetrlc parts as
T
_ AT
Zo3 = T35 E IE[BZCi ]

B.CT+CBT] 1 B,CT — C,BT
1+5Z { 2 }+1+6E{Z 2 }

With the same reasoning on the symmetric part and the skew-symmetric part than for equa-

We want to show that both HE [Ef\il BiBiT} H and HIE [Zf\il CiCﬂ H vanish. We write E [vazl CiCiT}

as

tion A.15, we get the operator norm

| Zas|| <

N
E [Z CZCZ-T]
i=1

lZB BY

(06— LolU,Q_i(
(1+Lo7U0,Q_i(

N . [A]
E|> ccl| = Z QT Uloio]U.Q ;i ——
=1

1 N N 2
=E Z QT UTUzO' Uan (5_ *O'TUnQ ( _’7‘/7L)T0'i> ‘|
m
[ 1
=E W TUIsSIDiY U,LQm} :

where D3 € RV*¥ is a diagonal matrix for which, for all i € [N], we have
[Ds]i =6 — *UTU Q (U, —V,)
m
With a similar proof than for Lemma A.1.3, and from Lemma A.1.1 and Theorem 7.2.3, we find

148



A.2. Proof of Theorem 7.3.2

that
B(1D?) =0 ().

From Lemma A.4.4, we know there exists a real K ’Q > 0 such that, for all m, we have

1 R
HmESU"QmH <Ko

and
U, - 'yVn)TEg

-o(%)

<2Kg.

1
|7
We deduce thus

N
El}j(chl
i=1

We write E [Zi\; BZ-BiT} as

N 1 - R X A ) .
B |2 g @M Qu(Un =7V v (Un - vVn)Qf@MTQi]
U N _[rra o

= ﬁEE {Q,MQm(Un V)T ®4(U, —vV,)QL M Q,} 7

With a similar proof than for Lemma A.4.1, we can show there exists a real K5 > 0 such that, for

E

N
Z B,Bf
i=1

all m, we have

Let A, = Un(ﬁ" - fyf/n)T be the empirical transition model matrix defined in equation 6.14.
Under Assumption 2, A,, is invertible. From Lemma A.4.3, we have

“Qm(ﬁn - 'YVn)T(PS‘

‘ - HQm(U—n - 'Y‘A/n)T(I,S‘ﬁ"(ﬁn B ’yVn)TA_lH
o L LAY M A ALY P
ml+4d

<2———(1+ Kp).
- N€n1111(+ Q)

From above and from Lemma A.2.9 that upper bounds ||MQ,,||, we conclude that

“[poar]|-o ()

N
Z B,Bf
=1

O

Lemma A.2.9. Under Assumptions 1 and 2, let Q,, € R™*™ be the deterministic resolvent defined
in equation 7.7, and let M be either any matriz with a bounded operator norm or M = U'E\Ilsljn
Then there exists a real K > 0 such that, for all m, we have

IMQ,,| < K.

Proof. With a similar proof than for Lemma A.4.1, we can show there exists a real Kg > 0 such
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that, for all m, we have
1Qnm|l < Kq-

In the case where M is a matrix with a bounded operator norm, i.e., || M| < Kps we have

IMQ,0| < KnKog.

Otherwise, when M = UnT v gUn, we consider Am = ﬁn(ﬁn — WVn)T the empirical transition

~

model matrix defined in equation 6.14. Under Assumption 2, A,, is invertible. From Lemma A.4.3,

we have
_ N 1 N ~
MQ,,|=||——U"®.U,Q,,
M@ = | 0T es0,Q
X L pra-p (U, —vV,)"®:U,Q
m1+5 n m n n n SsYn¥m
- UgA;lﬁn[zn_AQm]H
1
< Emin(1+AKQ).

A.3 Proof of Theorem 7.4.2

To simplify the notations, we denote the matrix Q,, as the resolvent Q,,()\) (defined in equa-
tion 6.13), and we set p = |S|. We define the matrices ¥ ¢ € R™*™ and ¥s € RP*P as

We also add the notation A = B + Oy (T%) which means that |A — B|| = 0O (ﬁ)

Under Assumptions 1, 2 and 3, this section is dedicated to finding an asymptotic deterministic

version of the true MSBE(OA,))L) defined in equation 3.2 with a similar approach than the one used
in Appendix A.2 for MSBE(8)).

Theorem A.3.1 (Asymptotic MSBE). Under Assumptions 1, 2, and 3, the determinsitic asymptotic
MSBE is

2

MSBE(8)) = |7+ P ¥sUnQu(Nr — - ¥sU,QuNr|_ +4,

with second-order correction factor

A=l + Tr(Ap[@sW20F 205 (U, —1V;)  ¥s+¥s])
" 1= 3 Tr(#2Qm ()T ¥1Qm (V)

1Qm(N7%,,
where

Ap = [Iis) —vP™)" Dy~ 15| — vP7],
Os = TsU,Q,.(N).
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As N,m,d — oo with asymptotic constant ratio N/m, MSBE(8;)) — MSBE(8)) <= 0.

Proof. We decompose MSBE(8?) as

MSBE(8)) = ||© + vP"£%6) — Egééll%m =7+ [vP" - L] Eg@%ll%ﬂ (A.34)
2
7 — I, - yP"2L2sU,Q,.7
m\f[ ] Dy~
(A.35)
= 175, (A.36)

2 = Iy
- m\/ﬁrTDM (I, — yP"|=52sU,Q.r (A37)

=275
2
[I, —yP"|2{ZsU,Qpr . (A.38)

Dyr

1
my/n

=275
We want to find an asymptotic equivalent for both Z; and Z3. From Lemma A.3.2, we have

E[Z,] = %fTDu“ (I, —yP"]¥sU,Q,r + O <\/1ﬁ> ,

For Z3, we have

2
——[I, —yP"|2LZsU,.Qpr

_ L TUTSISsApELIEsU,Q, .
Duw an m n

From Lemma A.3.3, we have

1 _ _
E[Z;] = —rTQT U'WsApPsU,Q,.7

]_ N TI‘ (Ap [GS‘IIQQT - 2@5((] ’}/V )T\I’S + ‘Ilg}) ||Q ’r‘||2
TL 1-— i Tr (‘I’2QT 1Qm) i

ofik)

With a similar proof than for Lemma 7.3.1 we can deduce that

MSBE(8)) — MSBE(8))) 5 0,
as m — OQ.

Lemma A.3.2. Under Assumptions 1, 2 and 3, let Z5 € R defined in equation A.37 as

Zy =

1 = I
m\/ﬁ]E[rTDl” [IP - ’YP ]zgzsUanT‘]-

ofik)

for Q,, the deterministic resolvent defined in equation 7.7, and s € RP*? defined in equation 7.15.

Then
1 —T I o
Zo — —\/ﬁr D~ [Ip —~vP ]'I’gUanr
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Proof. As in equation A.6, we decompose the matrix Eng as

N
T E T

i=1

where o; = o(STw;) € R™ for which w; € R? denotes the i-th row of W defined in equation 6.5.
Let Q_; € R™ ™ be the following resolvent

-1
1 1
m m
independent of o; and thus w;. From the Sherman identity (Lemma A.8.3), we have
1 - us
Zy = — \/ﬁna: (7" Dy [I, — vPT|SEEsU, Q]
1 N
= E E # D,y [I, — vP")oi0] Uanr]

1 FTD [I —’yP”]a'ZchU Q_;r
m\f Z 1+1a?U,Q (U, —vV,)To; |

Let D € RV*N e a diagonal matrix for which, for all i € [N], we have

D, =6 ~oTUQ (U, Vi) o
m

We replace 1 + 0' TU,Q_;(U, —vV,)To; by 14§ as following

_ _ T _
Zo = mf1+6 Zr D,-[I, — vP"|o;0, UnQ_Zr]
Z2
. 1 1 E iFTD [I —vP”]azaTU Q_,D;r
mynl+6 | = 1+ LoTU.Q_ (U, —V,) e

Za2

We have Zy; vanishing since E[||D||] = O (%) and from Lemma 7.4.1. From Theorem 7.2.3, we

have thus
1
_ =T o T T . -
ZQimfl—i—(S Zr D, I ~vP ]o‘lal U,Q_;r +O<\/ﬁ>
1 N 1 AT 1
—=———7" Dy~ |I, —yvP" | ®sU,E
= Jimiyo Dl - PTRsUE(Q ]”O(\/m)
1 _ - — 1
= WTTD'“ I, —vP"|¥sU,Q,r + O ( m)

Lemma A.3.3. Under Assumptions 1, 2 and 3, let Ap € RP*P be the matrixz defined in equa-
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tion 7.15, and let Z3 € R be defined in equation A.38 as
1
Zg =K |:'nm2rT gLnggzsAngzsUanr:l .
Then

1 = _
Zs — —rTQTUT O sAp¥sU,Q,,r
n

| % T(Ap[OsW:0% —205(U, —1V,) T Ws + Ws])
" ||erH\I’1

— % Tr (U2.QL ¥1Q.,)

1
= O —_— 5
vm
where Q. is the deterministic resolvent defined in equation 7.7, ¥1, Wy € R™ " qare defined in
equation 7.12, Ws € RP*P and Og € RP*™ qre defined in equation 7.15.

Proof. As in equation A.6, we decompose the matrix 2225 as
N
EEZS = ZO}‘O'Z-T,
i=1

where o; = o(STw;) € R™ for which w; € R? denotes the i-th row of W defined in equation 6.5.
Let Q_; € R™ "™ be the following resolvent

-1

1 1
Q.= [(Un - 'YVn)TEEESUn - *(Un - ’VV")TUZ'U;FU" + AL,
m m

independent of o; and thus w;. From the Sherman identity (Lemma A.8.3), we decompose Z3 as

1
Zs=E {anrTQflUg zgzsAngzsUanr} (A.39)
al 1
= Z E {QrT ﬁUgaiaiTApajajTUanr} (A.40)
= Lnm
- L 7 LUy oio] o;0/U,Q_;
= Z E 2" 1T 7 Ap P e
G2 L 1+ 20, U, Q (U, —7V,) oy 1+ 0 U.Q_;(U, —YV,)To;
(A.41)
iv: ZE 1 »T QLU o0] A oo UnQ-; ,
= P
=1 jAi nm? 14 %UZTUanz(Un - ’YVn)TUi 1+ %U;FUanj(Un - ’YVn)TUj

=Z31
. ZN:E L o QLUloiolApoiolUQ;
i=1 nm? (1 + %o’zTUanz(Un - 'YVn)To'i)z

=Z32

(A.42)

From Lemma A.3.4, we have
1 = _
Zz = —r" QLU ¥sAp¥sU,Qnr
n
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1+ Tr(Ap[Os®,0% — 205U, —1V,) " ¥s])  ~
+ - 1 T — 1Qmr(e,
n 1— & Tr (¥2QL9,Q,,)
1
o)

For the second term Z35, we have from Lemma A.3.5,

1 iTI‘(_AP‘IIS) = 1
T = S Qurli, + 0 ().

We conclude that

Zy = Z3o + Z32
1 — _
- ETT zLUEq}SAPTSUnQ7rLT
L1 LTr (Ap[@s¥,0% — 205U, —1V,) W5 + ¥s])
n - % Tr (‘IIQQZ;L‘II].QM)

o)

1Qmrl%,

Lemma A.3.4. Under Assumptions 1, 2 and 3, let Z31 € R defined in equation A.4/2 as

1 N
Zs1 :WZZE

i=1 j#i

TAHT 77T T T
r' QL,U, 0,0/ Apojo; U,Q_;r ]

(1 + %UiTUnQ—i(Un - ’YVn)TUi) (1 + i‘7'TU‘nQ—j(l]n - ’YV;L)TU]‘)

m ]

Then

1 _ _
Z31 — 77"T ZTUE\I’SAP‘I"gUanT
n

LTy (Ap[0s9,07 — 205(U, —1V,)T¥s])
1— % Tr (¥QL¥,Q,,)

1QmrIle,

-o(i)

where Q. is the deterministic resolvent defined in equation 7.7, W, Wy € R™™ are defined in
equation 7.12, Wg € RP*P and Og € RP*™ qare defined in equation 7.15.

S|

Proof. Using the Sherman identity (Lemma A.8.3), we decompose Z3; as

TAT 777 ~ ~T T )
r' QL,U, o0/ Apojo; U,Q_;r

N

1

Zgy = — E

T m? ; ; (14 £oTU,Q (U, —vV,) 7o) (1+ £0TU.Q (U, —1V,) 7))

1 & ]E' ; QLUTo0l Apo;oTU,Q_;
- 222 r 1+ LoTU (U, —~V)\T _r
nm? I + 570 UnQ—(Un —vVy) o

& & [, QT,UToi0lApo;oTU,Q_;
T nm2 ZZ r 1+iaTUQ 4(U _ V)To..r
: X L mI; Ynl¥—j n YVn J

=Z311
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ZXF

i=1 j#i

TQ_JUTO'] o, —vVv,) T»UTaiaTApajannQ,jr
1+ £07U,Q_;(U, —Vp)T0o;)’

=Z312

We want to find an asymptotic equivalent for both Z311; and Z315. For Z315, we have

| X
Zsmzﬁz:ZE r

i=1 j#i

N
1
> i)
nm 4
Jj=1

QT Ul o0l (U, -1V, )QT»UTO'Z-UTAPUJ-UJ-TU”Q,J-T
1+ £0TU,Q_;(U, —1V;)Ta;)’

LU o;0TU,Q - (70T (U, - 1Vi)QT,UIS 5 Apo;) 1

r b

(1+ LoTU,Q_;(U, —1V;)Ta;)”

where Egj = o(WI8) € RIN=x" for which W7 € RWW=1*4 depicts the same matrix than
the weight matrix W defined in equation 6.5 without the j*" row. Let D35 € RV*YN be a diagonal
matrix for which, for all j € [N], we have

2

1 s s 1 o .
(Dsial; = — 0] (Un=Va)QT UL S 57 Aporj—— T ((Un - yvn)QTjngsﬂTzsﬂApcps) .

From Lemma 7.4.1, we know there exists a real K; > 0 such that, for all m, we have ||D~[I, —
yPT|EL3sU, Q.| < Ki. Therefore, we deduce that

H —V,)Q" UTz:SJTzSJAPH O(1).

From Lemma A.7.2, we deduce that E[||D32|/] = O (\;m) Therefore, we get

2319 = 1 g:]E [TT QTJ'UEUJ'UJTUHQ—J'# Tr((U” - VW)QT UTZ JTZ JAP@S)
>
(1+ 5507U.Q (U, —7V,) 7))
+ L iE T QU007 U,Q_;j[D3s]; .
nm 1 + i‘J'Tl—]nQ—j(Un - ’YVn)TU])
TQT UlojoTU,Q ;5 Tr((U, —4V3) T,,UTEngEngptIDS)T
(14 5olU,Q;(U, — V)T )2

%ZE

1
+ %E TT %ngnglgzsUanT‘}
L f: 1 QL UL 00 UnQ 5 Tr((Un — 1Va)QT Ui 35" 55" Ap®s) |

=

T

3

/-\ 3

j=1
o(-L),
m

where the last equality is obtained since E[[|Ds12] = O (\%m), and since we know there exists a

1+ £0TU,Q_;(U, —1V;)Ta;)’

<.

(A.43)

real Kg > 0 such that, for all m, we have

1
L U,Qum | < K
Hﬁ sUnQ H— Q
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and

— Vo) T2E| < 2Kp.

|-

from Lemma A.4.4. We replace 1 + a'TU 2 Q_;(U, —vV,)To; by 146 in Z312 as following

N
312 = 5)? Z]E

QT U 0;0TU,Q_; Tr(U, —V,)QT, U S5 S Ap®s)r

Jj=1
+ iﬂz QUi o DiofU.Q—; (U, — 1Vu)QT,UN 55" 55" Aps)
_- ’I" ,
nm3 2 = <1+ O'TU Q ( 'YV) )2
1 T ATyT TrrTs—T—
= U ®sU,Q_rTr((U, —7V,)Q- U X" X ApP
nm3(1+5) r Q* n =S8 Q r I(( Y )Q n s SAP S)
=Z3121
1 1 T T 7T T T 1T T
+ 3 WE [r mUn ElezsUanT‘ TI'((Un — ’yVn)QiUn 25 ESAP(I)S)
=Z3122
1
O —
()

where D’ € RV*¥ is a diagonal matrix for which, for all j € [N], we have

2
D3:(1+5)2—(1+10TUQ iUy —V) o )

With a similar proof than for equation A.4, we can show % Tr(<I>S) = %% Tr(<I>3) is uniformly
bounded under Assumption 3. Combining |Tr(AB)| < ||A|| Tr(B) for non-negative definite matrix
B and Lemma 7.4.1, we have -1 Tr((U,, — yVn)QZUEEETEgAP{{g) = O(1). From all these

7712

upper bounds, and since it can be shown that E[HD’H] =0 (ﬁ), we deduce the second term,

Z3129, vanishes and thus

1 1
nm21+90

(k)

Let Q_;; € R™™ be the resolvent defined as

Z312 = r"QT Y Q_rTr((U, —yV,)Q U S5 S5 Ap®s)

-1
1 g g
Q-ij = {m(Un — V) 'SVT S50, + AIn} , (A.44)

where 257 = ¢(W =4 8) € RV=2%" for which W% € RN=2%4 depicts the same matrix than
the weight matrix W defined in equation 6.5 without the i** and j** row. Using the Sherman iden-
tity (Lemma A.8.3), the term # Tr((Un — WVH)QTU,?EgngAPQS) in Z312 can be rewritten
as

1

— Tr(U, — 7WV,)QTUI' S "S5 Ap®s)
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= Tr U, — 'yVn)QTjUgaiaiTAp{)S

1 U, -"V,)QT,. UTU'iO'Z-TA Lo
== T Z ( 7T )Q j PT S
m vy 144 o, U, Q_i(Uy, — V)T o

= 1 1 T T T
=T ;Wn —WV)QT, Ul 0T Ap®s
n 1 1 T Z (Un — Vi )QT“UTo'lU Ap®Ps (5 _ LO’»TU Q_i;(U, — ’YV;q,)TUi)
— T 1r
m21+5 i#] 1+7no-7,TU Q ( '}/Vn) g;
N 1
- m21+6 Tr ((Un - 'Y%)QZ_U};@SAP(I)S)
LL _ T 77T —iT ya—j
+ m2 1 + ) <(Un ’yVn)ijUn 23 DES Ap‘bs) s

where D € RV*¥ s a diagonal matrix for which, for all i € [N], we have
L 7 T
D;=6- o U,Q_i;(U, —YV,)" o;.

From the uniform boundness of L+ Tr(<I> ) = il Tr(<I>5) from Lemma 7.4.1, we have i Tr((Unf
YWV,)QIUIS "S5 Ap®s) = O(1). Since the operator norm of E[||D||] is of order O (

deduce the second term vanishes, and thus

).

1

— T ((Un - VWo)QIUIS TS Ap®s)
:ﬁLTr((U —V,)QT _Ul'®sAp®s) + O =
m2 1 +5 n n __Up ¥Fs S \/TTL .

Applying Lemma A.2.4 and Lemma A.2.5, we deduce for Z315 that

1 =Tr((U, = V) QT UM UsApPs) - 1
Zg1y = — & ( ) o ) 1Qmr (%, + O =
n - ﬁ Tr (‘I’2Qm lQm) \/777’
n 1-— % Tr (WZQ%‘I’lQm) miin \/’fi '
Now, we want to find an asymptotic equivalent for Z3;;. We replace 1+ O'TU 2Q_;(U,—V,)Te

by 14 6 in Z311 as following

N
Z311 = ZZ
i

QT U o,0; APO'jO'TU Q_;
1+ ~olU,Q (U, —V,) o

ZN:E P QT UTS sg JApaJa UnQ_J
m2 = 1+ mO'TU Q_,;(U, —YV,)To

_LLiE
_nm21—|—(5j:1

rTQTjUSESjTESjAPJjJ;‘-FUnQjr]

:Z3111
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1 XN: TQ UTz*szngpaja.TUQ -D-T
nm2 144 = 1+ LoTU,Q (U, —V,)"o ’
=Z3112

where D € RV*Y is a diagonal matrix for which, for all j € [N], we have
L 7
=6 —0;U.Q—;(Un -V)'e

We observe that

DS oo
T 77T T 1T 2SS T 77939
U -;U - U, ——
—qQr ngzsJr QL Ut o0] (U, —1V,)QL, r258s T,UTLO-JT
mn m 1+%0TUTQ (U, 'yV)TO'J " om A
DS
T 7T ZS<S
U
QLUT=S
TyrT T T T T TEEZS
oo
rour
>Ix TUT (U —V,)QT »I» o0
_QryuT=s=s m n "V )Rm g s s _qrur?i%
m n —J n

1- m jTUyq;Qm(Un - ’Y‘/n)To'j "

From above, we expand Z3112 as

23112
- 7% TQT U, S5 25’ Apajo] U, Q—J’Df,,
§ = 1+ +0TU,Q (U, —1V,)To
- g QT UTSIS AP DS ST, Qe
nm21+46 m "

=Z31121
ElpT Q%Ugajaf(Un — Vo) gUgEgEgApajananDj
nm?2(1+90) (1 — %UJ.TUEQWL(U” — 'yVn)TJj)

=Z31122

04 ‘

L

QT Ulo;jol Apojol U,Q.D; (1 + —aTU Q-j(Un—Vo)'o )7“1 :

=Z31123

We have Zsj101 = O (\/1771> since E[|D]|] = O (\/%) and from Lemma 7.4.1. Subsequently, we

rewrite Z3j129 as

1
Z31122 = 717_'_51@[ TQI U SED3112:55U, Q]
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with D31190 € RVXN a diagonal matrix for which, for all j € [N], we have

1 D,»a-T(U —WV,)QIUISTYsApo;
[D31122]j = E

1-—= TUTQm( n—yVn)To,
It can be shown that E[||Ds1122]|] = O (\/%), and we can deduce Z3i100 = O (\/m) Similarly,
we have Z31123 =0 (ﬁ) Z3112 V&HiShQS, and thus

+o(¢%).

It remains to handle Z3111 for which we have from the Sherman identity (Lemma A.8.3),

N
— —>YE [rT TUursy"sApojolU,Q_jr

N
1 1 § TNHT Tsv—JTs—J T
23111 = 2 1 n 5 E|r —jUn ESJ ESJAPO'jO'j UnQ_j’l"

j=1
1 1 & +ToT U7
— anmZZ QY Ul o] Ap®sU,Q_;r
Jj=1i#j
_ iv:z T Q ”U O'iO' AP‘PSU Q ij
nm 5: o 1+ O'TUQ”( —vV) o

=Z31111
QLU oio] Ap®sU,Q _i;(U, ’YVn)TO'iO'iTUnQ—ijT

E|r 2
(1 + EUiTUnQ—ij( n VwL)TUJ

M

a m31—|—(5jz1Z

I

J

=Z31112

Again, we replace 1 + o'TU Q_ij(U, — V) o; by 1+ in Zs1111 as following

o QTlJUTaiaTAp'PsU Q-ij
1+ LolTU,Q_i;(U, —7V,)To

31111 = m21+6zz

Jl#

o2 Ao ZZE QLU oio! Ap®sU,Q_ir
nm 1+5 Py
4+ — ZZ PT QT Uloioc! Ap®sU,Q _i;D;
an 2 = Z;ﬁ] 1 + %U;TU”Q—ZJ(UTL — nyn)To-z
1N?2 1
=————=E[r"Q" Ul ®sAp®sU,Q__
nm? (1+6)? [r Q__U, ®sAp®sU,Q__r
1 1 »TOT UT
+nm2(1+52ZZE Q_,U, o0, TAp®sU,Q- Dr]
J= 1%757
Elr TQT Ulo,oTAp®sU,Q_;(U, —7V,) O'io'iTUnQ—jD
+nm3 1+52ZZ 1_ TUQ ( V) T
J=1i#j -7
1

E rTQT_UglIISAP\PSUnQ__r]
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N
1 1 -
tom? nm? (1+96) 2 ZEl TQT UTE 7" DXy ]AP'I)SU Q—JT]
j=1

N

1 1 T T T
+nm(1+52JZE QL UI'sy’ D3111125UQJ7~]

=1
where D311 € RV*YN is a diagonal matrix for which, for all i € [N], we have

1 o, TAp®sU,Q_ i (Un — V) o (57 EO'TU Q_lj( ’yVn)Toy-)
1- Lo, UnQ—j( —Vu)lo

m

[D31111]

and Q__ is a resolvent with the same law than Q_;;. With similar arguments that before, we can
show that E[||D||] and E[||D31111]|] are of order O ( ) and therefore

1
TQT UTwsApP _ — .
r Q——Un S P SU’I’LQ T +O ™

By extending Lemma A.2.2 to the matrix Alp = UI'WsApPsU,, and from Lemma A.2.4 we

1
Z31111 = EE

obtain

1 _ _

231111 = ETTQZ@UE‘I’SAP‘I’SUanT
4+ 1 i Tl" (Ap@g‘I’Q@g)

nl—+Tr (TQ7T¥,Q,,)

()

Following the same reasoning for Z3;112, and from Lemma A.7.2; we have

Zs1112 = 31+5ZZE

1Qmr%,

QLU 0iocl Ap®sUnQ_i;(Un —1Va) aiaiTUnQ_ijT]
(1+ 20TU.Q_ij(Uy — Vi) To,)?

J=11i#j
1 L - +ToT UT T
~nm® 1+5)3ZZE LjUn 00 Ap@sUnQ_i(Un — Vo) 0107 UnQ-ijr
Jj=1i#j

(
w0 (Ja)
1 [ 1
Y 1+ )3 ZZ]E TQTijUgo-io'iTUanijr <mazTAP(I)SUnQ2](Un - 7Vn)TUi>‘|

nm? (1+6)° =
1
*0(m
N
11
E|r
nm2(1+53zz

J=1i#j
()

rTQT_w,Q__rTr(Ap¥sU,Q__(U, —V,)TW¥s)

1
Ulo0lU,Q_ i Tr(Ap@sU,Q_i;(U, —vV,) ®5)

—L]

IE
nN

(&)
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where the last equality is obtained with similar reasoning than for equation A.43. From Lemma A.2.4

and Lemma A.2.5, we have

1 3 Tr(Ap®s(Un —7Vi)"¥s)  ~ ( 1 )
Z ==X = A w3, O — ).
31112 = 1_ % T (‘I’QQ,T,L‘IHQm) 1Q 7°||\p1 Jm

We conclude for Z3;1 that

Zoi = 1T QLU s Ap WU, Qur
% Tr (Ap [@5‘1’2@£ — @S(Un — ’yVn)T\IIS])

1 ~ 2
L1 i _ r
n L= 5 Tr (22Q7,%1Qn) @i,
1
O -
* (m) ’
and for Z3; that
1 . _
Z31 = frTQﬁUZ;‘I/SAP\I’SUanT
n
L 13T (Ap[OsW:05 — 205Uy — Vo) ¥s]) 5 12
n 1— & Tr (22Q7,%1Q.) e

+0<¢1ﬁ>.

Lemma A.3.5. Under Assumptions 1, 2 and 3, let Z3o € R defined in equation A.4/2 as

N T 17T T T
1 U, oi0; Apoo; U,Q_;

ZngZE 2rT Q-U,0i0; Apoio ) 5T

i—=1 nm (1 + %O’lTUnQ,l(Un — ’)/Vn)TO'i)
Then
1 v Tr(Ap¥s) 0 <1>
nl— 4 Tr(¥.QL¥,Q,,) vm)’
where Q,, is the deterministic resolent defined in equation 7.7, Wi, Wy € R™ ™ qre defined in

equation 7.12, and ¥g € RP*P s defined in equation 7.15.

Z3s — 1Qmr|%,

Proof. We decompose Zs3y as

N T 77T o T T
I = L Y B|pr QUnoioi Aroig UnQ-i
e = L (L ol UnQi(Un — Vi) Toy)
— —_— r r
nm i—1 (1 + %O'ZTUnQ_z(Un _ ’YVn)TO'i)Q
N
+LZE TTQZiUEUiU?UnQ*i%(U?APUi—TI”(‘I>25AP))T
nm — (1+ LolU,Q_i(U, — yVp)T o)

1 Tr(®sAp) o f:E 1 QL. UT6,6TU,Q_;
= -7 — T
n m i=1 m (1 + %UzTUanz(Un - 'VVn)To'i)z
=Z321
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N
1 1 1
+ZTTZ:E ooy Z”LUrq;aia-iTUanE(UiTAPUi_TI'(‘I’SAP))

Z322

We want to show Zsz9 vanishes and find an asymptotic equivalent for Zsp;. Let Dsgy € RVXN be
a diagonal matrix for which, for all i € [N], we have

1 1
[D322L- = EU?APJZ- - Tr(<I>3Ap).

We rewrite Zs39o as

N
1 1
Z399 = ZE[m Z@Ugaia’z‘TUanE(G?APai — Tr(®sAp))
i=1
1
=E|— ﬂUgEgDszzstan]
m

From Lemma A.4.4, we know there exists a real Kb > 0 such that, for all m, we have

1
ES Uan

|

!/
< Kg

and

|7e-
Using Lemma A.7.2 we show that E[||Ds2l|]] = O (ﬁ), and we deduce that

|Z2aall =0 (=) .

We want to find an asymptotic equivalent for Zsp;. Let D3o; € RV*N be a diagonal matrix for
which, for all i € [N], we have

(D3], = (146)* - <1+10'TU Q_ (U, —vV,)To > :

We replace 1 + O'TU Q_:(U, —vV,)To; by 1+ 4§ as following

N 1 QT'UTU'iU'TUnQ i
Z321_Z E( TU Q ( 1
N
1+5 Z [ QiU UnQ- ]
R :

SR Z l QLU 6,0!U,.Qnm <1+6 1+—aTUQ i(Un—Va)'o ))]

N 1 ) TysT 1 T
Z*WE[Q—Un‘I’SUnQ ] 5 [ QmU Y 5D3213s5U, Qm:|

1

= 1+5 E[QI®:Q ]+ 0y (\/ﬁ
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The last equality is obtained since we can show that E[[|Dsa|] = O( L ) We have from

T
Lemma A.2.4 1
IE[QLw,Q,.] -E[Q"w,Q ]| =0 (ﬁ) ,

and from Lemma A.2.5

1 1
14+61— £ Tr (2:Q7 ¥,Q.,)

Z391 = LE[QZ;\IHQm] =

110 sz‘l’lQmﬂLOH(

1
)
We conclude that

1 L Tr(Ap¥s) . ( 1 )
ks > _ . of—).
ni— %TI‘(‘I’QQ%‘I’lQm)HQ 70”‘111 + 'm,

Z3z =
O

Lemma A.3.6. When all states have been visited, the empirical transition model matrix A, =
ﬁn(ﬁn — ’yVn) = U, (U, —~vV,,) defined in equation 6.1} is invertible.

Proof. Let ¢: § — Nand ¢’ : § — N be defined such that, for all i € [p], ¢(S;) and ¢/(S;) represent
the number of times S; occurs in X, and X, respectively. If all states have been visited (m = p),
for all i in [p], we have thus ¢(S;) > 0. The structure of /nU,, € R™*" indicates each column ¢ of
U, is a one-hot vector, where its j-th element is 1 if the i-th state s; of X, is §;. Conversely, each
row ¢ of /nU, has a j-th element is one if the j-th state s; of X, is S;. A similar correspondence
holds for /nV,, and X|,. From interpretations of U,, and V,,, we deduce nUnUg € R™*™ and
nV, V.I € R™*™ are diagonal matrices where the i-th element of its diagonal are ¢(S;) and ¢/(S;),
respectively. In the same way, nU,V,I € R™*™ is matrix for which [nU,V,I];; is ¢(S; — S;)
which represents the number of times the state S; follows S; in Dirain. We are going to prove Am
is invertible by using the Gershgorin circle theorem to show A, is strictly diagonally dominant,
ie., |[An]il > ZZ#HAW]U\ From the interpretations of U, U} and U, V,I', we have

c(8S;) —ve(S; — ;) N

[Am]u = [UnUﬁf]n— - ’Y[UnVnT]ii = "

0, Vi € [n],

and s s
[Am]m = _'Y[UnVnT}ij = w <0, Vi # j.

To prove A,, is invertible it remains to show > (A, = > Un(Uy —yV,)Ti; > 0 for all i € [m].

Let ¢ € [m], we have

Z[Un(Un - 'Y‘/n)T]ij = C(:’?) - ’YZ w = (1 _ ,}/) C(:’?) > 07

J

which concludes the proof. O

Lemma A.3.7. Let A be the second-order correction factor ofMSBE(GAﬁ) defined in equation 7.14.

If all states have been visited, then

v & T (UT AT Ap AL 1U,Q, 9208

A _ —
n - LT (920, (VT Q(N)

1Qum N, .

163



Appendix A. Mathematical Proofs: Double Descent in LSTD

where A,, = ﬁn(ﬁn — fyf/'n) = U, (U,, —vV,,) is the empirical transition model matriz defined in
equation 6.14.

Proof. When all states have been visited, we have U,, = Un, V, = Vn and ¥s = ¥4. Furthermore,
from Lemma A.3.6, A,, = ﬁn(ﬁn — vvn) = U, (U, —~V,) is invertible. We write

®S = \I’SUan(/\) = A 1Un<Un - ’YVn)T\I’SUan(/\)

1Un [In - AQm}
Using the equality above and the cyclic properties of the trace, we conclude that

Tt (Ap[0sW:0% — 205U, — 7V,) W + s )
—Tr (Ap (AU, [I, — Q] [T, — 2Q,,) 'UT A"
— 24U, [I, = AQu] (U, — 4V,) "W + \113]>
= ATy (APA;nlUan\IIQQﬁUE A;}T) - )\Tr(ApA,_nlUan(Un - A,Vn)T\ps)
AT (Ap®s (U, —1Va)QLUTALIT) + 20T (Ap AL U, Qu (U, — 1 Vi) s

= A2Tr (APA;}U,,Qm%QgUZ A—lT)

m

= A2 Tr(U;{ A;lTApA;IUani’zQZL)-

A.4 Technical Details on the Resolvent Q,,()\)

This section aims to prove that the operator norm of Q,,,(\) is uniformly upper bounded under As-
sumption 2. Indeed, controlling the operator norm of @, () is crucial for proving the theorems in
Chapter 7. When v = 0, which corresponds to the supervised learning case on the reward function,
the result is straightforward with Lemma A .8.6 since %E%}n Y x,, is positive-definite (Louart et al.,
2018; Liao et al., 2020). In the RL setting, the conclusion is less straightforward as the resolvent
is no longer that of a symmetric positive-definite matrix. This issue is further exacerbated by the
lack of results in the literature concerning the upper bounds for operator norm of resolvents of
non-positive-definite matrices. Lemma A.4.1 aims to propose a solution for the RL setting under
Assumptions 1 and 2. Proof of the widely used Lemma A.4.4 is also presented at the end of this
section.

Lemma A.4.1. Under Assumptions 1 and 2, let X\ > 0 and let Q.,(\) € R™*™ be the resolvent

defined in equation 0.13 as

-1
1 - o \T 5T &
Qu(N) = | — (U, =1 Va) 'S80, + AL

Then there exists a real K > 0 such that, for all m, we have

1Q@mM| < K.
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A~

Proof. Under Assumption 2, the empirical transition model matrix A,, = Un(ﬁn — V)T (equa-

tion 6.14) is invertible since the symmetric part of A, is positive-definite. Let

1 min
0<6</\min{£max,€4 },

for &min, Emax > 0 defined in Assumption 2. We rewrite equation 6.13 as

e S \NT T 2 -t
Qm(\) = [m(Un — V) TSLR U, +)\In]

-1

~ 1 N N ~ ~
- (Un - 7Vn)T l:ngzg + €I7n:| Un + )\In - €(Un - 'YVrL)TUn

=B,

To apply the Woodbury identity (Lemma A.8.2) on Q,,()\), we check that both
B, =\, — (U, —1V,)7U,,

and

- 1 - 71 R
M, = | =% 8¢ +el,,| +U,B, (U, —7V)"
m

- -%ngg—l—e.[m + [\ cAn] A

- 4 -1
1 ~ -1
= | =SB+ eln| + [/\A;l _ eIm}

are non-singular, since %2%2 g + eI, is non-singular. Given that H (Am) is positive-definite,
A,, has eigenvalues with positive real parts. Consequently, by the Weinstein—Aronszajn identity

(Lemma A.8.5), (Un - VV ) U has non-zero eigenvalues with positive real parts. As e < 5 <

A A — _ _ -

T HAL) < Rt (AL Ve deduce that the matrix B,, = \I,, (Un vVn) U,, has eigen

values with positive real parts and is non-singular. To prove that the matrix M, is non-singular,
-1

we propose to show £ M,,x > 0 for all non-zero £ € R™. Since [%Egzé +el,, is at least

positive-semi-definite, the statement 7 M,,x > 0 for all non-zero £ € R™ may be restated as

for all non-zero € R™, eIm]

iff for all non-zero « € R™,

3 I

iff for all non-zero x € R™, [ ;n — eIm] x>0
e
H h
)\

e -

lﬁ Vmin (H(A,r_nl)> >

b

By construction of U,, and V,,, we have both |U,|| < 1 and ||V, < 1. We deduce thus

1A = 00 = 2Va) || < 2

N ~

Since H(A;") = [A;)|TH(A,,)A;;}, we deduce from Ostrowski’s Theorem (Lemma A.8.4) that

Vmin(H( )) gmln
|A 2~ 4

Vmin (H(A;ll)) 2
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Since € < %, we have 7 M,z > 0 for all non-zero € R™, and thus M,, is non-singular. As

a consequence, we apply the Woodbury identity (Lemma A.8.2) on the resolvent Q,,(\) to get

N . 1 R —1
Qn(A) = {(Un — V)T [zgzg + eIm] U, + Bn]
m
=B '-B; (U, -~V,)"M;'U,B;".
Multiplying the equation above by B,, = AI,, — e(ﬁn - *yVn)TlA]n on both sides, and after manip-

ulating terms to isolate Q,, on the left-hand side gives

1 . . o

. . 1 . -t
+ Ae(U,, — V)T {ngngm + >\Im} U,

. . 1 . -t
— (U, — V)T [Angzg + AIm] U,.(U, — 7Vn)TUn] .

3

Applying the operator nom on the equality above, we find

1 _
1QmNl < 35 [ A+ 26+ 2| M|
P - 1 e & -
+ 2|l | —An ST+ M ||+ 20|l | —DEBsAn + M (A.45)
e ||| LA, mTn 1 ar B
m m~s<s m ’
since

1Bnll = M — €U = 4V) U || < A+ 26
From Lemma A.4.2, we have

1. or ] 1 4
and )
(1 re 1- 1 4

We find an upper bound for ||M,,|| to finish the proof. By denoting by Z7Z the Cholesky
1

decomposition of the positive-semi-definite matrix [%EEZ s +el,| , we reuse the Woodbury
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identity (Lemma A.8.2) to rewrite M,! as

M, ' =

m

_1 -1
1 . ~
[ngz s eIm] +[NA;! — el 1]

_[z7z DAt —er, )Y
22+ ] ™

=[NA,! — el — [MNA;)! — el 27 {Z NAL eI, | 27 + Im} _1z[AA;1 —ely].

From Lemma A.8.6,
-1

<1

H [ZD\AL! — L) 27 + 1] :
since H(Z[)\A;1 — eI,,] Z7) is positive-semi-definite, and from Lemma A.4.3 we have

~ 1
A <

Besides,
max m S S m — .

We deduce for the operator norm of M, that

A 1/ A 2
||Mm1§<£~ +e)+€(§‘ +e>.

Setting € = 2, < )\min{ 1 %} for ¢ > %min{L %} and putting upper bounds of

{max ’ {max ’

~ — ~ —1
[%Angzg + )\Im} [%2§25Am n AIm}

| M, into equation A.45 give

1Q@mN <

2
2 1 8 4
el R +)\<§m1n >+)\€ <£min+€/> A 2-€/+)\ 2~€’2]

1 2 1 2 1\? 8 4
L+ 4 5mm+ + ¢ 5min+§ t ot |-

_1!
R

Remark 41. From the proof of Lemma A.j.1, eigenspectrum constraints on the empirical transi-

tion model matriz A,, in Assumption 2 ensure the resolvent Qo (M) is uniformly bounded.

Lemma A.4.2. Under Assumptions 1 and 2, let A\ > 0 and let Q), (), Qr, (X) € R™*™ be the

following resolvents
~1
Q. () = | LA, TS+ A
m - m m~=3g<s m
and
-1
") = | =TS A, 4 AT
where A, = ﬁn(Un - vvn)T € R™*™ 4s the empirical transition model matriz (equation 6.14).
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Then, for all m, we have

4
i

>/M—*

4
o ond QM <

>/\>—‘

QLM <

Proof. Since the symmetric part of the empirical transition model matrix A, is positive-definite

under Assumption 2, the matrix A, is non-singular. We write thus

1
1@ = [ LA, zrs, + Mm]

[

- 1 - . - -1
< ﬁzgz s+ AALY = M (H(AL) Ly 4 Avmin (H (A} ))Im}

The last inequality is obtained with Lemma A.8.6 since H (iETE c+ANAS— Amin (H

v

is positive-semi-definite. By construction of both U,, and V;,, we have ||U,|| < 1 and HV ||
We deduce that
1Al = [Ta(T =y V)| < 2.

A~

Since H(A;!') = [A;1]TH(A,,)A;}, we deduce from Ostrowski’s theorem (Lemma A.8.4) that

Vmin (H( )) gmln

Vmin( (Anz )) = HAm||2 = 4

. We conclude that

Furthermore, from Lemma A.4.3, we have ||A H < 5

>

QI <

2
min

With similar reasoning, we can find the same upper bound for ||Q/,(N)]|. O

Lemma A.4.3. Let Am = ﬁn(ﬁn — vvn)T be the empirical transition model matriz defined in

equation 6.14. Under Assumption 2, for all m, we have

IAZH < 7—

1
fmm
Proof. We rewrite A,, as

Since the matrix H([Am — Vmin (H(Am))ImD is positive-semi-definite, we apply Lemma A.8.6
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on A to get
1

A7l < < .
|| m H o Vmin(H(Am)) - gmin

O

Lemma A.4.4. Under Assumption 1 and 2, let A > 0 and let Q,,(\) € R™ ™ be the resolvent
defined in equation 6.13 as

|y 7 \T 5T & -
Qm(A) = {m(Un Vi) ES”ES'Un +/\In:| .

Then there exists a real K > 0 such that, for all m, we have

H\}EESU,LQmWH <K
and )
Hﬁczmwvn V)L < 2K,

Proof. From Lemma A.4.1, we know there exists a real K > 0 such that, for all m, we have
|Qm(N)|| < K. Since the symmetric part of the empirical transition model matrix A,, = U, (U, —
'yVn)T (equation 6.14) is positive-definite under Assumption 2, the matrix A, is non-singular.
Furthermore, from Lemma A.4.3 we have |A | < Er:in7 and both |U,|| and ||V, are upper
bounded by 1. We deduce that

Hjﬁzgﬁnczme QN TOTSE 0,00
oy S m(MTAJ{AﬁUn(ﬁn—m)ngzsUan(A)%
- [ @u 7O 410 1, - 2@ ]|
_ KO+ K)
"V am

Similarly, we have

chzm@)(ﬁn VTS

NG
= H;Qmu)(ﬁn AV LRG0 (O~ V) A (O V)@V |
= H (L, = AQum(N)](Un = yVi) T AL (U, = 4Va) Q@ (V) '
<o [BUEE) (2 +5)

O

Lemma A.4.5. Let A > 0 and Um V,, be the auxiliary matrices defined in equation 0.7. The map-
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ping f : W — H L VT2 (W)TE(W)U, + )\In]_ is K/\/m-Lipschitz continuous

with respect to the Frobenius norm, for K > 0 independent of N and m.

. -1
Proof. Let Qp, : W [%(U —AV)TE(W)TE (W)U, +)\In] . From Lemma A.4.1, we
know there exists a real Kq,, > 0 such that, for all m and W, we have

||Qm(W)H < Kq,,-
Furthermore, both ||U, | and ||V,,|| are upper bounded by 1. Let H € RN*? we have

F(W + H) = f(W)
1Qn(W + H)[| ~ [@u(W)]]

< |Qn(W + H) — Qun(W)||

= ‘;Qm(W + H)(U, —V,)"[S¢(W + H)TS (W + H) — zg(W)ng(W)}Uan(W)H

- ‘;Qm(W—FH)(Un V)T [Ss(W + H)T[S4(W + H) —ES(W)}
+ {23(W Y H) - zS(W)]TzS(W)} ﬁan(W)H

< ‘;QW(W +H)(U, —V,)"S5(W + H)'[Sg(W + H) — 25<W>]fanm<W>H
@ W B, V) (W 4 ) - 23<W>]T25<W>Unczm<w>H

< Ko, %Qm(WJrH)(U'n—yVn)TE (W + H)T W+ H) -5, (W)}H
e s

From Lemma A.4.4, we know there exists a real K’ > 0 such that, for all m, we have
Ly w)U,.Q,,(W)| < K’
\/ﬁ n«¥m >
and

1 N N
"mQTYL(W + H)(Un - VVn)TES‘(W + H)T

From those results, we conclude the Lipschitz continuity of f with respect to the Frobenius norm

< 2K,

since

FOW + H) — f(W)) < K, sw o ) -z

KH\F

<4Kgq, K’ ﬁ [ES(W + H) - ES(W)] )
< el s,

_ 4KQ\7§K" Tr (HSSTHT)

< e | A
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O

Lemma A.4.6. Let A > 0, ﬁn,Vn be the auziliary matrices defined in equation 6.7, and Q. :
. N . -1

W [%(Un A V)TSg(W)TS (W)U, + AL,| . The mapping f : W = || Quu(W)TQun(W)||

is K/\/m-Lipschitz continuous with respect to the Frobenius norm, for K > 0 independent of N

and m.

Proof. From Lemma A.4.1 and Lemma A.4.5, we know there exists reals Kgq, , K > 0 such that,
for all m and W, H, we have

1Qm(W)| < Kq,,-

and
1[@n(W + H) - Q(W)]|| < 7”H”F

ﬂ

Let H € RVX4 we have

(W + H) — f(W)| = ||Qu(W + H)"Qu(W + H)| - ||Qu(W)TQum(W)]||
< @n(W + H)'Qu(W + H) = Qu(W)" Q. (W)
< |@u(W + H)'[Qu(W + H) - Qu(W)]|

+[@nw 4 m - @uw] @uw)|

2KKq,,
< ——="[H]|F.

A.5 Existence of the Resolvent Q,,()\)

In this section, we show that Assumption 2 guarantees the existence of the resolvent Q,,(\)
(Lemma A.5.1), but also that Assumption 2 may be true in practice under certain conditions
(Lemma A.5.2).

Lemma A.5.1. Under Assumption 2, for any A > 0, the resolvent Q,,(\) defined in equation 6.13
exists.

Proof. From Assumption 2, we know that vy (H(Am)) > &nin > 0, and thus H(ESAmEg) is
at least semi-positive-definite. From the Min-Max theorem, we deduce that the eigenvalues of
b SAWEZ: have nonnegative real parts. Consequently, the eigenvalues of %(ﬁn — ’yVn)TZgE B U,
have nonnegative real parts since both %(Un — ny")TEEZSUn and ESAmZg share the same

nonzero eigenvalues from the Weinstein—Aronszajn identity (Lemma A.8.5). O

Lemma A.5.2. Let ¢ : S — N and ¢ : S — N be defined such that, for all i € [m)], ¢(S;) and
c’(S'i) represent the number of times S; occurs in X,, and X/, respectively. If for all i € [m],
C(S’Z) > vc’(gi) then the symmetric part of the empirical transition model matriz Ay, (defined in
equation 6.14) is positive-definite.

Proof. The structure of \/ﬁffn € R™*™ indicates each column 7 of ﬁn is a one-hot vector, where
its j-th element is 1 if the ¢-th state s; of X, is S'j. Conversely, each row i of \/ﬁUn has a
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Jj-th element equal to one if the j-th state s; of X, is S;. A similar correspondence holds for
\/ﬁVn and X/. From interpretations of U, and Vn, we deduce that C,, = nUnUfLF € Rmxm
and CAZ’;Z = nVnVnT € R"™*™ are diagonal matrices where the i-th element of its diagonal is equal
to C(S’l) and c’(S'i)7 respectively. In the same way, N, = nﬁnVnT € R™*X™ igs matrix for which
[Nn]ij is C(S’, — S'j), i.e., the number of times the state S; follows S'j in Dirain. We want to prove
H (Am) = % is positive-definite by using the Gershgorin circle theorem and by showing
H(A,,) is strictly diagonally dominant, i.e., |[H(Am)}i| > Z#]HH(Am)]M

For all ¢ € [n], we have

[H(A))i =

and for all i #£ j

[H(A)]i; = 7 £ = ' ' U < 0.

To prove that H(A,,) is positive-definite it remains to show that
S HAW) =Y [H(AR); + [H(Ap))i
J j#i

J

ij J

for all 7 € [m]. Let i € [m], we have

S0 )y = ) A

J J

and

n

M0 (O, — Vo] = A5 g A8 80 8D S

since ¢(S;) > ~¢/(8;) for all i € [m]. We deduce for all i € [m] that

N ﬁn(ﬁn - /YVn)T lj-n(lj-n - PyVn)T
A, - 3 POty [T A
J J ij J ji
and thus H (Am) is strictly diagonally dominant and positive-definite. O

Remark 42. Conditions of Lemma A.5.2 may hold in practice. If Dypgin is derived from a sample
path of the MRP, where sj, , = s; for all i € [n — 1], and if S, depicts the distinct visited state
corresponding to the last next state visited s, in Dirgin, then we have C(S’l) = c’(S’i) foralli #1 and
¢(8)) = ¢(8)) — 1. For sufficiently large n, we may have ¢(S;) > ﬁ which satisfies conditions of
Lemma A.5.2. Similarly, conditions of Lemma A.5.2 are satisfied for the pathwise LSTD algorithm,
where Dipain s perturbed slightly by setting the feature of the next state of the last transition to

zero (Lazaric et al., 2012) to get ¢(S;) > ¢ (S)).
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A.6 About the Existence, Positiveness, and Uniqueness of

the correction factor ¢

This section is dedicated to proving that the fixed-point solution § of equation 7.8 is unique and

positive under Assumptions 1 and 2. This result is proven in the following Lemma.

Lemma A.6.1. Under Assumptions 1 and 2, for all m, let § be the solution to the fixed-point
equation 7.8 defined as

1 . N ~ [N 1 . . . -1
0=— Tr((Un, -V @ U, Em(Un — Vo) e sU, + ALL] )

Then § exists, is positive, and is unique.

Proof. For ease of notations, we define the matrix B,, = (Un - ’yVn)T{)S(AJn. The proof is based
on the use of Lemma A.8.7 on the mapping f: d — % Tr(Ban(é)). To apply Lemma A.8.7, we
need to show 4. f is positive on [0, 00), éi. f is monotonically increasing, iii. f is scalable, and iv.

f admits zg € [0, 00) such that xq > f(xg). Following this plan, we will show first 4., i.e., f(4) > 0
for all 6 > 0. By denoting v; (Ban(é)) the j-th eigenvalues of the matrix B, Q,, (), we have

-1

N 1 -
= vj(By)v; ([1Bn + )\In} > (from the Schur decomposition of B,,)

ml+9
Vj(Bn)
7]:]1 1Jlns”j (Bn) + A
1 N 1
TR 2 (m1+5|”j(Bn)|2+)‘Vj(Bn)>.
hﬁﬁﬁW(B”%+w

Let fim = ﬁn(ﬁn — 'yVn)T be the transition model matrix defined in equation 6.14, and ZZ7 be
the Cholesky decompositon of ®¢. From the Weinstein-Aronszajn identity (Lemma A.8.5), the
matrices B, = (U, —V,)T® gﬁn and ZT A,,Z share the same non-zero eigenvalues. Under
Assumption 2, the matrix H (ZTAmZ ) is at least semi-positive-definite, which implies that non-
zero real parts of eigenvalues of ZTA,,Z are positive. We deduce that Re(l/j (Bn)) > 0, for all

j € [m]. As a consequence,

f(0) =

3= 3=

(gl (BOP + 2wy (B)

J v;

)
- (

1
1

3=

2
1|1 XLy (B, +/\‘
’““ ) (A.46)
N 1

m1l+d

3 < vj (Bn)|2+)\Re(Vj(Bn))>
(Ba) + )|

N_1 .,
m 1448 Vj

> 0.

To prove ii., i.e., f is monotonically increasing on [0, 00), we show the derivative f’ of f is positive
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on [0,00). Let 6 > 0,

v (Bn)|? + Av;(

4 +aN

NZ 1
(W (1 +5)2‘VJ( )
N? 1
4<m?(1+5

N
4

N 1
m1+§

5.)

1

ml+46

1

[v3(Bo) 2;(By) + A2v;(B)?)

B Re((B,) )

(1)
N
1+5)2

v; (By) +)\’

+Z)\2 X 1 Re(l/j(Bfl))

N
m+6

(2)

Since real parts of eigenvalues of B,
(Lemma A.6.2) and thus (2) is positive, we can conclude 4i..
scalability in 4ii., i.e., af(d) > f(ad), Va > 1. Let « > 1 and § >

are positive, (1) is clearly positive.

0,

Since Tr(B2%) > 0

We can use a similar proof for the

0f(5) = (06) = 0= TH(Bo@un(9)) — — Tr(B,Qu(a)) (A.47)
= — Tr(B,[aQmn(8) — Qm(ad)]) (A.48)
- ;TT<QB”Q’"<5) [Z (1 +1a5 N a(11+5)) Bn + (A - 2) I”} Qm(a5)>
(A.49)
N (s s ) T () B, (a)
>0 )
(A.50)
ral (x - 2) Tt (B Qo (6)@n (09))
~0 (2)

To prove #ii.,

we can show that both (1) and (2) in equation A.50 are positive. We prove in ii.

that Tr(Ban(é’)Ban(é)) > 0 for any ¢’ > §. Since ad > §, we also deduce (1) is positive. For

(2), we can write
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n

vj(Bhn)
(X (Bu) +A) (X s (B) + A

N?  |v(Bn)? 5 N[ A A 2
¢j (( 21+ 0)(1 + a0) + A )Re(Vj(Bn)) + <1+5 + 1+a5> v (By)| >

J

I
MS

1

\Y
Vo [

where
1

(kB +3) (B )|

In order to apply Lemma A.8.7, we still need to demonstrate iv., i.e., f admits 2y € [0,00) such
that g > f(xo). To prove iv., it is sufficient to notice that if f is bounded, i.e., ¥4, f(§) < C. Let
6 > 0, we have

%T&(Ban(é)) - %T&((ﬁn — V)" ®:U,Qn(9))
= %Tr({) U Qm(8)(Un —7V,)")
<~ T(®)|02@u(0) (T — 22|

< %Tr(%)u@m(é)ll
= 0(1),

where we used for the first inequality |Tr(AB)| < ||B|| Tr(A) for non-negative definite matrix A.
The last inequality is obtained since % Tr(®g) is uniformly bounded under Assumptions 1 and 2
(see equation A.4). Furthermore, both ||U,|| and ||V, || are upper bounded by 1 and, with a similar
proof than for Lemma A.4.1, we can show there exists a real K > 0 such that, for all m and for
all 0 € [0, 00), we have [|Q,(d)|| < Kg. Since all hypotheses required on f to apply Lemma A.8.7
are satisfied, we can apply this Lemma, which concludes the proof. O

Lemma A.6.2. We have

Proof. Let A = U, (U, —~V,,)T. We denote by S(A) = A-A" the skew-symmetric part of A.
We have

Tr((Un - ’yVn)T‘i’Sﬁn(Un — vvn)T<1>3lA]n)
= Tr(®gABA)

Tr(q> <ADH( ))+Tr(«1> <A®:S(A))
(®s

(®s

Tr H(A)) +Tr(®sS(A)PsH(A)) + Tr(BH(A)P:S(A)) + Tr(2S(A)PsS(A))
Tr H(A)) 4+ Tr(®4S(A)@45(A)) > 0.

O

Lemma A.6.3. Under Assumptions 1 and 2, let § be the correction factor defined in equation 7.8.
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6 is a decreasing function with respect to N.

Proof. For ease of notations, we define the matrix B,, = (ﬁn - 'y‘A/n)T{) g ﬁn and we denote by Q.,,
the resolvent Q,,()\). The derivative of § as function of N is denoted as ¢'(N) and defined as

= Tr(BnQmBnQm)

1 (1+9)
! —
5 (N) - m 1— N %Tr(BanBnQM)
m (1+90)2

L r o) 9 L r 9 9) .
For all N, we have §'(IN) < 0 since = T (B("ﬁg”)B"Q’") > 0 and &= & (ﬁqu’)’f”QM) < 1 using a

similar reasoning than for equation A.22. O

Lemma A.6.4. Under Assumptions 1 and 2, let § be the correction factor defined in equation 7.8.

6 is a decreasing function with respect to .

Proof. For ease of notations, we define the matrix B,, = (Un — WN)T@ 8 U,, and we denote by Q..
the resolvent Q,,()\). The derivative of § as function of X is denoted as §'(\) and defined as

For all A, we have ¢’(\) < 0 using a similar reasoning than for ¢ii. in Lemma A.6.1. O

A.7 Concentration Results

The following section is dedicated to a set of concentration results used for the proofs of Theorems.
Preliminary results yield a concentration of measure properties for the random feature matrix
s € RN*™ which stem from the concentration inequality of Lemma 7.2.1 for Lipschitz appli-
cations of a Gaussian vector. Essentially, the guideline of the proofs involves the following steps:
given Wy; = o(W;;), for which W;; ~ N(0,1) and ¢ a Lipschitz function, the normal concentra-
tion of W is transferred to W. This process induces a normal concentration of the random vector
o(w”S), for w = p(w) and w ~ N (0, I;), and of the matrix X ¢. This implies that Lipschitz func-
tionals of a(wTS ) or X4 also concentrate. As highlighted earlier, these concentration results have
multiple consequences on convergence of random variables and are traditionally employed in Ran-
dom Matrix theory and in Theorem 7.2.3. We start by revisiting Lemma A.7.1 and Lemma A.7.2,
which are derived from Lemma 7.2.1 and that were previously introduced in Louart et al. (2018).
Subsequently, we provide intermediary Lemma 7.2.2 and Lemma A.7.3 to reach the principal re-
sult of this section articulated by Lemma A.7.4, which is employed in proofs of Theorems. In the

remainder of this section, we denote by ||| the Frobenius norm of a matrix.

Lemma A.7.1. Let 0 : R — R be a K -Lipschitz continuous function, let X € R**™ be a matriz,

and let w = @(w) be a vector for which ¢ : R = R is a K,-Lipschitz continuous function and

w NN(O,Id). Let
d
to = |o(0)] + Ko Ko X4/ —-

Then, for all t > 4ty, we have

1 _ c'mt2
o ( H m"“"TX)H > t) < co TERERT
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for some C,c > 0 are independent of all other parameters.

Proof. The proof of this Lemma can be found in the first half of proof of Louart et al. (2018,

Lemma 2), and is based on Lemma 7.2.1. O

Corollary A.7.1.1. (Louart et al., 2018, Remark 2) Let X € R¥™>*™ and let ¥x = o(WX) €

RNX™ be jts random features matriz defined as in equation 6.5. For all t > 4tg, we have

em?2¢2
Pr( HlEXH > t) < CNe 2NIXIZ,
m

where tog = |o(0)| + ||X||1/%

From the previous Lemma, we deduce the following key concentration result.

Lemma A.7.2. (Louart et al., 2018, Lemma 2) Let 0 : R — R be a K,-Lipschitz continuous
function, let X € R¥™>*™ be a matriz, and let w = p(w) be a vector for which ¢ : R — R is a
K -Lipschitz continuous function and @ ~ N(0,1). Let A € R™*™ be a matriz independent of
w such that |A|| < Ka. Then, we have

Pr( ‘;o—(wTX)TAa(wTX) - %Tr (AE [o(wTX)a(wTX)T])‘ > t)

2
cm s t t
ToRZ K2 2"““(62 20K )
< Ce 2K2ZK2|X|| 262K A ’

for tg =10(0)| + \/ £ K, K,|| X ||, and c,C € R independent of all other parameters.

Lemma A.7.3. Under Assumptions 1 and 2, let X > 0, let W € RN*? and let the resolvent
. . . -1
QW) = [ 10, V) g (W) B (WD, 4 A1,

defined as in equation 6.153. Let o € R™ independent of W such that \/%HUH < VK, for K, > 0.
Then

1 . . 1 s . . 2
Pr < ’moTUan(W)(Un V) e - EUTUnE[Qm(W)}(Un — Wn)%‘ > t> < Ceemt”

for some C|c > 0 independent of m and N.
Proof. Let the function f: W — %O'TUan(W)(Un — WVn)Ta'. We want to show f is Lipschitz

continuous to apply Lemma 7.2.2. Both ||U,|| and ||V, are upper bounded by 1. Let H € RN*4,

we have
lf(W+H)— f(W)]
- ’nllaTUn [Qm(w +H) - Qm(W)} (U, — Wn)%‘

< 2K, || [Qun(W + H) — Qu(W)] ||
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From Lemma A.4.5, we know there exists a real K > 0 independent of N and m such that
1[@u(W + H) — Qu(W)]|| < "= 1m)r
= Um

We prove that f is Lipschitz with parameter Q%K , and applying Lemma 7.2.1 gives

P (o 0,@u (WO, ~ ¥ "o — Lo 0,51Q WD, ~ Vi) o] > 1)

cmt?

< Ce 4KZK? ,

for some C, ¢ > 0 independent of other parameters. O

Lemma A.7.4. Under Assumptions 1 and 2, let Q_ € R™*™ be the resolvent defined in equa-
tion A.3, let w; ~ N(0,1;) be a Gaussian vector independent of Q_, and let o : R — R be a real
1-Lipschitz function. Then

A~ A~ A A~

pr( L o(w! 8)0,@ (T, —1V2) (8T w)

- L0 (0,110, — 1) Elo (8 w)o(w] 8))| > 1)

- ax(t?,t
< Ce cm max( )’

for some C,c > 0 independent of N, m.

Proof. We can observe that

Pr( %U(wfg)ﬁnQ_i(ﬁn AV o (8w,)
- %ﬂ (O.EIQ-i|(T, — 1V0) "Elo (8 wy)o (w] 5)]) ‘ > t)
< Pr( ‘1U(wTS’)TUnQZ(Un — V) o (w?S)
1m . (A51)
- oW 8T OLEIQID, Vi) ow$)| > )
4 Pr( ‘;a(wTS’)TUnIE[Q_i](f]n V) o(w” §)

1 ~ - - A A t
——Tr (UnIE[Q,i](Un - vVn)TE[a(STwi)U(wiTS)])‘ > 2).
m
From Lemma A.4.1, there exists a real K > 0 such that, for all m, we have
Qi < K.

Besides, both ||U,|| and ||V, are upper bounded by 1. We thus bound the probability of the
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right-hand part with Lemma A.7.2 as

A

pr( L (T 8)TULEQ (U — 1Y) o (w$)
— —Tr (ﬁnE[Q_i](ﬁn - nyn)T]E[a(STwi)a(w;fS)})‘ > t) (A.52)

cm

2
: t
— > = min 57
T 52 2 8,2 2»2K>
< Ce 2K2ZK2IS|| (2 2K

o+

)

for tg = |o(0)] + \/%KC,K@HS'Ha and ¢, C' € R independent of all other parameters. Let define the
real K’ > 0 and let Ag- be the probability space defined as

A = {w € R™, [o(w”$)|| < K'y/m}.

From Lemma A.7.1, we bound the second term Pr(.A%,) as

o mK!'2

Pr(A%) = Pr({|lo(w”8)| > K'v/m}) < C'e *<eX<ZIXI7

for some ¢/, C’ > 0 independent of other parameters. Conditioning the random variable of interest
with respect to Ak and its complementary A%, gives with Lemma A.7.3

Pr (‘;a(wTS)TUnQ(Un — V) o(w?S) - %o(wTS)TUnE[Q,](Un — 'yVn)Ta(wTS')‘ > t>

< Pr( %o(wTS’)TU'nQ_(U}L — V) o(wTS)

m

~ ™ $)TO,EQ (T, AV o 8)| > 1 0 Aw) + Pr(A)

< Clle—c”mt2 + 0167W
(A.53)

where ¢”’,C” > 0. Combing both equation A.52 and equation A.53 with equation A.51 gives

N

A~

Tr (U,E[Q_i)(U, — vV,)"E[o(STw;)o (wT S)]) ] > t> (A.54)

1
m

2 ’ 2
cm 5 t t cmK
- - min Pard M omt2 ——sma
2 2 2 T2 2)4;{) _c"mt 50 5
< Ce 2KZKZ S| (2 03 K Clle T Cle PKSKZIXI2

A.7.1 Reformulation of the Second-Order Correction Factors

In this section, we provide details of the reformulation of second-order correction factors:

1 A 5 T _
A=2_N Tr(Qm,(/\)\IIZQM():) ) m( N2 equation 7.11),
n 17%Tr(\Ilem(A)T\Ile,,L(A))”Q Mrile, (eq )
€ T_ _ T _
A=l ~ Tr(Ap[Os¥:0L 205U, —1V,) \Ifer\I's])HQm()\)TH%I’1 (equation 7.14), and

17% TI‘(‘I’QQ_m(A)T\Plém()‘))
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% Tr(Duﬂ [@5 ‘1’2 @g —2®S (Un _'YV;L)T'I’S +‘I'S} )

2/
11—+ TI‘(‘I’QQm()\)I v, Qm()\))
N

1Qm (N3, (equation 7.18)

3=

in the Mercer feature space defined in Section 8.2.2. A, A and A’ depend on Tr (T2Q,(N)T¥1Q,, (V)
and ||Qy (A)7||%, , which can be reformulated as

Tr (‘IIQQm()‘)T‘Illém()‘))
- T]Y; (1+6)2 Tr ((U - 'YVn)TQgQS(Un - ’Y‘Afn)Qm(A)Tﬁgggﬂgﬁném()\))
=Tr (TI(\)TTI())) (Lemma A.8.8)

— o)

and
1QmNrll, = " [IA6; | = 33 TH)6;|* = 33118, (V)|
In the Mercer feature space, we can also rewrite in A’

Tt (D,-©s¥,0%)
= mrrs T () Qs D~ Q5 TI(Y))

(35 eV] g

>

N T (D ®s) = 3 |97

and

N5 Tr (D Os(U, —1V,,) " ®5s) = & 5 Tr (Qs D, QETI(N))

§ (95, 951(Y)

F7D}Mr ’

Therefore,

Tt (Dyr [©59:0F — 22 1505(U, — Vi) s + X L ws | )

= 3195 - efnM)|l;.p,,

>y

HD2 Q% [y - TI(A H
With a similar reformulation, we have in A

1 ~ 2
Tt (Ap (059,08 —205(U, —7Va) " Ws + ¥s]) = 3 | D [ — 7 P] Q% Ly — V)] |

For A, we have
N T (Qin () T2Qm(N)T)
=\ m 1+5 Tr (Qm( )( 'YV ) (Un - VVn)Qm(/\)T)

= N LI T (0, — V)T [Ty~ T [T~ T 95(T, —7V3))

180



A.8. Intermediary Lemmas

= 2 |[(Un = 4Va) Q5 [Iyy — IV | 5.

We deduce that
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where A(M ) is defined, for any Mercer feature matrix M € RP*M of dimension p > 0, as
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A.8 Intermediary Lemmas

Lemma A.8.1 (Resolvent Identity). For invertible matrices A, B € R™*",
A'-B'=A"B-AB!

Lemma A.8.2 (Sherman—Morrison—-Woodbury Matrix Identity). (Horn and Johnson, 2012, The-
orem 0.7.4) Let A € R™ ™ be a non-singular matriz with a known inverse A=%; let M = A+UCYV,
in which U € R¥>" VvV € Rk and C*** s non-singular. If M and C~' + VAU are non-
singular then

(A+UCV)'=A'—A'U(C'+VA'U) ' VA, (A.55)

In particular (A +UV) ™' U = A7'U (I, + VA_lU)_1 and V (A+UV) ' = (I, + VA_lU)_1 VAL
Lemma A.8.3 (Sherman-Morrison Formula). Let A € R"*™ be a non-singular matriz with a

known inverse A7'; let M = A + uwv?, in which u,v € R™. If M is non-singular and 1 +
vT A= u # 0 then

-1 A lypT AL
A T =A== A.56
( tuv ) 1+vTA 1y ( )
In particular, (A + u'vT)_1 u = Hf{% and vT (A + uvT)_l = 1+vaT+llu' This Lemma is

an extension of Lemma A.8.2.

Lemma A.8.4 (Ostrowski’s Theorem). (Horn and Johnson, 2012, Theorem 4.5.9) Let A,S €
R™"™ with A Hermitian and S nonsingular. Let the eigenvalues of A, SAST, and SST be
arranged in nondecreasing order. Let o1 > ... > o, > 0 be the singular values of S. For each

k € [n] there is a positive real number 0y € [02,0%] such that
vi(SAST) = 0,1, (A)
Lemma A.8.5 (Weinstein—Aronszajn Identity). For A € R™*" B e R"*™ and A € R\ {0},
det(AB — AI,,) = (—\)™ " det(BA — AL,).

It follows that the non-zero eigenvalues of AB and BA are the same.
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Appendix A. Mathematical Proofs: Double Descent in LSTD

Lemma A.8.6. Let A € R™*"™ and X > 0.

I(A +AL) ™" <

> =

if and only if AAT + X\(A + AT) is positive definite. In particular, for matriz A € R™ ™ whose

the Hermitian part H(A) = A';AT s semi-positive-definite we have

— 1
(A +AL) 7 < 5

Proof.

1A+ ML) 2 = vimae ((A+AL) T (A+ L))

(
as E (A+AL) (AT +AL,)] ) s

= Vs ((AAT + (A + AT) 4+ 2°1,) )

1

min ((AAT + N(A+ AT) + N°1,))

where Ve, (B) and vy, (B) denotes the maximum eigenvalue and minimum eigenvalues of a
matrix B. Since A is positive-definite the matrix AAT + X\(A + AT) is semi-positive-definite
and has positive nonzeros eigenvalues. Therefore, vy, ((AAT + A+ AT) + )\2In)) > A? and
I(A+AL) T < 5

O

Lemma A.8.7. (Yates, 1995, Theorem 2) If a mapping f : [0,00) — [0, c0)

« is monotonically increasing, i.e x > 2’ = f(z) > f(2'),
o is scalable, i.e Va > 1, af(z) > f(azx),

o admits xg € [0,00) such that xo > f(xo),

then f has a unique fized-point.
Lemma A.8.8. Let A € R"™*" and B € R"*™. If AB + A\, is invertible, then

[AB+AI,| 'A=A[BA+IL] "

Proof. We have
A[BA+ I, = [AB+ )\, |A

Since both AB and BA share the same non-zero eigenvalues from Lemma A.8.5, we deduce
BA+MI, is also invertible. By multiplying the equation above with both the inverse of [BA+\I,,]
and [AB + A\, |, we get

[AB+AI,| 'A=A[BA+I,]""
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Appendix B

Additional Experiments: Features
Encoding in Deep Reinforcement

Learning

B.1 Sparsity Curves for DQN on Discrete Control Tasks

This appendix shows the evolution of the normalized activation overlap defined in Section 12.2.2

during the learning with respect to the environment steps for experiments of Section 12.2.3.
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Figure B.1: Normalized Overlap over environment steps during the training for neural networks

fed with raw inputs (blue), Fourier features ( ), and Fourier Light Features (green). Results
are averaged over 30 trainings with shading indicating the 95% CI.
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Figure B.2: Normalized Overlap over environment steps during the training for neural networks
fed with raw inputs (blue), Fourier features ( ), Fourier Light Features (green), Fourier Light
Features (green), Polynomial Features (red), Random Fourier Features (purple) and Tile Coding
features (brown). Results are averaged over 30 trainings with shading indicating the 95% CI.
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Appendix B. Additional Experiments: Features Encoding in Deep Reinforcement Learning

B.2 Smoothness Curves for DQN on Discrete Control Tasks

This appendix shows the evolution of the I3, 11, weight norms of layers of a two-layers neural

networks during the learning with respect to the environment steps for experiments of Section 12.4.
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B.2. Smoothness Curves for DQN on Discrete Control Tasks

Acrobot-v1

CartPole-v1

LunarLander-v2

MountainCar-v0

== 1200 p
140 / — p
f - Vs
120 s - > | 1000 / Ve
) - 10° | y 10° //
_ | /
2 100 - ! 800 / /
v / /
Z / 600 [ V4
60 ) [ /
400 | N ] -
40 | 102 —— ~ NN
20 - 200 A4 FF-NN
10! FLF-NN
0 0
0 20000 40000 60000 0 50000 100000 150000 0 50000 100000 150000 0 50000 100000 150000
Timesteps Timesteps Timesteps Timesteps
(a) In the First Layer
Acrobot-v1 CartPole-v1 LunarLander-v2 MountainCar-v0
10!
e 25 - ==
10 - 7 102 _~
3 20 F= //
7 /
g [
£ | 15 / 10! /
S w0 | / y
z | / -
= | |
4 — ‘ 0/ yz
/// R 100/ — NN
2 Y I 3 “ FF-NN
/ FLF-NN
U 10°! J 0 - -
0 20000 40000 60000 0 50000 100000 150000 0 50000 100000 150000 0 50000 100000 150000
Timesteps Timesteps Timesteps Timesteps

(b) In the Second Layer

Figure B.4: L; weight norm of layers of a two-layers neural networks over environment steps during
the training for neural networks fed with raw inputs (blue), Fourier features ( ), and Fourier
Light Features (green). Results are averaged over 30 trainings with shading indicating the 95%
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Figure B.5: L. weight norm of layers of a two-layers neural networks over environment steps
during the training for neural networks fed with raw inputs (blue), Fourier features ( ), and
Fourier Light Features (green). Results are averaged over 30 trainings with shading indicating the

95% CI.

185



Appendix B. Additional Experiments: Features Encoding in Deep Reinforcement Learning

B.3 Interference Curves for DQN on Discrete Control Tasks

This appendix shows the evolution of interference measures defined in Section 12.1.1 during the

learning with respect to the environment steps for experiments of Section 12.1.2.
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Figure B.6: Average Stiffness (AS) over environment steps during the training for neural networks
fed with raw inputs (blue), Fourier features (orange), and Fourier Light Features (green). Results
are averaged over 30 trainings with shading indicating the 95% CI.
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Figure B.7: Average Interference (AI) over environment steps during the training for neural net-
works fed with raw inputs (blue), Fourier features (orange), and Fourier Light Features (green).
Results are averaged over 30 trainings with shading indicating the 95% CI.
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Figure B.8: Interference Risk (IR) over environment steps during the training for neural networks
fed with raw inputs (blue), Fourier features (orange), and Fourier Light Features (green). Results
are averaged over 30 trainings with shading indicating the 95% CI.
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B.3. Interference Curves for DQN on Discrete Control Tasks

Experiments conducted on traditional feature encodings considered in Section 11.2.4 are depicted

below.
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Figure B.9: Average Stiffness (AS) over environment steps during the training for neural networks
fed with raw inputs (blue), Fourier features (orange), Fourier Light Features (green), Fourier Light
Features (green), Polynomial Features (red), Random Fourier Features (purple) and Tile Coding
features (brown). Results are averaged over 30 trainings with shading indicating the 95% CIL.
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Figure B.10: Average Interference (AI) over environment steps during the training for neural
networks fed with raw inputs (blue), Fourier features (orange), Fourier Light Features (green),
Fourier Light Features (green), Polynomial Features (red), Random Fourier Features (purple) and
Tile Coding features (brown). Results are averaged over 30 trainings with shading indicating the

95% CI.
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Figure B.11: Interference Risk (IR) over environment steps during the training for neural networks
fed with raw inputs (blue), Fourier features (orange), Fourier Light Features (green), Fourier Light
Features (green), Polynomial Features (red), Random Fourier Features (purple) and Tile Coding
features (brown). Results are averaged over 30 trainings with shading indicating the 95% CI.
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Titre: Analyse Expérimentale et Théorique des Algorithmes d’Apprentissage par Renforcement

Mots clés: Apprentissage automatique, apprentissage par renforcement, réseaux de neurones, matrice aléatoire, pré-

traitement

Résumé: En apprentissage par renforcement (RL), un
agent apprend comment agir dans un environnement in-
connu de facon & maximiser sa récompense sur le long
terme. Ces derniéres années, 'utilisation de réseaux de
neurones a conduit a de nombreuses avancées, notamment
en termes de scalabilité. Cependant, de nombreuses la-
cunes subsistent dans notre compréhension de la meilleure
maniere d’employer les réseaux de neurones en RL. Dans
cette these, nous proposons d’améliorer I'utilisation des
réseaux de neurones en RL de deux maniéres, présentées
dans deux parties distinctes. La premieére partie présente
une analyse théorique de I'impact du nombre de parametres
sur la performance d’apprentissage. La seconde partie pro-
pose un prétraitement simple des données, basé sur la série
de Fourier, qui améliore empiriquement les performances
des réseaux de neurones de plusieurs fagons.

Dans la premiére partie de cette theése, nous étudions
I'influence du nombre de parametres sur la performance.
Nous identifions le rapport entre le nombre de parameétres
et le nombre d’états visités comme un facteur crucial. En
particulier, nous observons un phénomene de double de-
scente caractérisé par une chute soudaine de performance
au-dela d’un rapport de un. Notre analyse est basée sur
lalgorithme de Least-Squares Temporal Difference learning
(LSTD) doté de caractéristiques aléatoires et d’un terme

de regularisation L2 dans un régime asymptotique, ou le
nombre de parametres et d’états visités tendent vers ’infini
tout en maintenant un rapport constant. Nous dérivons
des limites déterministes de mesures de performance qui
comportent des termes correctifs induits par le rapport fini
nombre de parameétres/états visités. Nous associons ex-
périmentallement ces termes correctifs au phénomene de
double descente et a une régularisation implicite du mod-
ele. Nous démontrons que ces termes correctifs diminuent
avec I'augmentation de la régularisation L2, du nombre de
parametres, ou de la diminution du nombre d’états non vis-
ités.

Dans la seconde partie de cette thése, nous proposons
I’étude d’un prétraitement des données basé sur la série de
Fourier. Nous présentons des expériences indiquant que ce
prétraitement peut conduire a des améliorations significa-
tives des performances, en termes de récompenses obtenues
et de données utilisées. De plus, nous observons que
ce prétraitement favorise une plus grande robustesse face
aux hyperparametres, conduit a I’élaboration de politiques
plus régulieres, et bénéficie au processus d’entrainement
en réduisant l'interférence d’apprentissage, en encourageant
I’apprentissage de caractéristiques distinctes, et en augmen-
tant Iexpressivité des caractéristiques apprises.
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Abstract: In Reinforcement Learning (RL), an agent
learns how to act in an unknown environment in order to
maximize its reward in the long run. In recent years, the
use of neural networks has led to breakthroughs, e.g., in
scalability. However, there are still gaps in our understand-
ing of how to best employ neural networks in RL. In this
thesis, we improve the usability of neural networks in RL
in two ways, presented in two separate parts. First, we
present a theoretical analysis of the influence of the number
of parameters on learning performance. Second, we propose
a simple feature preprocessing based on the Fourier series,
which empirically improves performance in several ways.

In the first part of this thesis, we study how the number of
parameters influences performance. We identify the ratio
between the number of parameters and the number of vis-
ited states as a crucial factor. We observe a double descent
phenomenon, i.e., a sudden drop in performance around
the parameter /state ratio of one. Our analysis is based on
the Least-Squared Temporal Difference (LSTD) algorithm
with random features and an L regularization penality in

an asymptotic regime, as both the number of parameters
and states go to infinity while maintaining a constant ra-
tio. We derive deterministic limits of performance measures
that feature correction due to the constant ratio between
the number of parameters and distinct visited states. We
experimentally associate those correction terms with the
double descent phenomenon and an implict regularization
of the model. We demonstrate that the correction terms
vanish as either the L2 regularization increases, the number
of parameters increases, or the number of unvisited states
decreases.

In the second part of this thesis, we study the preprocess-
ing of features through a Fourier series. We present ex-
periments indicating that this can lead to significant per-
formance gains in terms of rewards and sample efficiency.
Furthermore, we observe that this preprocessing increases
the robustness with respect to hyperparameters, leads to
smoother policies, and benefits the training process by re-
ducing learning interference, encouraging sparsity, and in-
creasing the expressiveness of the learned features.
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