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Short- and long-term future climate projections strongly depend on our understanding 

of the processes related to changes in the carbon cycle and how the latter interacts with climate 

for the centuries to millennia to come. Past climates offer a diversity of climatic conditions that 

provide the necessary hindsight to explore these interactions at different time scales. My PhD 

work combines experimental analyses performed on Antarctic ice together with a surface 

temperature synthesis and conceptual modelling to investigate the impact of carbon cycle 

changes on the Earth’s climate at centennial-to-orbital timescales. My results provide new 

insights: 

(i) At orbital scale: The causes of the Mid-Pleistocene-Transition (MPT, ~1.2 – 0.6 Ma), during 

which the glacial-interglacial periodicity changed from ~40 to ~100 ka cycles are widely debated. 

Based on a new conceptual model of global ice volume, I demonstrate that the orbital forcing 

played a key role in triggering the MPT. In addition, I show that an additional gradual forcing 

within the Earth’s internal system is required to fully simulate the MPT. These results support 

the hypothesis that a long-term decrease in atmospheric CO2 concentrations throughout the 

Pleistocene triggered the MPT. 

(ii) At multi-millennial scale: Having a comprehensive picture of the climate during warm 

periods require combining climate reconstruction from various archives across the globe. Here, 

I present the first surface temperature data synthesis at global scale across the interglacial 

Marine Isotope Stage 7 (MIS 7, ~245-190 ka). My results show that (i) the intensities of the 

two MIS 7 warm phases are similar in magnitude apart in the southern high latitudes, (ii) the 

high-latitudes climatic changes are correlated with variations in the atmospheric CO2 

concentrations and (iii) the surface temperature changes are correlated with the obliquity 

variations during this period, underlying similarities between MIS 7 and pre-MPT interglacials. 

(iii) At multi-centennial scale. Glacial-interglacial transitions (also referred to as terminations) 

are the largest global warming periods of the past 2 Ma. The interactions at play between the 

carbon cycle and the climate during these intervals remains not well constrained. Based on new 

and published records of δ15N of N2 and atmospheric CO2 concentrations measured on the air 

Abstract 
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trapped in the EPICA Dome C ice core, I evidence a multi-centennial scale lag of the 

atmospheric CO2 concentrations decrease over the Antarctic climate cooling at the end of four 

of the past five terminations. This delay, similar to the one observed during the millennial-

scale variability of the last glacial period, suggests that terminations are ultimately ended by 

millennial-scale events. The analysis of the sequence of events at the end of termination also 

suggests the enhancement of a mid-to-low latitude carbon sink that may constrain the exact 

timing of the atmospheric CO2 decrease. 

 (iv) At centennial scale. Increases of atmospheric CO2 concentrations at a rate superior to 1.5 

ppm.century-1 have been identified in high-resolution Antarctic ice core records over the past 

500 ka. Combining a new atmospheric CO2 record spanning the 260-190 ka period with 

published ones, I find that 18 of the 20 identified centennial-scale events occur in an orbital 

context of high obliquity. New simulations performed with the Earth System Model 

LOVECLIM support the hypothesis that the occurrence of centennial-scale carbon cycle 

variations is tight to the obliquity context and also point toward the continental biosphere as 

the obliquity-dependent source of carbon during these rapid events. 

Overall, my results evidence two main characteristics of the Pleistocene climate: (i) the 

pervasive role of the orbital forcing in the climate-carbon cycle interactions regardless of the 

timescale considered, and (ii) a close interplay between the processes acting at different 

timescales on the carbon cycle-climate interactions. 

 

Keywords : Paleoclimate, atmospheric CO2 concentrations, climate variability, Antarctic ice 

cores, conceptual modelling, multi-archive surface temperature synthesis 
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Les projections climatiques futures dépendent de notre compréhension des processus liés 

aux changements dans le cycle du carbone et de la manière dont ce dernier interagira avec le 

climat pour les siècles et les millénaires à venir. Cette thèse combine des analyses 

expérimentales réalisées sur de la glace Antarctique avec une synthèse des températures de 

surface et de la modélisation conceptuelle, permettant ainsi d’étudier l'impact des changements 

dans le cycle du carbone sur le climat à des échelles temporelles centennales à orbitales. Mes 

résultats apportent de nouvelles perspectives : 

(i) À l'échelle orbitale : Les causes de la Transition du Pléistocène Moyen (MPT, ~ 1,2 - 0,6 

Ma) font l'objet d'un large débat. Basé sur un nouveau modèle conceptuel du volume global de 

glace, je démontre que le forçage orbital a joué un rôle clé dans le déclenchement de la MPT, 

combiné à un changement graduel au sein du système interne terrestre. Ces résultats 

soutiennent l'hypothèse qu'une diminution sur le long terme des concentrations atmosphériques 

de CO2 durant le Pléistocène a déclenché la MPT. 

(ii) À l'échelle pluri-milléniale : Obtenir une représentation complète du climat pendant les 

périodes chaudes nécessite de se baser sur différentes archives sur toute la surface terrestre. Ici, 

je présente la première synthèse de données de température de surface à l'échelle mondiale 

pendant le stade marin isotopique 7 (MIS 7, ~ 245-190 ka). Mes résultats montrent que (i) les 

intensités des deux phases chaudes du MIS 7 sont similaires sauf dans les hautes latitudes 

australes, (ii) les changements climatiques dans les hautes latitudes sont corrélés avec les 

variations des concentrations atmosphériques de CO2 et (iii) les variations de température de 

surface sont corrélées avec les variations de l'obliquité pendant cette période, mettant en 

évidence des similitudes entre le MIS 7 et les interglaciaires pré-MPT. 

(iii) À l'échelle pluri-centennale : Les transitions glaciaire-interglaciaire (terminaisons) sont les 

périodes de réchauffement global les plus importantes des 2 derniers millions d'années. Les 

interactions en jeu entre le cycle du carbone et le climat pendant ces intervalles restent mal 

contraints. Sur la base de nouvelles et anciennes mesures des concentrations de δ15N de N2 et 

de CO2 atmosphérique issues de la carotte EPICA Dome C, je mets en évidence un retard à 

Résumé 
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l'échelle pluri-centennale de la diminution des concentrations de CO2 atmosphérique par 

rapport au refroidissement climatique Antarctique à la fin de quatre des cinq dernières 

terminaisons. Ce décalage, similaire à celui observé pendant la variabilité à l'échelle millénaire 

de la dernière période glaciaire, suggère que les terminaisons sont achevées par des événements 

milléniaux. L'analyse de la séquence d'événements à la fin de la terminaison suggère également 

que le renforcement d'un puits de carbone situés aux basses et moyennes latitudes pourrait 

avoir déterminé le moment exact de la diminution des concentrations de CO2. 

(iv) À l'échelle centennale : Plusieurs augmentations abruptes des concentrations 

atmosphériques de CO2 ont été identifiées par des mesures de l’air inclus dans la glace de 

l'Antarctique. En combinant un nouvel enregistrement des concentrations de CO2 

atmosphérique sur la période 260-190 ka avec des enregistrements publiés, je constate que 18 

des 20 événements centennaux identifiés se produisent dans un contexte d'obliquité élevée. De 

nouvelles simulations réalisées avec le modèle du système terrestre LOVECLIM confirment 

cette influence de l’obliquité et pointent vers la biosphère continentale comme source de 

carbone modulée par l'obliquité lors de ces événements rapides. 

Dans l'ensemble, mes résultats soulignent deux caractéristiques du climat du 

Pléistocène : (i) le rôle prédominant du forçage orbital dans les interactions entre le climat et 

le cycle du carbone, et (ii) une interaction forte entre les processus agissant à différentes échelles 

temporelles. 

 

Mots-clés : Paléoclimat, concentrations atmosphériques de CO2, variabilité climatique, carottes 

de glace Antarctiques, modélisation conceptuelle, synthèse de températures de surface. 
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It is unequivocal that human activities have heated our climate [IPCC report, AR6 

WGI]. Anthropogenic activities have released carbon initially stored in the lithospheric realm 

into the atmosphere. These fossil carbon emissions have induced a major perturbation of the 

pre-industrial climate. The increase in atmospheric concentrations of carbon dioxide (CO2) and 

methane (CH4) combined with the other human drivers (aerosols, ozone and land-used changes) 

have caused a total increase of the global surface temperature of 1.14 (0.9 to 1.4) °C in 2013–

2022 compared to 1850–1900 [Forster et al., 2023]. The consequences of the current greenhouses 

gas release in the atmosphere will continue after they have stopped, due to the inertia of both 

carbon cycle and climate, which retroaction processes at play between these components imply 

a delayed response to the initial perturbation (e.g. ice sheet melting) [IPCC SPR1.5, 2018]. 

Future climatic projections beyond the end of the century remain challenging because the 

observations of the climate-carbon cycle interactions are restricted to the last few decades. 

These interactions will be a determinant factor for the future evolution of the Earth’s climate 

at short (end of the century) and long (multi-millennia) terms. A better understanding of these 

interactions at multiple timescales is thus key to characterize the climate of the future and to 

help the adaption of our societies to the ongoing and future climate change. 

The speed and amplitude of the anthropogenic carbon emissions and their consequences 

on Earth’s climate have no equivalent in the past. Nevertheless, variations of the climate and 

the carbon cycle dynamics are registered in the paleoclimatic archives for millions of years. 

Especially, the climate of the past 2 million of years (Ma) is punctuated by an alternance of 

warm (i.e. interglacial) and cold (i.e. glacial) periods. These climates span a large range of 

temperatures, precipitation patterns and ice volume extension as well as a large diversity in 

atmospheric CO2 and CH4 concentrations. For instance, some of the past warm periods, lasting 

5-30 thousand of years (ka), registered polar surface temperature in the range of those expected 

at the end of the century [Past Interglacial Working Group of PAGES, 2016; Fischer et al., 

2018]. In parallel, the transitions from cold to warm periods, known as glacial terminations, are 

characterized by a 4-7 °C increase in global average temperature and a 60-100 ppm increase in 

Foreword 
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CO2 concentrations in about 10 ka [Bereiter et al., 2015; Tierney et al., 2020]. They represent 

major climatic transitions involving large changes in the carbon cycle dynamics.  

Due to its relatively-close proximity with present day, the past 2 Ma offers numerous 

records retrieved in natural paleoclimate archives. These archives cover a wide range of time 

intervals and geographical locations at different temporal resolutions. These characteristics 

allow to investigate the interactions between the carbon cycle and the climate at centennial- 

to orbital-scale. Hence, characterising and understanding the carbon cycle-climate interactions 

over the past 2 Ma can provide unique insights to better constrain the future centennial-to-

orbital-scale climatic variations in response to the current disruption in the carbon cycle.  

My PhD project takes place in this context, relying on the use of several key climatic 

intervals of the past 2 Ma as natural laboratories to characterise and understand the 

interactions between the carbon cycle and the climate at multiple timescales. This PhD project 

was based at IGE where I measured new CO2 and CH4 records on the Antarctic EPICA Dome 

C (EDC) ice core. My project also benefited from data measured by F. Prié, A. Grisart and A. 

Landais at LSCE, where I also spent three weeks in December 2021. 

The following manuscript is organised in seven Chapters. Chapter 1  introduces existing 

knowledges necessary to contextualize and understand the purpose of this PhD. Chapter 2  is 

a methodological chapter providing an overview of the experimental techniques in place at IGE 

used to produce new CO2 and CH4 highly resolved records measured on the Antarctic EDC ice 

core. Chapter 3  focuses on the orbital-scale variations of the climate and the interactions with 

carbon cycle and orbital forcing during the past 2 Ma through conceptual modelling. It is 

composed of a published article in Communications Earth & Environment [Legrain et al., 2023]. 

Chapter 4 investigates the evolution of the phasing between the Antarctic climate and the 

carbon cycle during the glacial terminations of the past 500 ka using high-resolution records 

retrieved from the air trapped in ice. This chapter is composed of a manuscript in preparation. 

Chapter 5 focuses on the spatio-temporal evolution of the warming during a past warm 

interglacial period (~245-190 ka) and its link to the carbon cycle and the orbital background 

conditions using a new surface temperature synthesis. This chapter is composed of a manuscript 

in preparation. Chapter 6  investigates the centennial-scale variations in the carbon cycle based 

on the combination of new and published CO2 and CH4 records together with climatic and 

carbon cycle simulations from an Earth system Model of Intermediary Complexity. This 

chapter is composed of a manuscript currently in revision for Nature. Lastly, Chapter 7 

concludes this PhD thesis and proposes some future research directions. At the end of the 
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manuscript are also included Appendices that gathered: (i) one co-authored study that presents 

the new Antarctic Ice Core Chronology 2023 for polar ice cores published in November 2023 in 

Climate of the Past and (ii) three papers related to the research project I carried out during 

my Master thesis and that I pursued in parallel of my PhD project: two first-authored papers 

published in April 2022 in Quaternary Research and in September 2023 in Quaternary Science 

Reviews, and one co-authored paper published in May 2023 in Quaternary Science Reviews.  
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Chapter 1 introduces existing knowledge necessary to contextualize and understand the 

purpose of my PhD project. First, I provide a brief presentation of the Earth’s climate and the 

carbon cycle. Second, I characterize the main features of the climate of the past 2 Ma. Third, 

I develop the main objectives of my PhD work. 

 

 

Context and objectives of the PhD project 

Chapter 1 
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1.1. Coupling of the Earth’s climate and carbon cycle variations 

1.1.1 Earth’s climate: forcings and realms 

The Earth’s climate is composed of multiple realms, i.e. atmosphere, biosphere, 

lithosphere, cryosphere and hydrosphere (Fig. 1.1). It is a complex interactive system since the 

destabilization of one of its realms has repercussions on the other components. Such 

destabilization could be induced by forcings external to the climate system:  

(i) The solar incoming radiations determine the amount of energy received at the 

surface of the Earth. This forcing could vary in time due to a change in the solar 

activity or a change in the Earth-Sun distance. These two parameters vary at 

different timescales: at billion-scale, the energy coming from the sun gradually 

increase. At multi-millennial scale, the Earth-Sun distance varies due to 

gravitational interactions between the components of the solar system [Laskar et 

al., 2004]. At decadal timescale, the energy coming from the sun varies at a 

secondary order [Engels and Bas van Geel, 2012]. 

(ii) The dynamic of the Earth’s internal processes directly affects the surface climate 

through plate tectonic and volcanic activity [e.g. Armijo et al., 2015]. These 

processes act at million-year timescale, but could also punctually and temporary 

impact the climate at annual to multi decadal-scale in case of major volcanic 

eruption [e.g. Mann et al., 2021]. 

(iii) The life itself could induced major climatic changes, as during the Great Oxydation 

Event at 2.2 Ga [Schirrmeister et al., 2013], or more recently with the anthropogenic 

induced climate change [IPCC report, AR6 WGI]. 
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Fig. 1.1: Schematic view of the five realms of the Earth climate, and the associated forcings that drive Earth’s 

climate.  

 

The initial perturbation of the climate by an external forcing is then amplified or 

mitigated through negative and positive internal retroaction processes, due to the interactions 

at play between the different climatic realms (Fig. 1.2). The components of the internal Earth’s 

system could react on a sub-annual to multi-millennial scale. For instance, the impact of a 

punctual climatic perturbation (e.g. a massive volcanic eruption) could pass onto the biosphere 

and the atmosphere in several years while its consequences could take centuries to millennia to 

pass on deep oceanic temperature and cryosphere extent (Fig. 1.2). The non-linearity of the 

climate thus complexifies the climatic response to an initial perturbation. This multi-timescale 

response of the internal climate system applies for the ongoing anthropogenic-induced climate 

perturbation. It is thus crucial to investigate the climatic variations not only at the 

observational timescale, that spanned the last few decades, but also at longer timescale i.e. 

ranging from centennial to multi-millennial timescales, to fully understand and quantify the 

future climatic response to the anthropogenic perturbation. My PhD project fits into this 

context as its overarching goal is to investigate the natural climatic variations at centennial-to 

orbital- timescale and their link with past changes in the carbon cycle. 
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Fig. 1.2: External forcing, internal climate feedbacks, major climatic events and PhD chapters presented as a function 

of the characteristic timescale they tackle. DO events: Dansgaard-Oeschger Events. NAO: North-Atlantic 

Oscillation. Modified and adapted from Bard, leçon inaugurale du Collège de France, 2002. 

 

Earth orbit variations

Pollution, Greenhouse gases, Land-used changes

108 107 106 105 104 1000 100 10 1 10-1

108 107 106 105 104 1000 100 10 1 10-1

Characteristic time (years)

Astronomical forcing

Chap. 3 

Chap. 4 

Chap. 6 

Sun variations

Geological forcing

Internal feedbacks

Human forcing

PhD Chapters

Chap. 5 

Geodynamical 
cycle

Glacial-Interglacial 
cycles

Heinrich stadials
DO events

SeasonsEl Niño
NAO

Climatic events

Continental drift

Mountain formation, sea level

Volcanism

Atmosphere

Atmosphere - Ocean

Atmosphere – Ocean - Cryosphere

Biosphere



- Chapter 1 - 

 

 

22 
 

1.1.2 Carbon cycle: sources and sinks from an atmospheric perspective 

The climatic realms interact through other physical systems, among which the carbon 

cycle, that is intimately coupled with the evolution of the global temperature over the Earth’s 

history. The approach developed in this PhD will investigate both the Earth’s climate and the 

carbon cycle variations, and the interactions at play between these two physical systems. 

Earth’s carbon molecules are stored in multiple reservoirs that interact with each other 

(Fig. 1.3). Consequently, the amount of carbon is not fixed through time for a defined reservoir. 

The carbon cycle refers to these reservoirs and the associated interactions between them. In 

the framework of this PhD research, the approach is focused on the atmospheric carbon 

reservoir, as it is the main driver of the anthropogenic induced climate change [IPCC report, 

AR6 WGI]. The amount of carbon in the atmosphere will thus have a determinant impact on 

the global Earth’s climate. Under this atmosphere-centred approach, a reservoir could be 

considered as a source/sink of carbon, if its net budget is negative/positive relatively to the 

atmosphere. The characterization of a reservoir as a source or a sink of carbon is thus highly 

dependent on the period and the timescale considered. The main carbon reservoirs are presented 

in Fig. 1.3 and are detailed below:  

 The atmosphere: it contains carbon under the form of the CO2 and CH4 molecules. The 

estimated amount of carbon during the pre-industrial era in the atmosphere was ~600 

Gigatons of Carbon (GtC). 

 The ocean: it contains carbon under the form of dissolved inorganic carbon HCO3. The 

estimated current amount of oceanic carbon is ~ 39,000 GtC, approximately 60 times 

more than in the atmosphere. 

 The terrestrial biosphere: it contains carbon included in organic forms in soils and 

vegetation. The estimated current amount of carbon stored in the terrestrial biosphere 

is ~2,000 GtC, approximately three times more than in the atmosphere. 

 The permafrost: it consists on perennially frozen ground containing trapped CO2 and 

CH4 greenhouse gases. The estimated current amount of carbon stored in the permafrost 

is ~1,500 GtC [Schuur et al., 2022]. 

 The geological reservoir: it contains carbon included in sedimentary rocks (CaCO3 

derivative minerals) and in organic matter (oil, gas and petrol). The estimated amount 
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of carbon in carbonate rock and in organic matter is ~80,000,000 GtC and ~14,000 GtC 

respectively, approximately 100,000 and 20 times more than in the atmosphere.  

 

 

 

 

 

Fig. 1.3: Representation of the carbon cycle and the main carbon fluxes between the different reservoirs. The boxed 

numbers are reservoirs in petagrams of carbon (Pg C). Arrows represent annual exchange in Pg C per year. Black/red 

numbers and arrows represent preindustrial/anthropogenic reservoir masses and fluxes. The red numbers in the 

reservoirs denote cumulative changes of anthropogenic carbon for the industrial period. Uncertainties are reported 

as 90% confidence intervals. Taken from IPCC report, AR5 WGI. 
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The reservoirs exchange carbon through known physical mechanisms. Some of the main 

mechanisms at play in the atmosphere – carbon reservoir interactions are mentioned below 

(Fig. 1.4): 

 Atmosphere – Terrestrial biosphere reservoir: respiration processes release carbon from 

the terrestrial biosphere to the atmosphere while photosynthesis takes carbon from the 

atmosphere to store it in the terrestrial biosphere reservoir. 

 Atmosphere – Oceanic reservoir: when the partial pressure of CO2 in the atmosphere is 

higher than the partial pressure of CO2 in the local water, atmospheric carbon dioxide 

can dissolve into the ocean. 

 Atmosphere – Geological reservoir: Erosion of carbonate rocks and volcanic activity 

release carbon from the geological reservoir to the atmosphere while erosion of silicate 

rocks stored carbon from the atmosphere to the geological reservoir. 

 

The relative importance of the contribution of the different reservoirs to the exchange 

of atmosphere highly depends on the flux of carbon from this reservoir to the atmosphere, more 

than the size of the reservoir itself. For instance, the exchange between the lithospheric reservoir 

and atmosphere, apart from anthropogenic sourced contribution, is very low (<0.3 GtC.yr-1) 

while it is by far the most extended reservoir (~80,000,000 GtC). At a million-year time scale, 

this reservoir could have a significant influence on the atmospheric CO2 concentrations. 

Thus, the impact of a reservoir on the amount of carbon release in the atmosphere 

should be considered under the scope of: (i) the amount of exchange between the reservoirs, 

i.e. the speed of reactivity of the reservoir to an external perturbation (ii) the duration timescale 

at which this mechanism applies. It is also important to mention that a decreasing net flux of 

a sink reservoir and an increasing net flux of a source reservoir have the same consequence, i.e. 

an increase of the amount of carbon in the atmosphere. Reversely, an increase of the net flux 

of a sink reservoir and a decreasing net flux of a source reservoir will decrease the amount of 

carbon in the atmosphere. In the framework of this PhD work, the variations in atmospheric 

CO2 concentrations are thus interpreted as the consequence of changes in the dynamics between 

the carbon reservoirs. Based on an approach combining model simulations and paleoclimatic 

datasets from natural archives, I will attempt to identify the carbon reservoir(s) involved in 

the reconstructed past climate and atmospheric CO2 changes (Chapter 4, Chapter 6). 
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Fig. 1.4: CO2-climate feedbacks processes and involved carbon reservoirs. Interactions between climate and 

land/ocean/atmosphere are represented in green/blue and orange. Negative and positive feedbacks between carbon 

reservoirs are represented by turquoise and red dotted arrows. Taken from the IPCC report, AR6 WGI.  

 

1.1.3. Interactions between climate and carbon cycle 

1.1.3.1 Impacts of a carbon cycle perturbation on climate:  

The carbon is stored as CO2 and CH4 molecules in the atmosphere, that are two 

greenhouse gases. Their atmospheric concentration will influence the amount of infra-red 

radiations from the surface lost in space: the more the concentrations increase, the less the 

infra-red radiations from the surface are directly reemit in space. This greenhouse effect has 

thus for consequence to increase the global surface temperature of the Earth [Arrhenius, 1896]. 

With a null greenhouse gas concentration, the global temperature at the surface of Earth would 

be ~ -19°C. In other words, it would be ~ 35°C below the average temperature of the pre-

industrial era [IPCC report, AR4 WGI]. By increasing the amount of carbon in the atmosphere, 

and thus the CO2 and CH4 concentrations, the Earth’s climate moves towards warmer global 

surface temperature. A disturbance of the carbon cycle atmosphere reservoir will thus have for 

consequence to modify the global Earth’s climate. In reaction to this perturbation, several 
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climate feedbacks will act on the different Earth carbon reservoir through mechanism such as 

global oceanic and land warming, climate extreme events and modification of the water cycle 

and wind circulations [IPCC report, AR6 WGI] (Fig. 1.4).  

1.1.3.2 Impacts of climate changes on carbon reservoirs 

 The impact of a climate change on carbon cycle reservoirs is diverse and should be 

considered under the scope of each of these reservoirs. First, the oceanic reservoir is impacted 

by a change in the global temperature. The solubility of CO2 in water decreases when the 

oceanic temperature increases. As a result, an increase of global temperature would provoke an 

immediate release of dissolved CO2 into the atmosphere [Archer et al., 2004]. A change of air 

temperature also directly impacts the oceanic circulation and stratification [IPCC report, AR6 

WGI]. For instance, the formation of sea ice in the Southern Ocean, that is highly dependent 

on the surface temperature conditions, modulates the intensity of CO2-rich water upwelling 

from the deep ocean to the surface [e.g. Watson and Naveira Garabato, 2006; Fogwill et al., 

2020]. These processes will modify the net flux of carbon from the ocean to the atmosphere, 

and thus create positive and/or negative retroactions of the original climate change.  

In the land carbon reservoir, both precipitation and temperature affect the growth of 

terrestrial vegetation and the carbon storage in soils [e.g. Weltzin et al., 2003; Lin et al., 2010]. 

Depending on the latitude of the affected regions, an increase of temperature and/or 

precipitation could provoke a growth or a reduction of the terrestrial vegetation at decadal to 

centennial-scale, as well as increasing the erosion of the soil that destabilizes terrestrial 

vegetation [e.g. Bunn et al., 2007; Fletcher et al., 2010; Li et al., 2016]. For instance, the 

increase of temperature in the Northern High-latitudes would have for consequence to 

destabilize the permafrost, in which is stored large quantities of carbon as CO2 and CH4 

greenhouse gases (~1,500 GtC) [Schuur et al., 2022]. 

Finally, changes in temperature and precipitation also act on the geological carbon 

reservoir through its impact on the erosion and alteration processes that are the dominant 

carbon cycle driver at multi-million-year scale. It could be considered at first order that 

increased precipitation and temperature will favoured erosion processes [Adams et al., 2020]. 

However, depending if this process affects carbonate or silicate rocks, the consequences will be 

opposite in net carbon flux with the atmosphere [Soulet et al., 2021; Zhang et al., 2021]. As for 

the terrestrial reservoir, the latitude will have a determining impact on erosion processes. A 

summary of these interactions for the CO2 is represented in Fig. 1.4. 
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1.1.3.3 Multi-time scale characterisation of carbon cycle-climate interactions 

 Several feedbacks occur between carbon cycle and climate processes. Hence, a 

correlation between a climate change and carbon cycle variations does not allow to conclude 

on a specific causality relationship between the two systems. For instance, when a concomitant 

increase of temperature and atmospheric CO2 concentrations is registered, processes involving 

a trigger from the climate or the carbon cycle could be invoked to explain the observed 

correlation. It underlines the crucial need to identify at high-resolution the phase relationship 

between the two mechanisms and/or quantified causality processes with physical models of 

different complexities. Considering the large range of timescales at which occur these 

interactions, I developed during my PhD project a multi-timescale approach in order to (i) 

characterize this multi-scale variability of both carbon cycle and climate in the past and (ii) to 

determine across this range of timescale whether the carbon cycle-related processes act as a 

driver of climate changes, or rather as a positive feedback of an initial climatic perturbation.
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1.2. Paleoclimate: beyond the instrumental record 

1.2.1 Interest of paleoclimatology 

As developed in the previous sections, the variations of the carbon cycle and the climate 

and their interactions occur at multiple timescales. The greenhouse gas concentrations in the 

atmosphere are considered as a reliable tracer of the carbon cycle dynamic. Nevertheless, the 

oldest instrumental record of atmospheric greenhouse gas concentrations was initiated in 1958 

with a continuous measurement of CO2 concentrations [Keeling and Keeling, 2017]. If this 

record is key in monitoring the anthropogenic-induced increase of atmospheric greenhouse gas 

concentrations, a study of the interactions between climate and CO2 concentrations based on 

the instrumental record is limited to 65 years back in time. Thus, it is impossible to explore 

these interactions at longer timescale, e.g. centennial-scale, millennial-scale or orbital-scale with 

an approach only based on instrumental monitoring.  

The study of paleoclimates, that encompasses all the climates of the Earth’s history, 

allows to explore the past climates at much longer timescales. The long-term past natural 

variations of the climate enable to contextualize the current ongoing warming and underline 

how unusual it is respectively to past natural variations [IPCC report, AR6 WGI, TS]. Also, a 

better understanding of the long-term interactions at play between the climate and the carbon 

cycle can help to constrain the future climatic trajectory beyond the end of the century, e.g. 

constraining climate sensitivity through different climates [IPCC report, AR6 WGI, TS; 

Tierney et al., 2020]. To do so, paleoclimate investigations rely on various natural archives (e.g. 

ice core, marine sediments, speleothems, pollens) that have recorded the past climate and 

carbon cycle variations [e.g. Petit et al., 1999; Lang and Wolff, 2011; Cheng et al., 2016; Sánchez 

Goñi et al., 2023]. Depending on the paleoarchive considered, it is possible to reconstruct 

climatic variables from the last centuries [e.g. Yao et al., 1997] to several million years [e.g. De 

Schepper et al., 2014], at sub-annual [e.g. Haines et al., 2016] to pluri-millennial scale resolution 

[e.g. Yamamoto et al., 2022]. In order to identify the processes responsible for the climate and 

carbon cycle changes reconstructed in the archives, the study of past climates also relies on 

simulations from Earth System Models (ESMs) that cover a large range of complexity [e.g. 

Stocker et al., 1992; Bouttes et al., 2016; Kageyama et al., 2021]. These models, can be used to 

investigate a large diversity of climate changes, both in terms of duration and amplitude. 

Especially, modelling the warm climates that occurred in the past to understand the physical 
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mechanisms at play during these periods is particularly relevant in the framework of the 

ongoing global warming [e.g. Masson et al., 1999; Yin and Berger, 2012; Sicard et al., 2022].  

1.2.2. The Antarctic ice cores: a window on the past atmosphere 

In this section 1.2.2., I introduce the Antarctic ice cores, as well as the paleoclimate 

models, that both have been extensively used in this PhD research.  

1.2.2.1 Introduction  

The ice core drilling sites are located in polar regions, i.e. the Greenland and Antarctic 

ice sheets, and in high-Alpine mountains. In the framework of this PhD project, I will focus on 

the Antarctic ice cores exclusively (Fig. 1.5). Antarctic ice cores are remarkable natural archives 

of the Earth’s history. They result from the drilling of a site where the snow was accumulated 

progressively due to positive annual mass balance, providing invaluable continuous records of 

the past climate conditions and atmospheric composition.  

The ice core archive is composed of two phases, the ice-phase, that results from the 

progressive compaction of the snow, and the gas-phase, that corresponds to the air trapped 

into the ice. Before its trapping, the atmosphere circulates into the firn, i.e. the porous layer 

at the surface of the ice sheet where the snow transforms progressively into ice. Both phases 

provide invaluable information on past Earth’s climate. For instance, the water isotopes of the 

ice have allowed to reconstruct the Antarctic surface temperature variations [Jouzel et al., 

1987; Masson-Delmotte et al., 2010] and the mid-latitude hydrological cycle [Vimeux et al., 

1999; Landais et al., 2021] over the past 800 ka. Reversely, the gas-phase of an ice core 

represents a unique archive of the past atmosphere. A way to investigate the past carbon cycle 

variations is to measure atmospheric greenhouse gas concentrations in ice cores [Barnola et al., 

1987; Fischer et al., 1999; Rhodes et al., 2015; Bauska et al., 2021]. During my PhD project, I 

measured new CO2 and CH4 records to investigate the past dynamics of the carbon cycle 

(Chapter 2). 
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Fig. 1.5: Location of the Antarctic ice cores discussed in this study. The yellow dot corresponds to the EDC ice core 

on which have been measured the new datasets presented in the manuscript.  

 

1.2.2.2 The EPICA Dome C (EDC) ice core 

 The EDC ice core was drilled in the framework of the European Project for Ice Coring 

in Antarctica (EPICA) from 1997 to 2003. The drilling site is located in the Eastern Antarctic 

plateau and is characterised by a very low accumulation rate (~ 2 cm.yr-1, Cavitte et al. [2018]). 

This low-precipitation amount, combined with the high depth of the drilling (3260 m, Parrenin 

et al. [2007]) allow to provide the oldest continuous ice core records so far [Bazin et al., 2013; 

Bouchet et al., under review, see Appendices]. In particular, the EDC ice core offers 

reconstructions of Antarctic surface temperature and greenhouse gas concentrations over the 

past 800 ka [Jouzel et al., 2007; Bereiter et al., 2015; Nehrbass-Ahles et al., 2020; Shin et al., 

2020], as well precious environmental and climate interpretation deduced from chemical and 
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impurities records [Wolff et al., 2006, 2023; Kaufmann et al., 2010; Lambert et al., 2012; Severi 

et al., 2023]. Twenty years later, this ice core is still extensively studied as it is the one of the 

three ice cores that provides records older than ~135 ka. The new measurements presented in 

Chapter 2 have been performed on this ice core. 

1.2.2.3 AICC2012 chronology and Δage difference between air and ice  

The current official chronology of reference of the EDC ice core is the Antarctic Ice 

Core Chronology 2012 (AICC2012) [Bazin et al., 2013; Veres et al., 2013]. It is a multi-site-

based approach relying on an inverse dating method that combines glaciological modelling with 

absolute and stratigraphic age markers. Orbital age constraints measured in the gas-phase of 

ice core (δ18Oatm of O2, O2/N2 ratios and total air content) have been also added to the age-

scale [Bazin et al., 2013]. This chronology is independent from other archives and facilitates 

the inter comparison of records from the different ice core sites (NGRIP, TALDICE, EDML, 

Vostok and EDC). The average absolute age uncertainty of this chronology is 2.5 ka for the 

EDC ice core. A specificity of ice core chronologies is that they are composed of two age scales, 

one for the ice-phase, and the other for the gas-phase. This is due to the fact that at the surface 

of an ice sheet, the air can circulate into the firn column [Schwander et al., 1993]. This 

specificity has strong consequences for the ice core measurements: the air is younger than the 

surrounding ice at a same depth, due to this connection between the air and the surface 

atmosphere in the firn. This difference of age is called Δage. In addition, it is possible to 

estimate a Δdepth, that corresponds to the difference depth between the air and the ice of the 

same age. These variables can be estimated with a firn densification model and by 

reconstructing the firn evolution through δ15N of N2 measurements [Capron et al., 2013; Bréant 

et al., 2017]. The uncertainty associated with this Δage can reach up to several millennia in the 

AICC2012 chronology [Bazin et al., 2013], but will be reduced to ~ 600 years in the future 

AICC2023 chronology [Bouchet et al., under review, see Appendices]. The comparison between 

a gas-phase proxy and an ice-phase proxy measured on the EDC ice core will thus be associated 

with a multi-centennial scale uncertainty. In this PhD work, the centennial-scale phasing 

between the carbon cycle and the climate will be investigated using exclusively gas-phase 

proxies in order to avoid the uncertainty associated with the Δage (Chapter 4). 
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1.2.3 Models in paleoclimate 

 Models are a complementary approach to data-based paleoclimatic reconstructions to 

investigate the physical mechanisms at play in the carbon cycle and the global climate. A large 

diversity of paleoclimate model has been developed [e.g. Paillard et al., 1998; Bouttes et al., 

2016; Kageyama et al., 2021]. They differ in their computation time and the complexity of the 

modelled processes (Fig. 1.6). Depending on the scientific goal, a model of variable complexity 

will be used to perform paleoclimatic simulation. 

Simple conceptual models aim to simplify complex climate systems into manageable 

components and processes. They focus on the most important factors that could impact climate, 

such as greenhouse gas concentrations, amount of incoming solar radiation, global ice volume, 

and the associated feedback mechanisms. These simplifications make them really efficient to 

investigate paleoclimate at million-year timescale. For these reasons, they have been used 

mainly to test hypothesis on mechanisms responsible for the occurrence of glacial-interglacial 

cycles [e.g. Calder, 1974; Paillard, 1998; Imbrie, 2011; Nyman and Ditlevsen, 2019].  

The Earth system Models of Intermediate Complexity (EMICs) are extensively used in 

paleoclimate as they are a good compromise between more time-consuming models and non-

spatialized conceptual models. Transient simulations over dozens of millennia could be 

performed with these models [e.g. Kessler et al., 2020]. They provide insights into regional 

climate pattern and are used to investigate specific climatic mechanisms, such as the impact of 

freshwater fluxes during the Termination I [Bouttes et al., 2023], the role of deep oceanic 

circulation in the outgassing of CO2 during Heinrich events [Menviel et al., 2014], and the 

relative influence of carbon cycle and orbital forcings in the establishment of past climates [Yin 

and Berger, 2012]. 

The General Circulation Models (GCMs) are a more complex representation of the 

Earth’s climate and carbon cycle systems compared to EMICs. The Paleoclimate Modeling 

Intercomparison Project (PMIP) has been initiated more than 30 years ago to compare the 

outputs of both EMIC and GCM models and evaluate their capacity to reproduce past climatic 

variations [Jousseaume and Taylor, 1995]. Since then, many studies based on GCMs outputs- 

paleodata comparison from distinct paleo archives such as ice cores [Masson et al., 1999], marine 

sediments [Capron et al., 2014] or aquifer-based continental temperature [Bekaert et al., 2023] 

have been published. Transient simulations with these complex models required more 

computation resources and are thus more challenging. Nevertheless, some transient simulations 
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have been recently performed during the Termination I with GCMs [Bader et al., 2020; Kapsch 

et al., 2022; Zhang et al., 2023]. 

In the framework of my PhD and depending on the timescale considered, I have use (i) 

conceptual modelling to investigates glacial-interglacial cycles of the past 2 Ma (Chapter 3), 

and (ii) simulations from an EMIC to identify the potential source of carbon reacting at 

centennial-scale during millennial-scale climatic events (Chapter 6) (Fig. 1.6). 

 

 

Fig. 1.6: Conceptual representation of the diversity of models used in paleoclimatology based on their complexity 

and computing time. Note that the reality is more a continuum than a series of categories. Illustration for conceptual 

model is from Paillard et al. [1998]. Illustration for GCM is from the LMD laboratory. Inspired from Bouttes, [2010]. 

Chapter 3 and Chapter 6 contains analysis performed with a conceptual model and an EMIC, respectively. 
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1.3. Climate and carbon cycle: a long-term perspective 

After having introduced the main features of the Earth’s climate and the carbon cycle, 

as well as paleoclimatology and its associated tools, I now contextualize the climate of the last 

2 Ma in a global perspective, presenting the interactions between the carbon cycle and the 

climate at longer timescales. 

1.3.1 Introduction 

From an initial temperature of several thousand of degrees ~ 4.5 Ga ago, the Earth’s 

global surface temperature has cooled until reaching the 50-0°C interval 4 Ga ago [Krissansen-

Toton et al., 2018]. During the past 4 Ga, the Earth’s global surface temperature was 

maintained within this relatively narrow temperature range. Nevertheless, variation of dozens 

of degree of the Earth’s global surface temperature has generated the alternance of extensively 

hot climate, characterized by an absence of ice at the surface of the Earth, to a nearly fully 

ice-covered Earth [Hoffman et al., 1998]. These variations are suspected to be driven by 

greenhouse gas concentrations in atmosphere, both responding to tectonic [Hoffman et al., 1998] 

and life forcing [Schirrmeister et al., 2013]. Depending on the timescale considered, the Earth’s 

climate could thus be considered stable, or reversely, submitted to major variations. Before 

focusing on specific climatic periods, it is crucial to contextualize the development of the 

Pleistocene (2.58 – 0.01 Ma) climate and the global trend in which it fits. 

1.3.2 Global overview of the climate-carbon cycle interactions of the past 56 Ma 

 There is 56 Ma ago, the Earth’s temperature increased by 5-8°C in 3-20 ka [Kennett 

and Stott, 1991; Gingerich, 2019]. This warming period, known as the Paleocene–Eocene 

Thermal Maximum (PETM), is thought to be the consequence of a large destabilization of the 

carbon cycle that led to an increase in global temperature (Fig. 1.7). At the end of this event, 

the global average temperature was ~ 26°C and the atmospheric CO2 concentration was ~ 1,500 

ppm [Rae et al., 2021] (Fig. 1.7). The PETM is an example of carbon cycle-driven climatic 

change. Since then, the global average temperature and the atmospheric CO2 concentrations 

have followed a global decreasing trend. The weathering of silicate rocks is commonly identified 

as the main variable driving long-term trend in the carbon cycle [e.g. Urey 1952, Isson et al., 

2020]. Recently, a study has pointed toward the change in the balance of weathering to CO2 

volcanic outgassing, and in a lesser extent the change in global temperature as the main driver 

of the CO2 decline since the PETM [Rae et al., 2021]. The progressive decrease in global average 
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temperature is illustrated by the shift from the Eocene ice-free hot house to the emergence of 

glacial-interglacial cycles during the Pleistocene period [Westerhold et al., 2020] (Fig. 1.7).  

 

Fig. 1.7: CO2 and global climate of the last 66 Ma. (a) Surface temperature estimated from the benthic δ18O stack 

of Westerhold et al. (2020) (b) Sea level estimates from Miller et al. (2020) (c) Atmospheric CO2 reconstructions 

from boron isotopes and alkenones. Note the superposition of climate variations occurring at various timescales (e.g. 

the gradual cooling over the past 56 Ma, the Miocene increase of CO2 concentrations, or the glacial interglacial 

Pleistocene cyclicity). Taken from Rae et al. [2021].  

 

1.3.3 Main features of the climate of the Pleistocene  

While investigating the climate of the Pleistocene, it remains crucial to keep in mind a 

broader view not restricted to the past 2 Ma. The Pleistocene climate is the result of a gradual 

decrease in global surface temperature and atmospheric greenhouse gas concentrations for more 
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than 50 Ma, that led to the emergence of the climatic cycles. Although the linear decreasing 

trend is not anymore the dominant feature of the Pleistocene climate, the hypotheses of the 

existence and the influence of a background decreasing trend on Pleistocene climate have been 

suggested in previous studies [e.g. McClymont et al., 2013; Willeit et al., 2019]. 

The lower limit of the Pleistocene (2.58 Ma) was initially defined as the age of the older 

occurrence of glaciations registered in the sedimentary archive. The Pleistocene is characterized 

by an alternance between relatively warm period with ice restricted in the pole areas, i.e. 

interglacial period, and relatively cold period with ice extended on the Northern hemisphere 

continent, i.e. glacial period [Imbrie and Imbrie, 1980; Abe-Ouchi et al., 2013] (Fig. 1.8).  

 

Fig. 1.8: Schematic representation of the continental ice extent and the associated variations in sea level from on an 

interglacial (Modern day, right) and a glacial (Last Glacial Maximum, left) period of the late Pleistocene. Taken 

from NOAA online resources. 

 

The cyclicity of the Pleistocene climate is registered in ice cores, marine sediments, and 

continental archives by both global and regional climatic proxy, and refers to the so-called 

glacial or climatic cycles. Although their definition is still debated, the interglacials could be 

defined as warm, low ice extent (high sea level) end-members of the glacial-interglacial cycles 

[Past Interglacial Working Group of PAGES, 2016]. Oppositely, the glacial could be defined as 

cold, high ice extent (low sea level) end-members of the glacial-interglacial cycles.  

Interglacial and glacial periods can be considered as climate states in the perspective of 

the Earth’s energy imbalance [IPCC report, AR6 WGI; Shackelton et al., 2023]. At the end of 

a glacial period, the Earth’s energy imbalance is positive and the climate moves toward a 

transitory state commonly referred to as glacial terminations or deglaciations. On one hand, 

the term “termination” was originally defined as the time interval in the deglacial period that 

corresponds to a decrease in the foraminifera δ18O record [Broecker and Van Donk, 1970]. On 
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the other hand, deglaciation is an older term referring to the retreat of an ice mass [Hershey et 

al., 1893; Alden, 1932] In the context of glacial interglacial cycles, it refers to the progressive 

retreat of the Northern hemisphere ice sheets from their glacial to interglacial extent [Past 

Interglacial Working Group of PAGES, 2016]. The deglaciation process is thus reflected in the 

variations of the global ice volume. Since the response time of the cryosphere to a global climatic 

change may take several millennia [Shakun et al., 2015; Clark et al., 2016], the period covered 

by a “deglaciation” might not be strictly similar to the interval covered by a termination.  

The term termination is now commonly used to a period of transition in all the 

properties that change during a glacial-interglacial transition [Denton et al., 2010; Landais et 

al., 2013; Past Interglacial Working Group of PAGES, 2016; Barker and Knorr, 2021]. In the 

manuscript, I will favour the use of the term termination. The use of the terms glacial, 

interglacial and termination will refer to their broad definition as described above.  

The cyclicity of the Pleistocene climate is paced by changes in the amount and 

distribution of solar irradiance on the Earth’s surface [Berger, 1988]. The variations in Earth’s 

insolation are caused by the changes in three orbital parameters described by the Milankovitch 

cycles [Milankovitch, 1941] (Fig. 1.9) : (i) the variations in the eccentricity of the Earth’s ellipse 

around the sun (ii) the variations in the Earth’s precession axis (iii) the variations in the 

Earth’s obliquity. The first two parameters directly impact the Earth-Sun distance and thus 

the amount of solar irradiance, while the latest impacts the distribution of the insolation at the 

surface of the Earth. The orbital parameters vary among a dominant periodicity of 100, 41 and 

23-19 ka for the eccentricity, obliquity and precession. They also vary in a lesser amplitude at 

others secondary periodicities that modulate their global variations. The summer insolation at 

the high-latitude of the Northern hemisphere would define the exact timing of the glaciation 

and deglaciation among the astronomical theory of climate of Milankovitch [1941]. The initial 

climate system response to the insolation variations is amplified through the ice sheet and 

carbon cycle dynamics that plays a major role in the amplitude of the climatic cycles [e.g. 

Ruddiman, 2006]. 

 More than eighty years later, this theory is still dominant to explain this cyclicity, 

although additional complexities were progressively introduced [e.g. Paillard et al., 1998; 

Tzedakis et al., 2017]. 

Nevertheless, the observed climatic variations registered during glacial cycles are of 

larger amplitude than the expected climatic variations in response to the variation in insolation. 

The initial orbital pacing is thus amplified by retroactions mechanisms in the internal climatic 
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system of the Earth [Genthon et al., 1987]. More interestingly, the precession is the most 

impacting orbital parameter on the solar irradiance of the Earth. However, the observed 

dominant climate cycle periodicities are closer to the two other orbital parameters (~40 ka and 

~ 100 ka). This non-linearity of the climate to the orbital parameter variations illustrates the 

major role play by the internal climatic retroactions in the shaping of Pleistocene climate.  
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Fig. 1.9: Orbital and global climate forcing over the past 2 Ma. From top to bottom: a. Schematic representation of 

the three orbital forcing parameters. b Eccentricity and precession. c. Obliquity. d. Insolation June 65°N. e. Benthic 

LR04 stack (‰) [Lisiecki and Raymo, 2005]. f. Atmospheric CO2 concentrations record from the ice core archive 

[Bereiter et al., 2015]. Yellow shaded area represents the approximate timing of the MPT. 

1.3.4 The “Mid-Pleistocene Transition” problem  

 An emblematic example of the non-linearity of the Earth’s climate response to the 

orbital forcing is the so-called Mid-Pleistocene Transition (MPT). Somewhere between ~ 1.2 - 

0.8 Ma, the periodicity of the climatic cycles has changed from ~ 40 ka to ~ 100 ka and in 

parallel, the amplitude of climatic cycles increased (Fig. 1.9). Before this transition, the Earth’s 

climate thus varied at a ~ 40 ka periodicity. A recent study has pointed the complexity of such 

cycles whose shape and amplitude could by driven by both precession and obliquity [Watanabe 

et al., 2023]. The authors propose that the larger amplitudes of obliquity and eccentricity during 

the 1.6-1.2 Ma period would help to establish a regular climatic cyclicity at 40 ka. Reversely, 

after the MPT, the average cyclicity shifted to ~100 ka. This approximate value has led to the 

eccentricity myth [Maslin et al., 2005] that would identify the eccentricity as the main driver 

of climatic cycles due to the similarity in the dominant periodicity. However, it is now suggested 

that the observed periodicity of climatic cycles during the last 800 ka is likely due to a 

combination of multiple skipped obliquity and/or precession cycles that led to ~ 80 and ~ 120 

ka cycles [Huybers and Wunsch, 2005; Tzedakis et al., 2017; Hobart et al., 2023].  

 During the MPT, no significant change in the orbital parameter forcings is registered 

(Fig. 1.9). Then, why do the periodicity and amplitude of climatic cycles have changed? The 

carbon cycle has been proposed as a potential trigger for this transition [Chalk et al., 2017; 

Willeit et al., 2019]. However, no direct continuous record of atmospheric CO2 concentrations 

is available ye throughout the MPT (Fig. 1.9). This example illustrated the complexity of the 

response of the internal climate system during the Pleistocene. Understanding the mechanisms 

leading to the Pleistocene climate requires to investigate the internal climate retroactions 

triggered by the external orbital forcing. In this PhD work, I will investigate the relative role 

of the carbon cycle and orbital forcing on the establishment of the MPT (Chapter 3). 
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1.4. Focus on the climate variations of the past 800 ka 

Since the past 800 ka, the Earth’s climate alternates between glacial and interglacial 

periods. Superimposed to this orbital-scale trend, variations of climate of lower amplitude 

complexifies the climatic signal at millennial to centennial-scale. Here I introduce the main 

specificities of the climate of the last 800 ka that I investigated in this PhD project. 

1.4.1 Mechanisms during glacial terminations 

The climate of the past 800 ka is composed of eight climatic cycles spanned by the EDC 

ice core (Fig. 1.10). This glacial-interglacial cyclicity and the associated terminations are 

referred to as orbital-scale climatic variability in this manuscript. The different climatic periods 

varying at orbital-scale have been named Marine Isotope Stage (MIS) from the δ18O 

foraminifera record in core V28-238 [Shackleton and Opdyke, 1973] (Fig. 1.10). The climatic 

variations are asymmetric, as the glacial periods last several dozens of millennia whereas the 

interglacial duration does not exceed about 30 ka [Jouzel et al., 2007; Past Interglacial Working 

Group of PAGES, 2016]. These climatic cycles are characterized by a co-variation between 

Antarctic climate and greenhouse gas concentrations variations [Petit et al., 1999; Jouzel et 

al., 2007; Luthi et al., 2008]. The Mid-Brunhes event, at ~ 430 ka [Jansen et al., 1986; Lang 

and Wolff, 2011], initiates the establishment of the last four high-amplitude climatic cycles. 

These cycles are characterized by a larger amplitude, with sea level variations of ~100 m 

[Berends et al., 2021], CO2 concentrations variations of up to 100 ppm [Bereiter et al., 2015], 

and an Antarctic warming of 4-10°C [Jouzel et al., 2007; Buizert et al., 2021]. Nevertheless, the 

MIS 7 appears as an exception, registering relatively low sea level variation [Dutton et al., 

2009] and a bi-phased warming [Desprat et al., 2006], thus setting itself apart from MIS 1, 9 

and 11 [Lang and Wolff, 2011] (Fig. 1.10). The transitions occurring during these last four 

climatic cycles, i.e. the Termination I (TI), TII, TIII, TIV and TV are the most amplified 

climatic variations of the Pleistocene climate (Fig. 1.10). Our knowledge about the internal 

climate mechanisms at play during such major climatic transitions remains incomplete. 

Paleoclimatic records suggest a millennial-scale asynchronicity between the warming of the two 

hemispheres during the TI [Shakun et al., 2012]. This observation suggests a reduction of the 

Atlantic Meridional Overturning Circulation (AMOC) that consequently minimizes the cross-

equatorial heat transport [Schmittner et al., 2003; Shakun et al., 2012]. This leading Southern 

Hemisphere warming at the onset of terminations have encouraged the hypothesis that the 

terminations are initially triggered by millennial-scale climatic variability that run out of 
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control, blurring the frontier between millennial-scale and orbital-scale variabilities [Wolff et 

al., 2009; Broecker et al., 2010; Barker and Knorr, 2021]. 

 

Fig. 1.10: Climate and carbon cycle records of the last 800 ka. From top to bottom: LR04 δ18Ob stack [Lisiecki and 

Raymo, 2005] (black). EDC δD record [Jouzel et al., 2007] (blue), composite ice core CO2 record [Bereiter et al., 

2015] (red), composite ice core CH4 record [Loulergue et al., 2008] (green). δD, CO2 and CH4 record are on the 

AICC2012 chronology [Bazin et al., 2013; Veres et al., 2013]. Yellow shaded areas are the approximate highlight the 

last five terminations. MIS refers to Marine Isotope Stage.  

 

Over the course of a termination, the progressive melting of ice sheets of the Northern 

Hemisphere modifies the albedo of continental surface and acts as a positive retroaction 

mechanism that amplify the initial warming [Abe-Ouchi et al., 2013]. The carbon cycle is also 

suspected to act as an active amplifier of the initial orbital forcing [Paillard, 2015]. Overturning 

circulation changes and variations in carbonate chemistry of the ocean would provoke the 

release of carbon from the Southern deep ocean to the atmosphere during terminations [Kohfeld 

and Ridgwell, 2009; Anderson et al., 2009; Sigman et al., 2010]. An impact of the low-latitude 

biosphere carbon reservoir was also suggested at the end of TII [Landais et al., 2013]. 

During these unstable periods, the temperature of the high-latitudes of the Southern 

Hemisphere registered an early warming in comparison to the Northern Hemisphere [Shakun 

et al., 2012]. Nevertheless, the role of carbon cycle during termination remains unclear, 
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especially because of the uncertainty in the phase relationship between atmospheric CO2 

concentrations and the Antarctic temperature change [Caillon et al., 2003; Pedro et al., 2012; 

Landais et al., 2013; Parrenin et al., 2013] 

When investigating the role played by the carbon cycle in terminations, some of the 

biggest limitations are the resolution of the paleorecords and the Δage uncertainty associated 

with the establishment of a sequence of climatic (ice-phase proxy) and carbon (gas-phase proxy) 

events. One objective of this PhD is to avoid this relative uncertainty by looking at the sequence 

of changes between the climate and atmospheric CO2, focusing on records exclusively measured 

in the gas phase of the EDC ice core (Chapter 4).  

1.4.2 Interglacials: benchmark periods for future climate  

The last four interglacial periods (MIS 5, MIS 7e, MIS 9e, MIS 11) are characterized 

by global polar surface conditions similar to or warmer than the pre-industrial [Jouzel et al., 

2007; Lang and Wolff, 2011; Capron et al., 2014]. They are also characterized by a wide 

diversity in term of duration and magnitude, due to different orbital forcings but also because 

of internal climate processes not fully understood yet [Yin and Berger, 2012; Bouttes et al., 

2016; Hoffman et al., 2017]. The interglacials represent a unique opportunity to (i) investigate 

the effect of a warmer than pre-industrial climate on the different components of the Earth’s 

system (ice sheets, oceanic circulations, carbon cycle) (ii) study the interactions between the 

carbon cycle and the climate under warmer than pre-industrial conditions and (iii) test the 

ability of climate models to spatially and temporally reproduce a warmer than pre-industrial 

climate. The intensity warming during interglacials are affected by a strong spatial 

heterogeneity, as revealed by both modelling and data approach [Yin and Berger, 2012; Capron 

et al., 2014]. A characterization of the warm interglacial climates thus requires a large spatial 

coverage, ideally from both continental and oceanic records.  

Apart from the MIS 5 and MIS 11 for which the temporal and spatial patterns of 

warming have been characterized [Capron et al., 2014; Milker et al., 2015; Capron et al., 2017; 

Hoffman et al., 2017], no global synthesis of the warming during MIS 7 and MIS 9 have been 

published. During my PhD, I built the first multi-archive synthesis focusing on MIS 7 to 

temporally and spatially characterize the warming pattern and the regional similarity between 

carbon cycle and orbital forcings, and surface temperature evolutions (Chapter 5).  
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1.4.3 Millennial-scale climate variability 

Millennial-scale climate variability was evidenced in numerous climate tracers from 

natural archives during glacial periods and terminations [Sánchez Goñi et al., 2002; Cheng et 

al., 2009; Fletcher et al., 2010; Wolff et al., 2010; Bauska et al., 2021]. Especially, during these 

millennial-scale event, the Southern hemisphere climate is characterized by a temperature 

increase of 1-3 °C in 1-2 ka, followed by a gradual temperature decrease [Barbante et al., 2006] 

(Fig. 1.11). These events have been called the Antarctic Isotopes Maximum (AIM) [Barbante 

et al., 2006; Landais et al., 2015]. The shape of these events is caused by the progressive 

slowdown of the AMOC, that no longer transports the heat from the Southern to the Northern 

hemisphere. Consequently, the heat slowly accumulates in the Southern Hemisphere. After 

several millennia, the resumption of the AMOC evacuates the heat from the Southern 

Hemisphere to the Northern Hemisphere. The Southern Hemisphere starts its cooling, while 

the Northern Hemisphere initiates its warming. This delay between the two hemispheres and 

the associated mechanism are called the bipolar seesaw [Broecker et al., 1998] and have been 

extensively studied with models [e.g. Stocker and Johnsen, 2003; Pedro et al., 2018]. 

Nevertheless, a synthesis analysis refining the relative dating of Northern and Southern 

hemisphere records have revealed some incoherency between the systematic application of this 

mechanism and the morphology of some AIM [Landais et al., 2015].  

In the Northern Hemisphere, this millennial-scale climate variability is much more 

pronounced and is characterised by a succession of abrupt changes referred to as Dansgaard-

Oeschger (DO) events [Dansgaard et al., 1993; Capron et al., 2021]. They are characterized by 

an alternance between the Greenland stadials, phases with full glacial conditions, and 

Greenland interstadials, defined by warmer conditions (Fig. 1.11). The Greenland stadial-

interstadial transitions are characterized by a local surface temperature increase of up to 5-

16°C in few decades [NGRIP community members, 2004; Kindler et al., 2014; Capron et al., 

2021]. Continental records [e.g. Sánchez-Goñi et al., 2000; Genty et al., 2003], ice cores 

[Chappellaz et al., 1993], and marine sediments [Pedro et al., 2022] brought crucial information 

on their large spatial extent and their influence on global Earth’s climate.  

During the last glacial period, some Greenland stadials are associated with evidences of 

large iceberg discharges coming from the Laurentide ice sheet through the Hudson strait that 

have been registered in the Northern Atlantic Ice Rafted Debris (IRD) belt [Bond et al., 1992; 

Toucanne et al., 2022]. These events are called the Heinrich events. The Greenland Stadial 

during which is registered a Heinrich event is called a Heinrich Stadial (HS) [Barker et al., 
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2009; Harrisson and Sánchez-Goñi, 2010; Hodell et al., 2017]. This discharge implies a massive 

input of freshwater in the North Atlantic related to a weakening of the AMOC. Heinrich events 

were initially defined for events occurring during the last glacial period. In the manuscript, I 

use the mention Heinrich-like event to refer to potential Heinrich event occurring before the 

last glacial period and evidenced in marine sediment cores of the North Atlantic. Also, the 

mention of millennial-scale climate variability refers to the AIM, DO events, or HS.  

 

 

Fig. 1.11: Climate and carbon cycle records during the last glacial period. From top to bottom: NGRIP δ18O [NGRIP 

project members, 2004], WAIS Divide CH4 [Rhodes et al., 2015], log(Ca) and log(Na) [McConnell et al., 2017; Markle 

et al., 2018], WAIS Divide δ18O [WAIS Divide project members, 2015], WAIS Divide CO2 [Bauska et al., 2021] and 

residual variability in the CO2 record not explained by a simple lagged (580 years) response to WAIS Divide δ18O 

[Bauska et al., 2021]. Grey and blue bars indicate Greenland interstadials and Heinrich stadials. The dashed blue 

lines refer to the centennial-scale variability registered in the CO2 record during HS5, HS4 and HS2. Taken from 

Bauska et al. [2021]. 
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1.4.4 Centennial-scale climate variability  

Improvements in experimental set-up, development of new tracers, and the drilling of 

high-resolution marine and ice cores have enable the identification of sub-millennial scale 

variability in climate records and atmospheric CO2 concentrations during the last 500 ka in ice 

core [Ahn et al., 2012; Marcott et al., 2014; Nehrbass-Ahles et al., 2020; Bauska et al., 2021], 

oceanic [Galaasen et al., 2014, 2020; Gray et al., 2018; Rae et al., 2018], and continental records 

[e.g. Kravchinsky et al., 2021] (Fig. 1.11). In this manuscript, the use of centennial-scale 

variability refers to any sub-millennial variations in climatic or carbon cycle records. The 

increase of atmospheric CO2 concentrations of several ppm at centennial-scale are thought to 

be an abrupt response to the AMOC fluctuations occurring at millennial-scale climate 

variability [Marcott et al., 2014; Nehrbass-Ahles et al., 2020; Bauska et al., 2021]. These 

centennial-scale variations of atmospheric CO2 concentrations are still understudied due to the 

difficulty to obtain very highly-resolved and low-noise records from paleoclimate archives. Such 

records are key to improve our understanding of carbon cycle variations at sub-millennial-scale. 

These events are of particular interest in the context of the anthropogenic-induced climatic 

perturbation. In this PhD project, I will use the new greenhouse gas records presented in 

Chapter 2 and combined them to published records to investigate the impact of the background 

conditions on the occurrence of the centennial-scale events registered in the carbon cycle 

(Chapter 6). 

1.4.5 Interplay of multi-timescale climatic and carbon cycle variations 

Centennial-scale and millennial-scale carbon cycle and climatic changes are 

superimposed onto the dominant orbital- scale variability (Fig. 1.12) [Marcott et al., 2014; 

Nerhbass-Ahles et al., 2020; Barker and Knorr, 2021; Bauska et al., 2021]. The understanding 

of climatic variations and its interactions with the carbon cycle thus requires to investigate the 

mechanisms at play between the different timescales. This overlap also suggests potential 

connections between the occurrence of the timescales. It is the case during the TI, when both 

centennial-scale and millennial-scale events are registered in the atmospheric CO2 

concentrations over the course of the termination (Fig. 1.12). For instance, if the indirect role 

of the orbital background on millennial-scale climatic variability have been evidenced (i.e. the 

dominance of glacial millennial-scale variability compared to the interglacial one) [Jouzel et al., 

2007], large uncertainty remains on (i) the impact of the long-term climatic trend on the 

Pleistocene climate (section 1.3.) (ii) the role played by millennial-scale climatic variations in 
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the glacial terminations (iii) the potential influence of the orbital background on centennial-

scale variability of the carbon cycle. 

 

 

Fig. 1.12: Example of the interplay between the centennial-, millennial- and orbital-scale changes in the atmospheric 

CO2 record during TI. Top: Antarctic temperature stack (blue curve) [Buizert et al., 2018]. Bottom: WAIS Divide 

CO2 record during TI [Marcott et al., 2014]. The black curve is a moving mean of the raw CO2 record (red light 

dots). Dark grey, grey and light grey areas refer to the centennial-scale, millennial-scale and orbital-scale variability 

respectively evidenced in the atmospheric CO2 concentrations during TI.  
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1.5. PhD objectives 

The aim of my PhD project is to characterize the role of the changes in the carbon 

cycle on the climatic variations of the past 2 Ma and to understand the interplay between their 

orbital-, millennial- and centennial- scale interactions, using an integrative approach combining 

experimental analyses performed on the EDC ice core, model simulations and paleo-data 

compilation. To tackle this objective, my work addresses the following research questions:  

 What are the roles of the carbon cycle and the orbital forcing in triggering the 

MPT? (Chapter 3) 

 What are the orbital-to-millennial-scale interactions between the carbon cycle 

and the Antarctic climate during glacial terminations? (Chapter 4) 

 What is the spatio-temporal pattern of the warming during an interglacial 

period and how does it relate to orbital and carbon cycle forcings? (Chapter 5)  

 Is there a link between the orbital background and the centennial-scale changes 

in the carbon cycle? (Chapter 6) 
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Chapter 2 is a methodological chapter providing an overview of the experimental 

techniques in place at IGE for extracting the air from ice samples and measuring the CO2 and 

CH4 concentrations. I performed CO2 and CH4 analyses on the EDC samples from January to 

December 2021 and in October 2022, respectively. The new records will be published in Legrain 

et al., in revision (Chapter 6). After a brief overview of the experimental procedures which 

have already been described in details in previous PhD theses [Loulergue, 2007; Shin, 2019], I 

focus here on the correction and uncertainty computations carried out during the post-

measurement process. A comparison of the new measurements with the published Vostok, 

Dome Fuji (CO2) and EDC (CH4) records is also presented. 

 

 

 

 

 

 

 

 

 

  

Experimental analyses of CO2 and CH4 

concentrations in the EPICA Dome C ice core 

Chapter 2 

 

Chapter 2 aims at: 

 Contextualizing and introducing the ball mill CO2 and the melt-refreeze CH4 

extraction systems at IGE and the associated measurement systems. 

 

 Providing a detailed procedure for corrections and uncertainties computations. 

 

 Comparing new CO2 and CH4 measurements with previously existing records. 

Results: 

 203 new CO2 measurements were performed on the EDC ice core covering the 260 

– 190 ka period, leading to a 340 yrs temporal resolution attached to the new CO2 

record. 

 

 18 new CH4 measurements were performed on the EDC ice core during the 255 – 

250 and 210 - 200 ka intervals. 

Data availability:  

 The new CO2 and CH4 records will be available on PANGEA once published. 
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2.1. Greenhouse gas extraction from ice cores: diversity and heterogeneity of 

methods 

Ice cores are the only natural archives that provide a direct and continuous temporal 

preservation of the past atmosphere. In particular, greenhouse gas concentrations can be 

measured directly in the air bubbles trapped in the ice. Despite this advantage, physical 

[Schwander and Stauffer, 1984; Craig et al., 1988; Fourteau et al., 2017] and chemical [Delmas 

et al., 1980; Campen et al., 2003] processes during the formation of the ice and the storage 

could altered the original atmospheric signal. In the following section, I detailed the historical 

development and the main extraction techniques used for CO2 and CH4 measurement. Table 

2.1 presents the key information of the extraction and measurement methods, such as the 

weight of ice required, the precision of the measurement system, the extraction efficiency and 

the number of samples measured per day. 

2.1.1 Extraction methods for CO2 measurements 

At the beginning of ice core science, measuring CO2 concentrations in ice cores appeared 

unfeasible due to the in-situ production of CO2 in Greenland and non-polar ice cores [Coachman 

et al., 1956; Scholanders et al., 1956; Raynaud and Delmas, 1977]. However, a significant 

breakthrough occurred in 1980 with two key studies that successfully reconstructing CO2 

concentrations in Antarctic ice cores throughout the last glacial period [Delmas et al., 1980; 

Berner et al., 1980]. Extracting the air from the ice is the most challenging step in determining 

the atmospheric concentrations in past greenhouse gases. These pioneering studies have 

proposed dry extraction [Delmas et al., 1980] and a wet extraction [Berner et al., 1980] systems 

for the measurement of atmospheric CO2 concentrations. Most of the current measurement 

systems are derived from these two methods (Table 2.1):  

(i) The advantage of the dry-extraction system is the absence of exchange between 

a gas phase and a water phase, as the ice is maintained in its solid form during 

the crushing process. Dry extraction systems employ various ice crushing 

methods to extracted the air trapped within. At IGE in Grenoble, a ball mill 

system, inherited from the method of Delmas et al. [1980], is used (see section 

2.2. for more details). The Bern University in Switzerland, the Oregon State 

University in the USA and the Seoul National University use a needle cracker 

methodology that crush the ice using steel pins within a cooled vacuum chamber 

to release the trapped air [Ahn et al., 2009]. Additionally, the Bern university 
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also employ a Centrifugal Ice Microtome system that disintegrated the sample 

by slicing the ice within a cooled vacuum chamber, where magnetic bearings 

eliminated any friction [Bereiter et al., 2013].  

(ii) The wet extraction system has been developed at the Japanese National 

Institute of Polar Research (NIPR). The extraction system consists in melting 

the ice to collect the air released [Kawamura et al., 2003]. The advantage of this 

method is the ability to measure in parallel CO2, CH4, N2O, air isotopes and 

total air content with the same extraction process [Kawamura et al., 2003]. 

However, the interaction between the air and the water and the induced 

partially solubilization of CO2 in the water phase requires post measurement 

correction to reconstruct the original atmospheric CO2 concentration.  

More recently, the Bern university have developed a third extraction system based on 

ice sublimation [Schmitt et al., 2011]. This system has been recently improved in order to 

reduce the amount of ice required by the system [Mächler et al., 2023].  

Having a variety of extraction methods is crucial in increasing confidence in past CO2 

records. Intercomparing studies demonstrate that methodology processes only have a limited 

effect on absolute CO2 concentrations, typically inferior to 10 ppm [Bereiter et al., 2015; Shin 

et al., 2020].  

 

Table 2.1: : Examples of extraction methods used for discrete measurements of atmospheric CO2 and CH4 

concentrations. Modified from Shin, [2019].  

 

Extraction method

Wet extraction Sublimation extraction Dry extraction

Ball mill Needle cracker
Centrifugal Ice 

microtome
Laboratory NIPR IGE Bern IGE Bern OSU/SNU Bern

Greenhouse gas CO2 CH4 CO2 CO2 CO2 CO2 CO2

Sample size 300g 45g 30g 40g 7g 8-15g 3-15g

Extraction efficiency 100% 100% 100%
62% (bubbles)    

52% (clathrates)
70% (bubbles)        

50% (clathrates)
85% (bubbles)       

80% (clathrates)
95% (bubbles)                             

90% (clathrates)

Sample cadency (per day) 4 24 1 4 12-20 6 20

Number of replicates No No 1-2 1 4 7 3

Standard deviation (ppm) ~1.5 ppm ~5 ppb ~2 ppm ~1 ppm ~2.5 ppm ~1 ppm ~1 ppm

Detailed reference

Kawamura et 
al., [2003]

Raynaud et 
al.,  [1988]

Eggelston et al., [2016]; 
Schmitt et al., [2011]

Lorantou [2008]; 
Shin et al., [2020]

Lüthi et al., 
[2008]; 

Indermühle et al., 
[1999]

Ahn and Brook 
[2014]; Ahn et 

al., [2009]

Nehrbass-Ahles 
[2017], Silva 

[2022]
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2.1.2 Extraction methods for CH4 measurements  

CH4 concentration measurement is performed using a wet extraction system. Contrary 

to the CO2, the CH4 is not soluble in the water and thus the CH4 concentrations do not required 

to be corrected from a loss of signal in the liquid-phase. The first measurements of atmospheric 

CH4 in an ice core were performed by Robbins et al. [1973] in both Antarctic and Greenland 

ice cores providing a CH4 record covering the last ~ 2,500 years. Progressively, the atmospheric 

CH4 record has been extended back in time and the temporal resolution was increased [e.g. 

Craig et al., 1982; Chappellaz et al., 1990; Loulergue et al., 2008]. In addition to discrete 

analysis methods, the CH4 is now also measured using continuous measurement methods 

(Continuous Flow Analysis, CFA), which involves gradually melting sections of the ice core 

[Rhodes et al., 2013, 2015; Fourteau, 2019]. 
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2.2. Measurements of CO2 concentrations at IGE 

2.2.1 Context  

 The CO2 experimental set-up for discrete measurements was built at IGE over 40 years 

ago [Delmas et al., 1980]. It relies on a dry-extraction methodology coupled with a gas 

chromatographer (details are provided in Section 2.2.2). The main principle of the extraction 

and measurement system have remained the same for more than 40 years, while successive 

improvements were performed over this time [Barnola, 1984; Barnola et al., 1987; Petit et al., 

1999; Shin, 2019]. Recently, Shin, [2019] reported significant progress in the accuracy of the 

current measurement system. In the framework of my PhD, one of the objectives is to take 

advantage of the recent improvements made in the CO2 measurement and extraction systems 

to produce the first high-resolution CO2 record over the 260-190 ka period in the Antarctic 

EDC ice core in order to provide new constraints on the carbon cycle-climate interactions over 

MIS 7 and TIII. 

At the start of my PhD, the CO2 experimental set-up had not been used at IGE for 

over two years, and it was necessary to recalibrate the measurement device and conduct test 

measurements. This was done to ensure the accuracy of CO2 measurements and to 

comprehensively assess the various source of uncertainties associated with the measurements. 

Firstly, a brief description of the experimental CO2 line is presented in Section 2.2.2. Then, 

Section 2.2.3 will focus on the procedure used to quantify uncertainties. In Section 2.2.4, a 

comparison will be presented between the new EDC CO2 record and the existing Vostok and 

Dome Fuji CO2 records measured over the 260-190 ka period [Fischer et al., 1999; Petit et al., 

1999; Kawamura et al., 2003, 2007].  

2.2.2 CO2 experimental set-up at IGE 

 A full description of the CO2 experimental set-up at IGE is developed in Shin, [2019]. 

Here, I provide a summary of the measurement system, which consists of two main steps: 

 Extraction process: the aim of this step is to separate the air, which contains the CO2 

signal, from the ice, which is considered as a source of contamination due to potential 

water vapor release [Shin, 2019]. An ice sample of ~ 40 g is introduced into the ice 

chamber, which is a leak-proof stainless-steel container of 150 cm3. Five 8 mm and three 

12 mm stainless steel balls are then added to the sample [Barnola, 1984]. After 

connecting the ice chamber to the vacuum line, the cell valve is opened, and the 
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chamber undergoes a pumping process for approximately 20 minutes to remove the 

surrounding air. Simultaneously, the ice chamber is immersed in an ethanol bath at -

70°C (Fig 2.1). Then, the ice chamber is moved to the cold room and is fixed onto a 

vertical crusher, that crushes the ice at a speed of 100 cycles per minute. This crushing 

process is a source of contamination that can vary between the four ice chambers used, 

as identified in Shin, [2019] and discussed in details in Section 2.2.3. 

 Measurement process: the aim of this step is to determine the CO2 concentration in the 

air sample extracted during the previous step. To do so, the ice chamber is connected 

to the extraction line (Fig 2.1). The air sample is sent to a Gas Chromatograph (GC) 

to separate the CO2 from other gases. The GC is a device used for qualitative and 

quantitative analysis of multi-component gases. In this case, it separates CO2 from air 

(N2, O2 and Ar) in a column that contains a stationary phase that interact with gases 

among their affinity. The air components are transported by the carrier gas to a 

Thermal Conductivity Detector (TCD) while CO2 is converted to CH4 and sent to a 

Flame Ionization Detector (FID). The concentration of CO2 is determined by 

calibrating the FID response with varying amounts of a standard gas injected into the 

GC column. Five separate injections of the gas sample are made at distinct pressures 

to determine the final CO2 concentration. The standard deviation of these five injections 

represent the internal error of the measurement process that is considered to be the 

most significant source uncertainty of the complete measurement system (Section 

2.2.3.2). 
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Fig 2.1: Schematic diagram showing the dry extraction line at IGE. Arrows indicate the direction of the gas flow 

toward vacuum. V and EV indicate manual Valve and Electronic Valve respectively. P indicates pressure gauges. 

GC indicates Gas Chromatograph This scheme is from Shin, [2019]. 

 

2.2.3. Corrections and source of uncertainties 

I identified and quantify four main sources of uncertainties in this study of which two 

are associated with post-measurement correction applied on the measured CO2 concentrations. 
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The average total uncertainty for the CO2 concentrations for the EDC CO2 dataset over the 

260-190 ka period is 1.3 ppm. The Table 2.2 summarizes the uncertainty of the four sources of 

uncertainties.  

 

Table 2.2: Sources of uncertainty associated with the CO2 extraction and measurement processes. The average total 

standard deviation is obtained by performing the quadratic sum of the uncertainty of each of the four identified 

processes. 

Source of uncertainty  Associated uncertainty (ppm) 

Calibration process (section 2.2.3.1) 0.3 

Internal variability (section 2.2.3.2) 1.0 

Blank correction (section 2.2.3.3) 0.6 

Gravitational correction (section 2.2.3.4) 0.4 

Average total std.dev (section 2.2.3.5) 1.3 

 

2.2.3.1 Calibration of the Air Liquid standard 

Several bottles of international standards are available at IGE. These standards have 

been produced to perform inter-calibration between laboratories. Their accurate concentration 

and the associated uncertainty have been determined and are used as reference. However, due 

to their high cost and scarcity, they are not used regularly as standard in the CO2 measurement 

system. At IGE, the reference standard used is an Air liquid bottle with a theoretical 

concentration of 230 ppm. This bottle is an industrial production that could not directly be 

used as a standard of reference. To be used as standard in the CO2 measurement line, the 

accurate CO2 concentration of this bottle and the associated uncertainty is first determined by 

using the international standards that are certified by the Commonwealth Scientific and 

Industrial Research Organisation and National Oceanic and Atmospheric Administration. The 

international standards are used to calibrate the Air Liquid bottle. To calibrate the Air liquid 

standard with international standards, the Air liquid is considered as a sample and the 

international standards as the standard of reference in the measurement process described in 

Shin, [2019]. Finally, the Air liquid standard that has been calibrated with the international 

standard is used routinely for CO2 ice sample measurements as the standard of reference. 

Two different international standards are used to calibrate the Air Liquid standard: 

CSIRO1677 (260.26 ±0.2 ppm) and JB03097 (241.24 ±0.015 ppm). In early 2021, I performed 

calibrations with the JB03097 and CSIRO1677 standards to determine the CO2 concentration 

of the Air Liquid standard to be 229.5 ±0.3 ppm (1σ standard error, Fig. 2.2). This uncertainty 

of 0.3 ppm on the concentration of the standard is applied to all samples measured on the 
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experimental set-up. The only way to reduce this uncertainty would be to use an international 

standard directly, such as the JB3097 standard with a 0.015 ppm uncertainty on the CO2 

concentrations. 

 

 

Fig. 2.2: Calibration of the Air Liquid bottle CO2 concentration performed with the CSIRO1677 and JB3097 

international standards in January and February 2021 (blue and red dots, 1σ standard deviation). The grey shaded 

area corresponds to the last six measurements performed with the CSIRO1677 and JB3097 international standards 

that are used for the final calibration of the Air Liquid bottle. These six measurements correspond to the onset of 

the relatively stability in the measurements after an initial phase of restart of the experimental set-up. 

 

2.2.3.2 Internal variability revealed by the five successive injections 

Each air sample extracted from a single ice sample is injected five time at different 

pressure levels in the GC (Fig. 2.3). The aim of this step is to evaluate the reproducibility of 

the measurements and the sensibility of the measured concentrations to the injected pressure. 

For the EDC CO2 dataset over the 260-190 ka period, the average standard deviation of the 

five injections is 1.0 ppm. This value corresponds to the internal uncertainty associated with 

the measurement system. 

 

 Fig. 2.3: Example of the five successive injections of the EDC4245B1 sample. Dark grey line is the average CO2 

concentration of the five injections (219.4 ppm) and the grey area represent the ±1σ interval determined as the 

standard deviation of the five injections (0.6 ppm for the EDC4245B1 sample).  
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2.2.3.3 Ice crushing process and blank correction 

The ice crushing process that involves steel balls and an ice chamber can result in the 

release of CO2 molecules, that are naturally included in the porosity of the ice chamber, due to 

collisions between the components [Shin, 2019]. To minimize such contamination, Shin, [2019] 

includes a step in the measurement procedure that involves storing the balls and the ice 

chamber in a CO2-free atmosphere between two consecutive measurements. Despite this 

precaution, the crushing process is still responsible for artificially increasing past atmospheric 

CO2 concentrations by several ppm [Shin, 2019]. In order to quantify this contamination, blank 

tests are conducted using bubble-free ice to mimic the process of ice sample measurement. The 

CO2 concentrations of the standard gas is measured before and after the crushing process. The 

deviation of the standard gas CO2 concentration measured from its theoretical value is 

considered as the contamination due to the crushing process (Fig. 2.4). The final CO2 

concentration of the ice samples are thus corrected from this value [Shin, 2019]. Each ice 

chamber (C1, C2, C4 and C5) has its own correction factor which is applied to its corresponding 

CO2 ice samples, to correct it for the contamination induced by the crushing process. The 

correction factor applied on samples is recomputed each month. The correction factor applied 

for a measured sample corresponds to the average correction factor of the predating and 

postdating blank measurement. The correction associated with one ice chamber is thus variable 

through time. The variations of the contamination induced by the crushing process through 

time for a single cell could be explained by: (i) the irregularly use of the ice chamber (ii) 

variations in the number of hits of the stainless ball during the crushing process (iii) and 

potential residual gas of the bubble-free ice. The average standard deviation of the 

contamination for a single cell is 0.7 ppm (Table 2.3).  

 

Fig. 2.4: Blank measurements performed in 2021. Blue, green, red and black dots correspond to blank measurements 

performed on the ice chamber C1, C2, C4 and C5 respectively. Dashed coloured lines correspond to the average 

correction during the period of measurements. Vostok data from the Petit et al. [1999] have been corrected a 
posteriori from this average value for the corresponding cell (Section 2.2.4.2). 
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For the dataset presented in this study, the average correction of concentrations 

subtracted to the raw concentrations blank is 2.6 ±0.9 ppm (1σ standard deviation), ranging 

from 1.0 to 5.4 ppm (Fig. 2.5). The uncertainty associated with blank correction is computed 

as the standard deviation of the two blank measurements, that predate and postdate the sample 

measurement, and is used to correct CO2 concentrations of the sample. The average uncertainty 

associated with crushing process is 0.6 ppm. 

 

Table 2.3: Standard deviation of the correction factor measurements for each ice chamber. 

Ice chamber  
Standard deviation of the 

correction factor (ppm) 

C1 0.4 

C2 0.8 

C4 0.6 

C5 0.9 
 

 

2.2.3.4 Gravitational correction 

In this section, I use the δ15N EDC new data measured in Grisart, [2022] over the 260-

190 ka interval. Heavier molecules in the atmosphere are over-represented in the deepest part 

of the firn column [Craig et al., 1988]. This leads to an enrichment of heavier molecules in the 

air trapped in bubbles at the base of the firn. CO2 concentrations thus need to be corrected 

from this gravitational effect. The deviation in CO2 concentrations associated with the 

gravitational effect is computed using the following equation [Craig et al., 1988]: 

                       [CO2]corr.grav. =(1– δ15N measured × (MCO2 -Mair)) × [CO2]measured                 (1) 

Where [CO2]corr.grav is the final CO2 concentration value corrected from gravitational effect, M 

is the molecular weight, [CO2]measured is the CO2 concentrations measured in the CO2 line, and 

δ15N measured is the δ15N of N2 from the gas phase at the similar depth than the [CO2]measured. As 

δ15N value were not systematically available at the exact depth of a CO2 samples, δ15N value 

have been interpolated linearly between the two bracketing δ15N samples. The uncertainty 

associated with this correction is mainly composed of the uncertainty on the δ15N value. The 

average gravitational correction in the dataset presented here is -1.4 ppm, ranging from -0.9 to 
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-2.1 ppm (Fig. 2.5). The uncertainty associated with gravitational correction is 0.4 ppm on 

average. 

 

2.2.3.5 Final computation of CO2 uncertainties 

For each sample analysed the final uncertainty attached to the CO2 measurement is 

obtained performing the quadratic sum of the four previously described uncertainties: 

σ([CO2]). =√σ([CO2])𝑓𝑖𝑣𝑒.𝑖𝑛𝑗
2 + σ([CO2])𝑏𝑙𝑎𝑛𝑘.𝑐𝑜𝑟𝑟

2 + σ([CO2])𝑔𝑟𝑎𝑣.𝑐𝑜𝑟𝑟
2 + σ([CO2])𝑠𝑡𝑑

2   

with σ([CO2])𝑠𝑡𝑑, σ([CO2])𝑓𝑖𝑣𝑒.𝑖𝑛𝑗, σ([CO2])𝑏𝑙𝑎𝑛𝑘.𝑐𝑜𝑟𝑟, σ([CO2])𝑔𝑟𝑎𝑣.𝑐𝑜𝑟𝑟, the uncertainty 

associated with the standard calibration (section 2.2.3.1), the five injections (section 2.2.3.2), 

the blank correction (section 2.2.3.3) and the gravitational correction (section 2.2.3.4), 

respectively. Raw and corrected CO2 data are shown in Fig. 2.5. and on average, the final 

uncertainty of the dataset is 1.3 ppm. 

 

Fig. 2.5: Raw and corrected CO2 measurements covering the 260-190 ka time-period. CO2 measurements without 

gravitational and blank correction (grey dots). CO2 measurements with gravitational and blank correction, and the 

associated uncertainty (black dots and red lines). Both records are plotted on the AICC2012 gas timescale [Bazin 

et al., 2013].  
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2.2.4. Comparison with previous atmospheric CO2 records measured in ice core 

2.2.4.1 Global overview  

The 260-190 ka interval is covered by three Antarctic ice cores: EDC [Jouzel et al., 

2007], Vostok [Petit et al., 1999] and Dome F [Kawamura et al., 2003]. While my study provides 

the first measurement of atmospheric CO2 concentration in the EDC ice core over this specific 

period, atmospheric CO2 records have been measured on both Dome F and Vostok [Fischer et 

al., 1999; Petit et al., 1999; Kawamura et al., 2003, 2007] (Fig. 2.6).  

The Dome Fuji record mostly relies on wet-extraction based measurements. The high-

solubility of CO2 in the water phase induced a correction of ~4 ppm of the concentrations. 

However, no clear uncertainty associated with this correction is developed in the source papers 

and the uncertainty of the absolute value of the record is thus not quantified [Kawamura et 

al., 2003]. Still, four dry-extraction based measurements performed during the 260-190 ka period 

seem to validate the corrected absolute values of CO2 concentrations measured by the wet 

extraction technique. While this record has an average resolution of 1.5 ka over the 260-190 ka 

period, it reproduced well the orbital-scale variations of CO2 concentrations observed in the 

EDC and Vostok record (Fig. 2.6). 

The Vostok CO2 records were measured at IGE [Petit et al., 1999] and Scripps [Fischer 

et al., 1999] laboratories. The Scripps record is the most resolved record over the 260-211 ka 

interval compared to the Vostok IGE record (600 years instead of 860 years). However, this 

record is associated with a larger uncertainty (average standard deviation of 3.5 ppm) compared 

to the IGE record (approximate standard deviation of 2-3 ppm, [Petit et al. 1999]. In addition, 

the IGE record includes the entire period spanned by the TIII and MIS 7 (260-190 ka) contrary 

to the one from Fischer et al. [1999] (260-211 ka). The Petit et al. [1999] record is thus 

considered as the record of reference for this period, and is the one included in the atmospheric 

CO2 composite record of the last 800 ka [Bereiter et al., 2015]. 

Finally, the new EDC record presented in this study has the advantage to provide a 

continuous record based on a dry-extraction method, highly resolved (340 years in average), 

and associated with low uncertainty (1.3 ppm in average) over the 260-190 ka period (Fig. 2.6). 

Especially, the gain in resolution could be exploited to study sub-millennial-scale (Chapter 4, 

Chapter 6) variability of the carbon cycle. The new EDC record also confirms the reliability of 

previous Dome Fuji and Vostok records in reproducing the orbital-scale variations of 
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atmospheric CO2 concentrations over this period, while an apparent shift in the absolute 

concentrations value have been identified (Fig. 2.6).  

 

 

Fig. 2.6: Atmospheric CO2 measurements covering the 260-190 ka time-period. EDC CO2 measurement (red dots, 

Legrain et al., in revision), Vostok CO2 measurements (grey and black dots, Petit et al., 1999; Fischer et al., 1999), 

Dome Fuji wet and dry CO2 measurements (dark green squares and light green dots, Kawamura et al., 2003, 2007). 

EDC and Vostok records are plotted on the AICC2012 gas timescale [Bazin et al., 2013]. Dome Fuji record is plotted 

on the DFO-2006 gas timescale [Kawamura et al., 2007]. The uncertainty associated with each data point is not 

provided in the Dome Fuji [Kawamura et al., 2007] and Vostok record from [Petit et al., 1999].  

 

2.2.4.2 Comparison with the Vostok CO2 record measured at IGE [Petit et al., 1999] 

 In the 1990s, a CO2 record associated with an average temporal resolution of 900 years 

was measured at the IGE on the Vostok ice core covering the interval 260-190 ka [Petit et al., 

1999]. Because the atmosphere mixing time is typically one year, CO2 concentrations are 

expected to be similar independently from a given drilling site. In addition, both records have 

been measured with a similar experimental set-up. Therefore, the Vostok CO2 record measured 

at IGE should provide similar concentrations than the one measured in the EDC ice core in 

this study. Both records are presented on the AICC2012 gas timescale [Bazin et al., 2013] in 

Fig. 2.7. 

I measured an offset of 5.5 ±5.4 ppm on average between the original Vostok record 

and the new EDC record over the studied time interval (Fig. 2.7). Such offset is not significantly 

different to the one observed during the 190 – 135 ka period of 4.6 ±3.0 ppm [Shin et al., 2020]. 

In the Vostok record, the effect of the crushing process on CO2 concentrations as well as the 

gravitational fractionation in the firn was assumed to be negligible [Petit et al., 1999]. After 

applying the blank correction and the gravitational correction using the δ15N record over the 
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260-190 ka [Breant et al., 2019, Grisart, 2022], the offset between the EDC and Vostok record 

is reduced to 1.4 ±5.4 ppm (Fig. 2.7). Considering the large standard deviation of this offset, 

these results show that after a posteriori correction, no significant offset remains between the 

Vostok and the EDC records.  

 

Fig. 2.7: Published and new CO2 measurements covering the 260-190 ka time-period. a. New CO2 measurements 

performed on the EDC ice core (red dots) [Legrain et al., in revision]. Published CO2 data from the Vostok ice core 

(grey squares) [Petit et al., 1999] and Vostok CO2 data corrected including gravitational and blank corrections (red 

square, this study). All records are plotted on the AICC2012 gas timescale [Bazin et al., 2013]. b. Difference between 

the original/corrected Vostok CO2 record and the EDC CO2 record (grey/pink square). Grey/ pink dashed lines 

represent the average offset of the original/corrected Vostok record compare to the EDC CO2 record. 

 

It is important to note that the blank correction of the CO2 Vostok record is performed 

a posteriori as no estimation of contamination due to the crushing process was measured in the 

past. To do so, I assume a constant contamination through time from ice chambers used for 

CO2 measurement. Vostok CO2 concentrations were thus corrected from the average 

contamination value from the ice chamber it was measured (Fig. 2.7, coloured dashed lines). 

This hypothesize of a constant contamination through time that may not be strictly exact, 

leading to a secondary order uncertainty associated with this correction. 

To further investigate the potential offset existing between the Vostok and EDC 

atmospheric CO2 concentrations, I measured 20 new Vostok ice samples covering the 260-190 
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ka period at IGE in 2021. The measurement process is exactly the same as for the EDC samples, 

including gravitational and blank corrections. Since the measured published in Petit et al. 

[1999], the extraction and measurement system have remained similar [Petit et al., 1999; Shin 

et al., 2020]. Hence, the new Vostok measurements are expected to agree with the published 

Vostok record. The nine measurements performed during the 250-190 ka interval are in good 

agreement with the corrected Vostok and the EDC CO2 record (Fig. 2.8). Such result confirms 

that the original offset between EDC and Vostok records [Shin et al., 2020] is mainly due to 

the recent corrections related to the crushing process and the gravitational effect that I applied 

on the EDC record. However, the concentrations across the 260-250 ka period, measured on 11 

samples, are more intriguing. The new Vostok CO2 concentrations are higher by 3-4ppm than 

the EDC ones and even than the corrected Vostok CO2 data from Petit et al. [1999]. The origin 

of this offset could potentially be explained by a combination of the poor quality of the ice 

sample and the storage conditions of the newly measured ice samples. Indeed, the measured 

samples have been stored at -20°C for more than 40 yrs and some were affected by cracks and 

presented suspicious areas of potential melting refreezing. A most exhaustive campaign of 

Vostok CO2 measurements would be very useful to be more conclusive on this existing offset 

across the interval 260-250 ka between the new Vostok data and the EDC and published Vostok 

records.  

 

 

Fig. 2.8: New CO2 measurements performed on the EDC/Vostok ice cores (red/white dots, this study). Vostok CO2 

record from Petit et al. [1999] corrected a posteriori from gravitational and crushing process contamination (grey 

dots). All records are plotted on the AICC2012 gas timescale [Bazin et al., 2013]. 
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2.3. Measurements of CH4 concentrations at IGE 

2.3.1 Context  

The discrete CH4 measurement system was built at IGE over 40 years ago [Raynaud et 

al., 1982]. This system has notably played a crucial role in reconstructing the first atmospheric 

CH4 variations over the last glacial-interglacial cycle and providing a continuous CH4 record in 

the EDC ice core [Chappellaz et al., 1990; Loulergue et al., 2008]. In 1999, a semi-automatic 

control system was implemented through a LabView program and a National Instruments 

material. Since then, the measurement system was not modified except for the post-treatment 

of raw results [Bellier, 2004]. A complete description of the system of measurement is available 

in [Loulergue, 2007]. In October 2018, the computer that housed the LabView program crashed 

as well as the controlling National Instrument card making the measurement system inoperable.  

The CH4 concentrations are crucial in the characterization of centennial-scale CO2 

variations. In this purpose, the study investigating centennial-scale CO2 changes across the past 

500 ka developed in Chapter 6 required a comparison with a centennial-scale resolved CH4 

record over specific time intervals. Due to the low resolution of the existing CH4 record over 

targeted intervals, additional CH4 measurements were necessary. The short term needs to 

increase the CH4 resolution profile in the framework of this PhD project, coupled with the 

strong interest of the IGE gas team in having an operational CH4 discrete measurement 

experimental set-up were two strong motivations to fix the CH4 discrete measurement system. 

From May 2021, I led this initiative with the technical support of Axel Wohleber, PhD student 

at IGE, for the electro-technical and LabView coding aspects. I performed 18 new CH4 

measurement on the EDC ice core using the new fixed system. 

2.3.2 CH4 measurement system at IGE 

 A full description of the CH4 measurement system at IGE is developed in Loulergue, 

[2007]. The measurement process, using a GC, follows similar principles to those for the CO2 

concentrations measurements. As for the CO2 measurement, standard calibration and blank 

measurements are performed in parallel to the sample measurements. I propose here to focus 

on describing the method for the air extraction from the ice. 

The wet extraction technique is based on a melt-refreeze technic that separate the air, 

which contains the CH4, from the ice. This part of the measurement process is semi-

automatically controlled by a LabView program [Bordes, 1999]. An ice sample of ~45 g is 
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introduced into a glass cell. The twelve glass cells containing one ice sample each, are connected 

to the extraction line to initiate the pumping process and put all the samples under vacuum. 

During this process, the glass cells are immersed in a -60°C ethanol bath to maintain the sample 

into the ice-phase. After stopping the pumping process, the samples are melted to release the 

air into the glass cell. When the ice is completely melted, the fusion process is stopped to avoid 

the formation of water vapour, and the liquid sample is refrozen to extract the last air bubbles 

trapped into the liquid phase. The air sample is then injected into the GC.  

2.3.3 Updating the experimental system for discrete CH4 concentration analysis in ice 

samples 

The primary goal of restarting the CH4 measurement system goes beyond simply getting 

it operational again: it also aims to ensure its long-term viability by incorporating more modern 

supports compare to the ones used previously and that became outdated. The LabView 

program was initially coded in a 1999 LabView version and the computer was run in Windows 

1998. The decision was taken to associate a Windows 10 computer to the line with a LabView 

2015 license version. Incompatibilities between the 1999 LabView program and the LabView 

2015 version required an update of the code. While carrying out this update, a new interface 

was created, transitioning from a purely linear structure to a step-based structure that can be 

activated or not. The objective is to facilitate the testing of the different steps of the procedure 

and also to make it easier to perform blank measurements and standard calibrations. 

The second part of the measurement system that needed a replacement was the 

National Instrument acquisition card. Originally, this card was used to transfer the pressure 

and the temperature signal to the LabView program. This card was replaced by an Arduino 

card as the measurement line does not require the complexity of a National Instrument system. 

Twelve temperatures indicators, one from each cell, and one pressure indicator have been 

connected to this card (Fig. 2.9). 
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Fig. 2.9: New Arduino card and associated electronic connections. 

 

2.3.4 Comparison of new vs old CH4 measurement 

The modifications only concerned the controlling part of the line and automation of the 

handling. They were thus no reason to suspect an offset between the new and the previous 

measurements. The 18 new measurements were performed following the exact procedure 

described in Loulergue et al., [2008]. 

A time interval of the EDC CH4 record composed of previously measured [Loulergue et 

al., 2008] and 15 of the newly measured CH4 samples is presented in Fig. 2.10. The good 

agreement between the old and new measurements gives confidence in the reliability of the new 

measurement system. Notably, the offset between an old and a new sample taken from a depth 

difference of 5 cm (corresponding to an age difference of 6 yrs at ~201.6 ka) is of 5.8 ±7.2 ppb. 

It is now established that the CH4 discrete measurement line at IGE can once again operate 

on ice samples of 45 g at a maximum rate of 24 samples a day with an estimated uncertainty 

of ± 10 ppb [Loulergue et al., 2008]. 
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Fig. 2.10: Published and new CH4 measurements covering the 210-200 ka time-period. a. New CH4 measurements 

performed on the EDC ice core (light green dots, this study). Published CH4 data from the EDC ice core (black 

green dots) [Loulergue et al., 2008]. Both records are plotted on the AICC2012 gas timescale [Bazin et al., 2013]. 
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2.4. Perspectives 

2.4.1 CO2 measurement system 

Using the IGE experimental system, I produced a new high-resolution CO2 record with 

low experimental-noise variability. This system could be improved on two main points: (i) the 

sample weight is relatively high compare to the other laboratories (40 g, Table 2.1) (ii) the 

measurement cadence is relatively low (four samples/day). In addition, under the scope of the 

future Beyond EPICA-Oldest Ice (BE-OI) ice core that would provide very old but thin ice at 

its bottom, it is crucial to develop instruments that would be able to measure several variables 

in a single sample. To do so, the ANR BIOCOD, led by Roberto Grilli, aims to measure δ13C 

of CO2 in parallel to the CO2 concentrations. This project will also replace the current 

extraction process, measurement line, and measurement system in order to reduce the size of 

ice samples and increase the measurement cadence. The first tests of this new measurement 

set-up have been initiated in 2023. The crushing process will remain similar, i.e. a ball mill 

system. However, the ice chamber and the stainless are currently being re-designed in order to 

extract more efficiency the air from smaller sample. These new ice chambers should also reduce 

the dead volume to increase the pressure of gas in the line. The measurement line will be 

designed to enable simultaneous measurement of several samples in parallel. Finally, the CO2 

concentrations and the isotopic composition of CO2 will be measured by a laser spectrometer, 

as currently developed also at Oregon State University, Bern University and British Antarctic 

Survey laboratories.  

2.4.2 CH4 measurement system 

 The renewal of the CH4 system allow to measured up to 24 samples of ~45 g per day. 

The short-term objective would be to convert the semi-automatic controlled using the LabView 

program into a Python code to restrain the compatibility problem through time that has caused 

the main difficulty when fixing the CH4 experimental set-up of the renewal of the CH4 system.  

Also, while a CFA system has also been developed at IGE to measure CH4 

concentrations, the discrete measurement set-up is still very useful. While the CFA system is 

a very efficient system to obtain high-resolution records, it is associated with two main 

limitations: (i) absolute CH4 concentrations measured with the CFA techniques are still 

debated [Fourteau et al., 2019] (ii) the use of CFA system requires a continuous stick of ice. 

For the oldest and most precious ice, such quantity of ice is not systematically available. Thus, 
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the discrete measurement system remains very complementary to the CFA system to provide 

CH4 data for the absolute calibration of the CFA CH4 record, and to be used when no 

continuous stick of ice is available. For instance, new CH4 measurements will be performed 

using the discrete measurement system on EDC ice samples covering some specific periods of 

the 800-600 ka interval in 2024 in the framework of the new project Toward Beyond EPICA 

(ToBE) led by Frederic Parrenin (IGE) and funded by the French Research Agency (2023-

2027).  
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In this first chapter of results, I focus on the orbital-scale variations of the climate and 

the potential interactions with the carbon cycle during the last 2 Ma. To do so, I explore the 

mechanisms at the origin of this transition using a conceptual model that aims to reproduce 

the global ice volume variations over the past 2 Ma. This chapter is composed of a published 

article in Communications Earth & Environment in March 2023, followed by complementary 

analyses and perspectives.  

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Chapter 3 

 

Chapter 3 aims at: 

 Investigating the role of the orbital variations in the trigger of the MPT. 

 

 Identifying the most relevant temporal structure (i.e. gradual or abrupt) of the 

mechanism of the internal forcing that triggers the MPT. 

Methodology:  

 Development of a new conceptual model to fit paleodata-based global ice volume 

reconstructions over the past 2 Ma. 

Highlights:  

 Over the past 2 Ma, the new conceptual model reproduces partially the change in 

amplitude and frequency of the glacial-interglacial cycles only with the orbital 

forcing.  

 

 The different simulations suggest that a gradual change in the internal climate 

system, e.g. an atmospheric CO2 decrease throughout the Pleistocene, is more likely 

to have caused the MPT than an abrupt event. 

Code availability:  

 The conceptual model used is available to download at https://github.com/ 

EtienneLegrain/ConceptualModel_MPT_Legrain_etal.2023.git 
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3.1. Introduction 

As illustrated in the introductive chapter, the MPT (~ 1.2 – 0.8 Ma) is one of the most 

intriguing climate transitions that occurred during the Pleistocene. The shift from ~41 to ~100 

ka cycles, is commonly not imputed to the orbital forcing, as no significant changes are observed 

in the obliquity, precessional and eccentricity signals at this period [Imbrie et al., 1993]. This 

transition is thus considered to be associated with a change in the internal forcing of the Earth’s 

climate [Berends et al., 2021]. The diversity of physical mechanisms proposed as contributing 

causes of the MPT includes the cryosphere, lithospheric, oceanic and atmospheric realms (Fig 

3.1). Here are given as examples the two main hypotheses proposed to have triggered the MPT:  

(i) The atmospheric CO2 concentrations decline throughout the Pleistocene (gradual 

mechanism): A close correlation have been founded between global climate and CO2 

concentrations during the last climatic cycles [Petit et al., 1999]. The gradual atmospheric CO2 

decreases is thus a potential trigger to have caused the establishment of 100 ka cycles during 

the MPT. Willeit et al., [2019] hypothesized a gradual volcanic outgassing decrease during the 

Pleistocene. This progressive decline of CO2 concentrations would have caused to miss some 

potential terminations, leading to the occurrences of longer-than-40 ka climatic cycles. The 

absence of direct continuous atmospheric CO2 measurements before the MPT make this 

assumption complicated to challenge (section 3.3.3.). 

(ii) The regolith removal beneath the Laurentide ice sheet (abrupt mechanism): the 

removal of the thick sediment layer called regolith beneath ice sheets have been studied as a 

potential cause of the MPT [Clark and Pollard, 1998]. Indeed, the change of substratum from 

regolith to a high-friction crystalline Precambrian shield bedrock would have reduced the basal 

velocity of the ice sheet making it more stable. This would have allowed the build-up of larger 

ice sheets associated with longer glacial periods after the MPT [Clark et al., 2006]. Most studies 

testing this hypothesis are based on a prescribed regolith without morpho-geological and 

erosional constraints and categorize this regolith change as abrupt. Estimate of the subglacial 

erosion rates made unlikely the hypothesis of a gradual removal of regolith over the entire 

Pleistocene [Jamieson et al., 2008]. 

Testing those different mechanisms require physical models that simulate their impact 

on global Earth’s climate [Berends et al., 2021]. However, the length of the studied time-period, 

commonly the last 2 Ma, restricts the use of complex modelling because of the computing time 

and resources [Berends et al., 2021]. Beyond their nature, the different mechanisms evoked to 
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explain the MPT can be classified in term of their temporal structure. Some of these 

mechanisms act over the entire Pleistocene. They are hereafter considered as “gradual” 

mechanisms. Others mechanisms are thought to occur during a specific time period of the MPT. 

They are hereafter considered as “abrupt” mechanisms (Fig 3.1).  

Testing the relevance of the temporal structure of such mechanisms independently of 

their nature is commonly done with phenomenological conceptual models, that are not based 

on physical equations. A posteriori of the simulations, an analogy can be made with the 

published hypotheses based on the temporal structure criterion. The hypothesis of an absence 

of any specific temporal structure, i.e. purely externally forced model, can also be tested 

efficiently with such simple model. Conceptual modelling effort to modelled the global ice 

volume with an insolation forcing was initiated by Calder, [1974]. In this pioneering study, the 

global ice volume is supposed to vary linearly with insolation when specific insolation thresholds 

are overpassed. The results illustrate the ease of orbitally-driven conceptual model to reproduce 

the glacial-interglacial cyclicity of the 100 ka world. The next major advance was made by 

Paillard, [1998] who introduces the notion of equilibrium climate states in which the model 

switches among the global ice volume and orbital forcing values. The model was then extended 

by Parrenin and Paillard [2003, 2012] with distinct model formulation. These models have 

demonstrated the ability of a phenomenological approach to reproduce global ice volume 

variations of the last 1 million year, only considering the global ice volume itself and the input 

external forcing. More recently, such conceptual models have been extended across the MPT 

[Imbrie et al., 2011; Leloup et al., 2022].  

My study takes place in a context of increasing modelling effort that aims to 

characterize and understand the underlying mechanisms behind this climatic transition. It 

consists on an improved version of the model of Parrenin and Paillard, [2012] that aimed to 

reproduced the global ice volume variations over the past 2 Ma. Fig 3.1 is a conceptual 

summary of the analysis performed in this chapter. In this study, I used an approach based on 

the temporal structure of the underlying mechanism behind the MPT to tackle the following 

questions:  

- Is it possible to model the MPT solely by varying the external orbital forcing? 

- What is the most relevant temporal structure for a triggering internal mechanism? 

- Based on published hypothesis and the identified relevant temporal structure, what 

would be the most likely triggering mechanism of the MPT? 
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Fig 3.1: Conceptual summary of the analysis performed in Chapter 3. The yellow/red areas refer to the 

external/internal forcings. The left part presents the orbital forcing considered (top) and the simulations only based 

on this orbital forcing (ORB, SYN, SYN_1, SYN_2) (bottom). The distinction is made between simulations using 

the real orbital parameter forcing vs the synthetic orbital parameter forcing that is only composed of the dominant 

periodicity (~ 21 ka for precession and phase-shifted precession, ~ 41 ka for obliquity). The top right part illustrates 

the external forcings commonly invoked as potential triggers of the MPT. The bottom right part presents the 

hypothesis that combines a change in external and internal forcings. The black box indicates the most relevant 

simulation and its associated mechanism. 
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3.2. Publication: A gradual change is more likely to have caused the Mid-

Pleistocene Transition than an abrupt event 

 

Communications Earth & Environment 

Legrain et al., 2023 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



ARTICLE

A gradual change is more likely to have caused the
Mid-Pleistocene Transition than an abrupt event
Etienne Legrain 1✉, Frédéric Parrenin 1 & Emilie Capron 1

The Mid-Pleistocene Transition (~1.2–0.8 million years) corresponds to a time interval when

high-amplitude ~100,000 years glacial–interglacial cycles replaced the more subdued

~40,000 years glacial–interglacial cycles. Whether it was triggered by physical processes

affecting the climate system at a specific time interval or more gradually over the course of

the Pleistocene, is still an open question. Here we use an original approach based on con-

ceptual modelling to identify the temporal structure of the Mid-Pleistocene Transition con-

trolling factors. By comparing our new simulations of global ice volume changes with existing

paleo-reconstructions over the past 2 million years, we find that it is more relevant to

simulate the Mid-Pleistocene Transition with a gradual-rather-than-abrupt change in the

climate system. Our results support the hypothesis that a progressive decrease in atmo-

spheric carbon dioxide concentrations throughout the Pleistocene played a key role in trig-

gering this major climatic transition.
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Changes in the Earth’s orbit around the Sun, resulting in
variations in the amount of received solar insolation on
Earth, are responsible for the glacial–interglacial cycles

observed throughout the Pleistocene1–4. Somewhere between 1.2
and 0.8 million years (Ma), the glacial–interglacial cyclicity
changed from low-amplitude ~40 thousand years (ka) cycles to
the current high-amplitude ~100 ka cycles5–9. What has triggered
such change of periodicity during this time period, also referred
to as the Mid-Pleistocene Transition (MPT), is one of the most
intriguing and unsolved questions regarding Pleistocene climate.

While orbital forcing is unanimously recognized as the driver
of the Pleistocene climatic cycles, no obvious variation of the
main orbital parameters is observed over the MPT7,10,11. Hence,
internal causes in the Earth’s climatic system have been proposed
to explain this major transition from a ~40 ka to a ~100 ka cycle
world. Based on the description of these physical
mechanisms8,12,13, we propose to divide them into two main
groups, one group including what we will refer to hereafter as
abrupt mechanisms, and one group gathering more gradual
mechanisms.

Hypotheses associated with an abrupt change refer to
mechanisms involving a threshold from which a change is
observed and the system could not turn back. It is assumed that
such mechanisms do not take place during the whole Pleistocene
but are specific to the time interval necessary to trigger the
transition. Two hypotheses have been investigated so far:

(i) The MPT would result from the junction of the previously
separated Laurentide and Cordillera ice sheets. This
junction would provoke a threshold response of the ice-
sheet volume14,15. The merging of these two ice sheets
during glaciations would have led to a rapid increase in
global ice volume without any change in the climatic
forcing14 while their separation during deglaciations would
have accelerated their retreat15. Such a mechanism,
dependent on the North American topography, was likely
not triggered during the Early Pleistocene as the ice sheet
never reached the required size14.

(ii) The removal of the thick sediment layer called regolith
beneath ice sheets is also mentioned as a possible cause of
the MPT. Indeed, the change of substratum from regolith to
a high-friction crystalline Precambrian shield bedrock
would have reduced the basal velocity of the ice sheet
making it more stable. This would have allowed the build-
up of larger ice sheets associated with longer glacial periods
after the MPT13,16,17. Most studies testing this hypothesis
are based on a prescribed regolith without morpho-
geological and erosional constraints and categorize this
regolith change as abrupt. Estimates of the subglacial
erosion rates made unlikely the hypothesis of a gradual
removal of regolith over the entire Pleistocene18.

Hypotheses involving a gradual mechanism correspond to a
progressive increase or decrease of a physical climatic parameter
throughout the whole Pleistocene. One of the most frequently
proposed parameters is the global atmospheric CO2 concentra-
tion, which would have decreased progressively over the
Pleistocene16,17,19,20. This hypothesis remains challenging to test.
Indeed, continuous atmospheric CO2 records inferred from
Antarctic ice cores only go as far back as 0.8 Ma21. Prior to
0.8 Ma, atmospheric CO2 records have been derived from blue
ice22,23, continental sediments24, or marine sediments25–27.
However, they are discontinuous, attached to large uncertainty
and/or poorly resolved. Still, in the current existing CO2 records,
no decrease over the Pleistocene is found except when only
considering the minimum values of atmospheric CO2 reached at
the end of glacial periods23,25,26.

Others studies invoke the role of changes in the Artic sea ice
extent as a mechanism explaining the ~100 ka cycles of the Late
Pleistocene28,29. A large extent of sea ice would have caused a
positive feedback retroaction and maintains the climate of the
Earth under full glacial conditions. This mechanism is directly
linked to the ocean surface temperature. Under a given tem-
perature threshold temperature, Arctic sea ice would grow
up28,29. A gradual and continuous drop in Arctic temperature
would hence be mandatory to explain the appearance of 100 ka
only during the Late Pleistocene21.

A different approach based on more explicit modelling is used
to investigate the potential causes of the MPT30–32. This more
physical approach allows us to test scenario that involves a change
in the physics of the ice sheet itself before and after the MPT. This
bifurcation of the terrestrial parameters of the ice sheets is sus-
pected to play a role in the MPT31.

Several models reproduce successfully the MPT using these
different hypotheses16,19,30–34. However, it remains difficult to
evaluate and compare their relevance as they do not always test
the same physical mechanism. Also, they cover a wide range of
complexity, going from simple conceptual models to multi-
dimensional ice models, including or not carbon cycle
feedbacks20. Hence, the controlling factors of the MPT remain
one of the biggest unknowns in paleoclimate sciences, and in
particular, the role played by atmospheric CO2 changes. In this
context and under the umbrella of the International Partnership
on Ice Core Sciences (IPICS), the international ice-core com-
munity is currently conducting several ice core drilling projects
aiming at recovering a continuous Antarctic ice core to
provide the first direct atmospheric CO2 reconstructions across
the MPT35. It is crucial to conduct in parallel new modelling
studies investigating the physical processes at the origin of
the MPT.

In our study, we use a conceptual model to reproduce the
global ice volume variations over the past 2 Ma. Instead of
focusing on the nature of the triggering mechanism, we propose
to consider its temporal structure as the determining criterion,
regardless of the underlying physics. Hence, we investigate whe-
ther the MPT was triggered by physical processes affecting the
climate system at a specific time interval or alternatively, more
gradually over the course of the Pleistocene. Conceptual models
have already proven their efficiency in modelling the Pleistocene
climate before and after the MPT19,36–38. The advantage of such
simple models is that they enable clear identification of the
influence of each new input when added to the initial version of
the model. For instance, ref. 39 evaluate the influence of different
insolation forcing on reproducing the global ice volume changes
over the Pleistocene. A family of conceptual models only consider
the orbital forcing to reproduce global ice volume changes over
Pleistocene36–38. Two of these models apply a prescribed inso-
lation as input36,37 while others are forced using a linear com-
bination of the three orbital variables38. They successfully
reproduce the triggering of deglaciation over the past 1 Ma.
Especially, the model of ref. 38 pointed out the different roles of
obliquity and precession during specific Terminations. To simu-
late global ice volume variations, these conceptual models are all
fitted to a reference curve derived from paleo-reconstruction
using a number of model parameters.

These model parameters allow to modulate the relative
influence of the three orbital parameters and the ice volume itself
on the resulting global ice volume computation. They also
influence the glaciation and deglaciation thresholds which con-
trol in the model, the switch from a “glaciation” state to a
“deglaciation” one, and reversely. Conceptual models forced only
with orbital forcing reproduce the glacial–interglacial global ice
volume variations over the past 1 Ma in term of amplitude and
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frequency19,37,38. However, the change in the amplitude and
frequency of glacial–interglacial cycles during the MPT cannot
be simulated unless the model parameters are changed19,39.
Note that ref. 36 reproduce the change in frequency without
changing the model parameters. However, they use a detrended
benthic foraminifera δ18O stack40 as a reference curve for
global ice volume changes. Hence, this prevents discussing the
change in amplitude of the glacial–interglacial cycles during
the MPT36.

Ref. 38 successfully reproduce the global ice volume for the last
1 Ma, only based on orbital forcing. The model switches between
two states, glaciation and deglaciation, following a threshold
mechanism related to the orbital forcing and the modelled global
ice volume itself. However, when the model is run over the past
2 Ma, the MPT cannot be reproduced without changing model
parameters. Such limitation could reveal the impossibility of
reproducing the MPT with these model equations when con-
sidering only the orbital forcing. Or, alternatively, it could high-
light the inefficiency of the method used in the study to find a
combination of parameters allowing to reproduce of the MPT.

Here we use a zero-dimensional conceptual model that calcu-
lates changes in global ice volume over time as a function of
orbital forcing. Terminations are achieved by introducing a
strongly negative term into the mass balance once a certain ice
volume threshold is crossed. This new conceptual model is
derived from the conceptual model of ref. 38. Our model differs in
the exploration of the parameter space as we developed a more
efficient inverse method to find the best-fit parameters (see the
“Methods” section). Also, our new model reproduces global ice
volume variation over the past 2 Ma. We enlarge the simulated
time interval compared to previous studies in order to integrate
the entire period of the MPT (~1.2–0.8 Ma) as well as multiple
pre-MPT 40 ka glacial–interglacial cycles. We thus test the
hypothesis of two modes of climate before and after the MPT and
our results should be considered under this hypothesis. Alter-
native simple models have developed another approach implying
a change of climate physics through the MPT30,31.

Different forcing hypotheses for the MPT are tested using three
simulations performed with our conceptual model in order to
compare the relevance of each mechanism:

(i) The ORB simulation uses only orbital forcing parameters as
inputs.

(ii) The ABR simulation is based on an internal abrupt forcing,
in addition to the external forcing. The abrupt forcing is
designed as such: the deglaciation threshold, which is the
ice volume value that the model has to reach to initiate the
deglaciation, differs before and after the timing of the MPT
optimally determined by the inverse method. It concep-
tually reproduces an abrupt MPT as the deglaciation is
facilitated before the MPT.

(iii) The GRAD simulation is based on external forcing plus an
internal gradual forcing. In this simulation, the gradual
forcing is designed so the deglaciation threshold varies
linearly over the last 2 Ma. This deglaciation threshold is
thus different at each time step of the model. Contrary to
the ABR simulation, no specific timing could be considered
to represent the MPT.

In the following, we show that all three simulations reproduce
the MPT as seen in the global ice volume reconstruction from
ref. 41 with different degrees of success (see the “Methods” sec-
tion). Based on our results, we investigate the relative role of
internal versus external forcing in the triggering of MPT. Finally,
we discuss our model results in the context of the different cli-
mate mechanisms proposed to explain the triggering of the MPT.

Results
The MPT in the ORB simulation. No modelling of the internal
climate system is accounted for in the ORB simulation as
reflected in the fact that the 13 model parameters being kept
constant throughout the last 2 Ma (see the “Methods” section).
Hence, the global ice volume variations modelled in the ORB
simulation offer a basis to investigate the full role of the external
forcing on the MPT (Fig. 1). To evaluate the degree of correlation
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Fig. 1 Simulated and reconstructed global ice volume variations (in metre sea level equivalent, msl) over the last 2Ma. The ORB (a, black curve), ABR
(b, blue), and GRAD (c, green curve) simulations are superimposed onto the reconstructed global ice volume (red dashed curves) from ref. 41. For each
simulation, the grey curve represents the state of the model, deglaciation (1) or glaciation (0) and the evolution of a key model parameter is indicated as a
dashed black line. In the ORB simulation, the v0 parameter is constant throughout the past 2Ma (dashed black line). In the ABR simulation, the evolution of
v0 can be represented as a step change (dashed black line) between two different values. The optimal timing of the abrupt change in v0 is at 1220 ka. In the
GRAD simulation, the v0 parameter linearly increases through time over the past 2Ma.
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of the modelled global ice volume variations to the reconstruc-
tions, we calculate the average of the absolute values of the resi-
duals over the past 2 Ma (Fig. 2). Residuals correspond to the
difference between the modelled value and the observed value at
the same time (see the “Methods” section). A positive or negative
residual implies an underestimation or an overestimation
respectively, of the modelled ice volume compared to the
reconstructed ice volume changes. Average residuals for 400 ka
windows were computed for each of the three simulations
(Supplementary Table 1). These values are thus used to investi-
gate the presence of any systematic biases in a specific time
window. The modelled global ice volume from the ORB simu-
lation is relatively well correlated with the global ice volume
reconstruction for the last 2 Ma with an average absolute value of
residuals of 18.1 m and a coefficient of determination R2 equal to
0.44 (Fig. 1, Supplementary Fig. 1). The 11 terminations of the
last 1 Ma are reproduced (Supplementary Fig. 2). All nine periods
with residuals superior to 30 m correspond to a modelled global
ice volume that is overestimated during interglacial periods
(Fig. 2). Before 1Ma, our model does not reproduce some existing
Terminations, i.e. Termination (T) X, TXXII, whereas TIII is
artificially doubled (Fig. 1; Supplementary Fig. 2).

The modelled deglaciations are the largest after 1 Ma with an
amplitude higher than 70 m, whereas no modelled deglaciation
has an amplitude of more than 70 m before 1Ma (Supplementary
Fig. 2). The model reduces the contrast of the amplitude changes
before and after the MPT. The periodicity of the modelled
deglaciation onsets increases gradually over the past 2 Ma.
Residuals are respectively negative and positive before and after
1 Ma (Supplementary Table 1). Still, this is the first time that a
simulation from a conceptual model using only orbital forcing
can partially reproduce the MPT in terms of both amplitude and
frequency without any changes in the model parameters. Two
sensitivity tests were performed to confirm the robustness of the
MPT transition modelled in the ORB simulation. First, a “model
parameter sensitivity” test could demonstrate that it is reasonable
to consider that the ORB simulation is mainly sensitive to the
parameters controlling the switch from the glaciation to the
deglaciation mode (Eq. (6), Supplementary Note 1, Supplemen-
tary Fig. 3). Second, a simulation run with a synthetic orbital

forcing was also performed. This synthetic forcing is an orbital
forcing where all natural orbital frequencies except the dominant
ones (41 ka for obliquity and 21 ka for precession and phase-
shifted precession) are removed. The simulations show that
~100 ka cycles are not reproduced when using only the dominant
forcing (Supplementary Note 1, Supplementary Fig. 4). This
result highlights the important role played by the long-term
orbital forcing in the MPT of the ORB simulation (SYN
simulation, Supplementary Fig. 4).

The MPT in the ABR simulation. The ABR simulation accounts
for both external and internal forcing. In the ABR simulation, the
v0 parameter, which is the ice volume threshold value responsible
for triggering deglaciation, varies abruptly at a specific time. This
specific time is optimally inferred by our inverse method and
corresponds to 1220 ka (see the “Methods” section for additional
information). The modelled global ice volume is highly correlated
with the reconstructed one from ref. 41 for the last 2 Ma. The
average absolute value of residuals is 14.4 m and the coefficient of
determination R2 is equal to 0.64 (Fig. 1; Supplementary Figs. 1
and 5). Terminations over the past 2 Ma are all reproduced by the
model. Over 1.2–1.6 Ma, the model mainly underestimates the
global ice volume (Supplementary Table 1). In particular, the
slightly higher global ice volume maxima from the paleo-
reconstruction are not simulated (Fig. 2).

Our ABR simulation reproduces the MPT in terms of
amplitude and frequency. However, it produces a systematic bias
of overestimation before the MPT and underestimation after the
MPT of glacial maxima (Supplementary Table 1). It is likely that a
longer transition in the v0 parameter is required to avoid a
systematic temporal bias between the simulated and the
reconstructed ice volume changes.

Two additional ABR-type simulations were performed based
on abrupt changes of the kO and αg parameters in order to test
the sensitivity of our results to the choice of the variable
parameter (Supplementary Note 1, Supplementary Figs. 6, 7,
Supplementary Table 2). These results have higher residual values
(15.7 and 16.5 m) than the ABR simulation and they only
reproduce partially the MPT (Supplementary Tables 5, 6). These
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results confirm the relevance to consider the v0 parameter as the
main driver of the MPT.

The MPT with the GRAD simulation. The GRAD simulation
also aims at simulating the MPT using both external and internal
forcing. However, the internal forcing is modelled by a gradual-
rather-than-abrupt change to modulate how difficult it is to
trigger a deglaciation. Here, the v0 parameter influencing the
switch from glaciation to deglaciation mode linearly varies
through time (see the “Methods” section). The average absolute
value of residuals is 13.9 m and the coefficient of determination
R2 is equal to 0.67 (Fig. 1, Supplementary Fig. 1) which are,
respectively, the lower and higher values of the three simulations.
The GRAD simulation reproduces all but TXXII over the past
2 Ma (Fig. 3). No deglaciation has an amplitude superior to 60 m
before 900 ka (Fig. 3). Compared to the ORB and ABR simula-
tions, there is no systematic bias of overestimation or under-
estimation of global ice volume (Fig. 2). The residuals are centred
around zero over the five sliding windows of 400 ka (Supple-
mentary Table 1). To sum up, the GRAD simulation reproduces
the MPT both in terms of amplitude and frequency while it has
the smallest average residual of the three simulations (13.9 m).
Finally, no systematic bias is identified over the past 2 Ma.

Such as for the ABR-type simulations, the sensitivity of the
model results to other parameters was tested. Two additional
GRAD-type simulations were performed based on the gradual
change of the kO and αg parameters (Supplementary Note 1,
Supplementary Figs. 6, 7, Supplementary Table 2). These results
have higher residual values (15.4 and 16.7 m) than the GRAD
simulation and they only reproduce partially the MPT (Supple-
mentary Tables 5, 6). Hence, for this set of simulations too, the
results support the fact that it is relevant to consider the v0
parameter, i.e. the deglaciation threshold, as the main driver of
the MPT.

Spectral analyses of the three simulations. Next, we perform
spectral analyses on the modelled global ice volume curves from
the three simulations to study the relative amplitude of the 100
and 40 ka signals before and after the MPT using the Discrete
Fourier Translation (DFT) method with a Fast Fourier

Translation (FFT) algorithm42. The results of the spectral analysis
of the three modelled global ice volume curves are compared to
the results of the spectral analysis obtained on the global ice
volume reconstruction (Fig. 4).

Performed over the last 1 Ma, the spectral analyses of the three
global ice volume simulations highlight the dominant periodi-
cities at 100 and 40 ka, as well as a third dominant periodicity at
23 ka, also registered in the global ice volume reconstruction. A
higher power for the 100 ka peak compared to the 40 ka peak is
observed for the GRAD simulation, which prevails also in the
power spectrum for the ice volume reconstructions. This is
different from the spectral analyses of the ABR and ORB global
ice volume simulations that exhibit 100 and 40 ka peaks of similar
power over the last 1 Ma. When performed over the 2–1Ma time
interval, the spectral analysis of the global ice volume reconstruc-
tion highlights a 40 ka peak and no peak at 100 ka. Such a pattern
is well reproduced in the spectral analyses of the GRAD and ABR
simulated global ice volume variations. In contrast, the power
spectrum for the ORB simulated global ice volume underlines the
existence of a peak at 200 ka in addition to the larger 40 ka peak
(Fig. 4).

In summary, the spectral analyses of our modelled global ice
volume reconstructions confirm that the three simulations
reproduce the MPT with different degrees of success, with the
GRAD simulation performing the best.

Quantifying the relevance of the simulations. When calculated
over the past 2 Ma, the average residuals of the ORB, ABR and
GRAD simulations are respectively 18.1, 14.4 and 13.9 m using
13, 15 and 14 parameters for each model (Supplementary
Table 3). The GRAD simulation fits the best with the global ice
volume reconstruction compared to the ABR simulation, while it
also has less degree of freedom as fewer model parameters are
used. Hence, the additional parameter of the GRAD simulation
compared to the ORB simulation appears more relevant than the
two parameters added in the ABR simulation. To investigate the
relative relevance of the three simulations in a quantitative way,
we use an objective criterion named the Bayesian Information
Criterion (BIC; see Methods). The BIC enables quantifying the
relevance of a model against another one43–45. This criterion is
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based on the number of independent data, the number of
parameters of the model, and the mean of residuals (see the
“Methods” section). The ΔBICij is the difference between the BIC
of model j and the BIC of a model i. If this value is positive, it is
an argument in favour of model j. Several degrees of confidence
are expressed in function of the value of the positive number
(see Methods). If the ΔBIC is superior to 10, the confidence is
considered as very strong46.

The ΔBIC calculated for the GRAD and ABR simulations
against the ORB simulation are very strong, i.e. 61.7 and 49.6,
respectively (Table 1). This result highlights the relevance of
modelling an internal physical parameter of the Earth system in
addition to the orbital forcing to fully reproduce the MPT. In
addition, the ΔBIC of the GRAD simulation relative to the one of
the ABR simulation is also strong i.e. 12.1 (Table 1), confirming
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Table 1 BIC difference ΔBICij= BICj–BICi for the ORB, GRAD
and ABR simulations.

Vs. ORB
simulation

Vs. ABR
simulation

Vs. GRAD
simulation

ORB simulation 0 – –
ABR simulation 49.6 0 –
GRAD
simulation

61.7 12.1 0

The ΔBICij criterion quantifies the evidence in favour of a model i (row) against a model j
(column)43. If the value is positive, it means that the model referred to in the row is more
relevant than the model referred to in the column.
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that using the GRAD simulation is more relevant than the ABR
simulation.

Discussion
Previous studies exploring the cause of the MPT dismiss the
hypothesis that this transition was solely driven by orbital
forcing7,11,20,26,47. They consider that the pre-MPT climate
responds linearly to orbital forcing whereas the climate after the
MPT is decoupled from orbital forcing through an internal
mechanism of the Earth’s climatic system48,49. This hypothesis is
also supported by an abrupt transition identified in several
records from natural climatic archives8,12,13. Also, the fact that up
until now, no simple conceptual model could reproduce this
transition using solely the orbital forcing as input was in favour of
excluding orbital forcing as a potential driver of the MPT. Ref. 36

modelled the MPT only with external forcing inputs and without
changing parameters. However, the model is not compared to the
original climatic signal. Instead, it is compared to a detrended
version of the LR04 benthic foraminifera δ18O composite curve50.
In their study, the signal between 2 and 1Ma is normalized and
centred on the mean and maximum amplitude of the signal of the
last 1 Ma. This approach enables to study the model performance
regarding the change in the frequency of glacial–interglacial
cycles across the MPT and highlights that it is well simulated in
their model. However, such a strategy prevents investigating the
change in the amplitude of the glacial–interglacial cycles.

Our conceptual model is the first to reproduce at least partially
the change in both the frequency and the amplitude of
glacial–interglacial cycles observed in paleodata across the MPT
without the inclusion of forcing from the internal climate system
nor a change in model parameters (ORB simulation). Our sen-
sitivity analysis shows that the most sensitive mechanism behind
this simulation is the shift from glaciation to deglaciation mode,
i.e. the trigger of the deglaciation (Supplementary Note 1, Sup-
plementary Fig. 3, Supplementary Table 4). This result confirms
the crucial role of the trigger of deglaciations in driving the
Pleistocene climate.

Ref. 51 already shows that an internal component of the Earth
system could be driven by variations at million-year scale of orbital
parameters. A non-linear response to these million-year scale var-
iations in orbital forcing may have played a role in this transition, as
suggested by our SYN simulation and this would deserve future
dedicated investigations (Supplementary Fig. 4). While the domi-
nant frequencies (21 and 41 ka) are able to reproduce the pre-MPT
climate, ~100 ka cycles appear to require a long-term modulation of
external forcing. This long-term (hundreds of thousands to a mil-
lion years) cyclicity in the orbital records might explain the minored
role of orbital forcing in the previous studies focusing on the spe-
cific time period of the MPT. Still, we show that the ORB simula-
tion globally overestimates and underestimates the amplitude of the
glacial–interglacial cycles before and after the MPT respectively
(Fig. 1, Supplementary Fig. 2). Thus, an internal component of the
climate system is necessary to be coupled with this external forcing
to fully explain the MPT.

In the GRAD and ABR simulations, the modulation of the
deglaciation threshold conceptually includes a forcing from the
internal climate system. The variation in the value of the degla-
ciation threshold across the MPT, either abruptly or gradually,
implies that it becomes more difficult to initiate a deglaciation
during the Late Pleistocene rather than the early Pleistocene.
Although the nature of the change in the internal climate that is
modelled by the change in the deglaciation threshold is not
directly constrained by our conceptual model, we can rank the
relevance of the different proposed mechanisms of MPT based on
their temporal structure.

Erosion of the regolith beneath the Laurentide and Fennos-
candian ice sheets is regularly invoked as a likely cause of the
MPT7,13,16. With such a hypothesis, the MPT would have begun
at the time when all the regolith was removed. Indeed, ice sheets
lied on hard crystalline bedrock, reducing basal velocity and
allowing ice sheets to be thicker and more stable7. This hypothesis
focuses on a specific time period for the transition to happen,
which could be linked to the clear transition identified in some
paleoclimatic records (ref. 8: 900 ka; ref. 13: between 950 and 860
ka). This mechanism also implies a direct response to the climate,
where a binary change will provoke an abrupt transition. How-
ever, our results show that despite a major improvement in the
model performance when adding a threshold occurring at a
specific time, this solution is less relevant that adding a gradual
trend to the initial orbital forcing.

The hypothesis of a gradual forcing in the internal climatic
system to explain the MPT has been investigated before. For
instance, changes in the atmospheric CO2 concentrations have
been proposed as a possible driver of the MPT16,19,20,25. Indeed, a
progressive decrease of the atmospheric CO2 concentrations
would have for consequence to gradually cool the Earth20. Ref. 16

propose that the atmospheric CO2 is a possible driver of the MPT
using a model coupling climate, ice sheets and carbon cycle.
However, they show that an additional mechanism, i.e. the
regolith removal, is necessary to fully describe the MPT. A
characteristic of this study is the fact that the CO2 trend over the
Pleistocene is not constrained by CO2 data but is only suggested
by the linear decrease of an unspecified parameter. Ref. 26

investigates the role of CO2 in the MPT, but more as a con-
sequence rather than as a possible trigger of the MPT. In fact,
they proposed that a change in the ice sheet dynamics would
cause an increase in dustiness. This would lead to a fertilization of
the Southern Ocean and a consequent decrease in global CO2

concentrations.
The scarcity of atmospheric CO2 reconstructions from natural

archives before 800 ka makes the assumption of an atmospheric
CO2 concentration decrease throughout the Pleistocene challen-
ging to test. Still, existing CO2 reconstructions from Boron iso-
topes of marine sediment cores reach values superior to 400 ppm
during the late Pliocene (2.3–3.3 Ma). This corresponds to CO2

concentrations higher than CO2 measured in the ice core for the
last 800 ka52. During the Pleistocene, available data suggest
relatively constant CO2 levels characterizing interglacials prior,
during and after the MPT while during glacial maxima, a gra-
dually decreasing trend in CO2 levels is observed through
time23,25,26. As our model is in favoured of a gradual change, we
hypothesize that an atmospheric CO2 decrease during glacial
times would be enough to provoke a gradually increasing stability
of ice sheets during the glacial period, making them less sensitive
to insolation variation after the MPT. The ease of the deglaciation
trigger would be progressively reduced. Under these conditions,
each obliquity cycle would not lead to deglaciation as in the pre-
MPT world. Some obliquity cycles would be missed and degla-
ciations would be triggered through a specific obliquity and
precession configuration, generating artificially ~100 ka cycles.
The decreasing parameter in our gradual conceptual model could
be linked to atmospheric CO2. This would create a stochastic and
non-linear post-MPT climate, contrary to the obliquity-driven
pre-MPT climate.

To conclude, our study tests conceptual hypotheses (e.g.
external or internal forcing, abrupt or gradual mechanism)
regarding the causes of the MPT and evaluates their efficiency to
reproduce global ice volume reconstructions over the past 2 Ma.
While our phenomenological model is clearly in favour of a
gradual trigger of the MPT, the involvement of a change in
atmospheric CO2 concentrations remains a hypothesis that
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requires direct testing. In particular, it would be very valuable and
complementary that alternative physical-based approaches rely-
ing on more complex53 or more explicit31 modelling investigate
further our findings so it is possible to provide a direct identifi-
cation of the physical mechanism behind the equations. With the
deep drilling of a new ice core in Antarctica, the on-going
European Beyond EPICA-Oldest Ice project aims to provide new
climate and environmental records back to 1.5 Ma, and in par-
ticular the first continuous millennial-scale atmospheric CO2

record throughout the MPT54,55. The climate and environmental
records from this new ice core should provide key information to
progress on our understanding of the mechanisms responsible for
the MPT. Understanding the carbon cycle-climate interactions
during this major climatic transition from the past will tighten the
constraints on the response of the Earth system over long time-
scales to future greenhouse gas emissions.

Methods
Conceptual model formulation. The model used in our study is similar in the
formulation to the previously published conceptual model of Quaternary climate of
ref. 38. These conceptual models aim to reproduce the global ice volume v, i.e. sea
level variations with only orbital forcing parameters as input19,37–39. A linear
combination of three orbital parameters Esi∼ e sin ω (precession, ω the
precession angle taken from the vernal equinox), Eco ∼ e cos ω (phase-shifted
precession) and Ob∼ ε (obliquity) could represent insolation at most latitudes
and season3.

The model is composed of two states, the glaciation state “g” and the
deglaciation state “d” which represent the climatic system. Two linear equations
thus represent the climatic system:

g :
dv
dt

¼ �αEsiEsitr tð Þ � αEcoEcotr tð Þ � αOObðtÞ þ αg ð1Þ

d :
dv
dt

¼ �αEsiEsitr tð Þ � αEcoEcotr tð Þ � αOObðtÞ þ αd �
v
τd

ð2Þ

where τd is the relaxation time in ka, αEsi, αEco and αO are constant parameters in
m ka−1 which allow to give relative weight to the three orbital forcings. αd and αg
are the speed of deglaciation and glaciation, respectively, in m ka−1. “Ob” is
obliquity normalized to zero mean and unit variance and Esitr and Ecotr are,
respectively, calculated from Esi and Eco the precession parameters normalized to
zero mean and unit variance using a truncation function:

if x ≤ 0 : f xð Þ ¼ x þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4a2 þ x2
p

� 2a ð3Þ

if x > 0 : f xð Þ ¼ x ð4Þ

where a is a constant with a= 1.06587 from ref. 37. This truncation is similar to the
one used by ref. 19.

The model can switch from one state to another if a threshold ice volume is
exceeded by a linear combination of the 3 orbital parameters (plus ice volume for g
to d transition):

g to d : kEsiEsiðtÞ þ kEcoEcoðtÞ þ kObObðtÞ þ v > v0
ðand kEsiEsiðtÞ þ kEcoEcoðtÞ þ kObObðtÞ≥ v1Þ

ð5Þ

d to g : kEsiEsiðtÞ þ kEcoEcoðtÞ þ kObObðtÞ< v1
ðand kEsiEsiðtÞ þ kEcoEcoðtÞ þ kObObðtÞ þ v ≤ v0Þ

ð6Þ

With v0 the ice volume above which the model switches to the deglaciation
mode and v1 the ice volume below which the model switches to the glaciation
mode. These two parameters represent a limiting value that defines the range in
which the ice volume is allowed to vary during the simulation. The physical
interpretation of these parameters is that they represent the maximum and
minimum size of the ice sheet under full glacial and deglacial conditions.

This initial version of the conceptual model, is similar in the equations
formulation to the one of ref. 37, is the so-called ORB simulation in the
following study.

Variants of the orbital conceptual model. In order to test the internal forcing
climatic hypothesis, we develop two variants of the ORB simulation: (i) the ABR
simulation and (ii) the GRAD simulation. These models are similar to the ORB
simulation, except for the formulation of the g to d transition.

(i) For the ABR simulation, we use a distinct value of v0 depending if we are
after or before a threshold age T

If t > T:

v0 ¼ v0b ð7Þ
If t < T:

v0 ¼ v0a ð8Þ
where t is the discretized time, v0a and v0b are two values of v0 determined from
our inverse method.

(ii) For the GRAD simulation, we add a parameter C to the v0 parameter which
drops continuously the ice volume threshold along the time period of the model.

v0 tð Þ ¼ v0 t ¼ 0ð Þ þ Ct ð9Þ
where t is the discretized time.

Finally, orbital, gradual and abrupt models are, respectively, composed of 13, 14
and 15 parameters (Supplementary Table 3). We solve the evolution of v over the
last 2 Ma using a Runge–Kutta 4th order method with a time step of 1000 yr for the
3 models.

Use of the global ice volume reconstruction from Berends et al. (2021)41. We
fit the model to the global ice volume reconstruction of ref. 41 which is based on the
LR04 marine benthic foraminifera δ18O stack50. The use of this global ice volume
reconstruction as a reference could induce two main biases in the model-data
comparison. Firstly, ref. 41 deconvolute the initial isotopic signal of the LR04 stack,
which is influenced by both global ice volume and deep-ocean temperature. The
global ice volume quantification is obtained through a coupled model of the
Northern Hemisphere ice sheets and ocean temperatures41. Secondly, the chron-
ology of the LR04 stack is partially built using an orbital tuning-based dating
method50. However, the use of a global ice volume reconstruction instead of an
isotopic record allows to provide dimensional and quantified model-data deviation
in terms of sea level equivalent. Additionally, the isotopic signal from distinct
oceanic basin has shown asynchronous variations at the onset of deglaciations56,57.
Such asynchronicity is also observed during the MPT, due to the diversity of
statistical tools used to analyse the data and to the criterion used to determine the
onset of MPT7,20.

Note that we also fit the model to the global ice volume reconstruction from
refs. 16,58. These ice volume reconstructions exhibit some differences from the more
recent one from ref. 41, in particular, the amplitude of glacial–interglacial cycles
appears larger. Using these two alternative records does not impact the conclusions
of our study, i.e. the GRAD simulation is still the most appropriate to reproduce
the MPT. We are aware of the limitations associated with a modelled
reconstruction based on stacked benthic δ18O records but it has the advantage to
provide information at a global scale, i.e. the global ice volume changes. Indeed,
other paleorecords covering the MPT are mainly interpreted as representative of
local climate and/or environmental changes8.

Model fit to the global ice volume reconstructions using a Monte Carlo
method. As in ref. 37, we use a random walk based on the Metropolis
algorithm59,60 to select the most probable experiments. In this study, we improve
the selection of the best-fit parameters using a random walk with N walkers with
the eemc python module61. The previously developed methodology37 is a simpli-
fied case of this method with one walker. Our method allows to optimize the
selection of the best parameters as it is more efficient to explore the parameter
space61. For each model, we perform 100,000 experiments using a random walk at
30 walkers and we extracted the best-fit vectors of parameters for each model
(Supplementary Table 3).

Model comparison method. In order to evaluate the relative relevance of each of
the three simulations, we compare them using the Bayesian Information Criterion
(BIC). This criterion quantifies the evidence in favour of a model against another
model43,44. It is expressed as following:

BIC ¼ �2lnL θð Þ þ K lnN ð10Þ
where N is the number of independent data points, K the number of model
parameters and ln L(θ) is the maximum log-likelihood, defined here as the χ2. We
estimate N as 200, which corresponds to one independent data point every 10 ka,
i.e. approximately at each ice volume extremum.

To compare directly two models, we compute the ΔBICij, which is the BIC
difference between two models:

ΔBICij ¼ BICj � BICi ð11Þ
The ΔBIC could be directly interpreted as following: the evidence of the

dominance of the relevance of the model j over model i is weak if 0 < ΔBICij < 2,
positive if 2 < ΔBICij < 6, strong if 6 < ΔBICij < 10, and very strong if
ΔBICij > 10 (42).

Calculating the average residuals between simulated and reconstructed ice
volume change. Here we investigate the influence of the high degree of freedom of
our model on the ability of the three simulations to fit the reconstructed global ice
volume. To do so, we quantify the residuals for our three simulations and also
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perform an additional “test” simulation. The average residuals correspond to the
average difference between simulated and reconstructed global ice volume. The
average standard deviation of the ice volume reconstruction is 24.8 m. If our model
was the simplest possible with no degree of freedom, i.e. a constant value of ice
volume, the residual model data would thus be 24.8 m. In comparison, residuals for
the ORB, ABR and GRAD simulations are, respectively, 18.1, 14.4, and 13.9 m. One
could question if the ability of our model to represent the MPT is only due to the
high degree of freedom of our model (from 13 to 15 parameters) and the sinusoidal
nature of the input forcing. To test this, we evaluate if the ORB residual value of
18.1 m represents a significant improvement compared to the 24.8 m estimate. We
run a “test” simulation over the past 2 Ma using the orbital forcing parameters
corresponding to the 4–2Ma interval. By using such “inappropriate” forcing we
obtain a residual value of 20.4 m. This illustrates that the inverse method used in
our model can reduce the model-data mismatch by about 4 m. However, the orbital
forcing from the correct period (2–0Ma) is required to further reduce the residual
value to 18.1 m. This result illustrates that the significant reduction of the model-
data mismatch in the ORB simulation is due to the use of the orbital forcing
corresponding to the appropriate time period (2–0Ma) period rather than the high
degree of freedom of our model.

Reporting summary. Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The data used to run the model and the model outputs are available at https://github.
com/EtienneLegrain/ConceptualModel_MPT_Legrain_etal.2023.git.

Code availability
The conceptual model used is available to download at https://github.com/
EtienneLegrain/ConceptualModel_MPT_Legrain_etal.2023.git.
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Supplementary Note 1 

Evaluating the robustness of the results from the ORB simulation 

Testing the sensitivity to changes in model parameter values 

We performed a sensitivity test to evaluate how our results from the ORB simulation are sensitive to 

small changes in the values of the parameters. For that, we deviate by +/- 20% of its original value the 

value taken in the best simulation, for each model parameter (Supplementary Table 2, Supplementary 

Figure 3). When proceeding as such for a given parameter, all the other ones of the simulation remain 

constant. The co-variance of parameter in the estimation of model sensitivity to parameters is thus 

not considered. We then run the simulations at a step of 0.01% of resolution and compute residuals 

for each of these simulations. Results are presented in Supplementary Figure 3. The discontinuous 

aspect of residuals change is due to the binary structure of the model, based on a glaciation (g) and a 

deglaciation mode (d). Every added, removed, or displaced g-to-d or d-to-g change will provoke an 

abrupt jump in the residuals value. We thus decided to consider the percentage of the values that 

result in an acceptably low residual interval, rather than to limit our analysis to the very local variability 

near the optimum value.  We fixed this threshold at 10% above the best residual value from the ORB 

simulation. We applied this threshold value because we consider that above this value, the MPT is no 

longer reproduced by the model. Based on this threshold, we compute the percentage of simulations 

within the ±20% range of parameter change, that reproduces the MPT. Results are presented in 

Supplementary Table 4. The four most impacting parameters are the four parameters defining the 

deglaciation equation of the model, i.e. kO, v0, kEco and kEsi. Among these four parameters, three of 

them are specific to an orbital forcing while the v0 parameter is a general deglaciation threshold which 

apply to the entire system. These are strong arguments in favour of using the v0 parameter to simulate 



2 
 

a gradual or abrupt change in the MPT. Also, this result confirms the robustness of the results obtained 

in the ORB simulation. 

Testing the role of long-term modulation of orbital frequencies on the model results with the SYN 

simulation 

Here we want to investigate the potential role of long-term orbital frequency in the ability of the ORB 

simulation to partially simulate the MPT. For that, we define an extreme case study where all natural 

orbital frequencies except the dominant ones (41 kyr for obliquity and 21kyr for precession and phase-

shifted precession) are removed. The SYN simulation is based on the exact same model equations than 

the ORB simulation. However, the input forcings of the two models are different. While the ORB 

simulation is forced by reconstructed external forcing from Ref. 4, the SYN simulation is forced by a 

synthetic signal based on dominant frequencies of the ORB simulation forcings (Supplementary Figure 

4). The three orbital forcings of the SYN simulation have the same mean and standard deviation than 

the ones of the ORB simulation. However, they vary only as a function of their dominant frequency: 21 

kyr for the precession and phase shifted precession, and 41 kyr for the obliquity. The SYN simulation 

was run following the same methodology as the ORB, GRAD and ABR simulation (see methods), the 

SYN global ice volume simulation corresponds to the optimal fit from 100 000 experiments. The 

average. The average of absolute value of residuals between the simulated and reconstructed global 

ice volume of the SYN simulation is 19.7 m (against 18.1 m for the ORB simulation). Globally, the SYN 

simulation is able to reproduce the 41 kyr cyclicity of the pre MPT world, even if the model does not 

simulate any deglaciations over this period (Supplementary Figure 4). However, the SYN simulation do 

not reproduce any 100 kyr cycles after the MPT. In the SYN simulation, the model reinforced the 

influence of the obliquity over precession forcing by reducing the αEsi/αO and αEco/αO ratios 

compared to the others simulations (Supplementary Table 2). The model generates thus more easily 

the 40kyr obliquity-driven cycles than the more complex 100 kyr cycles. This result suggests that the 

pre MPT climate is dominated by the most prominent frequency of the orbital forcing while the post 

MPT climate appears to require long-term modulation of orbital frequencies.  

Evaluating the sensitivity of the ABR and GRAD simulations to the choice of the MPT-driven 

model parameter  

Here we test the sensitivity of our main result (i.e., a gradual rather than abrupt mechanism triggers 

the MPT) to our initial hypothesis of a v0-driven MPT. We investigate the hypothesis of an αg-driven 

MPT and an kO-driven MPT. For that, we performed four additional simulations based on the abrupt 

or gradual change of the αg and kO parameter.  
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First, the kO parameter was chosen since our sensitivity test presented in the section above highlights 

that even a small change in its value could have a strong impact on the model results from the ORB 

simulation (Supplementary Figure 7). 

The two simulations, called ABRkO and GRADkO are similar to the ORB simulation, except for the 

formulation of the g to d transition. 

(i) For the ABRkO simulation, we use a distinct value of kO between after or before a threshold age TkO: 

If t>T: 

k0	 = k0a	 

If t<T: 

k0	 = k0b	 

 (ii) For the GRADkO simulation, we add a parameter CkO to the kO parameter which drop continuously 

the ice volume threshold along the time period of the model. 

k0	(t) = k0	(t = 0) + C!"	∁ × 	t	 

Where t is the discretized time. 

Second, the αg parameter is the most impacting parameter that belongs to the glacial mode (eq.1) 

(Supplementary Table 4, Supplementary Figures 3,6). We consider the glacial mode as one of the 

potential drivers of the MPT in our model as the MPT in the reconstruction of ice volume is 

characterized by an increase of the ice sheet size during glacial periods. Thus, we simulate an αg-driven 

MPT. 

The two simulations, called ABRαg and GRADαg are similar to the ORB simulation, except for the 

formulation of the g mode. 

(i) For the ABRαg simulation, we use a distinct value of αg depending if we are after or before a 

threshold age TkO : 

If t>T: 

αg	 = αga	 

If t<T: 

αg	 = αgb	 
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 (ii) For the GRADαg simulation, we add a parameter Cαg to the αg parameter which drop continuously 

the ice volume threshold along the time period of the model. 

αg	(t) = αg	(t = 0) + C#$ 	× 	t	 

Where t is the discretized time. 

 

To investigate the robustness of these additional results, we compute the ΔBIC criterion of the gradual 

versus abrupt simulations for these two series of parameters44,45. Results are shown in Supplementary 

Tables 5 and 6. The evidence of the GRADkO against the ABRkO is very strong (12.1)47. The evidence of 

the GRADαg against the ABRαg is positive (3.0)47. Those results reinforce our overall conclusion that a 

gradual mechanism is more relevant than an abrupt mechanism to explain the MPT, as already inferred 

from the main GRAD and ABR simulations. 
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Supplementary Figures 

 

 

Supplementary Figure 1: Scatter plots of simulated global ice volume versus reconstructed global ice volume from ref. 42 and 
computation of the coefficient of determination (R2). We interpolated the two dataset every 1 ka. A 1:1 line is added on each 
graph in black.  
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Supplementary Figure 2: Temporal structure of glacial-interglacial cycles in the ORB simulation. Each black stick corresponds 
to a deglaciation state. Height of the black stick represents the amplitude of the deglaciation in meter sea level equivalent. 
The width of each black stick and the associated black number indicate the duration of each deglaciation. Grey roman 
numerals are termination names. Interval between two consecutive orange dots and associated orange number corresponds 
to the time interval between two deglaciation onsets. Grey shaded area corresponds to a period of lower amplitude and 
higher frequency of glacial-interglacial cycles than during the white area. 
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Supplementary Figure 3: Sensitivity test of the ORB simulation. For each of the ORB simulation parameter, we vary the parameter value in a

±20% range from its best value and compute the simulation residuals. Dashed lines represent an increase of residuals of 10%, which is an

approximation of the threshold from which the MPT is no longer reproduced by the ORB simulation.
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Supplementary Figure 6: Results from the GRADαg and ABRαg simulations. From top to bottom. ABRαg simulation (blue) and reconstructed

(red dashed curve, from ref. 42) global ice volume variations (in meter sea level equivalent, m sl) over the last 2 Ma. The grey curve

represents the state of the model, deglaciation (1) or glaciation (0). Residuals between the ABRαg simulation and the reconstructed global

ice volume changes over the last 2 Ma. GRADαg simulation (green) and reconstructed (red dashed curve, from ref. 41) global ice volume

variations (in meter sea level equivalent, m sl) over the last 2 Ma. The grey curve represents the state of the model, deglaciation (1) or

glaciation (0). Residuals between the GRADαg simulation and the reconstructed global ice volume changes over the last 2 Ma.
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Supplementary Figure 7: GRADkO and ABRkO simulations. From top to bottom. ABRkO simulation (blue) and reconstructed (red dashed

curve, from ref. 42) global ice volume variations (in meter sea level equivalent, m sl) over the last 2 Ma. The grey curve represents the state

of the model, deglaciation (1) or glaciation (0). Residuals between the ABRkO simulation and the reconstructed global ice volume changes

over the last 2 Ma. GRADkO simulation (green) and reconstructed (red dashed curve, from ref. 42) global ice volume variations (in meter sea

level equivalent, m sl) over the last 2 Ma. The grey curve represents the state of the model, deglaciation (1) or glaciation (0). Residuals

between the GRADkO modelled global ice volume and the reconstructed global ice volume over the last 2 Ma.
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Supplementary Tables 

 

 

Supplementary Table 1: Calculated residuals for each of the three global ice volume simulations relatively to the global ice 
volume reconstruction from ref. 42. A positive and a negative value mean that the model underestimates or overestimates, 
respectively, the global ice volume. Results are separated into five temporal windows of 400 ka. 

 

  
Time interval (ka) 

0-400 400-800 800-1200 1200-1600 1600-2000 

ORB simulation 10.3 6.2 3.7 -5.1 -13.8 

ABR simulation 2.3 -0.7 -4.9 8.0 -2.7 

GRAD simulation -3.8 2.4 2.7 0.6 1.2 
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Supplementary Table 2: Parameters of the best run of each of the five additional simulations. The letter g refers to the 
glacial state.  

 

  
ABRαg 

simulation 
GRADαg 

simulation 
ABRkO 

simulation 
GRADkO 

simulation 
SYN 

simulation 

αEsi (m ka-1) 0.2904 0.5941 0.0348 0.2998 0.0300 

αEco (m ka-1) 0.7353 0.2728 -0.0524 -0.2619 -0.1887 

αO (m ka-1) 0.5515 0.7960 0.1911 0.5987 1.3953 

αg (m ka-1) 0.8446 1.2585 0.7169 0.6733 0.0226 

αd (m ka-1) -0.0136 -0.0080 -0.0049 -0.1459 14.1983 
log(τd/12 ka) 5.9536 9.2166 7.6306 8.8945 2.3460 
 κEsi (m) 38.3525 25.4954 23.5932 25.5876 1.7955 

 κEco (m -0.7094 -1.0686 -0.3358 -0.0572 -7.4895 
κO (m) 15.5057 10.5257 12.1931 10.6505 11.1633 

v0 (m) 108.6964 93.3106 90.2714 89.8271 80.4311 
v1 (m) 4.5631 1.0932 6.4303 -0.4059 -4.0279 

vinit (m) 23.4360 26.4092 -3.1123 9.4348 10.6978 
Sinit g g g g g 

Cαg (m ka-2)  0.00072    
CkO (m ka-1)    0.0003  
αgb (m ka-1) 0.3919 / 

   
kOb (m ka-1)  

 
21.2581   

tMPTαg (ka)  

 

   
tMPTkO (ka) 1168.3311 / 1232.5194   
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Supplementary Table 3 Parameters of the best run for each of the three simulations. ORB, ABR and GRAD simulations have 
respectively 13, 15 and 14 parameters. The letter g refers to the glacial state.  

  ORB simulation ABR simulation GRAD simulation 

αEsi (m ka-1) 1.1398 0.2836 0.7266 

αEco (m ka-1) 0.1788 0.6118 0.4498 

αO (m ka-1) 0.6811 0.7982 0.5299 

αg (m ka-1) 0.6546 0.7286 0.7059 

αd (m ka-1) -0.1127 -0.0158 -0.0314 
log(τd/12 ka) 8.5631 8.2346 7.5953 

 κEsi (m) 23.1714 20.9612 17.0326 
 κEco (m -0.5175 -0.4549 -1.2318 

κO (m) 12.3815 11.8480 8.1124 
v0 (m) 83.6019 98.0708 107.2550 
v1 (m) 7.4686 4.1636 3.4285 

vinit (m) 52.2861 23.7566 16.1543 
Sinit g g g 

C (m ka-1) / / 0.0310 
v0b (m) / 61.7859 / 

tMPT (ka) 
/ 1219.8969 

/ 
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Supplementary Table 4: Sensitivity test results of the ORB simulation. For each parameter, the second column represent the 
percentage of simulations, within the ±20% range of the best value , for which the increase of residuals of ORB simulation 
do not exceed 10%, which is an approximate threshold from which the MPT is no longer reproduced by the ORB simulation 
 

 

Parameter 
Percentage of simulations 

under 10% of residuals 
deviation (%) 

αEsi 43.1 
αEco 51.1 
αO 37.5 
αg 17.7 
αd 18.7 
τd 7.4 

κEsi 4.2 

κEco 5.3 
κO 1.5 
v0 2.3 
v1 48.1 

vinit 88.4 
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Supplementary Table 5: BIC difference ∆BICij = BICj − BICi for the αg simulations. This parameter quantifies the evidence in 
favour of a model i (row) against a model j (column)44. If the value is positive, it means that the model referred to in the row 
is more relevant than the model referred to in the column. 

 

  vs.ORB simulation vs. ABRαg simulation vs. GRADαg simulation 

ORB simulation 0 / / 
ABRαg simulation 29.3 0 / 

GRADαg simulation 38.4 9.2 0 
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Supplementary Table 6: BIC difference ∆BICij = BICj − BICi for the kO simulations. This parameter quantifies the evidence in 
favour of a model i (row) against a model j (column)44. If the value is positive, it means that the model referred to in the row 
is more relevant than the model referred to in the column. 

 

  vs.ORB simulation 
vs. ABRkO 
simulation vs. GRADkO simulation 

ORB simulation 0 / / 

ABRkO simulation 16.1 0 / 

GRADkO simulation 19.2 3.0 0 
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3.3. Complementary analyses 

 Three main conclusions can be drawn from this study. First, the MPT is qualitatively 

reproduced using a simulation based on external forcing changes only. The ability of the ORB 

simulation to simulate the MPT without any change in the internal forcing is largely due to 

the long-term frequency of the orbital forcing, as revealed by the SYN simulation. Further 

analyses are required to identify the exact role of obliquity and precession long-term frequencies 

in the triggering of the MPT. Second, based on the GRAD and ABR simulations, I show that 

a gradual-rather-than-abrupt change in the internal climate system have caused the MPT. 

These simulations represent two extreme cases in terms of mechanism duration, as the change 

occurs in 2 Ma in the GRAD simulation and 1 ka in the ABR simulation. Consequently, they 

do not explore the relevance of temporal duration mechanism between 2 Ma and 1 ka. Further 

analyses are thus required to investigate intermediate scenarios. Third, the most relevant 

triggering hypothesis, based on its temporal structure, is the gradual decrease of atmospheric 

CO2 concentrations through Pleistocene. A state-of-the-art of the available pre-MPT CO2 

records and CO2 modelling attempt is necessary to confirm the validity of such hypothesis.  

Consequently, three main questions have raised from this study are tackled in the 

following sections:  

- What is the influence of long-term astronomical frequencies in the trigger of the MPT? 

(section 3.3.1.)  

- Is the best hypothesis a compromise between the GRAD and the ABR simulations? 

(section 3.3.2.) 

- Is the gradual atmospheric CO2 decrease across the Pleistocene a credible hypothesis? 

(section 3.3.3.) 

 

3.3.1. Role of the long-term frequencies of the orbital forcing in the triggering of the 

MPT  

Previous conceptual models applied an arbitrary change in the model parameters to 

reproduce the MPT [Paillard et al., 1998; Leloup et al., 2022]. Another intermediate approach 

is to keep the model parameters constant, as in the ORB simulation, and to fit the simulated 

global ice volume to a detrended version of the reconstructed global ice volume [Imbrie et al., 
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2011]. This detrended version removed the variation in amplitude before and after the MPT as 

registered in the original data-based reconstruction. The model of Imbrie et al. [2011] is able 

to reproduce the change in frequency, but not in amplitude, of the MPT. In both approaches, 

the MPT signature in the global ice volume is not simulated only due to the orbital forcing 

and requires additional complexification of the model [Paillard et al., 1998] or simplification of 

the climatic signal [Imbrie et al., 2011]. A somewhat surprising result from this study is the 

ability of the model to partially fit the global ice volume reconstruction from Berends et al., 

[2021] only forced by the orbital background conditions. Indeed, in the ORB simulation, the 

model parameters remain constant over the past 2 Ma, implying that the variations of 

amplitude and frequency in the simulated global ice volume are only due to the input forcing 

of the model, i.e. the orbital forcing. 

The ability of the ORB simulation to reproduce partially the MPT questions the impact 

of the orbital forcing in the triggering of the MPT. The relative importance of the dominant 

orbital frequencies vs. the long-term frequency of the obliquity and precession is investigated 

with the SYN simulation. This simulation (Supplementary Materials, section 3.2.) is similar to 

the ORB simulation but uses a synthetic orbital forcing only composed of the dominant 

frequencies of the obliquity (41 ka) and precession (21 ka). The inability of this simulation to 

simulate the MPT identify the long-term frequencies of the orbital forcing as essential to 

produce high-amplitude climatic cycles. This result suggests to explore more in details the role 

of long-term orbital frequency in the trigger of the MPT.  

Here I investigate the relative role of long-term obliquity vs. precession frequencies in 

the ability of the model to reproduce the MPT. For that, two additional simulations are 

performed, the SYN_1 and SYN_2 simulations. The SYN_1 simulation uses the real obliquity 

forcing and the 21-ka synthetic precessional forcing as input (Fig 3.2Fig 3.2). The SYN_2 

simulation uses the real precessional forcing and the 41-ka synthetic obliquity forcing as input 

(Fig 3.3). Both simulations thus represent an intermediate forcing between the ones used in 

the SYN and ORB simulations. Apart from this change in the input orbital parameters, these 

two simulations are similar to the ORB and SYN simulations.  
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Fig 3.2: Forcing and results from the SYN_1 simulation. From top to bottom: real signal of the dominant of 

obliquity (red). Synthetic signal of precession (black) and phased shifted precession (grey). SYN_1 simulation 

(black) , SYN simulation (light grey) and reconstructed (red dashed curve, [Berends et al., 2021]) global ice volume 

variations (in meter sea level equivalent, m sl) over the last 2 Ma. The grey curve represents the state of the model, 

deglaciation (1) or glaciation (0). Residuals between the modelled global ice volume changes in the SYN_1 

simulation and the reconstructed global ice volume changes over the last 2 Ma. 

 

In the SYN_1 simulation, the addition of the real obliquity forcing compared to the 

SYN simulation does not improve the ability of the model to reproduce the MPT (Fig 3.2). 

The average of residuals of the obtain optimal fit of the SYN_1 simulation is very closed to 

the one obtained for the SYN simulation. In particular, the model is still unable to switch from 

the glaciation to deglaciation mode before ~650 ka. This result underlines the role of long-term 

frequency of precession in the ability of our model to produce climatic cycles.  

In the SYN_2 simulation, the addition of the real precession forcing compared to the 

SYN simulation strongly improves the ability of the model to reproduce high-amplitude climatic 

cycles (Fig 3.3). The SYN_2 simulation better fits the reconstructed ice volume than the 

SYN_1 simulation (average of residuals of 18.9 and 20.0 m sl, respectively). However, the MPT 

is not reproduced with the SYN_2 simulation, as it produces cycles of similar amplitude during 

the 2.0 – 1.6 Ma and 0.6 – 0.1 Ma periods. 
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Fig 3.3: Forcing and results from the SYN_2 simulation. From top to bottom: synthetic signal of the dominant 

frequency of obliquity (red). Real signal of precession (black) and phased shifted precession (grey). SYN_2 

simulation (black), SYN simulation (light grey) and reconstructed (red dashed curve, [Berends et al., 2021]) global 

ice volume variations (in meter sea level equivalent, m sl) over the last 2 Ma. The grey curve represents the state 

of the model, deglaciation (1) or glaciation (0). Residuals between the modelled global ice volume changes in the 

SYN_2 simulation and the reconstructed global ice volume changes over the last 2 Ma. 

 

From these results, I can identify the long-term frequency of the precessional forcing as 

a requirement to produce climatic cycles with the model, whether they belong to the 41 ka- or 

the 100 ka- world. Reversely, the establishment of realistic climatic cycles seems independent 

from the long-term frequency of the obliquity. One possible cause of this observation is the 

strong modulation of precession by the eccentricity [Berger and Loutre, 1991]. The standard 

deviation of the precessional signal is more than doubled compared to the one of the obliquity 

signal (0.023 against 0.009 rads). A synthetic signal of precession only composed of a 21-ka 

periodicity is probably an oversimplification of the complex precessional signal.  

An analysis of the difference between the modelled ice volume of the ORB vs. SYN_2 

simulation identifies three main periods of mismatch during the past 1 Ma (Fig 3.4): the glacial 

periods MIS 16 and MIS 12, and an interglacial period, MIS 7. During these time intervals, the 

amplitude of the global ice volume with the SYN_2 simulation is smaller by at least 10 m sl 

or more compared to the ORB simulated global ice volume.  
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Fig 3.4: Comparison of the ORB vs SYN_2 simulation. Top: modelled global ice volume from the ORB (black line) 

and SYN_2 (black dashed line) simulations. Bottom: reconstructed (red dashed curve, [Berends et al., 2021]) global 

ice volume variations (in meter sea level equivalent, m sl) over the last 2 Ma. Difference between the modelled ice 

volume variations from the ORB – SYN_2 simulation (black curve). Vertical grey areas are time intervals where 

the absolute difference (ORB – SYN_2) is superior to 10 m. 

 

The only difference between the ORB vs. SYN_2 simulation is the absence in the latter 

of the long-term frequencies of obliquity in the input forcing. Although the long-term frequency 

of the precession seems to be a determining factor for the establishment of climatic cycles, the 

long-term frequency of the obliquity seems to act as a second-order amplifier that accentuates 

the amplitude of ~100 ka climatic cycles. These results suggest to investigate more in details 

the role played by the long-term frequency obliquity in the establishment of ~100 ka cycles 

during the MPT. A progressive approach would be necessary to untangle the relative influence 

of the long-term orbital frequencies in the ability of the model to reproduce the MPT. For 

instance, the long-term frequency of the precession could be added successively until observing 

a significant change in amplitude before and after the MPT in the climatic cycles, as observed 

in the ORB simulation. 

 

3.3.2. The RAMP simulation: an intermediate between the ABR and GRAD simulations 

The ABR and GRAD simulations represent two end-members in term of mechanism 

duration, i.e. 1 ka and 2 Ma. The climatic hypothesis associated with potential triggers of the 

MPT are related to the GRAD or the ABR simulations depending on their temporal structure 

duration. If the temporal duration is closer to the GRAD simulation, the hypothesis is 

considered to be represented by this simulation. If not, the hypothesis is considered to be 

represented by the ABR simulation. This binary approach allows to investigate two extreme 
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cases. Especially, the abrupt oceanic processes [Yehudai et al., 2021] and the more gradual 

atmospheric CO2 decrease [Chalk et al., 2017] are well described by the two simulations. 

However, they have some limitations in representing hypotheses implying mechanisms assumed 

to last dozen to hundred of thousand years. For instance, the hypotheses related to ice sheet 

dynamics [Bintanja and van de Wal, 2008], regolith removal [Clark et al., 1998], or moisture 

transportation [Sánchez-Goñi et al., 2023] are associated to the ABR simulation in our approach 

because the order of magnitude of their duration is far from the two million years of the GRAD 

simulation. However, one could question the classification of such processes as abrupt. Another 

type of temporal structure closer to some of the proposed mechanisms for the MPT can be 

investigated more realistically. It would represent an intermediary between the GRAD and the 

ABR simulations. Hence, I propose here to develop an additional simulation, hereafter the 

RAMP simulation. The RAMP simulation allows for a gradual change during a specific time 

window between two intervals characterised by stable states across the past 2 Ma. In other 

words, while the GRAD simulation systematically applied this gradual change over the past 2 

Ma, the inverse method of the RAMP simulation determines what is the best time period 

within the past 2 Ma to apply a gradual change.  

The RAMP simulation is similar to the ORB simulation, except for the formulation of 

the g to d transition. In the ramp simulation, the 𝑣0 value vary depending if it is younger, 

older, or between threshold ages T1 and T2: 

If t>T2: 

(3.1)  v0 =  v0b 

If t<T1: 

(3.2)  v0 =  v0a 

If T1 <t<T2: 

(3.3)  v0(t) = v0(t = 0) + Ct 

with C a constant which drops continuously the ice volume threshold along the time period 

between ages T1 and T2, and t the discretized time. The RAMP simulation is composed of 16 

parameters. The model solves the evolution of v over the last 2 Ma using a Runge–Kutta 4th 

order method with a time step of 1,000 years as in the other simulations.  
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Note that the GRAD simulation corresponds to a special case of the RAMP simulation 

for T1 = 0 and T2 = 2000 and the ABR simulation is a special case of the RAMP simulation 

for T1 = T2. 

 

Fig 3.5: RAMP simulation. Top: RAMP simulation (orange) and reconstructed (red dashed curve from Berends et 

al. (2021)) global ice volume variations (in meter sea level equivalent, m sl) over the last 2 Ma. The grey curve 

represents the state of the model, deglaciation (1) or glaciation (0). Residuals between the RAMP simulation and 

the reconstructed global ice volume changes over the last 2 Ma. The optimal timing of the transition in the RAMP 

simulation is between 1026 and 249 ka. 

 

The optimal specific time window of a gradual change inferred by the inverse method 

is between 1026 and 249 ka (Fig 3.5). The late timing of the end of the transition is quite 

intriguing as it is commonly considered that the MPT is completed around ~650 ka with the 

apparition of the first high-amplitude climatic cycles [Berends et al., 2021]. The probable 

explanation is the occurrence of two pronounced glacial periods at ~630 and 440 ka in the global 

ice volume reconstruction [Berends et al. 2021]. Due to these pronounced glacial periods, the 

intensity of global ice volume minima is considered to be constant by the model only after 

these periods, extending the period of transition until ~300 ka. The optimal duration of ~ 800 

ka of the transition confirms the RAMP simulation as an intermediate simulation between the 

two n-members ABR and GRAD simulations.  

Table 3.1: BIC difference ∆BICij = BICj – BICi for the ORB, ABR, RAMP and GRAD simulations. The ∆BICij 

criterion quantifies the evidence in favour of a model i (row) against a model j (column)44. If the value is positive, 

it means that the model referred to in the row is more relevant than the model referred to in the column. 

  
vs.ORB 
simulation 

vs. ABR 
simulation 

vs. RAMP 
simulation 

vs. GRAD 
simulation 

ORB simulation 0 / / / 

ABR simulation 49.6 0 / / 

RAMP simulation 56.4 6.7 0 / 

GRAD simulation 61.7 12.1 5.3 0 
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The average absolute value of residuals is 13.5 m, slightly better than the ABR (14.4 

m) and GRAD (13.9 m) simulations. Nevertheless, this result was expected as the RAMP 

simulation is a complexification of the GRAD and ABR simulations (i.e. the GRAD and ABR 

simulations are a special case of the RAMP simulation). The relevance of the RAMP simulation 

against the three main other simulations is investigated with the BIC criterion. This criterion 

aims to quantifies the evidence in favour of a model against another model, based on the 

number of model parameters and the residuals between the model and the data [Raftery, 1995]. 

The relevance of the RAMP simulation against the ABR simulation is strong [Raftery, 1995] 

(Table 3.1). Reversely, the relevance of the GRAD simulation against the RAMP simulation 

is strong [Kass and Raftery, 1995]. The increased complexity of the RAMP simulation (16 

parameters against 14) not allows a significant reduction of the residuals compared to the 

GRAD simulation. The RAMP simulation thus does not provide more relevant result that the 

GRAD simulation. This additional analysis confirms that a gradual change over at least the 

past 2 Ma seems more relevant than an abrupt event or even a gradual change that occurred 

in a specific time window. These results confirm the GRAD simulation as the most relevant 

approach to simulate the MPT. A decreasing parameter over the Pleistocene would thus the 

best candidate to have caused the MPT among this conceptual approach.  

 

3.3.3. The gradual atmospheric CO2 decrease across the Pleistocene as a trigger of the 

MPT 

Our modelling results identify a gradual mechanism in the internal climate as the most 

probable temporal structure that would triggered the MPT. This gradual trend could be 

hypothesized as a gradual cooling over the Pleistocene [Berends et al., 2021]. However, this 

gradual cooling would be the consequence of an underlying mechanism and not a spontaneous 

mechanism. Direct analyses of CO2 concentrations in ice cores have revealed the close coupling 

between atmospheric CO2 and temperature during the last glacial-interglacial cycles [Barnola 

et al., 1987; Petit et al., 1999; Lüthi et al., 2008]. A change in the carbon cycle that would have 

caused a gradual cooling of the Earth during the Pleistocene is thus the natural candidate to 

be the gradual mechanism. Both an increasing volcanic CO2 outgassing and an increased 

weathering are invoked as causes of a potential CO2 concentration decreasing trend through 

the MPT. Here I propose a review of the existing CO2 data from natural archives and modelling 

efforts to discuss further this hypothesis.  
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Atmospheric CO2 is directly measured in air bubbles trapped in ice cores. The current 

continuous CO2 record spanned the past 800 ka [Bereiter et al., 2015]. Consequently, the MPT 

and pre-MPT atmospheric CO2 concentrations are not constrained by direct continuous 

measurements. Only three punctual sets of direct CO2 measurements between 2 and 1 Ma have 

been published recently in blue ice samples from the Allan Hills [Yan et al., 2019]. The scenario 

of a progressive decrease of atmospheric CO2 concentrations over the past 2 Ma could thus not 

be confronted to a continuous CO2 record directly measured in ice cores. Before 800 ka, the 

atmospheric CO2 concentrations are estimated using proxy-based reconstruction. Three main 

proxies provide highly resolved CO2 estimates through the MPT: (i) boron-isotopes based 

reconstruction, using the close coupling between oceanic pH and dissolved CO2 concentrations 

[Hönisch et al., 2005; Chalk et al., 2017; Dyez et al., 2018], (ii) phytoplankton carbon-isotopes 

based reconstruction, using the dependence of isotopic fractionation of algae from the amount 

of dissolved CO2 in the water [Bae et al., 2015; Pagani et al., 2010], (iii) and leaf wax carbon-

isotopes based reconstructions, using the co-variation between δ13C from leaf wax and 

atmospheric CO2 concentrations [Yamamoto et al., 2022]. 

No change in the global CO2 concentrations before and after the MPT is observed in 

these three proxies [Berends et al., 2021]. However, they reveal contrasting results in the 

identification of the atmospheric CO2 concentration trends during specifically interglacial or 

glacial periods over the last 2 Ma (Fig. 3.6). Phytoplankton and boron-isotopes based 

reconstructions show a gradual decrease of glacial minima CO2 concentrations across the MPT 

[Chalk et al., 2017]. However, the poor correlation between phytoplankton-based and ice core 

CO2 concentrations over the past 800 ka suggests to consider with caution the variations 

revealed by this proxy (Fig. 3.6a). Reversely, the leaf-wax based CO2 reconstruction identified 

stable glacial CO2 minima while interglacial CO2 concentrations increase gradually over the 

past 1.5 Ma [Yamamoto et al., 2022] (Fig. 3.6a). The opposite trends observed in the proxy-

based CO2 reconstruction do not provide clear answers regarding the long-term evolution of 

the CO2 concentration across the Pleistocene. 
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Fig. 3.6: Reconstructed and modelled atmospheric CO2 concentrations over the past 2 Ma. a. Reconstructed CO2 

concentrations from ice cores, red lines [Bereiter et al., 2015] and red circles [Yan et al., 2019], boron-isotopes, blue 

dots (compilation from https://www.paleo-co2.org/, Hoenisch, [2021]) , phytoplankton carbon-isotopes, green dots 

(compilation from https://www.paleo-co2.org/, Hoenisch, [2021]) and leaf wax carbon-isotopes, black line 

[Yamamoto et al., 2022]. Blue and green dots are 100-ka moving average for the boron- and phyotoplancton-CO2 

based records. b. Modelled CO2 concentrations from Van de Wal et al., [2011] (pink), Willeit et al., [2019] (blue), 

Berends et al., [2021] (green), Köhler et al, [2023] (grey and black). The grey and black curve correspond to the two 

extreme scenarios of CO2 concentrations modelling of the study of Köhler et al., [2023]. c. Standard deviation of the 

five modelled CO2 records (light grey). The black line is a 100-ka moving average. The vertical grey shaded area 

corresponds to the approximate duration of the MPT. 

 

Modelling effort based on an inverse method of the LR04 δ18O benthic stack [Van de 

Wal et al., 2011; Berends et al., 2021; Köhler et al., 2023] and carbon cycle models [Willeit et 

al., 2019; Köhler et al., 2023] simulates the atmospheric CO2 concentrations through and before 

the MPT (Fig. 3.6b). Inverse modelling approaches aim to reproduce the benthic δ18O paleo 
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reconstruction and deduced other physical variables based on empirical relationships between 

factors like surface temperatures and atmospheric CO2 concentrations. This simple method 

reconstructs simultaneously temperature, ice volume and CO2, allowing to study the lead-lag 

relationships between the reconstructed parameters. A different approach implies carbon cycle 

models that could be coupled or not to ice-sheet models. These models are forced by the orbital 

parameters variations and are based on assumptions on the volcanic CO2 release through time. 

These models are very useful to test the carbon cycle response to different volcanic CO2 release 

scenario [Willeit et al., 2019; Köhler et al., 2023].  

Inverse method-based and carbon cycle models are in good agreement over the past 1 

Ma (average standard deviation of the three model of ~10 ppm, Fig. 3.6c). During the early 

Pleistocene, the standard deviation is increased by a factor four. It reveals the large 

uncertainties remaining on the atmospheric CO2 concentrations during this period (Fig. 3.6). 

The models that used an inverse method are based on empirical relationships and assumption 

between several physical variables (e.g. global surface temperatures, benthic δ18O, atmospheric 

CO2). They are very sensitive on this parametrization which may explain the difference 

observed between the different inverse method-based models [Berends et al., 2021]. In addition, 

the observed decreasing trend of atmospheric CO2 concentration in the carbon cycle model is 

forced by the input scenario of volcanic CO2 outgassing, which is not constrained by paleo-

reconstruction. The two simulations of the BICYCLE model illustrate well the wide range of 

possible atmospheric CO2 concentrations scenario depending on the input decrease in volcanic 

CO2 outgassing [Köhler et al., 2023].  

The proxy-dependence of reconstructed CO2 concentrations and the modelling 

approach-dependence of simulated CO2 concentrations explains the wide range of reconstructed 

and simulated atmospheric CO2 concentrations before 1 Ma. The International Partnership on 

Ice Core Sciences (IPICS) has initiated the Oldest Ice challenge that aim to drill ice core 

covering the MPT period [Dahl-Jensen et al., 2018]. Continuous Antarctic ice cores will provide 

the first direct atmospheric CO2 reconstructions across the MPT. These new records will help 

to constrain the pre-MPT atmospheric CO2 concentrations, allowing modelling to explore and 

discriminate the physical mechanism behind this transition.  
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3.4. Perspectives 

The ease with which one can modify the conceptual model I have developed (e.g. 

GRAD, ABR and ORB simulations only differs from one single equation) and the speed of 

computing time (e.g. the order of magnitude is one day for a simulation associated with 100,000 

experiments and 30 walkers) allows to explore and test numerous hypotheses efficiently.  

The section 3.3.1. goes beyond the results published in March 2023 in Communications 

Earth & Environment [Legrain et al., 2023]. It investigates the relative contributions of long-

term precession and orbital frequencies in the gradual establishment of the 100-kyr climatic 

cycles. This approach was already explored with the complete forcing in the paper of Parrenin 

and Paillard, [2012]. Further detailed analyses could be led in the future to determine which 

specific long-term frequency in the obliquity and precession, in addition to the 41-ka and 21-

ka periodicities, are decisive in the occurrence of the MPT. For that, the progressive addition 

of 100-ka and 400-ka precession periodicities could provide more details on the importance of 

modulation frequency of the precession parameter in the establishment of glacial-interglacial 

cycles. The removal of long-term frequencies in the GRAD simulation would also provide 

interesting results on the relative influence of internal trend vs long-term orbital frequency on 

the establishment of 100 ka cycles. 

The new RAMP simulation proposed in section 3.3.2. is an example of more complex 

formulation of the n-members hypothesis formulated in the GRAD and ABR simulations that 

imply a stationarity-linearity-stationarity scheme. Other simulations could (i) explore a two or 

three segments shape that varies linearly or (ii) test an exponential pattern of the change 

during a specific time window. For this family of simulations, the BIC criterion remains decisive 

to evaluate the relevance of the gain induced by increasing the complexity of the model. The 

section 3.3.3. also underlined the importance of obtaining precise atmospheric CO2 

concentration reconstructions across the MPT in order to better constraint the physical models 

and test the hypothesis of a role of the carbon cycle in triggering the MPT. 

Lastly, the conceptual modelling approach is commonly applied on global ice volume 

reconstructions [Paillard et al., 1998; Parrenin and Paillard, 2003; Imbrie et al., 2011; Leloup 

et al., 2022]. This variable is a global indicator of glacial-interglacial climate variability that 

relies on data-based reconstructions covering the past 2 Ma [Berends et al., 2021b]. However, 

conceptual modelling could also be used in a predictive approach for time periods not 

constrained by paleodata. A previous study from Paillard and Parrenin, [2004] has 

demonstrated the efficiency of two-state conceptual models to investigate the carbon cycle 
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variability. Similar conceptual modelling of the atmospheric CO2 record over the last 2 Ma 

using the model presented in this chapter could be developed to provide a direct modelled 

estimate of atmospheric CO2 concentrations across and before the MPT. 
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Synthesis 

In this chapter, I present the results published in Communications Earth & 

Environment in March 2023 and the associated complementary analyses. The triggering 

mechanism at the origin of the MPT is investigated through a simple conceptual model used 

to fit the reconstructed global ice volume. Based on these results, I underline the major role 

played by the orbital forcing in this transition. In addition, additional simulations show that a 

slight modification in the orbital forcing prevents the occurrence of the MPT in the conceptual 

model. Hence, while a change in the internal climate system is required to fully complete the 

MPT, I propose that the specific non-dominant frequencies of the orbital context over the past 

2 Ma are essential in the occurrence of the MPT. In other words, the orbital forcing plays a 

key role in the establishment of 100 ka climatic cycles.  

In addition, I propose that a gradual change occurring over the past 2 Ma is more likely 

to have caused the MPT than an abrupt event. Considering the temporal structure of the 

investigated mechanisms, the results point toward the gradual decrease of glacial CO2 

concentrations over the past 2 Ma as the underlying mechanism that triggered the MPT. 

Evidence of such decrease in the data remain unclear [Chalk et al., 2017; Berends et al., 2021; 

Yamamoto et al., 2022]. Under the umbrella of the IPICS Oldest Ice Challenge, the on-going 

international drilling projects should provide continuous ice cores covering the MPT in the 

next decade. Direct measurements of atmospheric CO2 concentrations should help confirming 

or rejecting the hypothesis of a major role played by the carbon cycle in the triggering of the 

MPT.   
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In this chapter, I propose to quantify the evolution of the phase relationship between 

the Antarctic climate and the carbon cycle during major climatic transitions of the Pleistocene, 

i.e. the glacial terminations. To do so, I use the new CO2 record presented in Chapter 2 and 

new measurements of δ15N of N2 performed on the EDC ice core at LSCE (by F. Prié, A. 

Grisart and A. Landais). This chapter is composed of an article in preparation, followed by 

some perspectives. 

 

 

 

 

 

 

 

 

 

 

 

  

 

Interactions between the Antarctic climate and 

the carbon cycle during glacial terminations 

Chapter 4 

 

Chapter 4 aims at: 

 

 Quantifying the evolution of the Antarctic climate- CO2 phasing over the past five 

glacial terminations in order to better understand the evolution of this coupling 

during these major climatic transitions.  

Methodology:  

 Use of new measurements of 44 CO2 samples over Termination III and of 37 δ15N 

samples over Terminations IV and V performed on the EDC ice core. 

 

 Multi-method approach for the phasing quantification using least square correlation, 

piecewise linear function and Monte Carlo analysis. 

Highlights:  

 At the end of four of the past five terminations, the atmospheric CO2 increase 

significantly lags the Antarctic warming by several centuries. 

 

 Such multi centennial-scale asynchronous pattern observed on TI, TII, TIII and 

TV, already described during the millennial-scale variability of the last glacial 

period, suggests that terminations are ultimately ended by a millennial-scale 

variability occurring under favourable orbital conditions.  

 

 A low-latitude sink of carbon is likely to be responsible of the initiation of 

atmospheric CO2 decrease at the end of a termination. 

Data availability:  

 The new δ15N records will be available on PANGEA once published. 
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4.1. Introduction 

In 1987, the first atmospheric CO2 concentration record spanning a complete glacial-

interglacial cycle was published [Barnola et al., 1987]. In this pioneering paper, the authors 

evidenced a correlation between atmospheric CO2 and Antarctic temperature during the last 

climatic cycle. Based on this result, they conclude their study as following: “ Such a high 

correlation would be expected if CO2 plays an important role in forcing the climate ”. One 

approach to investigate the role of atmospheric CO2 in the global climate is to focus on periods 

of major climatic transitions. The most amplified variations of the Pleistocene are registered 

during the transition from glacial-to-interglacial climate, i.e. the glacial terminations. While it 

is now established that orbital forcing drives at first order the glacial-interglacial cyclicity of 

the Pleistocene climate, large uncertainty remains on the internal amplifier of the initial orbital 

signal [Hays et al., 1976; Parrenin and Paillard, 2012; Tzedakis et al., 2017]. In the study from 

Shakun et al. [2012], the authors evidenced a lag of global temperature on average respectively 

to the atmospheric CO2 concentrations variations during the last deglaciation. This observation 

supports the importance of atmospheric CO2 as an amplifier of the orbital forcing. Nevertheless, 

the relationship between the high-latitudes of Southern Hemisphere temperature and the 

atmospheric CO2 concentrations reveal potential regional early warming preceding the CO2 

concentration rise [Shakun et al., 2012]. Identify the evolution of the phasing between the 

Antarctic temperature and the atmospheric CO2 concentrations during different glacial 

terminations would allow to investigate the interactions at play between these two variables 

at multi-centennial to multi-millennial scale. Three theoretical cases could occur: (i) in case of 

a lead of the atmospheric CO2 concentrations increase over the Antarctic climate variations, it 

would suggest that the carbon cycle firstly responds to the orbital forcing and then consequently 

induces a delayed climatic variations in Antarctica (ii) in case of a lead of Antarctic climate 

over CO2, it would suggest that the carbon cycle is disturbed by the climate change in the 

Southern Hemisphere and would act with a delay as an amplifier of the initial climate response. 

(iii) The case of an observed synchronicity of the change in the two records could reveal a real 

climatic synchronicity, but also can be artificially caused by the noise associated with some 

records. This noise would prevent to lower the uncertainty associated with the phasing 

identification method, and thus produce results highlighting a non-significative phasing 

potentially interpreted as a synchronicity.  

In 1991, a new study refined the analysis of Antarctic climate - atmospheric CO2 

phasing focused on the last two glacial terminations [Barnola et al., 1991]. The authors conclude 
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that at the onset of glacial terminations, the atmospheric CO2 concentration increases in phase 

or lags by less than 1,000 years the Antarctic climate warming [Barnola et al., 1991]. In the 

framework of this study, the case of a lead of atmospheric CO2 over the Antarctic temperature 

is thus excluded. Nevertheless, the methodology used in the phasing analysis has revealed three 

major limitations associated with the phasing approach: (i) the resolution of the records is 

determinant to identify potential sub-millennial scale phasing (ii) the method of identification 

of the slope changes could not be limited to a visual inspection of the curves (iii) the 

temperature-proxy (water isotopes of ice) is an ice-phase proxy, while the atmospheric CO2 

concentrations are directly measured into the gas-phase of the ice core. The resulting Δage 

uncertainty associated with the comparison of the two records can reached up to thousands of 

years in East Antarctic the ice cores [Bazin et al., 2013]. 

During the following decades, many studies have investigated this phasing during the 

last three terminations, using more resolved records and more complex statistical methods for 

the signal analysis [e.g. Fischer et al., 1999; Monnin et al., 2001; Caillon et al., 2003, Ahn et 

al., 2004; Pedro et al., 2012; Landais et al., 2013; Parrenin et al., 2013; Chowdhry Beeman et 

al., 2019]. Two studies performed on TII and TIII have also use new proxies (δ15N and δ40Ar) 

of surface Antarctic climate variability from the gas-phase of the ice core to bypass the 

uncertainty associated with the Δage [Caillon et al., 2003; Landais et al., 2013]. All these studies 

have evidenced two main features of the phasing: (i) it is unlikely that atmospheric CO2 increase 

leads over Antarctic warming at the onset of a termination (ii) the phasing could evolve during 

a termination. Apart from these similarities, these studies have produced a large heterogeneity 

of results for a same termination, spanning from a synchronous to a millennial-scale lead of 

Antarctic temperature over atmospheric CO2 [e.g. Ahn et al., 2004; Parrenin et al., 2013; 

Chowdhry Beeman et al., 2019], but also between terminations revealing constant to variable 

phasing [Caillon et al., 2003; Parrenin et al., 2013]. However, it appears challenging to 

distinguish the real climate phasing from a result bias by the use of a specific approach. The 

observed large heterogeneity of results questions the influence of the methodological and proxy 

choices on the identification of the phase relationship between the atmospheric CO2 

concentration and the Antarctic climate across terminations. 

The study presented in this chapter takes place in a context of recent publication of 

multi-centennial scale records of both Antarctic climate-proxy and atmospheric CO2 records, 

and after three decades of phasing analyses [Dreyfus et al., 2010; Landais et al., 2013; Parrenin 

et al., 2013; Nehrbass-Ahles et al., 2020; Legrain et al., in revision]. Fig. 4.1 is a conceptual 

summary of the analysis performed in this chapter. The purpose of the presented study is to 
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investigate the evolution of Antarctic climate-CO2 phasing throughout the past five 

terminations. The approach used consider three different statistical methods to quantify the 

phasing between two variables [Caillon et al., 2003; Parrenin et al., 2013; Chowdhry Beeman 

et al., 2019] in order to distinguish the method-induced results from the significant phasing 

results during glacial terminations. This study will also rely on δ15N records, a gas-phase proxy 

of the surface Antarctic climate, in order to avoid any uncertainty due to the Δage, as in 

Landais et al. [2013].  

Based on this approach, I will tackle the following questions:  

- Is it possible to identify an Antarctic climate – atmospheric CO2 phasing that 

is not dependent on the methodology used? 

- What are the interactions at play between carbon cycle and climate during a 

Termination?  
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Fig. 4.1: Conceptual summary of the analysis performed in Chapter 4. The blue, red and pink curves represent the 

morphology of the δ15N, atmospheric CO2 and δ18Oatm records from TIII, taken as an example of the proxy variations 

during terminations. The black rectangles represent respectively the end and the onset of the termination. The pink 

dashed rectangle represents the period of δ18Oatm associated with a potential enhancement of the low-to-mid latitude 

carbon sink. The – sign indicates the negative effect of the low-to-mid latitude carbon sink on the atmospheric CO2 

concentrations. The x-axis and y-axis are deliberately purely qualitative to emphasize the conceptual and 

representative aspect of this schematic. 

Antarctic climate – carbon cycle phasing during glacial terminations 

Similar Antarctic climate - atmospheric CO2 phasing at the end of glacial 
terminations and during millennial-scale events of the last glacial period

Onset:
Undistinguishable

phasing relationship

End:
Multi-centennial 
lead of Antarctic 
climate variations

Time

A
n

ta
rc

ti
c 

cl
im

at
e 

(δ
1

5
N

)

A
tm

o
sp

h
er

ic
 C

O
2

co
n

ce
n

tr
at

io
n

s

H
yd

ro
lo

gi
ca

l c
yc

le
 o

f 
lo

w
-t

o
-

m
id

 la
ti

tu
d

es
 (

δ
1

8
O

at
m

)

Enhanced low-to-mid 
latitude carbon sink ?

-relative age difference 
of several  centuries



Interactions between the Antarctic climate and the carbon cycle during glacial terminations 

 

 

124 
 

4.2. Publication: Evolution of the Antarctic climate-atmospheric CO2 phasing 

over the past five glacial terminations (in prep) 

 

Legrain et al., in prep 



Evolution of the Antarctic climate-atmospheric CO2 phasing over the past five glacial  1 

terminations (in preparation) 2 

Legrain et al., 3 

Abstract  4 

The phasing between Antarctic climate and atmospheric CO2 can be quantified across glacial  5 

terminations to refine the processes responsible for carbon cycle changes during global warming 6 

transitions. Previous studies have revealed heterogeneous results across the past three glacial  7 

terminations. However, they rely on reconstructions of varying temporal resolutions, from West or 8 

East Antarctic ice cores, on climate proxies measured either on the ice or the gas phase, as well as on 9 

several statistical methods. These method-related differences prevent unambiguous climatic 10 

interpretations. Here, we quantify the phasing evolution between Antarctic climate and atmospheric 11 

CO2 across the past five glacial  terminations using new and existing records from the EPICA Dome C 12 

ice core of atmospheric CO2 and the isotopic composition of nitrogen (δ15N), used as a gas-phase 13 

Antarctic surface climate proxy. Our analysis comparing three statistical methods reveal that the 14 

phasing at the termination onsets depends on the considered methodology and termination. 15 

Reversely, a multi-centennial lag of the atmospheric CO2 increase over the Antarctic climate change 16 

appears as a pervasive climatic feature at the end of  terminations. Our complementary multi-proxy 17 

analysis suggests that such Antarctic climate-CO2 pattern ending  terminations exhibits similarities with 18 

the last glacial millennial-scale variability. We propose that glacial  terminations are ultimately ended 19 

by a millennial-scale event occurring under favourable orbital conditions and that the decoupling 20 

between the carbon cycle and the Antarctic climate is due to the development of a mid-to-low 21 

northern latitude carbon sink constraining the exact timing of atmospheric CO2 decrease at the end of 22 

glacial  terminations. 23 

Significance  24 

Glacial  terminations represent the largest global warming transitions of the Quaternary. We 25 

quantify the evolution of the Antarctic climate-atmospheric CO2 phasing over the past five glacial  26 

terminations with several statistical methods. While the phase relationship at the onset of  27 

terminations seems method-dependent, the multi-centennial lag of atmospheric CO2 decrease over 28 

the Antarctic climate change is a recurrent climatic feature at the end of  terminations. We interpret 29 

this lag as a consequence of a millennial-scale event leading to the end of the  terminations. Especially, 30 

we propose that the development of a mid-to-low latitude sink of carbon of the Northern Hemisphere 31 

was responsible for initiating the decrease of atmospheric CO2 concentrations at the end of glacial  32 

terminations.   33 



Introduction  34 

Glacial cycles of the Pleistocene are paced by small periodic variations in the astronomical 35 

forcing (Milankovitch, 1941; Shackleton and Opdyke, 1977; Pisias and Moore, 1981; Tzedakis et al., 36 

2017). During this epoch, the most prominent climatic changes are the transitions from a glacial state 37 

to an interglacial state, also known as glacial  terminations (Past Interglacials Working Group of PAGES, 38 

2016). The timing of occurrences of these major climatic transitions is driven by insolation forcing, 39 

itself determined by the orbital variations of the Earth (e.g. Tzedakis et al., 2017). How the relatively 40 

small variations in insolation forcing translate into these major climatic variations remains unclear. 41 

During a Termination, the warming is initiated in the Southern Hemisphere, with an Antarctic 42 

temperature increase of 4-7°C (Petit et al., 1999; Shakun et al., 2012; Buizert et al., 2021) and it is 43 

systematically coupled with an atmospheric CO2 concentration increase of 60-100 ppm (Barnola et al., 44 

1987; Petit et al., 1999; Marcott et al., 2014). The atmospheric CO2 concentrations are controlled by 45 

sinks and sources of carbon in the Earth System that act on centennial-to orbital timescales. The 46 

oceanic reservoir through changes in oceanic circulation, especially in the Southern Ocean, and the 47 

continental biosphere that is sensitive to changes in surface climatic conditions are the two main active 48 

drivers of atmospheric CO2 concentrations during the Pleistocene (Petit et al., 1999; Nehrbass-Ahles 49 

et al., 2020; Bauska et al., 2021). A millennial-scale variability superimposed onto the orbital-scale 50 

changes has also been identified during some of the past  terminations in both Antarctic temperature 51 

and atmospheric CO2 records (Jouzel et al., 2007; Marcott et al., 2014; Legrain et al., in revision). This 52 

millennial-scale variability is superimposed on the linear increase of Antarctic temperature and 53 

atmospheric CO2 (Parrenin et al., 2013) and is even suspected to play a role in the termination 54 

occurrences itself (Wolff et al., 2009; Barker et al., 2021). The close coupling between atmospheric CO2 55 

and the warming in Antarctic temperature question: what is the role of carbon cycle in glacial  56 

terminations ? Does the carbon cycle act as a driver or as an amplifier of the Antarctic warming ? 57 

Determine which of Antarctic climate or carbon cycle first reacts at the onset of a termination would 58 

allow to establish a causality link between these two drivers and propose a sequence of changes 59 

starting from the initial insolation variations to the resulting observed major climatic transitions. 60 

During the past three decades, efforts have been led to produce high-resolution atmospheric CO2 61 

(Bereiter et al., 2015; Nehrbass-Ahles et al., 2020; Bauska et al., 2021; Legrain et al. in revision) and 62 

surface Antarctic temperature records (Jouzel et al., 2007; Buizert et al., 2018). In addition, numerous 63 

statistical approaches for lead-lag analysis have been developed to investigate the phasing between 64 

carbon cycle and surface Antarctic climate across the last three  terminations and the 650-430 ka 65 

interval (e.g. Caillon et al., 2003; Siegenthaler et al., 2005; Pedro et al., 2012; Parrenin et al., 2013; 66 

Landais et al., 2013; Chowdhry Beeman et al., 2019). 67 



The phasing between atmospheric CO2 and Antarctic temperature during Termination I (TI) 68 

was studied in several ice cores and using distinct statistical methodologies (e.g. Barnola et al., 1991; 69 

Monnin et al., 2001; Ahn et al., 2004; Pedro et al., 2012; Parrenin et al., 2013; Chowdhry Beeman et 70 

al., 2019) (Table 1). With time, temporal resolution of both atmospheric CO2 and Antarctic temperature 71 

records increased and more complex statistical methods have been developed while all these studies 72 

rely on the water isotopes composition of ice as a proxy for surface Antarctic temperature (Lorius et 73 

al., 1985; Jouzel et al., 1987). However, analysing the phasing between atmospheric CO2 and Antarctic 74 

temperature, which are measured in the gas phase on one hand and on the ice phase on the other 75 

hand is subject to uncertainties associated with the relative age difference between ice and air at a 76 

same depth level (the so-called delta age). To circumvent this issue, some studies used ice cores drilled 77 

at sites characterised by high accumulation rate to minimize the uncertainties related to the delta age 78 

(Ahn et al., 2004; Pedro et al., 2012). Another one developed an independent proxy of ice-gas age 79 

difference (Parrenin et al., 2013). The studies investigating the Antarctic temperature/CO2 phasing 80 

across the entire TI suggest that Antarctic temperature-CO2 lag range from -56 up to 410 years)(Monin 81 

et al., 2001; Ahn et al., 2004; Pedro et al., 2012). Reversely, studies focusing on the end and onset of  82 

terminations reveals an Antarctic temperature-CO2 lag from 337 up to 1000 years and from 83 

synchronous up to 1000 years, respectively (Fischer et al., 1999; Monin et al., 2001; Parrenin et al., 84 

2013; Chowdhry Beeman et al., 2019) (Table 1). The Antarctic temperature-CO2 phase relationships 85 

across TII and TIII were investigated originally using water isotopes as Antarctic temperature proxy 86 

(Barnola et al., 1991; Fischer et al., 1999). However, these studies only rely on a visual identification of 87 

the phasing and the uncertainties related to the delta age are too large to identify significant sub-88 

millennial phasing. In order to circumvent the delta-age-related uncertainties, TII and TIII were 89 

investigated then using the isotopic composition of nitrogen (δ15N) as a proxy of Antarctic climate since 90 

it is measured directly in the gas-phase of the EDC and Vostok ice cores (Caillon et al., 2003; Landais et 91 

al., 2013)(Table 1). Indeed, the δ15N is considered to reflect variations in the firnification processes, 92 

which is strongly related with surface climate conditions in the East Antarctic plateau (Dreyfus et al., 93 

2010; Landais et al., 2013; Breant et al., 2019). Using such approach, a 800 ± 200 years lag of 94 

atmospheric CO2 over Antarctic temperature was calculated during TIII. However, the statistical 95 

methodology used only provides a single phasing value calculated for the entire time interval covered 96 

by the termination. In other words, this approach does not allow exploring potential phasing changes 97 

across the termination (Caillon et al., 2003; Table 1). During TII, an analysis based on a ramp fitting 98 

method revealed a two-step phasing, including a synchronous rise of CO2 and Antarctic surface 99 

temperature at the onset of the termination and a multi-centennial lag of CO2 at the end of the 100 

termination (Landais et al., 2013). While these studies are both based on air-isotopes Antarctic 101 

temperature proxy and East Antarctic ice cores, they differ by the statistical approach of lead-lag 102 



quantification applied (see Methods). Here, we argue that such heterogeneous and spread results 103 

obtained from one study to the other can be attributed to the temporal resolution of the paleoclimatic 104 

records and differences in the statistical approaches used to infer the phasing. Another source for this 105 

heterogeneity is also likely related to the fact that the water isotopic records inferred from ice cores 106 

drilled in different parts of Antarctica can also be reflect asynchronous regional climatic changes (WAIS 107 

Divide community members 2013). For instance, the Siple Dome ice core was retrieved at a coastal 108 

site from West Antarctica (Brook et al. 2005) while the EDC ice core was drilled on the high plateau in 109 

East Antarctica (Stauffer et al., 2004).  110 

These phasing studies allowed to make progress on the mechanisms at play during  111 

terminations. The near-synchronous to sub-millennial lag of atmospheric CO2 vs Antarctic temperature 112 

during  terminations has confirmed the Southern Ocean as the main source of carbon at orbital-scale 113 

and millennial-scale (Monnin et al., 2001; Pedro et al., 2012; Parrenin et al., 2013). Interpreting the 114 

phasing at a specific period of the Termination, e.g. onset or end, is more subject to discussion. 115 

Especially, the observed lag of CO2 during TIII in comparison to the two last  terminations and the 116 

variability of phasing results during TI question the reliability of this approach. Indeed, a critical 117 

question emerges from the successive lead/lag studies: does the observed differences in the phasing 118 

between Antarctic Temperature and atmospheric CO2 concentrations during the last three  119 

terminations represent a real climatic signal, or could they be due to the heterogeneity of methods 120 

used? 121 

To address this question, a systematic evaluation of the phasing between atmospheric CO2 and 122 

Antarctic climate during  terminations based on the same ice core, statistical method, and Antarctic 123 

climate proxy is necessary. Also, due to the diversity in term of structure that is associated with glacial  124 

terminations as observed in paleoclimatic archives (Past Interglacials Working Group of PAGES, 2016), 125 

an extension of the Antarctic climate-CO2 phasing study beyond the last three  terminations would 126 

provide useful insights. Here we combine new and recently published sub-millennial-scale δ15N of N2 127 

and atmospheric CO2 records to analyse the Antarctic climate-CO2 phasing over the last five  128 

terminations (Dreyfus et al., 2010; Landais et al., 2013; Bréant et al., 2019; Nehrbass-Ahles et al., 2020; 129 

Legrain et al., under review; Bouchet et al., under review). These analyses, the first conducted over TIV 130 

and TV, are performed using records from the same ice core (EDC) and a similar Antarctic climate proxy 131 

(δ15N of N2). In addition, we based our approach on a multiple methods of phasing identification that 132 

are representative of the large diversity of phasing method used (Caillon et al., 2003; Parrenin et al., 133 

2013; Chowdhry Beeman et al., 2019; Supplementary information). Based on this original approach, 134 

we are now able to distinguish the climatic pervasive pattern of  terminations from the approach-135 

dependent results. Finally, the results are integrated in a broader context including others 136 



paleoclimate records to explore the climatic implications of our results on the evolution of the 137 

Antarctic climate-CO2 phase relationship over the past five glacial  terminations.  138 

 139 

Results  140 

δ15N records across TIV and TV 141 

We measured 37 new δ15N samples on the Antarctic EPICA Dome C (EDC) ice core over TIV and 142 

TV using the melt-refreeze extraction system coupled with a mass spectrometer at LSCE. A complete 143 

description of the methodology of measurement is available in Bréant et al. (2019). Combining these 144 

new measurements with published ones (Bouchet et al., under review), the average temporal 145 

resolution over TIV and TV is 200 and 480 years, respectively. Measurements are associated with an 146 

uncertainty of 0.01‰. As during the last three  terminations, δ15N increase during from the onset to 147 

the end of TIV and TV by ~0.10-0.15‰. The amplitude of change is similar to the one registered during 148 

the last three  terminations (Dreyfus et al., 2010; Landais et al., 2013; Bréant et al., 2019). The increase 149 

occurs in parallel to the δD record, an ice-phase proxy of Antarctic temperature (Jouzel et al., 2007). 150 

The correlation found between δD and δ15N over the TII, TIII, TIV and TV  terminations is very strong 151 

(R2 > 0.8; Fig. 1; Supplementary materials). The coefficient of determination R2 is down to 0.6 during 152 

TI. The δ15N during TI is very noisy and this is probably related to the fact that the measured ice samples 153 

were of poor quality, presenting multiple cracks. Indeed, TI falls within an interval of the EDC core 154 

characterised by brittle ice (Dreyfus et al., 2010). Based on these results, we propose here to use the 155 

δ15N as an Antarctic surface climate proxy during glacial  terminations following Dreyfus et al., 2010; 156 

Landais et al., 2013; Bréant et al., 2019. 157 

 158 



 159 

Fig. 1: Comparison of δ15N and δD records from the EDC ice core. The δ15N record (blue dots black line, Dreyfus et al., 2010; 160 

Landais et al., 2013; Bréant et al., 2019; Bouchet et al., under review; this study) and the δD (grey square, Jouzel et al., 2007) 161 

on the AICC2012 timescale. The correlation between the two records is quantified using the coefficient of determination R2. 162 

 163 

Phasing between Antarctic climate and atmospheric CO2 164 

In this section, the phasing between Antarctic climate and CO2 concentrations over the past 165 

five  terminations is quantified using three distinct methods from Caillon et al., 2003; Parrenin et al., 166 

2013 and Chowdhry Beeman et al., 2019. First, the method of Caillon et al., 2003 calculates an average 167 

phasing between Antarctic climate and atmospheric CO2 across the entire Termination, preventing the 168 

investigation of whether the phasing has evolved through time (Fischer et al., 1999; Monnin et al., 169 

2001; Ahn et al., 2004; Pedro et al., 2012, see Supplementary Materials). Second, Parrenin et al. (2013) 170 

developed a method based on a piecewise linear function to quantify the phasing between Antarctic 171 

climate and atmospheric CO2 concentrations at multiple stages during TI. Hence, they could investigate 172 

the evolution of the Antarctic climate-CO2 phasing acoss this termination. Third, the method of 173 

Chowdhry Beeman et al. (2019) also uses a piecewise linear function to distinguish the phasing at 174 

various stages of the Termination. Nevertheless, instead of providing a single “best fit” such as in 175 

Parrenin et al. 2013, it analyses the ensemble of fits accepted by the routine providing probabilistic 176 

locators of changes in slope (Chowdhry Beeman et al., 2019). Methodologies are described in details 177 
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in the original papers (Caillon et al., 2003; Parrenin et al., 2013 and Chowdhry Beeman et al., 2019) 178 

and are also discussed in the section Methods and in the Supplementary Materials.  179 

Figure 2 presents our new analyses of the Antarctic climate-CO2 phase relationship across the 180 

past five  terminations (all results are given with the 1σ uncertainty). Based on the approach from 181 

Caillon et al. (2003), our results show that on average, the Antarctic climate significantly leads the 182 

atmospheric CO2 concentrations by 490 ±168 and 360 ±96 years during TI and TIII respectively (Table 183 

1). However, no significant phase relationship can be significantly identified during TII, TIV and TV (-80 184 

± 345, 200 ± 222, 110 ± 508 years).  185 

Following the approach of Parrenin et al. (2013), the onsets of TIV and TV do not exhibit 186 

significant asynchronicity between the Antarctic climate and atmospheric CO2 increases: -150 ±1335 187 

and 380 ±690 years respectively. In opposite, atmospheric CO2 leads Antarctic climate at the onset of 188 

TI (-430± 425 years) and lag Antarctic climate at the onset of TII (1730 ± 452 years) (Figs. 2 and 3). The 189 

millennial-scale variability at the onset of TIII prevents a clear identification of the start of the 190 

termination in both records. The results for the termination onsets obtained with the Chowdhry 191 

Beeman et al., 2019 method are different as a significant (-1074 ±927 years) lag of the Antarctic climate 192 

over the CO2 is identified at the onset of TIV. Reversely, the onset of Antarctic climate variations during 193 

TI could not be identified (Fig. 2, Table 1).  194 

Looking now at the results at the end of TI, TII, TIII and TV, our analysis using the Parrenin et 195 

al., 2013 method reveals a systematic lag of CO2 over Antarctic climate of 560 ±302, 870 ±264, 530 196 

±152, 610 ±595 years (Figs 2 and 3). Similarly, our results based on the Chowdhry Beeman et al., 2019 197 

method identify a CO2 lag over Antarctic climate of 595 ±434, 748 ±497, 697 ±94, 351 ±340 years at 198 

the end TI, TII, TIII and TV, respectively. The only exception occurs at the end of TIV, while Parrenin et 199 

al., 2013 reveals a near synchronous decrease (-60 ±128 years) and the Chowdhry Beeman et al., 2019 200 

method a slight lead of atmospheric CO2 over Antarctic climate of -342 ±113 years (Table 1). 201 

Beyond the end and the onset of  terminations, other breakpoints are revealed by the Parrenin 202 

et al. (2013) and the Chowdhry Beeman et al. (2019) methods. Some of these breakpoints are 203 

associated to the low-resolution of the signal (see Supplementary Information). We thus decided to 204 

only interpret the breakpoint associated with the millennial-scale variability in both records and with 205 

both methods, and, in the case of TI, already discussed in previous studies. The millennial-scale 206 

variability that occurs during the TI and TIII end synchronously in both records with the Parrenin et al., 207 

2013 method (100 ±257 and 210 ±474 years respectively) and the Chowdhry Beeman et al., 2019 208 

method (245 ±401 and -104 ±304 years) (Table 1). 209 

 210 



 211 

Fig. 2: Phasing analysis of the δ15N and atmospheric CO2 records during the past five  terminations. a. Blue and red curves 212 

are respectively the δ15N (Dreyfus et al., 2010; Bréant et al., 2019; Bouchet et al., under review; this study) and atmospheric 213 

CO2 records from the EDC ice core on the AICC2012 timescale (Bazin et al., 2013; Veres et al., 2013). b. Quantification of the 214 

average phasing over the entire termination following the method from Caillon et al., 2003. The vertical dash line corresponds 215 

to the time shift that needs to be made between the two datasets to obtain the best correlation (R2). c. Quantification of the 216 

phasing at different stages of the termination (end, onset, end of millennial-variability) using the method from Parrenin et 217 

al., 2013. The only interpreted changes are the ones marked with vertical lines. Blue and red text represent a lead of δ15N 218 

and CO2, respectively, while a black text represents no significant lag of one of the parameters. d. Quantification of the 219 

phasing at different stages of the termination (end, onset, end of millennial-variability) using the method from Chowdhry 220 

Beeman et al., 2019. Blue and red curves are the normalized histograms of probable changes for δ15N and atmospheric CO2, 221 

respectively. Histograms are downward-oriented when the rate of change decreases and upward-oriented when it increases. 222 

The only interpreted changes are the ones marked with plain colours. Blue and red text represent a lead of δ15N and CO2, 223 

respectively, while a black text represents no significant lag of one of the parameters. MV: Millennial-scale variability 224 
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Discussion  228 

The analyses performed with the Parrenin et al. (2013) and Chowdhry Beeman et al. (2019) 229 

methods have revealed an evolution of the Antarctic climate-CO2 phasing during  terminations: among 230 

a single Termination, the phasing could differ between the onset and the end of the Termination. 231 

Accordingly, the method from Caillon et al. (2003) oversimplified the phasing results and is not 232 

discussed further in this section. 233 

Antarctic climate-CO2 phasing at the onset of  terminations 234 

Quantifying the Antarctic climate- CO2 phasing at the onset of  terminations can help 235 

deciphering whether the carbon cycle act as a trigger of the climatic transition that firstly respond to 236 

the orbital forcing or rather as an amplifier. Previous studies have provided conclusions that either 237 

demonstrates a synchronous rise of both parameters, or a multi-centennial lag of atmospheric CO2 238 

over Antarctic climate (Table 1). Here our approach has allowed to investigate this phasing without 239 

any bias due to the use of different ice core sites, Antarctic climate proxies and statistical methods of 240 

phasing identification. Especially, we identify that the phasing at the onset of a termination is highly 241 

dependent of the statistical method used. For instance, our results applying the Parrenin et al., 2013 242 

method reveal a millennial-scale lead of Antarctic climate over atmospheric CO2 at the onset of TII 243 

while the study of Landais et al., 2013, that used the Ramp Fit method (Mudelsee, 1999), propose a 244 

synchronous increase. This heterogeneity can also be observed by comparing studies focusing on TI 245 

that are based on ice-phase Antarctic climate proxy, but from different ice core sites (Ahn et al., 2004; 246 

Parrenin et al., 2013).  247 

We consider it is challenging to quantify precisely the phasing at the onset of a termination 248 

because of two main reasons. First, the onset of a termination is characterized by a relatively slow rate 249 

of increase in both CO2 and δ15N records, making it hard to distinguished proxy-induced or 250 

measurement-induced variability from the real climatic increase. Second, the onset of a termination 251 

occurred in a full glacial condition, characterized by a larger short-term variability than during 252 

interglacial periods (Jouzel et al., 2007). Third, the occurrence of large millennial-scale events (such as 253 

Antarctic Isotopes Maximum, AIM), nearly synchronous to the onset of the termination (e.g. during 254 

TIII) makes it challenging to identify precisely the timing of the onsets in the proxies.  255 



 256 

Fig. 3: Quantification of the Antarctic climate-CO2 phasing during the different stages of the past five  terminations. Left: 257 

phasing along the termination using the Caillon et al., 2003 methodology (black diamonds). Middle: Phasing results at the 258 

onset of the  terminations using the method from Parrenin et al., 2013 (pink circles) and the one from Chowdhry Beeman et 259 

al., 2019 (grey squares). Right: Phasing results at the end of the  terminations using the method from Parrenin et al., 2013 260 

(pink circles) and the one from Chowdhry Beeman et al., 2019 (grey squares). At the onset of TIII (both methods) and TI 261 

(Chowdhry Beeman-method), the statistical methods do not converge to provide a timing of slope change for at least of one 262 

the two records. For the three panels, a positive value implies a lead of Antarctic climate over atmospheric CO2. 263 

 264 

Antarctic climate-CO2 phasing at the end of  terminations 265 

Our analysis shows that the multi-centennial scale lead of the Antarctic climate over 266 

atmospheric CO2 observed at the end of TI, TII, TIII and TV does not depend on the method used. It 267 

was previously evidenced during TI and TII with a different climatic proxy for TI and with the Rampfit 268 

statistical methodology for TII (Mudelsee, 1999; Landais et al., 2013; Parrenin et al., 2013; Chowdhry 269 

Beeman et al., 2019). Here we confirm these results for the last two  terminations and evidence a 270 

similar pattern at the end of TIII and TV, making the multi-centennial lag of atmospheric CO2 over 271 

Antarctic temperature a pervasive pattern of four of the five past  terminations. Towards the end of a 272 

termination, the atmospheric CO2 and δ15N signal undergoes an abrupt increase followed by a decrease 273 

(Fig. 2). This morphology probably explains why it is easier to quantify the phasing at the end of a 274 

termination compared to its onset. Indeed, the associated change in slope can be easily detected 275 

through statistical method due to its abruptness.  276 

The only exception of the five past  terminations occurred during the end of TIV. The multi-277 

phasing method of analysis could be biased due to the superimposition of climate variabilities at 278 

different timescales. The end of this termination is characterised by an increase rate of 26.2 ±17.6 ppm 279 

per century and an amplitude of 15.8 ±1.1 ppm in the CO2 record which is the fastest and most 280 

amplified centennial-scale event in the atmospheric CO2 record of the last 500 ka (Nehrbass-Ahles et 281 
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al., 2020; Legrain et al. under review). This event is not associated with any counterparts in the water 282 

isotopic record from Antarctica (Jouzel et al., 2007; Fig. 1). We hypothesise that this event would have 283 

provoked an early maximum in CO2 concentrations that consequently disturb the CO2 - Antarctic 284 

temperature phasing at the end of the Termination.  285 

The end of glacial  terminations as millennial-scale variabilities 286 

Here we discuss the observed multi-centennial-scale lag of atmospheric CO2 over Antarctic 287 

climate at the end of Termination. Interestingly, such multi-centennial scale lag of atmospheric CO2 288 

over Antarctic temperature has been identified during Antarctic Isotopes Maximum (AIM) in the WAIS 289 

Divide record during the last glacial period (Bauska et al., 2021). The lag observed during AIM is of 290 

similar amplitude to the one identified at the end of  terminations (Fig. 2) (~500 years). 291 

A millennial-scale mode of variability characterized by centennial-scale increase of CH4 292 

concentrations of at least 50 ppb is registered during the last glacial period in the ice core record 293 

(Rhodes et al., 2015; Bauska et al., 2021). This variability in CH4 concentrations can be attributed to a 294 

shift of Intertropical Convergence Zone (ITCZ) and subsequent release of CH4 from Northern 295 

Hemisphere wetlands (Rhodes et al., 2015). Similarly, the end of the past five  terminations is 296 

characterized by a sharp increase in CH4 concentrations of at least 100 ppb (Fig. 4). Thus, our results 297 

suggest that the end of  terminations could be considered as an millennial-scale variability.  298 

  Wolff et al. (2009) proposed that the onset of  terminations is initiated by a Southern 299 

Hemisphere millennial-scale variability that does not propagate to the Northern Hemisphere. They 300 

argue that the  terminations are ended by the delayed response in the North hemisphere to the initial 301 

Southern Hemisphere perturbation. Thus, they hypothesize the  terminations as a potential single 302 

millennial-scale event, that initiate the warming in the Southern hemisphere, and, after several 303 

millennia of muted bipolar see-saw, the initial heat is finally propagated to the Northern Hemisphere, 304 

causing the end of the Termination. 305 

However, the occurrence of millennial-scale variability in the course of TI and TIII does not 306 

argue in favour of considering a termination as a single delayed millennial-scale event (Fig. 4). It reveals 307 

that the delayed response of Northern Hemisphere to the Southern warming can occurs before the 308 

end of the Termination. This delayed Northern Hemisphere propagation of the Southern warming thus 309 

not systematically trigger the end of the Termination. 310 

Especially, Antarctic warming and atmospheric CO2 concentrations continue to rise after the 311 

end of the millennial-scale variability during TI and TIII. The millennial-scale variabilities occurring 312 

during TI and TIII are ended by synchronous changes in the Antarctic climate and atmospheric CO2, 313 



indicating a different dominant mechanism than during the end of  terminations and the last glacial 314 

period. In addition, we observe that the onset of the atmospheric CO2 decrease at the end of a 315 

termination occurs under a relatively stable orbital forcing (Fig. 4). In particular the millennial-scale 316 

climate variabilities we highlight at the end of TI, TI, TIII and TV occur under a rate of change of the 317 

65°N 21st June Insolation lower than 3 W.m-2.ka-1. Reversely, this average rate of change in the 65°N 318 

21st June Insolation during the millennial-scale variabilities occurring in the middle of TI and TIII are 319 

higher, at 6.2 and -4.8 W.m2.ka-1 respectively (Fig. 4). Hence, we propose that at this stage of the 320 

Termination, the impact of the orbital forcing is dominant over the millennial-scale variability 321 

explaining the continuing atmospheric CO2 and Antarctic temperature increase after the millennial-322 

scale variability occurring during TI and TIII. Also, we argue that in opposite, the occurrence of a 323 

millennial-scale variability in a low-forcing orbital context could end a Termination. Our results 324 

highlight the importance of the orbital context during millennial-scale variations in determining 325 

whether the orbital- or millennial-scale processes affecting the carbon cycle will be dominant.  326 

 327 



 328 

Fig. 4: Sequence of events of climatic records over the past five  terminations. From top to bottom: Insolation 65°N 21th 329 

June (grey) and associated rate of change (black). Horizontal light grey lines illustrate a null rate of change. Global ice volume 330 

reconstruction (Berends et al., 2021). δ18O composite of the Chinese speleothem (Cheng et al., 2019). Gas-phase proxies 331 

measured on the EDC ice core: CH4 (green) (Loulergue et al., 2008; Rhodes et al., 2015), δ18Oatm (pink) (Extier et al., 2018), 332 

δ15N (blue) (Dreyfus et al., 2010; Landais et al., 2013; Breant et al., 2019; this study) and CO2 (red) (Landais et al., 2013; 333 

Marcott et al., 2014; Nehrbass-Ahles et al., 2020; Legrain et al., under review) records displayed on the AICC2012 timescale 334 

(Veres et al., 2013; Bazin et al., 2013). Blue line is a smoothing spline of the δ15N used to highlight the global trend of the δ15N 335 

record. Red vertical lines indicate the CO2 concentration maxima recorded during the  terminations. Black lines were inferred 336 

following the Parrenin et al. (2013) method and illustrate the change in rate of δ18Oatm variations that coincides with the CO2 337 

concentration peaks. Vertical blue areas highlight the millennial-scale variability occurring during  terminations.  338 
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Atmospheric CO2 sink at the end of  terminations 341 

In this section we investigate processes constraining the timing of the atmospheric CO2 342 

concentrations decrease at the end of a Termination. For that, we investigate the sequence of events 343 

observed at the end of  terminations in several paleoclimate records. First, our analysis is based on the 344 

atmospheric CH4 (Spahni et al., 2005; Loulergue et al., 2008) and the δ18Oatm of O2 (Dreyfus et al, 2007; 345 

Landais et al., 2013; Bazin et al., 2016; Extier et al., 2018), measured on the same gas phase of the EDC 346 

ice core as δ15N and CO2 (Fig. 4). In particular, the δ18Oatm is interpreted as a complex tracer integrating 347 

changes in global sea level, hydrological cycle and biosphere productivity (Bender et al., 1994; Landais 348 

et al., 2010, 2013). Over the past 800 ka, strong similarities are observed between δ18Oatm and Chinese 349 

speleothem calcite δ18O tracking the East Asian monsoon change at millennial and orbital scale (Wang 350 

et al., 2008; Extier et al., 2018). This correlation suggests that the low-to-mid latitude hydrological cycle 351 

of the Northern hemisphere is thought to be the dominant driver of δ18Oatm variations at these 352 

timescales. A decrease of the δ18Oatm signal is identified at the end of TI, TIII, TIV and TV (Fig. 4). The 353 

timing of variation of the decreasing rate of δ18Oatm is precisely determined using the Parrenin et al., 354 

2013 method for TI, TII, TIII and TIV. As the δ18Oatm during TV is poorly resolved, the method of Parrenin 355 

et al., 2013 could not be applied and the timing of change as well as the associated uncertainty is 356 

visually estimated. The phasing between δ18Oatm and atmospheric CO2 is 100 ±122, 150 ±377, 250 ±234, 357 

-30 ±187, 300 ±1100 years, 1σ, for the TI, TII, TIII, TIV and TV, respectively, a positive value indicating a 358 

lead of δ18Oatm over CO2. Our analysis reveals that the change in δ18Oatm rate of decrease coincides at 359 

centennial scale with the peak of CO2 concentrations at the end of a termination for the past five  360 

terminations, although a potential centennial-scale lead of δ18Oatm over atmospheric CO2 could not be 361 

fully excluded for TIII (Fig. 4).  362 

In addition, the end of the past five  terminations is characterized by a sharp increase in CH4 363 

concentrations of at least 100 ppm. This abrupt CH4 release is interpreted as reflecting a perturbation 364 

of the low-to-mid latitude of Northern Hemisphere continental CH4 sources (Loulergue et al., 2008; 365 

Rhodes et al., 2015). 366 

The δ13C-CO2 record is available for the last two  terminations (Lourantou et al., 2010; Schmitt 367 

et al., 2012; Schneider et al., 2013; Bauska et al., 2016). At the end of  terminations, strong differences 368 

are observed between the two  terminations: the δ13C-CO2 signature rise after reaching the Antarctic 369 

temperature and CO2 peak during TI while it remains quite stable during the ~5 ka following the end 370 

of TII (Fig. 4). Disentangle the δ13C-CO2 sources and sinks at the exact timing of the end of termination 371 

required carbon cycle method as performed during the last glacial and TI (Bauska et al., 2016; Bauska 372 

et al., 2021).  373 



The Chinese speleothem δ18O record also provides interesting insights to understand the 374 

Northern latitude carbon cycle dynamics as they track the variations in the hydrological cycle of the 375 

Asian monsoon (Cheng et al., 2009). This record also registered a peak around the period of CO2 376 

maximum concentrations although the relative age uncertainty associated with different timescales 377 

makes it difficult to discuss the synchronicity of these events at centennial-scale (Cheng et al., 2016) 378 

(Fig. 4). 379 

Based on these observations, we propose that the decline in atmospheric CO2 concentrations 380 

at the end of termination is due to the enhancement of a continental CO2 sink at the mid-to-low 381 

latitude of the North hemisphere, as inferred from the δ18Oatm and CH4 variations. The AMOC 382 

strengthening observed at the end of  terminations (Carlson, 2008) would cause the development of 383 

this sink (Landais et al., 2013). The dynamics of CO2 atmospheric concentrations at the end of a 384 

termination would be therefore the result of changes in the carbon cycle dynamics of Northern 385 

hemisphere. As a consequence, the late decrease in atmospheric CO2 concentrations is decoupled 386 

from the Antarctic surface climate, which is cooling several hundreds of years before the atmospheric 387 

CO2 concentration starts to decrease at the end of  terminations. 388 

 389 

Conclusions 390 

Based on several statistical approaches, we identify a robust multi-centennial lag of 391 

atmospheric CO2 over the Antarctic climate at the end of TI, TII, TIII and TV. We highlight the similarity 392 

of this Antarctic climate-CO2 pattern with the one existing between these two properties during the 393 

millennial-scale climate variability characterising the last glacial period. We show that the strength of 394 

the orbital forcing, tracked by the rate of change of the 65°N 21st June Insolation, is determinant for 395 

the millennial-scale variability to cause the end of the termination, highlighting the close interplay 396 

between millennial-scale climate variability and the orbital forcing to shape glacial  terminations. 397 

Lastly, the exact timing of the atmospheric CO2 decline at the end of a termination is synchronous with 398 

an enhancement of a low-to-mid latitude carbon sink. At the end of a Termination, the carbon cycle is 399 

thus driven by Northern Hemisphere and low latitude processes, explaining the observed decoupling 400 

between local Antarctic climate change and global atmospheric CO2 concentrations. Further modelling 401 

effort should be conducted (i) to test quantitatively how the orbital forcing modulates the ability of a 402 

millennial-scale variability to end a glacial termination and (ii) to perform a quantitative evaluation of 403 

the mid-to-low latitude sink responsible for the CO2 decline (iii) extend the carbon isotopes record on  404 

terminations older than TII and perform carbon cycle modelling to identify sources and sinks of carbons 405 

at the end of these  terminations. 406 



Table 1: Compilation of studies investigating the phasing between atmospheric CO2 and Antarctic 407 

climate over the past five  terminations. MV: Millennial-scale Variability. C: Caillon, P :Parrenin, CB : 408 

Chowdhury Beeman. 409 
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Methods  410 

EDC δ15N measurements  411 

One serie of measurements of δ15N of N2 have been performed along TIV and TV on the EDC 412 

ice core at LSCE using a semi-automated wet extraction line (Fig. 1). The air is extraction using is a melt 413 

refreeze air extraction technique and is then analysed on a dual inlet Delta 220 V plus (Thermo Electron 414 

Corporation) mass spectrometer (see Capron et al., 2010 for the detailed analytical procedure). Results 415 

are expressed as an anomaly to atmospheric air. The results have been corrected from chemical 416 

interferences of δO2/N2 and CO2 (Landais et al., 2003). 37 duplicate samples were measured at the 417 

depth interval of 2580.9 – 2609.5 m and 2776.8 – 2793.2 m corresponding to the time intervals 334.5-418 

344.0 ka and 423.6-439.3 ka on the AICC2012 time scale. The final average temporal resolution over 419 

TIV and TV is 200 and 480 years respectively.  420 

Statistical methods to analyse the Antarctic climate-CO2 phasing 421 

In the present study, the evolution of the timing of δ15N vs CO2 changes across the past five  422 

terminations has been investigated using EDC ice core records. Since both records are measured in the 423 

air-phase of the ice core, there is no inherent relative age uncertainty between them. However, we 424 

argue that the choice of the methodology of phasing quantification could impact the results. Hence, 425 

we propose in this study to use and compare three different statistical approaches. 426 

(i) Method from Caillon et al. (2003). This approach is a statistical method based on least 427 

squares. It operates under the assumption of a constant phasing between two curves 428 

throughout a defined time window (e.g. time interval covering the entire glacial 429 

termination). In this method, one of the two curves are shifted from a minimum to an 430 

extremum time value, with a step defined by the user. At each step, the sum of the square 431 

of the residuals is computed. The fit that corresponds to the highest value for the 432 

coefficient of determination R2 is considered as the best solution and the corresponding 433 

age shift represents the relative lag of the moving record over the fixed one. In this study, 434 

we performed the R2 computation between -1500 and +1500 years from the original 435 

agescale at a time step of 10 years. Results are shown in Fig. 2b. Two sources of 436 

uncertainties are attached to our results. . First, an uncertainty originates from the 437 

temporal resolution of the δ15N record, which is the less resolved record compared to the 438 

CO2 record (Fig. 4). Second, we consider an uncertainty related to the fact that not all the 439 

variability is captured by a simple shift of the two curves. To do so, we propose to multiply 440 

the optimal lag by 1-R2. To express the total uncertainties, we performed the quadratic 441 

sum of the two described uncertainties. 442 



(ii) Method from Parrenin et al. (2013). The LinearFit code is a piecewise linear function that 443 

enables the investigation of the phasing at specific break points in a given dataset. The 444 

number of break points n in the linear function is determined arbitrary by the user. Starting 445 

from an initial position of the n break points determined by the user, the function explores 446 

the entire temporal range of the time series to find their optimal locations. The best fit 447 

associated with the position of the n break points is quantified using a cost function that 448 

minimizes the total sum of residuals (Fig. 2c). The uncertainty associated with each break 449 

point is evaluated by calculating the standard deviation of the residuals of the data value 450 

to a first best n points linear function (Parrenin et al., 2013). This function provides the 451 

single best fit solution that has been identified. 452 

(iii) Method from Chowdhry Beeman et al. (2019). They developed a method for detecting 453 

break points in paleorecords building upon the approach of Parrenin et al. (2013). 454 

However, they enhanced the methodology by employing a Bayesian analysis to explore 455 

the parameter space and to estimate the likely timing of these changes. The key technique 456 

used in this method is the Metropolis-Hastings algorithm that is a Markov chain Monte 457 

Carlo method (Foreman-Mackey et al., 2013). The notable advantage of this approach is 458 

that it does not rely on a pre-determined number of points for the linear function. This 459 

flexibility eliminates the need for the user to make subjective choices as the inverse 460 

method of the model itself determines objectively the number of slope breaks. Eventually, 461 

the method generates an ensemble of fits accepted by the routine, which are then 462 

depicted as histograms (Fig. 2d). These histograms are used as probabilistic indicators of 463 

the locations where changes in slope occur within the records. The uncertainty attached 464 

to the break point locations is obtained by fitting the histogram to a normal distribution, 465 

which allows to quantify the uncertainty at a 1σ level. A detailed description of the code 466 

can be found in Chowdhry Beeman et al. (2019). 467 
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Supplementary Materials  475 

On the use of δ15N as a surface Antarctic climate proxy at the EDC site 476 

 477 

The water isotopes present in the ice-phase of Antarctic ice cores have been widely used as 478 

proxies of Antarctic surface temperature (Jouzel et al., 2007; Buizert et al., 2018). The aim of this study 479 

is to compare the Antarctic climate with atmospheric CO2 variations measured in the gas-phase of ice 480 

cores. However, the age of the air bubbles trapped in the ice is always younger than the age of the 481 

surrounding ice matrix. Consequently, a difference of age (Δage) exists between ice and gas at the 482 

same depth. The uncertainty associated with this Δage depends on the ability to reconstruct the 483 

evolution through time of the Lock-in-Depth, which is the depth at which air is trapped in the ice 484 

(Parrenin et al., 2013). This uncertainty that can reached up to 20% of the delta age itself is an 485 

important limiting factor when comparing the timing of changes between ice-phase and gas-phase 486 

proxies. To overcome this challenge, three approaches can be used:  487 

(i) The LID is constrained using the variations of the δ15N records coupled with a firn 488 

densification model (eg. Parrenin et al. 2013). The LID is then converted into a 489 

difference of depth (Δdepth) using a modeled vertical thinning function and 490 

assuming a constant firn average density. The methodology of phasing 491 

identification between ice-phase and gas-phase proxy has been essentially used 492 

during the TI (Parrenin et al., 2013; Chowdhry Beeman et al., 2019) and during the 493 

last glacial period (Bauska et al., 2021).  494 

(ii) The use of a high-accumulation site (typically Siple Dome: 10-20 cm.yr-1; Hamilton, 495 

2002) reduces the uncertainty on Δage, as a Δdepth value would correspond to a 496 

smaller Δage value for a high accumulation site. Consequently, using ice-core 497 

records from high-accumulation sites, the Antarctic climate-CO2 phasing could be 498 

investigated using an ice-phase temperature proxy across TI (Ahn et al., 2004; 499 

Pedro et al., 2012). 500 

(iii) The air isotopes of the gas-phase of ice cores, especially δ15N and δ40Ar, are 501 

affected by two main processes: the thermal fractionation and the gravitational 502 

fractionation (Severinghaus et al., 1998). This last fractionation would dominant 503 

in the East Antarctic plateau (Dreyfus et al., 2010; Bréant et al., 2019). Thus, the 504 

isotopic variations reflect the changes in the firnification process. It depends to 505 

the surface temperature and the accumulation process (Bréant et al., 2019). In the 506 

East Antarctic Plateau, this process was directly correlated to surface air 507 

temperature variations (Caillon et al., 2003; Dreyfus et al., 2010; Landais et al., 508 



2013). Changes in air isotopes have thus been used in investigating the phasing 509 

between Antarctic surface temperature and atmospheric CO2 during TII in the EDC 510 

ice core (Landais et al., 2013) and TIII in the Vostok ice core (Caillon et al., 2003).  511 

In our study, we focus on the EDC site from the East Antarctic plateau that is characterized by 512 

an average accumulation rate of 1-5 cm/yr (Bréant et al., 2019). We investigate the phasing during  513 

terminations during ages as old as ~440 ka. Given the limitations associated with the low-accumulation 514 

nature of the EDC site and the age range of our study, the Δage is associated with an uncertainty of 515 

several centuries that would prevent us discussing phasing between Antarctic climate and atmospheric 516 

CO2 (Bazin et al., 2013). Hence, we propose here to follow the strategy of Landais et al. (2013) and 517 

Caillon et al. (2003). It has been demonstrated that the δ15N variations at the EDC site would be a 518 

combine signal of both accumulation and temperature processes (Bréant et al., 2019). In addition, it is 519 

likely that accumulation processes are directly linked with temperature changes in the East Antarctic 520 

plateau (Parrenin et al., 2007; Loulergue et al., 2007; Bréant et al., 2019). As a consequence, we 521 

consider here the δ15N as a proxy of the Antarctic climate variations (accounting for both the surface 522 

temperature and accumulation rate changes) rather than a purely temperature-driven proxy.  523 

The strong correlation (R2 > 0.8 apart from TI) observed between the δD and δ15N confirms the 524 

δ15N during the last five  terminations as a reliable proxy for Antarctic climate changes. The lower R2 525 

during TI (R2=0.63) can be explained by the fact that this period falls with a depth interval where the 526 

EDC ice is brittle, leading to a degraded quality of the δ15N data affected by the presence of multiple 527 

cracks in the ice samples.. For the TI period, reliable quantification of the phasing between Antarctic 528 

temperature and CO2 concentrations have been established through water isotopes-based 529 

temperature reconstruction (Parrenin et al., 2013; Chowdhry Beeman et al., 2019). Our results during 530 

TI, i.e. a lag of atmospheric CO2 over Antarctic climate variations at the end of the termination and the 531 

synchronous end of the Antarctic Cold Reversal, are consistent with those of Parrenin et al. (2013) and 532 

Chowdhry Beeman et al. (2019).  533 

The hypothesis of a delayed response of δ15N to changes in temperature or accumulation at 534 

the surface cannot be excluded. Indeed, it could be caused by the response time in the firn to surface 535 

climatic changes. In the context of our study, we evidenced in particular a multi-centennial lead of 536 

Antarctic climate changes over CO2 concentrations at the end of the  terminations. If the response of 537 

δ15N is indeed delayed compared to the real climate signal, this implies that the estimated lead of 538 

Antarctic climate changes is likely a minimal value and may be even larger. Reversely, an anticipated 539 

response of the neve compared to surface climatic changes seems physically very unlikely. 540 

 541 



Comparison across TIII of the EDC δ15N and CO2 records with the Vostok δ40Ar and CO2 records 542 

 543 

The phasing between the Antarctic climate and atmospheric CO2 during TIII was initially 544 

investigated based on Vostok ice core records (Caillon et al., 2003). The Antarctic climate proxy used 545 

was the δ40Ar, which is driven by the same physical processes in the firn column that controls the δ15N 546 

variations (Severinghaus et al., 1998). The EDC δ15N and Vostok δ40Ar records appear visually correlated 547 

in their global trend, as they both increase during the deglaciation (Figure S1). In addition, the peak 548 

associated with the end of termination occurs synchronously at centennial-scale. The major visual 549 

difference between the two records is the most pronounced bump in the δ40Ar record during the 550 

millennial-scale variability occurring at ~250 ka. Regarding the CO2 records, the morphology of the two 551 

records are similar, with a synchronous maximum of concentrations reached at the end of TIII. 552 

However, the very low resolution at the onset of TIII in the Vostok record does not allow to identify 553 

the millennial-scale variability observed in the EDC CO2 record (Fig. S1). This global similarity combined 554 

with a difference in resolution and in sub-orbital-scale variability observed in the record explains the 555 

qualitative similarity in the observed CO2 lag over Antarctic climate using the Caillon et al., (2003) 556 

method. However, differences in the lag of CO2 concentration values are observed: 800 ± 200 years 557 

using the Vostok records and 360 ±96 years using the EDC records. When using a statistical approach 558 

allowing an evolution of the Antarctic climate-CO2 phasing through the glacial termination, the results 559 

reveal that the end of millennial variability occurs synchronously, during the first part of the 560 

Termination, while the end of the termination is characterized by a significant lag of atmospheric CO2 561 

over Antarctic climate. Hence, TIII is a good case-study to illustrate the importance in the choice of the 562 

methodology to determine the Antarctic climate-CO2 phasing during past deglaciations. 563 



 564 

Fig. S1: Comparison of the records used in the phasing analysis from this study and the from Caillon et al., 2003. Left: EDC 565 

δ15N record (blue dots, Breant et al., 2019). Vostok δ40Ar record (purple squares, Caillon et al., 2003). Right: EDC CO2 record 566 

(red dots, Legrain et al., under review). Vostok CO2 record (grey squares, Caillon et al., 2003). All records are plotted on the 567 

AICC2012 gas timescale (Bazin et al., 2013).  568 

 569 

Statistical methods to quantify the Antarctic climate-CO2 phasing during past  terminations 570 

 571 

Various methods have been used to constrain the phasing between the Antarctic climate and 572 

the atmospheric CO2 concentrations during glacial  terminations (Barnola et al., 1991; Fischer et al., 573 

1999; Monnin et al., 2001; Mudelsee, 2001; Caillon et al., 2003, Ahn et al., 2004; Pedro et al., 2012; 574 

Landais et al., 2013; Parrenin et al., 2013; Schneider et al., 2013; Chowdhry Beeman et al., 2019).  575 

One family of statistical methods relies on the assumption that the phasing is constant along 576 

a glacial termination. Under this assumption, a simple answer could be provided for each Termination. 577 

An example is the study of Caillon et al. (2003) that evidenced a constant lag of 800 ±200 years of 578 

atmospheric CO2 over Antarctic temperature during the entire TIII. Following this study, more complex 579 

approaches have been investigated on TI and TII questioning this result (Landais et al., 2013; Parrenin 580 

et al., 2013; Chowdry Beemand et al., 2019). However, the hypothetical specificity of TIII could not be 581 

excluded from inter-termination comparison (Parrenin et al., 2013). Our analysis here reveals that the 582 

phasing of TIII is more complex that a constant lag of atmospheric CO2 over Antarctic climate (Caillon 583 

et al., 2003; Fig. 2). Nevertheless, we consider that this type of methods can provide a good estimate 584 
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of the approximate phasing. This is why we propose to apply the methodology from Caillon et al. (2003) 585 

to the past five  terminations. 586 

The second family of statistical method implies piecewise linear function that allows to 587 

investigate the temporal evolution of the Antarctic climate-CO2 phasing at different periods of a 588 

Termination. As these methods focus on shorter time windows, they require the use of relatively high-589 

resolution records, explaining why these more complex methods have not been used initially (Barnola 590 

et al., 1991; Mudelsee, 2001; Caillon et al., 2003). TII has been studied based on a rampfitting method 591 

(Landais et al., 2013). The Rampfit tool (Mudelsee, 1999) find the best fit between and the record and 592 

a constant-linear-constant piecewise function. It thus allows to identify phasing during two periods of 593 

the Termination, e.g. the onset and the end of a Termination. However, this approach has two main 594 

limitations: (i) The ramp is fitted between what are assumed to be two stable states. But for most  595 

terminations the pre and post termination records are not characterised by stable values, (ii) the 596 

breakpoints are by definition limited to two. Such model is thus not adapted for the glacial  597 

terminations affected by millennial-scale variability as they do not exhibit the morphology of a simple 598 

ramp (e.g. TI, TIII). In addition, the rampfitting tool is very sensitive to the time window considered for 599 

the search of the ramp fit, which in turns influences strongly the timing of of the identified breakpoints 600 

characterising the onset and the end of the ramp across the Termination. The Linearfit fit function 601 

from Parrenin et al. (2013) is an improved version of Rampfit that solved the two mains problems: (i) 602 

all segments of the function are linear function (ii) more than two breakpoints are allowed and the 603 

number of breakpoints is fixed by the user after a visual inspection of the considered glacial 604 

termination. Thus, we propose here to use this model rather than the Rampfit approach in our study.  605 

Finally, a recent study has developed a more rigorous statistical tool based on Metropolis 606 

Algorithm (Chowdhry Beeman et al., 2019). This method provides more complex estimate of 607 

uncertainty, and the number of breakpoints is not fixed by the user. We consider that this method is 608 

the most reliable for the highly resolved records of TI used in the source study (Chowdhry Beeman et 609 

al., 2019). However, the convergence of such method requires noiseless and highly-resolved records. 610 

We thus considered that this method is not superior to the method of Parrenin et al. (2013) for TII, TIII, 611 

TIV and TV, where the records are less resolved than during TI. Reversely, we consider that a 612 

complementary use of Parrenin et al. (2013) method and Chowdhry Beeman et al. (2019) particularly 613 

efficient for the older glacial  terminations. 614 

Based on our results, we would recommend the combine use of several methods to distinguish 615 

method-dependent results from pervasive climatic signal. And even with this recommendation, the 616 

quantified phase relationships with different statistical methods should be carefully interpreted, taking 617 

into account the fact that the methods are sensitive to (i) the dataset on which it is implied: for 618 



instance, heterogeneity reveal at the onset of TI between the Parrenin et al., 2013 and Chowdry 619 

Beeman et al. (2019) are mainly due to the use of EDC CO2 record vs WAIS Divide CO2 record (ii) the 620 

time windows considered for the search of the optimal fit (iii) the chosen complexity of such a fit 621 

(especially for Parrenin et al., 2013; Chowdry Beeman et al., 2019). A visual inspection of the results is 622 

systematically necessary y to identify the potential aberrant results produced by objective 623 

methodologies. 624 

 625 

On the use of smoothed δ15N records 626 

 627 

In Antarctic, the δ15N records are noisier compared to the δD records due to the complexity of 628 

processes governing the δ15N variations (Bréant et al., 2019). As discussed in the last section, the use 629 

of the Chowdhry Beeman et al. (2019) method and, in a smaller extent the one from Parrenin et al. 630 

(2013), require low-noise records to converge. Hence, in order to use efficiently the method of 631 

Chowdhry Beeman et al. (2019), we applied a Savitzky-Golay filter with an approximate cutoff 632 

periodicity of 500 years to the δ15N record. Chowdhry Beeman et al. (2019) demonstrated than 633 

smoothing the data does not significantly impact the final results of the study. When using the Parrenin 634 

et al. (2013) methodology, only the δ15N TI was smoothed.  635 

 636 
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4.3. Perspectives 

 The analysis I have performed in this chapter has revealed how challenging it is to 

identify the onset of a termination in both CO2 and δ15N records. Regarding the CO2 records, 

it would be crucial to increase the resolution during the specific time interval of suspected onset 

of termination, especially for TII and TV. Nevertheless, the imprinted millennial-scale 

variability observed at the onset TIII and maybe even TIV may still prevent to identify clearly 

the onset of a termination regardless of the reachable resolution. 

 The use of the δ15N record as a proxy of Antarctic climate proxy was motivated by the 

absence of relative age uncertainty between this record and the atmospheric CO2 concentration 

record. Nevertheless, some of these δ15N records are affected by low-amplitude and high 

frequency variability that cannot be simply explained by the Antarctic surface climate 

variations. While this variability affects only at second order the record, a better understanding 

of the driven mechanisms of δ15N at the EDC site is necessary to reinforce the confidence on 

the interpretation made of this proxy. Hence, experimental and theorical work should be led 

in the future to better understand and identify the processes affecting δ15N beyond its first-

order climatic imprint. Collaborators at LSCE and IGE are currently investigating this topic, 

in particular in the framework of the PhD of Marie Bouchet, supervised by Amaëlle Landais 

and Frédéric Parrenin. In addition, effort to increase the resolution of the EDC δ15N record 

during TV, but also during older terminations, would provide valuable insights to also 

characterize the interactions between carbon cycle and past climatic variations of East 

Antarctica during these time intervals. 

 My analysis of the sequence of events at play at the end of past terminations have 

revealed a sub-centennial scale synchronicity between atmospheric CO2 decrease and a change 

in δ18Oatm signal. I interpret this result as reflecting the enhancement of a low-latitude sink of 

carbon that would initiate the onset of the CO2 decrease. While the interpretation of this change 

in δ18Oatm signal and the associated qualitative impact on the carbon cycle is supported by 

previous studies [Landais et al., 2010, 2013; Extier et al., 2018], a physical quantification of 

such mechanism is required. The implementation of the δ18Oatm signal in the model of 

intermediate complexity iLOVECLIM currently developed at LSCE will allow to perform 

simulations that could test the quantitative impact on the carbon cycle of the observed change 

in the δ18Oatm. It will also help to identify regionally the carbon sinks at the origin of this 

observed atmospheric CO2 decrease at the end of the Termination.  
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 Lastly, the BE-OI project should provide old ice spanning the pre-MPT world (~before 

0.8 Ma). While the main motivation is to constrain the absolute atmospheric CO2 level during 

the pre- and syn- MPT world (~ 1.5 – 0.8 Ma), it would also be interesting to use these high-

resolution records to investigate the phasing during this period. Some changes in the internal 

climate and potentially their interactions with the carbon cycle are expected to occurs across 

this transition [Legrain et al., 2023]. It would thus be interesting to identify if the Antarctic 

climate – atmospheric CO2 phasing is identical to the one of the post-MPT world, characterized 

in this chapter. Nevertheless, due to the probable very low-resolution at the bottom of the 

future Beyond EPICA ice core, analyses at sub-millennial-scale of pre- and syn-MPT climate 

and CO2 records require the development of measurement system using very low-quantity of 

ice [Mächler et al., 2023]. 

  



- Chapter 4 - 

 

 

155 

 

Synthesis 

In this chapter, I investigate the role of the carbon cycle and the processes responsible for its 

variations during the largest climatic transitions of the Pleistocene, by quantifying the evolution 

of the phasing between Antarctic climate and atmospheric CO2 concentrations across the past 

five terminations. To do so, I use new and recently published high-resolution CO2 and δ15N 

records from the EDC ice core. Previous studies have investigated this phasing across the past 

three terminations revealing significantly different results from one study to another. 

Nevertheless, the use of different ice cores, statistical methods and proxies for the Antarctic 

climate makes it difficult to distinguish whether the heterogeneity is method-induced or 

whether it reflects climatic differences. My approach is based on the use of three statistical 

methods, in order to distinguish method-dependent results from robust phasing patterns. My 

analyses evidence that the phasing at the onset of terminations varies depending on the 

methodology used and the termination considered. Reversely, a significant multi-centennial lag 

of the atmospheric CO2 decrease over the Antarctic climate cooling is observed at the end of 

four of the past five terminations. A phasing of similar temporal scale has been described 

previously during the millennial-scale events over the last glacial period. Following the theory 

developed by Wolff et al. [2009], I propose that terminations are ultimately ended by millennial-

scale events. Nevertheless, the occurrence of millennial-scale variabilities over the course of the 

TI and TIII reveals the complexity of interactions between orbital-scale and millennial-scale 

variability. I suggest that millennial-scale variability could either temporarily stop or definitely 

achieve the termination process depending of the orbital context under which they occur. 

Finally, an analysis of the sequence of events including additional paleoclimatic proxies at the 

end of terminations suggests the enhancement of a mid-to-low latitude carbon sink may 

constrain the exact timing of atmospheric CO2 decrease at the end of terminations. Further 

modelling efforts as well as new climatic records on the oldest terminations (TIII, TIV and TV) 

are needed to test my interpretation and quantify the consequences at multi-centennial scale 

of the enhancement of a mid-to-low latitude carbon sink on atmospheric CO2 concentrations. 
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In this chapter, I investigate the spatio-temporal pattern of surface temperature changes 

during the MIS 7 and the Termination III. To do so, I produce the first multi-archive synthesis 

of surface temperature records covering the 260-190 ka period and I compare them to the pre-

industrial climate as well as to global climatic and external variables. This chapter is composed 

of an article in preparation, followed by several perspectives. 

 

 

 

 

 

 

 

 

 

 

 

  

  

Spatio-temporal climatic variability at 

millennial-to-orbital scale during MIS 7 

Chapter 5 

 

Chapter 5 aims at: 

 

 Characterizing the spatio-temporal pattern of surface temperature changes during 

MIS 7 and Termination III. 

Methodology:  

 Global-scale compilation of surface air temperature from 3 ice cores and sea surface 

temperatures from 38 marine sediments cores. 

 

 Definition of a common temporal framework and quantitative estimates of the 

associated uncertainties for the compiled surface temperature records. 

 

 Time slices at 246, 242, 218, 215 and 200 ka of surface temperature anomalies 

relative to pre-industrial ones. 

Highlights:  

 The intensities of warming during MIS 7e and MIS 7a-7c are similar in magnitude 

apart in the southern high latitudes. 

 

 The southern high-latitude region was warmer than pre-industrial during MIS 7e. 

 

 Based on a strong obliquity imprint on surface temperature records and the 

relatively low amplitude of the warming during MIS 7, I propose that the MIS 7 

owns specificities that resemble those associated with the pre-MPT interglacials. 

Data availability:  

 Meta-data of the synthesis are available upon request and the raw records are 

available online in paleoclimate databases or in the source papers.  
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5.1. Introduction 

The Marine Isotope Stage 7 (MIS 7, ~245-190 ka) occurs under a very distinct orbital 

configuration and consequent spatial insolation pattern compared to the other post Mid-

Brunhes Event interglacials , i.e. MIS 1, 5, 9 and 11. Especially, the precession and obliquity 

registered their maximum amplitude of the last 800 ka. So far, MIS 7 has not been the focus 

of many scientific studies. Nevertheless, the study of this interglacial would allow to investigate 

the climatic responses under strong orbital forcing variability.  

The morphology of paleoclimatic records between 260-190 ka is characterized by an 

alternance of glacial and interglacial conditions (see Fig. 1 in the chapter draft, section 5.2.): 

(i) the TIII (around ~250 ka) is a termination composed of a three-phase sequence similarly to 

TI [Cheng et al., 2009; Bréant et al., 2019]. Following this termination, the MIS 7e is commonly 

considered as the strict interglacial period (Past Interglacial Working Group of PAGES, 2016). 

It is characterized by an overshoot registered in both atmospheric CO2 concentrations [Legrain 

et al., in revision] and Antarctic water isotopic records [Jouzel et al., 2007]. The MIS 7e is 

interrupted to a back to full glacial conditions during MIS 7d. Consequently, MIS 7e is the 

shortest interglacial period occurring after the Mid-Brunhes Event regardless of the definition 

used [Past Interglacial Working Group of PAGES, 2016]. This back-to-full glacial condition is 

abruptly ended by the second Termination TIII-A around ~220 ka. At the end of TIII-A, the 

climate goes back to warmer conditions during MIS 7c. This period is ended by a brief and not 

intense cold period MIS 7b. Finally, the climate reaches a third warm period known as MIS 

7a, before gradually moving to the glacial stage MIS 6 at around 190 ka. In the following, the 

end of this sequence will be referred to as MIS 7a-7c as many surface temperature records do 

not allow to distinguish unambiguously MIS 7c from MIS 7a. This variability of the climate 

during MIS 7 at orbital-scale is unique in the past five interglacials and it thus deserves a 

special attention.  

This work takes place in the context of increasing number of high-resolution 

paleoclimatic records spanning the 260-190 ka interval over the past two decades. Benefiting 

from this community effort, I present here the first multi-archive synthesis of surface 

temperature records spanning the 260-190 ka interval. Fig 5.1 is a conceptual summary of the 

analysis performed in this chapter. 
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Based on this new surface temperature synthesis, I will tackle the following questions:  

- What is the relative and spatial intensity of the warm phases occurring during 

MIS 7? 

- How warm is the MIS 7 in comparison to the pre-industrial climate?  

- What is the relative influence of the different background and orbital variables 

on the particular pattern of MIS 7 surface temperatures? 
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Fig 5.1: Conceptual summary of the analysis performed in Chapter 5. a. The grey dots on the map represent the 

compiled surface temperature records included in the new multi-archive synthesis. The orange area represents the 

Northern high-latitudes, where the surface temperature record is strongly correlated (R2 = 0.54) with atmospheric 

CO2 concentrations. Similarly, the red area represents the Southern high-latitudes, where the surface temperature 

records are strongly correlated with atmospheric CO2 concentrations (R2 = 0.51) and where a warmer-than-pre-

industrial climate has been registered at 242 ka. The light blue area represents the tropics, where a low CO2 imprint 

on surface temperature records have been recorded. On top of the map the relative similarity in morphology between 

the different orbital parameters and the surface temperature records is represented. b. The LR04 benthic δ18O stack 

from Lisiecki and Raymo [2004] is represented over the past 2 Ma with zooms on three specific periods including 

MIS 7, MIS 41-43 and MIS 5. MIS 41-43 and MIS 5 have been chosen as “typical” examples of the interglacials from 

the 41 kyr-world and 100-kyr world, although each period registered internal variability in their interglacial patterns. 

These examples are taken to illustrate the global difference of amplitude and frequency of interglacial occurring 

before the MPT (e.g. MIS 41-43) and after the MPT (e.g. MIS 5), although the diversity of interglacials is much 

more complex. Vertical and horizontal scales are similar to facilitate the comparison. Note the higher similarity of 

the MIS 7 with the MIS41-43 than with the MIS5 in term of amplitude and peak frequency. 

a. MIS 7: a combination of obliquity and atmospheric CO2 forcing
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5.2. Publication: Spatio-temporal pattern of surface temperature changes 

during Marine Isotopic Stage 7 (in prep) 

 

Legrain et al., in prep 



Spatio-temporal pattern of surface temperature changes during the MIS 7 (in preparation) 1 

Legrain et al., 2 

 3 

Abstract 4 

The Marine Isotope Stage 7 (MIS 7, ~245-190 ka), exhibits an unusual morphology compare to 5 

the other interglacials of the late Pleistocene. It is characterized by a large climatic variability composed 6 

of two warm stages separated by a short period going back to full glacial conditions. While previous 7 

studies have extensively investigated the spatio-temporal variability of climate during the current and 8 

the last interglacials, a spatio-temporal picture of the MIS 7 is not available yet mainly due to the 9 

scarcity of paleoclimatic records and the dating uncertainties associated to their chronologies. Here 10 

we compiled three surface air temperature records from Antarctic ice cores and 38 sea surface 11 

temperature (SST) records from marine sediments records located at low and high latitudes. To 12 

compare these records, we align them on a global temporal framework, the AICC2012 reference 13 

chronology, and we quantify the attached uncertainty accounting for both the uncertainty associated 14 

with the surface temperature reconstruction methods and the one associated with the dating.  15 

Our multi-archive synthesis spanning the 260-190 ka interval reveals that the intensities of the 16 

two warm periods during MIS 7 are of similar amplitude except in the southern high latitudes. In 17 

addition, comparing five climate time slices at 246, 242, 218, 215 and 200 ka to the climatological mean 18 

from 1854 to 1883, we point out that the tropics and the Northern hemisphere have remained cooler 19 

or similar to the pre-industrial temperatures during the whole interglacial. Reversely, the southern 20 

high latitudes exhibit surface temperatures warmer than during the pre-industrial during MIS 7e 21 

compared to MIS 7c-7a. The evolution of the compiled surface temperature records is compared with 22 

variables illustrating the climatic and orbital background across MIS 7. This comparison evidences a 23 

high correlation with obliquity records, revealing a stronger imprint of the obliquity forcing on surface 24 

temperature records compared to precession, eccentricity and insolation forcings. The imprint of 25 

atmospheric CO2 concentration changes is also registered, mostly in the high-latitude surface 26 

temperature records.  27 

We suggest that the surface temperature patterns across MIS 7 were driven by both obliquity 28 

and atmospheric CO2 concentrations forcing. Especially, we propose that the exceptional amplitude of 29 

the obliquity signal during MIS 7 would favour the occurrence of a relatively cold interglacial occurring 30 

in two warm phases. We also observe that the delay between the two warm phases is close to the 40-31 

ka periodicity of the glacial-interglacial cycles occurring before the Mid-Pleistocene Transition. The 32 



occurrence of such interglacial, in the middle of the more amplified interglacials of the late Pleistocene, 33 

suggests a lingering influence of the 41 ka-world drivers during this period.  34 

 35 

Main text 36 

1. Introduction  37 

Interglacial periods of the Pleistocene span a large diversity in term of external orbital forcing, 38 

ice distribution, atmospheric greenhouse gas concentrations and global and regional climatic patterns 39 

(Tzedakis et al., 2009; Lang and Wolff, 2011). These complexities allow to investigate mechanisms at 40 

play in the establishment of warm climates under very distinct boundary conditions. The current 41 

(Holocene) and the last (Marine Isotope Stage 5, MIS 5) Interglacials, as well as their preceding 42 

Terminations I and II have been extensively studied thanks to the large amount of very highly resolved 43 

records covering these periods (Shakun et al., 2012; Capron et al., 2014; Hoffman et al. 2017). Previous 44 

investigation of these interglacial climates has evidenced crucial paleoclimatic mechanisms at play 45 

during interglacial periods for sea ice expansion (e.g. Masson-Delmotte et al., 2011; Steinsland et al., 46 

2023), deep oceanic circulation (e.g. Oppo et al., 2006; Luo et al., 2018), sub-orbital scale variability 47 

(e.g. Frogley et al., 1999; Wang et al., 2018) and regional amplitude of surface temperature change 48 

(Hoffman et al., 2017). Both the Holocene and the Last Interglacial are considered as long and relatively 49 

stable interglacials, and thus not reflects the diversity of interglacials (Past Interglacials Working Group 50 

of PAGES, 2016). Consequently, the analysis of climate processes beyond the Last Interglacial period 51 

could bring complementary information due to the different context of occurrences of these warm 52 

periods. The investigation of older interglacials and their associated terminations is more challenging 53 

due to the scarcity of high-resolution records and challenging dating, but it represents a research 54 

priority for the paleoclimate community (Capron et al., 2019). 55 

An extreme combination of boundary conditions occurs during the Termination III (TIII) (~255-56 

245 ka) and the following MIS 7 (Fig. S1). This period is characterised by the largest changes in the 65°N 57 

summer insolation in the context of the past 800 ka (Laskar et al., 2004). Also, the lowest obliquity 58 

values of the past 2 Ma are reached near after the end of TIII and the short MIS 7e, during MIS 7d 59 

(Laskar et al., 2004). Under this context, the climate switches back to full glacial conditions during MIS 60 

7d as evidenced in the Antarctic temperature reconstruction and the atmospheric CO2 concentrations 61 

that reached levels close to those prevailing at the onset of TIII (Petit et al., 1999; Jouzel et al., 2007; 62 

Legrain et al., under review) (Fig. 1). This climatic sequence is also registered in marine and continental 63 

local proxies (e.g. Desprat et al., 2006; Martrat et al., 2007; Roucoux et al., 2008; Wendt et al., 2021). 64 



Following this glacial minimum, a second termination (i.e., TIII-A) occurs around ~218 ka leading to the 65 

following MIS 7c. The amplitude of TIII-A recorded in both Antarctic surface temperature and 66 

atmospheric CO2 concentration records is smaller than the amplitude of TIII in, while pollen-based and 67 

biogenic silicate-based climate reconstructions registered climatic amplitude similar to or superior 68 

than TIII during TIII-A (Prokopenko et al., 2006; Roucoux et al., 2006). This period is ended by a brief 69 

and not intense period, the MIS 7b. Finally, the climatic reaches a third warm period known as MIS 7a, 70 

before gradually moving to the glacial stage MIS6 at around 190 ka. The end of this sequence will be 71 

referred to as MIS 7c-7a in this article as many surface temperature records do not allow to distinguish 72 

between the MIS 7c and MIS 7a. 73 

Due to all of these complexities, the MIS 7c-7a can be considered or not as an interglacial 74 

period depending on definition chosen to define an interglacial period (Past Interglacials Working 75 

Group of PAGES, 2016). Considering this particular structure of the climatic and environmental 76 

changes, MIS 7 represents a great study case to investigate the response of the climate at regional 77 

scale and its link with both external orbital forcing and carbon cycle.  78 

Estimates of global ice volume changes are relatively uncertain during the MIS 8 - MIS 7e- MIS 79 

7d – 7c-7a sequence (Lea et al., 2002; Siddall et al., 2003; Dutton et al., 2009; Lisiecki and Raymo, 80 

2016). Simple conceptual models forced by orbital parameters have difficulties reproducing the 81 

different ice volume data-based reconstructions and they only partially mimic this complex sequence 82 

of climatic changes (Imbrie et al., 2011; Parrenin and Paillard, 2012; Legrain et al., 2023). Mechanisms 83 

at play have been investigated based on more sophisticated physical models (Colleoni et al., 2014; 84 

Ganopolski and Brovkin, 2017; Choudhury et al., 2020). The ability of such model to reproduce this 85 

climatic sequence is limited to the comparison with integrative climatic variables such as global ice 86 

volume reconstruction (Ganopolski and Brovkin, 2017; Choudhury et al., 2020). We can mention here 87 

the interesting model-data latitudinal comparison performed by Colleoni et al. (2014) during the MIS 88 

7 using the data synthesis from Lang and Wolff (2011). Nevertheless, all paleorecords used were 89 

aligned on the LR04 chronology regardless of their geographical origin suggesting a synchronicity of 90 

the benthic foraminifera δ18O in the whole ocean, that is very unlikely (Lisiecki and Raymo, 2009). In 91 

addition, the number of records used in this paleodata-model comparison is quantitatively restricted 92 

(10 records).  93 
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Fig. 1 : Climatic and orbital records during the 260-190 ka interval. From top to bottom: a. June Insolation at 65°N. b. Obliquity. 99 

c. Eccentricity and precession. d. Global ice volume in sea meter equivalent from Berends et al. (2021) (purple) and Spratt 100 

and Lisiecki, 2016 (pink). e. Atmospheric CO2 record from EDC (Legrain et al., under review). f. Atmospheric CH4 record from 101 

EDC (Loulergue et al., 2008; Legrain et al., under review). g. EDC dD record (Jouzel et al., 2007). Yellow shaded area highlights 102 

MIS 7e, 7c and 7a. Note that depending on the definition used, MIS 7c and 7a are sometimes not considered as interglacial 103 

periods (Past Interglacials Working Group of PAGES, 2016). White areas are the cold periods MIS 8, MIS 7d and MIS 7b. Grey 104 

shaded areas highlight the TIII and TIII-A. 105 

 106 

The diverse patterns observed in the different global and regional climatic proxies during the 107 

MIS 7 and the identification of their forcing mechanisms require an approach that considers the spatio-108 

temporal variability of the warming. Such approach was already applied to the Last Interglacial based 109 

on a multi-archive synthesis composed of marine sediments and ice cores records from the high-110 

latitude regions aligned on a common temporal framework (Capron et al., 2014). This study evidenced 111 

a polar specificity of the warming, with an extended period of warm conditions but of lower amplitude 112 

in the southern high latitudes compared to the northern high latitudes. A warmer than pre-industrial 113 

climate in the high latitudes during the Last Interglacial was also evidenced (Capron et al., 2017). In 114 

parallel, another study extended this analysis to the low latitude regions evidencing a less pronounced 115 

warming in the tropical areas compared to the pre-industrial (Hoffman et al., 2017). Similar synthesis 116 

spanning older interglacials are necessary to characterize the evolution of regional-scale surface 117 

temperature to compare the climate of these periods and evidence differences and similarities 118 

between past interglacials.  119 

Here we present the first multi-archive synthesis gathering both high- and low- latitudes 120 

surface temperature records aligned on a common temporal framework covering the TIII and the MIS 121 

7 period. Based on this synthesis, we are able to (i) compare the spatial variations of the warming 122 

intensity between TIII and TIII-A, and the intensities of MIS 7e and 7c-7a (ii) characterize the spatio-123 

temporal intensity of the warming during MIS 7e and MIS 7c-7a compared to the pre-industrial climate 124 

(iii) evidence the similarities between regional temperature patterns and the background orbital and 125 

climatic variables during MIS 7.  126 

 127 

 128 



 129 

Fig. 2 : Location of marine sediment and ice core sites. The new data compilation contains surface air temperature records 130 

from Antarctic ice cores (red square) and annual (circle) and summer (diamond) SST reconstructions based on alkenones 131 

(green), faunal assemblages (pink), Mg/Ca (yellow), percentage of polar foraminifera species (brown). Numbers refer to 132 

record labels from Table S1. 133 

 134 

2. Material and methods 135 

2.1. Selection of paleoclimatic data sites 136 

We first select sites with an average temporal resolution of surface temperature 137 

reconstruction better than 4 ka. Among this first selection of sites, we only keep those in which the 138 

typical morphology of the MIS 7 can be identified. In case of doubt, first-order identification of MIS 7 139 

morphology is checked with additional information, such as benthic and/or planktonic δ18O records. In 140 

total, we select three records of continental surface air temperature deduced from water stable 141 

isotope records from Antarctic ice cores and 38 sea surface temperature (SSTs) records from marine 142 

sediments cores (Fig. 2). The data have been collected from the PANGEA and NOAA databases or 143 

provided directly by the authors when their dataset were not available online. Two additional datasets 144 

not published yet from the marine cores MD94-101 (SST record) and MD07-3077 (δ18Ob record) have 145 

also been used (N. Vazquez Riveiros, pers. Com.). The data records have been compiled and analysed 146 

over the 260-190 ka period in order the include TIII and the whole MIS 7. The average resolution of the 147 

surface temperature records is 1.8 ±1.1 ka. Table S1 compiles all details on the selected records.  148 

2.1.1. Continental ice core records 149 

12 34

5 67 8

910
11

1213

1415
16 17 18

19 20
21 22

24

23
25

26
27

28
2930 313233

34
35

38
36

37

39 40
41



The Vostok, Dome F and EPICA Dome C (EDC) Antarctic ice cores are the only ice cores records 150 

extended as far back in time as 260 ka. These three ice cores are located on the East Antarctic plateau, 151 

at elevations superior to 3000 m asl and latitudes south from 75°S. These three ice cores are thus not 152 

representative of the whole potential diversity of surface temperature pattern in the polar regions. 153 

Nevertheless, they represent the only available continuous paleo-archives at such high-latitudes 154 

spanning the 260-190 ka period and thus provide precious information of the dynamics of the antarctic 155 

climate. 156 

We include the three antarctic surface temperature records inferred from water isotope 157 

records (Petit et al., 1999; Jouzel et al., 2007, Kawamura et al., 2007; Landais et al., 2021). These 158 

temperature reconstructions are based on present-day correlation between surface temperature and 159 

water isotopic composition. Other factors could influence the isotopic composition of water molecules, 160 

such as precipitation and origin of the moisture (Jouzel et al., 2003). Recently, the use of Antarctic 161 

isotopes as paleothermometer has been challenged by an alternative methodology based on firn 162 

properties (Buizert et al., 2021). Nevertheless, the water stable isotopes remain the more reliable 163 

approach to reconstruct paleotemperature for the MIS 7 interval, with surface temperature associated 164 

with a maximum 1σ uncertainty of ±2°C (Landais et al., 2021).  165 

2.1.2. Marine sediments cores records 166 

The marine sediment records gathered in this synthesis are located in the northern high latitudes 167 

(>40°N, 8 records), the southern high latitudes (>40°S, 10 records) and from the mid-to-low latitudes 168 

(between 40°N and 40°S, 20 records). They include SST reconstructions based on alkenone 169 

unsaturation ratios (15 records), faunal assemblage transfer functions (14 records), foraminiferal 170 

Mg/Ca ratios (9 records) and the percentage of the polar foraminifera species Neogloboquadrina 171 

pachyderma sinistral (one record). 10 of these records represent summer SST and 28 records are 172 

interpreted as annual SST, following the interpretation provided in the source papers (Table S1). When 173 

available, we also compile benthic and planktonic foraminifera δ18O records that will be used to define 174 

the age scale of the record. 175 

 176 

2.2. Definition of a common temporal framework between the ice and marine records 177 

The original age models from the compiled records were build using multiple approaches, 178 

including distinct paleoclimatic assumptions (Govin et al. 2015). A direct comparison of the records on 179 

their original timescale can led to multi-millennia relative age uncertainty between the records. In 180 

some of the oldest studies, uncertainties associated with the age scale is not quantified. Before 181 



comparing these records, an effort to homogenize age models is thus required. In addition, the paleo 182 

records from this synthesis comes from two different archives. We thus propose to align the surface 183 

temperature records from both archives on a single reference chronology. For that purpose, we choose 184 

to use the ice core chronology AICC2012 as the reference chronology (Bazin et al., 2013). It is a multi-185 

sites-based approach relying on an inverse dating method that combines glaciological modelling with 186 

absolute and stratigraphic marker. Orbital age constraints measured in the gas-phase of ice core, i.e. 187 

δ18Oatm, δO2/N2 and total air content, have been also added to the chronology. The absolute 1σ dating 188 

uncertainty is ±2.0 ka over the 260-190 ka period (Bazin et al., 2013). 189 

2.2.1 Paleoclimatic hypotheses  190 

We follow the strategy of Govin et al. (2012) and Capron et al. (2014) to align high-latitude (poleward 191 

to 40°) marine records onto the AICC2012 ice core chronology, and the one developed by Hoffman et 192 

al. (2017) to extend our common temporal framework to the mid-to-low latitudes (between 40°N and 193 

40°S). Our strategy relies on four main climatic hypotheses:  194 

(i) To place the SST records south to 40°S onto AICC2012, we hypothesize that the Southern 195 

Ocean surface temperature covaries with East Antarctic plateau surface temperature. 196 

Such co-variation has been evidenced during the last glacial period and the TI that benefits 197 

from independent radiocarbon dating for marine sediments (e.g. Waelbroeck et al., 1995; 198 

Pahnke et al., 2003; Calvo et al., 2007). We thus align SST record from marine core located 199 

south to 40°S onto the EDC deuterium record (δD, Jouzel et al., 2007) (Fig. 3).  200 

(ii) To place the SST records north to 40°N onto AICC2012, we hypothesize that the abrupt 201 

North-Atlantic surface temperature increases are synchronous with the rapid changes in 202 

CH4 recorded in the EDC ice core. Such co-variation during abrupt events was evidenced 203 

during TI ( e.g. Chappellaz et al., 1993; Severinghaus and Brook, 1999; Fluckiger et al., 2004; 204 

Huber et al., 2006) and was already used in alignment strategy during the Last Interglacial 205 

(Govin et al., 2012; Capron et al., 2014). We hypothesize that this link could be extended 206 

to the large past abrupt CH4 increases registered during TIII, TIII-A, and at the onset of MIS 207 

7a ( Fig. 3). We thus align SST record from marine core located north to 40°N in the North 208 

Atlantic onto the abrupt CH4 increases occurring during the 260-190 ka interval. We do 209 

not use the Greenland synthetic curve (GLSC, Barker et al. (2011)) as in Hoffman et al. 210 

(2017) because we consider that this curve is associated with stronger climatic assumption 211 

than the CH4-based alignment. This curve relies on the hypothesis of a constant and 212 

systematic bipolar see saw between the Northern and Southern hemispheres over the past 213 

800 ka to extent the Greenland climate records beyond the last glacial-interglacial cycles 214 



(Barker et al., 2011). Still, to evaluate the uncertainty associated with the use of a strategy 215 

rather another, we align the North Atlantic cores on both CH4 and GLSC (8 cores). The 216 

average age difference is of 0.6 ±0.5 ka (Fig. S2). 217 

(iii) To place the SST records from the low-to-mid latitudes (between 40°N and 40°S) onto 218 

AICC2012, we hypothesize that the variations of δ18Ob occurs synchronously within a single 219 

water mass in an oceanic basin. Asynchronicity of benthic δ18O  (δ18Ob) changes from cores 220 

of distinct oceanic basin could reach up to 4 ka during the terminations of the late 221 

Pleistocene (Lisiecki and Raymo, 2009). Reversely, δ18Ob variations are synchronous or 222 

affected by sub-millennial scale lag within a single oceanic basin (Stern et al., 2014; Lisiecki 223 

and Stern, 2016). Such approach was already used in the synthesis including low-latitude 224 

records during the Last Interglacial (Hoffman et al., 2017). Thus, we select a reference core 225 

for the North Atlantic, South Atlantic, and Pacific basin located north to 40°N or south to 226 

40°S that was previously aligned onto AICC2012. And then, we perform intra-basin δ18Ob 227 

alignment to extent the common temporal framework based on AICC2012 to the low 228 

latitudes (Fig. 4).  229 

(iv) To place SST records from the low-to-mid latitudes that do not have δ18Ob records, we 230 

hypothesize that planktonic δ18Op changes co-vary at very local-scale (typically < 2000 km). 231 

We thus align a marine core already scaled on the AICC2012 chronology through δ18Ob 232 

alignment with a new marine core through δ18Op records (Fig. 4). Such strategy has been 233 

used for five marine cores of the synthesis. Planktonic δ18Op is a proxy that is very sensitive 234 

to local evaporation, that is thought to reflect local climatic conditions at first order 235 

(Emiliani, 1954; Mulitza et al., 2002). We first evaluate the relevance to perform such 236 

alignment based on information provided in the source paper of each of the δ18Op records 237 

and we compare the modern local climatic conditions at the surface of the two drilling 238 

sites. 239 



 240 

Fig. 3 : Example of alignment performed in the Southern Ocean (MD02-2588 core, left) and in the North Atlantic (ODP980 241 

core, right). Black triangles and vertical dotted lines highlight the tie-points between the marine core and the EDC δD record 242 

(left panel, blue curve, Jouzel et al., 2007) and the EDC CH4 record (right panel, green curve, Loulergue et al., 2008). The 243 

resulting sedimentation rate variations is shown in black at the bottom of each panel. Grey shaded areas are the 1σ 244 

confidence intervals resulting from the Monte Carlo iterations. Red lines are the uncertainty associated with each tie point. 245 

 246 

2.2.2 Alignment strategy 247 

All alignments are performed with the AnalySeries 2.0 software (Paillard et al., 1996). The 248 

principle of the alignment relies on tie points visually determined by the user based on morphologic 249 

similarity between the two records. The model then performs a linear interpolation between the tie 250 

points to produce a new age-model for the entire dataset. No extrapolation beyond the younger and 251 

older tie points is performed. As each tie point represents a hypothesis on the sedimentation rate, we 252 

minimize as much as possible the number of tie points defined for each alignment. The coherency of 253 

the final alignments is evaluated with (i) the sedimentation rate changes calculated and provided by 254 

the software (ii) the use of independent variables not used in the alignment (e.g. δ18Ob for SST 255 

alignments) (iii) several sequence of alignment for a same core performed independently to evaluate 256 

the tie points chosen as objectively as possible. 257 
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 259 

Fig. 4 : Example of alignment performed for low-latitude cores based on benthic δ18O (blue, left panel) and planktonic δ18O 260 

(green, right panel). Example of the alignment of the MD012443 (left) and TR16319 core (right). Black triangles and vertical 261 

dotted lines highlight the tie-points between the marine core and the reference benthic and planktonic δ18O record already 262 

aligned on the AICC2012 age scale. The resulting sedimentation rate variations is shown in black at the bottom of each panel. 263 

Red lines are the uncertainty associated with each tie point. 264 

 265 

2.2.3 Uncertainty quantification 266 

The uncertainty associated with the original SST reconstruction depends on (i) the proxy-267 

measurement uncertainty (ii) the calibration used to convert the proxy into sea surface temperature. 268 

This total uncertainty is directly compiled from the sources studies and it ranges from 0.5 to 1.7 °C 269 

(Table S1). 270 

The total uncertainty associated with the age-scale alignment depends on three main sources 271 

of uncertainties: (i) the uncertainty associated with the resolution of the correlated and reference 272 

records, (ii) the absolute age uncertainty associated with AICC2012 (iii) the morphological uncertainty. 273 

This last uncertainty refers to the tie-point approach of the alignment and aims to take into account 274 

the uncertainty of the choice of the tie-point location of the user. Typically, in case of a tie-point located 275 

at a peak maximum, an uncertainty is applied if the operator hesitates between one peak maximum 276 

and the following and/or the preceding one, and no independent variable (e.g. δ18Ob) allow to clearly 277 

identify the most probably peak. This uncertainty is by far the most important one when applied. 278 
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Nevertheless, it is only applied on the few tie-points for which no choice could be made between two 279 

morphologies. The marine cores align on CH4 record are also associated with another source of 280 

uncertainty which is the uncertainty associated with the gas-ice age difference in AICC2012. 281 

Uncertainties for each tie-point are presented in Table S2. 282 

The final uncertainty associated with the SST value at a specific time will depend on both the 283 

original SST uncertainty and the age-scale uncertainty. To evaluate this final uncertainty for each 284 

surface temperature record, we perform a Monte-Carlo analysis involving 1,000 age model 285 

simulations. In each iteration, we introduce random noise to the SST values, considering the 286 

temperature reconstruction error. Additionally, we randomly determine the age of each tie-point 287 

within the range of dating error (Table S2). Any iteration with potential age reversals was discarded. 288 

Linear interpolation was used between tie-points to assign ages to each depth with SST values. We 289 

present all SST records along with a non-parametric 1σ confidence interval envelope after resampling 290 

every 0.1 ka in Fig. 5. 291 

The use of the Monte-Carlo program from Capron et al. (2014), applied on MIS 7 have revealed 292 

some limits in the estimation of the global uncertainty envelope. First, edge inconsistencies have been 293 

revealed at the temporal extremities of the records. Second, the smoothing process is probably not 294 

adapted for the resolution and the structure of the MIS 7 records (Fig. 5). However, these 295 

approximations do not affect the correlation analysis (section 2.5) and the comparison of relative 296 

intensity between terminations (section 2.3) that are based on the raw SST records, and thus do not 297 

concern the main results of this study. Nevertheless, the computation of time slice relies on the 298 

smoothed curve of the program. The results from the two time slices at 246 and 200 ka, that are close 299 

to the younger and older age of the period compiled in the records, could be affected at second order 300 

by these biases and should be considered cautiously.  301 

 302 

2.3. Intensity comparison between TIII and TIII-A 303 

We perform a comparison between the amplitude of the temperature change in each record 304 

during TIII and during TIII-A (Fig. 6, Table S3). To do so, the maximum and minimum values reach during 305 

each termination are visually identified and collected for each SST and Antarctic surface temperature 306 

records aligned on the AICC2012 chronology. The intensity of a termination is simply expressed as the 307 

difference between the maximum and the minimum temperature at the onset and at the end of the 308 

termination. We also perform a comparison between the maximum absolute temperature reach 309 

during the MIS 7c-7a and the one reached during MIS 7e (Fig. 6, Table S3). The maximum values 310 

reached during MIS 7c-7a and MIS 7e is also identified through a simple visual method. This maximum 311 



value is systematically the same than the maximum value reached at the end of TIII, and often similar 312 

to the maximum value reached at the end of TIII-A.  313 

The maximum intensity of MIS 7c-7a and MIS 7e and the amplitude of temperature change 314 

during TIII and TIII-A are compared in term of absolute temperature change in degree Celsius (°C) for 315 

each site. Nevertheless, the tropics register a smaller absolute temperature change between glacial 316 

and interglacial periods than the high-latitudes (Fig. 5). Consequently, a difference of maximum 317 

temperature of 1°C between 7e and 7c could represent a minor difference compared to the maximum 318 

amplitude of temperature change during MIS 7 in high-latitudes. This same 1°C value can nearly be the 319 

maximum amplitude of temperature in the low-latitude during the whole MIS 7. The use of absolute 320 

value thus could artificially reduce the relative difference of intensity when comparing the 321 

terminations and the MIS 7e and MIS 7c-7a in the low-latitude in comparison to the high latitudes. To 322 

investigate the influence of this potential bias on results from Fig. 6, we compute relative temperature 323 

changes for terminations amplitude and MIS 7e and MIS 7c-7a maximum values compared to the total 324 

amplitude of the record during the 260-190 ka period (results are expressed in percentage, Fig. S3). 325 

The results shown not major difference between the absolute and relative temperature changes across 326 

terminations and MIS 7e and 7c-7a (Fig. S3). We thus present the absolute temperature comparison in 327 

the section presenting our results. 328 

 329 

2.4. Time slices of surface temperature anomalies relative to pre-industrial at 246, 242, 218, 215 and 330 

200 ka 331 

In order to compare the intensity of warming during the MIS 7 relative to the pre-industrial 332 

period, we build data-based time slices at 246, 242, 218, 215 and 200 ka (Figs 7 and 8, Table S3). The 333 

dates of the time slices have been chosen to capture the temperature pattern at the onset of TIII (246 334 

ka), during MIS 7e (242 ka), during MIS 7c (218 and 215 ka), and during MIS 7a in some records (200 335 

ka). The surface temperature for each time slice is computed as the average of the 2 ka windows 336 

centred on the time slice value and relies on the resampled SST records obtained in the Monte-Carlo 337 

analysis (Fig. 5). The pre-industrial surface temperatures are extracted from the NOAA Extended 338 

Reconstructed Sea Surface Temperature (SST) V4 (Huang et al., 2015) and are computed as the average 339 

of the 1854-1883 period. Summer SST are defined as averaged July, August and September SST in the 340 

Northern Hemisphere and as averaged January, February and March SST in the Southern Hemisphere. 341 

Regarding the ice core records, the pre-industrial values are estimated as the past 2 ka temperature 342 

average derived from the water isotopic composition of each ice core, following Landais et al. (2021).  343 

 344 



2.5. Correlation between surface temperature records and background climatic and orbital variables 345 

We aim to compare the structure of the surface temperature records to the structure of 346 

external climatic and orbital variables (Figs. 9 and 10, Table S4). To perform such comparison, we use 347 

the R2 metric that is computed for each surface temperature record– external variable couple over the 348 

260-190 ka interval. This R2 value thus represents the average degree of correlation of the evolution 349 

of two independent records over the 260-190 ka interval. In order to take into account the absolute 350 

age uncertainty of the AICC2012 timescale during MIS 7 (~2 ka, Bazin et al., 2013) and the resolution-351 

induced age uncertainty of our dataset (average resolution of 1.8 ka), we select the best R2 between 352 

the reference external record and the surface temperature record shifted between the ± 2 ka interval 353 

(Fig. S4).  354 

 355 

 356 

 357 



 358 
 359 

Fig. 5: Surface temperature records aligned on the AICC2012 timescale between 260 ka and 190 ka. Light blue and purple 360 

curves are the records aligned on the EDC CH4 and δD record, respectively (see Fig. 3). Orange and light red curves are the 361 

records aligned through benthic and planktonic δ18O, respectively (see Fig. 4). Dots are annual air and sea surface 362 
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temperatures and diamonds are summer surface temperatures. Grey shaded areas are the 1σ confidence intervals inferred 363 

from the Monte Carlo iterations. This envelope of uncertainty is represented only in the range of the younger and older tie-364 

point. Consequently, the SST records out of these intervals are not align robustly on the AICC2012 chronology and are not 365 

used in the time slice computation. For instance, no tie-point could have been used for core [3] beyond 220 ka and 366 

consequently this record is only scaled on the AICC2012 on the ~250-220 ka interval. Dashed black lines are the timing of the 367 

five time slices at 246, 242, 218, 215 and 200 ka.  368 

 369 

3. Results 370 

The spatio-temporal evolution of the 41 synchronized surface temperature records allows to 371 

identify major climatic features during the MIS 7 and the associated terminations.  372 

3.1 Regional variability in the morphology of the MIS 7  373 

Our new climatic synthesis enables to highlight a large spatial variability in the relative 374 

amplitude of the two terminations TIII and TIII-A. In the Southern Ocean and Antarctica, the TIII is 375 

significantly more amplified than the TIII-A (average of 13 sites, difference of warming amplitude 376 

during TIII vs TIII-A: +1.8 ±0.3°C, standard error) (Fig. 6). In the tropical regions, terminations are of the 377 

same amplitude (average of 16 sites, difference of warming amplitude during TIII vs TIII-A:  -0.1 ±0.2°C, 378 

standard error). Those results appear robust and do not seem to be affected by significant variability 379 

between the records. Reversely, the high dispersion of the results in the northern high latitudes 380 

(standard error of 0.6°C based on 11 sites, ranging from -3.6 to +3.6 °C) reveals that the amplitude of 381 

surface temperature changes could vary at local scale. For instance, the V27-116 marine core records 382 

a more amplified temperature change during TIII (3.6 ±1.4 °C, standard deviation) while the SU90-39 383 

marine core records a more amplified temperature change during TIII-A (-3.6 ±1.5 °C, standard 384 

deviation). These two cores are distant of 600 km, and both SST reconstructions are based on 385 

foraminifera assemblages and are interpreted as reflecting variations in summer SST. A similar 386 

variability can be observed in the ODP1020 and ODP1012 marine cores, distant from 1200 km and 387 

which provide annual alkenone-based SST records from the coastal North-East Pacific region. While 388 

the ODP1020 marine core records a more amplified temperature change during TIII (2.8 ±1.5 °C, 389 

standard deviation), the ODP1012 marine core records a more amplified temperature change during 390 

TIII-A (-1.8 ±1 °C, standard deviation). Thus, this local-variability does not only affect annual or summer 391 

SSTs records, or a specific proxy of SST. We thus consider that it reflects a real climate signal rather 392 

than a bias induced by the methodology approach.  393 

Similar patterns are founded when focusing on the difference of maximum temperature reached 394 

between MIS 7e and MIS 7c-7a (Fig. 6). The MIS 7e is significantly more pronounced than MIS 7c-7a in 395 



the high-latitudes of Southern hemisphere, including both SST and surface air temperature (1.4 ±0.3°C, 396 

standard error) while they are of same amplitude in the tropics (0.0 ±0.1°C, standard error). The same 397 

dispersion as described above for the termination amplitude is observed in the northern high latitudes 398 

regarding the relative intensity of the MIS 7e and MIS 7c-7a (-0.3 ± 0.5°C, standard error). Finally, our 399 

results also suggest a larger magnitude of warming difference during MIS 7e and 7c-a over the East 400 

Antarctic plateau than in the surrounding Southern Ocean (3.2 ± 0.2°C vs 0.7 ± 0.6°C). A similar contrast 401 

is registered in the amplitude of temperature between the terminations (3.3 ± 0.9°C over the East 402 

Antarctic plateau and 1.8 ± 1.1°C in the Southern Ocean). 403 

 404 

 405 

Fig. 6: Spatio-temporal warming pattern during MIS 7e, MIS 7c-7a, TIII and TIII-A. Top: Difference in the maximum 406 

temperature between MIS 7e and MIS 7c-7a. A positive (red) value mean that the maximum temperature was higher during 407 

MIS 7e compared to MIS 7c-7a. On top right, the same temperature difference is plotted as a function of latitude. Bottom: 408 

Difference in the temperature amplitude (defined as the difference between the maximum and the minimum values on each 409 

end of a termination) between TIII and TIII-A. A positive (red) value mean that the amplitude of temperature was larger during 410 

TIII compared to TIII-A. On top right, the same temperature difference is plotted as a function of latitude. Dots: annual surface 411 

temperature. Diamonds: summer surface temperature. µ sign refers to the average value, ± the standard error. 412 
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3.2 Comparison of the MIS 7 climate with the pre-industrial one 414 

We now used the time slices computed at 246, 242, 218, 215 and 200 ka to compared the 415 

climate of the MIS 7 to the pre-industrial climate. The southern mid to high-latitudes (south to 30°S) 416 

were warmer than pre-industrial at 242 ka (0.5 ± 0.5°C, standard error). These warmer conditions are 417 

amplified when focusing on site south of 40°S (0.8 ± 0.4°C, standard error). Reversely, this region is 418 

significantly colder than pre-industrial at 246 (-1.4 ±0.4°C), 218 (-1.4 ±0.4°C),  215 (-0.7 ±0.5°C) and 200 419 

(-0.8 ±0.5°C) ka (Figs. 7 and 8). At 246, 218, 215 and 200 ka, the tropics globally remain significantly 420 

colder than the pre-industrial (-0.7 ±0.4°C, -1.7 ±0.4°C, -0.6 ±0.4°C, -1.0 ±0.4°C, standard error). At 242 421 

ka, the quantified cooler trend is not significant (-0.4 ± 0.5 °C, standard error). Behind these averaged 422 

values, the temperature anomalies in the tropics reveal a large regional-scale variability. The cluster of 423 

sites on the west and east sides of the Pacific Ocean reveals the variable pattern of temperature 424 

anomalies at 242 ka and 215 ka at local-scale (Fig. 9c). Finally, the Northern hemisphere region is 425 

significantly colder than the pre-industrial (246 ka: -2.5 ±0.9°C, 218 ka: -2.0 ±0.9°C, 200 ka: -0.8 ±0.7°C, 426 

standard error) apart in the 242 ka and the 215 ka time slices (242 ka: -0.6 ±0.7°C, 215 ka: 0.1 ±0.6°C, 427 

standard error). During the 260-190 ka period, the only region significantly warmer than during the 428 

pre-industrial is thus the southern high latitudes around 242 ka.  429 



 430 

Fig. 7: Temperature anomalies computed for the five time slices at 246 ka, 242 ka, 218 ka, 215 ka and 200 ka relatively to the 431 

pre-industrial period. A positive (red) value mean that the temperature was higher compared to the pre-industrial. SST 432 

anomalies are calculated relative to the annual sea surface temperature water temperature of the 1854-1883 period for the 433 

28 annual surface temperature records. The averaged July, August and September SST and the averaged January, February 434 

and March SST of the 1854-1883 period are used for SST anomalies computations for the Southern (6 records) and Northern 435 

(4 records) summer SST temperature records . 1854-1883 averages are derived from the ERSSTV4 reconstruction 436 

(https://psl.noaa.gov/data/gridded/data.noaa.ersst.v4.html). Antarctic surface air temperature anomalies are provided 437 

relative to the mean surface temperature of the past 2 ka from each ice core following Landais et al. (2021). Each time slice 438 

value corresponds to the ±1 ka average centred on the time slice value name (e.g. average of 245-247 ka for the 246 ka time 439 

slice). Dots: annual surface temperature. Diamonds: summer surface temperature. 440 
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 442 

Fig. 8: Temperature anomalies computed for the five time slices at 246 ka, 242 ka, 218 ka, 215 ka and 200 ka relatively to the 443 

pre-industrial period as a function of the latitude (see Fig. 9 caption for more details). Grey shaded areas refer to the extra-444 

tropical area (poleward to 30° of latitude). Numbers are the zonal mean (from top to bottom: 90°N-30°N, 30°N-30°S, 30°S-445 

90°S) of the temperature anomalies and their associated standard error. A blue/red indicates a colder/warmer time period 446 

compared to the pre-industrial. Uncertainty associated with each datapoint accounts for both the uncertainty of the dating 447 

and the uncertainty of the SST absolute value. Dots: annual surface temperature. Diamonds: summer surface temperature.  448 

 449 

3.3 Correlation of the surface temperature records with variables illustrating the external and 450 

climate background 451 

In order to characterize the particular pattern of the evolution of surface temperature during 452 

MIS 7, we compare the structure of these records to other paleorecords representing the external and 453 

climate background during this period. We select the obliquity, precession, eccentricity and 65°N June 454 

Insolation to represent the orbital forcing (Laskar et al., 2004). In addition, we also compare our records 455 

to atmospheric CO2 concentrations (Legrain et al., in revision) and two different reconstruction of 456 

global ice volume (Spratt and Lisiecki, 2016; Berends et al., 2021). 457 

The surface temperature records are globally better correlated with the obliquity record 458 

(average R2 = 0.41) than to the precession, eccentricity and June 65°N Insolation (average R2 = 0.15, R2 459 

= 0.26, R2 = 0.26). The obliquity-surface temperature records correlation can vary at local scale and do 460 

not show significant latitudinal trend (Fig. 9). The surface temperature records are also correlated with 461 

the EDC atmospheric CO2 record (average R2 = 0.48) (Fig. 10). The correlation with atmospheric CO2 462 

reveals a latitudinal pattern as the northern and southern high latitudes depict a higher correlation (R2 463 

= 0.53) than the low latitudes (R2 = 0.41) (Fig. 9). Especially, the correlation between surface 464 

temperature and atmospheric CO2 concentration is strong (R2 > 0.50) for 18 of the 24 surface 465 

temperature records poleward to 30°, against only 5 of the 16 surface temperature records located in 466 
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the tropical area. Interestingly, the comparison of the R2 values obtained with the obliquity-surface 467 

temperature and CO2-surface temperature correlations do not show any correlation (R2=0.09) (Fig. S5). 468 

This indicates that the sites highly correlated with atmospheric CO2 are not specifically correlated with 469 

the obliquity signal, and reversely.  470 

Also, the surface temperature records are correlated to the global ice volume regardless of the 471 

reconstruction used (from Berends et al. (2021): R2 = 0.49, from Spratt and Lisiecki, 2016: R2 = 0.47). 472 

The global ice volume reconstruction from Berends et al. (2021) follow a latitudinal pattern of 473 

correlation similar to those of atmospheric CO2, with a better correlation reached in the high-latitudes 474 

compared to the tropics (average R2=0.53 and R2=0.43, respectively). This trend is less pronounced 475 

when using the global ice volume reconstruction from Spratt and Lisiecki, 2016 (average R2=0.48 and 476 

R2=0.45, respectively). The comparison of the R2 values obtained with the ice volume-surface 477 

temperature and CO2-surface temperature reveals a high correlation (R2=0.51 and R2=0.55 for Spratt 478 

and Lisiecki, 2016 and Berends et al. (2021) respectively) (Fig. S5). This indicates that the surface 479 

temperature sites correlated with atmospheric CO2 are also correlated with global ice volume 480 

reconstruction at first order. 481 
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Fig. 9: Comparison between the orbital forcing and the surface temperature records. From top to bottom: Correlation 486 

between the precession, eccentricity, obliquity, and June 65°N Insolation records (Laskar et al., 2004) and the surface 487 

temperature records. Side panels on the right of each map are the R2 values represented as a function of latitude. Green and 488 

brown dots are relative markers of high and low R2 values that refers to the relative correlation scale provided on the left. 489 

The size of the dots are absolute markers of R2 values to facilitate the comparison between the four panels and the panels 490 

from Fig. 10.  491 

 492 

4. Discussion 493 

4.1 Potential and limits of our first MIS 7 spatio-temporal data synthesis 494 

This synthesis gathers SST records inferred from multiple proxies (Table S1). Comparison of 495 

SST records derived from different proxies should be led carefully as seasonal bias could affect the 496 

absolute value of surface temperature proxies, both in the tropics and high-latitudes (MARGO project 497 

members, 2009; Leduc et al., 2010, 2017; Bova et al., 2021). However, such bias especially affects the 498 

absolute estimates of SST (Leduc et al., 2010; Capron et al., 2014). In our approach, we perform 499 

comparison of the relative amplitudes of temperature changes within a record, that do not involve any 500 

consideration of absolute SST values. Potentially more problematic, the time slice computation and 501 

their comparison to the pre-industrial climate involve the use of absolute SST estimates. Nevertheless, 502 

the major result of this pre-industrial comparison, i.e. the establishment of a warmer-than-pre-503 

industrial climate in the Southern latitudes around 242 ka, is supported by SST records from different 504 

proxies (i.e. SST record [30] based on Foraminiferal assemblages , SST record [31]: Alkenone , [36]: 505 

Mg/Ca ratio, Fig. 2). In addition, surface air temperature records from the three ice cores confirm this 506 

result. 507 

Also, we compile here both sea surface temperature records considered as reflecting the 508 

summer (10 records) or the annual temperature (28 records), following the interpretation proposed in 509 

their original paper. Recent debates have questioned the real climatic signal reflected by these records, 510 

i.e. a seasonal vs annual signature (Bova et al., 2021). The records interpreted as summer SST do not 511 

register a distinct amplitude signal (Figs. 5,6) nor differences in the comparison with the pre-industrial 512 

climate (Figs. 7,8), than the records considered as reflecting the annual surface temperature. In 513 

addition, the scarcity of the records during MIS 7 do not allow to base this synthesis on a single SST 514 

proxy. As discussed above, we consider than the main results from this study are not dependent from 515 

this approach. 516 

As we go back in time, the quantity of high-resolution records decreases. Consequently, the number 517 

of highly-resolved records during MIS 7 is inferior to the Last Interglacial, and even more so to the 518 



Holocene. In this synthesis, the resolution of the records is better than <4 ka, that is the same high-519 

pass filter as in Hoffman et al. (2017), but twice the value from Capron et al. (2014). In addition, the 520 

median resolution is 1.7 ka, that is superior to the 1.1 ka median resolution from Hoffman et al. (2017). 521 

The choice of including records resolved from 2 ka up to 4 ka of resolution is the consequence of the 522 

compromise between the quantity of records, that is necessary to assess statistically-robust results, 523 

and the quality of records, to extract climatic information from the uncertainty induced by low-524 

resolution records. Nevertheless, the noise induced by the low-resolution of records is taken into 525 

account in the computation of the final uncertainty (Fig. 5). We arbitrarily consider here that 4 ka 526 

constitute a maximum threshold above which the uncertainty associated with records alignment 527 

would prevent to distinguish climatic signal from the surrounding noise, but under which paleoclimatic 528 

information could be identified.  529 

Lastly, the use of a compilation of multiple climate records allows to investigate the spatial 530 

pattern of warming evolution during MIS 7. Nevertheless, 41 local surface temperature records could 531 

not capture the whole complexity of spatial heterogeneity of climate changes. Especially, the central 532 

Pacific and the Indian ocean are not represented in this synthesis, as well as the mid-to-low latitudes 533 

continental sites. Thus, all the results described in this study should be considered in the framework 534 

of the heterogenous spatial distribution of the synthesis. 535 

 536 
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 547 



 548 

 549 

Fig. 10: Comparison between the atmospheric CO2 concentrations and global ice volume, and the surface temperature 550 

records. Top left: Correlation between the atmospheric CO2 concentrations and the surface temperature records. Middle left: 551 

Correlation between the global ice volume reconstruction from Berends et al. (2021) and the surface temperature records. 552 

Low left: Correlation between the global ice volume reconstruction from Spratt and Lisiecki (2016) and the surface 553 

temperature records. Side panels on the right of each map are the R2 values represented as a function of latitude. Green and 554 

brown dots are relative markers of high and low correlations values that refers to their relative correlation scale. The size of 555 

the dots are absolute markers of high and low correlation values, to facilitate the comparison between the three panels and 556 

the panels from Fig. 9.  557 
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4.2 Relative amplitude of the warmth during MIS 7 558 

Our study based on 41 surface temperature records reveals an additional warmth during MIS 559 

7e compared to MIS 7c-7a restricted to the southern high latitudes. Similarly to the Southern high-560 

latitude surface temperature, the asymmetric pattern between MIS 7e and MIS 7c-7a is registered in 561 

the atmospheric CO2 concentrations record (Kawamura et al., 2007; Legrain et al., under review). This 562 

observed overshoot in CO2 concentrations is thought be linked to a slowdown followed by a 563 

resumption of the Atlantic Meridional Oceanic Circulation (Ganopolski and Brovkin, 2017). The 564 

temporary slowdown in the AMOC would have for consequence to accumulate the heat in the high-565 

latitudes of Southern hemisphere (Pedro et al., 2018). This hypothesis of similarity between 566 

atmospheric CO2 and Antarctic temperature is supported with our results indicating a similar 567 

asymmetric pattern between MIS 7e and MIS 7c-7a in both southern high latitudes and atmospheric 568 

CO2 concentrations. More globally, our results also suggest that the dynamics of atmospheric CO2 569 

concentrations is more related to the high-latitudes rather than the tropics during the entire MIS 7. 570 

When moving northward of 40°S, MIS 7e and MIS 7c-7a are undistinguishable in term of their intensity 571 

(Fig. 6). The tropical and northern climatic similarity between the two warm periods is also observed 572 

in local palynological (Desprat et al., 2006; Roucoux et al., 2008) and speleothem (Barderstcher et al., 573 

2011; Cheng et al., 2016; Wendt et al., 2021) records from European and Asian continental areas. 574 

One of the questions resulting from these observations is: why this warmth excess at the end 575 

of TIII has not propagated northward ? A part of the answer probably lies in the duration of MIS 7e, 576 

which is the shorter interglacial peak of the past 800 ka (Past Interglacials Working Group of PAGES, 577 

2016). The relative influence of atmospheric CO2 concentrations vs insolation forcing has been tested 578 

over the past five interglacials (Yin and Berger, 2012) and more specifically during the MIS 7 579 

(Choudhury et al., 2020). These analyses suggest that the warming associated with the relatively high 580 

CO2 concentrations during MIS 7e is counter-balanced by the insolation-induced cooling. Especially, 581 

the study from Choudhury et al. (2020) reveals the predominant role of orbital forcing in shaping the 582 

MIS 7e-7d-7c sequence. During this period, around ~ 232 ka , obliquity reached its lowest value of the 583 

past 2 Ma (22.1°) (Laskar et al., 2004) (Fig. S1). Consequently, the lowest 65°N June insolation value of 584 

the past 800 ka is registered at the same period, inducing an orbital-induced cooling during the stage 585 

7d, counterbalancing the high atmospheric CO2 concentrations (Yin and Berger, 2012).  586 

 587 

4.3 External drivers of the surface temperature pattern during MIS 7 588 

Our analysis reveals similarities between the structure of the atmospheric CO2 concentrations 589 

and global ice volume with the surface temperature patterns. Such results were expected as these 590 



variables are closely related to climatic variations during the last glacial-interglacial cycles (Manabe 591 

and Broccoli, 1985; Barnola et al., 1987; Genthon et al., 1987; Clark et al., 1999; Jouzel et al., 2007). 592 

Nevertheless, the relative comparison of these results with orbital forcing reveal interesting specificity 593 

of the mechanism at play during MIS 7. From the precession, eccentricity, June 65°N Insolation and 594 

obliquity records, the latter is by far the orbital variable that is the most correlated with the surface 595 

temperature evolution during MIS 7, at level similar to the atmospheric CO2 concentrations and global 596 

ice volume (Fig. 9). This high-correlation between surface temperature pattern and obliquity compared 597 

to other orbital parameters is intriguing, as a previous study focusing on the influence of orbital 598 

parameters on surface temperature in conditions similar to MIS 13 to MIS 11 pointed toward a 599 

dominant precessional control of SSTs pattern (Wu et al., 2020). A recent study illustrates how the 600 

large variations in obliquity have helped to establish the ~41 ka frequency climatic cycles during the 601 

1.6-1.2 Ma interval (Watanabe et al., 2023). The obliquity amplitude reached during the MIS 7 is even 602 

higher than the one during the 1.6-1.2 Ma period (Fig. S1).  603 

This orbital imprint highlights the specificity of the MIS 7: while occurring after the Mid-604 

Brunhes Event that established the predominance of extended and warm ~100 ka climatic cycles, the 605 

MIS 7 structure appears more related to the structure of the interglacials occurring before the Mid-606 

Pleistocene Transition (MPT) (~1.2-0.8 Ma), characterized by less amplified ~41 ka glacial-interglacial 607 

cycles (Berends et al., 2021). Especially, the start of the two glacial inceptions occurring right after the 608 

MIS 7e and 7a-7c are separated by ~40 ka (Fig. 1). Nevertheless, the MIS 7 takes place in a context of 609 

globally high atmospheric CO2 concentrations and extended continental ice sheets typical of the late 610 

Pleistocene (Abe-Ouchi et al., 2013). Our results suggest that the surface temperature patterns are 611 

also closely coupled with global ice volume and atmospheric CO2 concentrations and global ice volume. 612 

During TIII, both of these climate variables registered high-amplitude variations (60-90 m sl equivalent, 613 

and ~90 ppm), that are intermediate values between the typical amplitude of pre- and post- MPT 614 

terminations (Abe-Ouchi et al., 2013; Watanabe et al., 2023). We suggest that the pattern of MIS 7 615 

would be the consequence of a trade-off between an orbital forcing similar to the one during the 1.6-616 

1.2 ka period, and the high-level of atmospheric CO2 concentrations combined with the large extent of 617 

ice sheets typical from the post Mid-Brunhes Event. We speculate that during the MIS 7, a potential 618 

threshold in the orbital forcing could have been reached allowing to restore partially and temporarily 619 

the pre-MPT climate cycle structure, which is not visible during the MIS1 , 5, 9 and 11.  620 

 621 

 622 

 623 



4.4 Comparison with pre-industrial and future modelling  624 

The MIS 7 is globally colder than, or of similar intensity to, the pre-industrial regardless the 625 

considered time slice. The only regional exceptions are the southern high latitudes as previously 626 

discussed. The MIS 7 thus represents an anomaly in its warming intensity compared to the MIS 5, and 627 

probably to the MIS 9 and MIS 11 based on Antarctic surface temperature records (Jouzel et al., 2007). 628 

Such particularity has already been pointed out by syntheses focusing on the diversity of past 629 

interglacials (Tzedakis et al., 2009; Lang and Wolff, 2011). Evidence of the occurrence of globally cooler 630 

than-pre-industrial interglacial inferred from our multi-archive synthesis reveals the unique 631 

opportunity to (i) investigate and quantify physical mechanisms at play during this period (ii) evaluate 632 

the ability of spatialized models to reproduce a different interglacial type from the already well 633 

investigated MIS 1 and MIS 5. Especially, simulating and understanding the processes associated with 634 

the relative regional intensities of MIS 7e and MIS 7c-7a represents a stimulating challenge for the 635 

palaeomodeling community. 636 

 637 

5. Conclusions  638 

We present here a multi-archive synthesis of surface temperature records spanning the TIII 639 

and the MIS 7 (260-190 ka). We aligned on the AICC2012 ice chronology 41 air and sea surface 640 

temperature records from ice and marine sediment cores with a temporal resolution better than 4 ka. 641 

This is the first attempt to reconstruct the spatial evolution of surface temperature across the MIS 7. 642 

We have evidenced key features of the MIS 7 among which (i) a global symmetric intensity of warming 643 

between the two warm periods (7e and 7a-7c) and their associated terminations (TIII and TIII-A) at the 644 

exception of the southern high latitudes that experienced a more pronounced TIII and associated MIS 645 

7e, (ii) a similarity between high-latitude temperature records evolution and atmospheric CO2 646 

concentrations, and (iii) an imprint of the obliquity forcing on the surface temperature evolution during 647 

MIS 7, leading us to suggests that the specific structure of this interglacial could result from a 648 

combination of highly-amplified atmospheric CO2 concentrations and global ice volume variations, and 649 

an exceptionally high variability in the orbital forcing. 650 

Additionally, we provide a spatio-temporal picture of the evolution of the surface 651 

temperatures during the MIS 7 with five time slices calculated for 246, 242, 218, 215 and 200 ka. Our 652 

comparison with the pre-industrial climate reveals that the MIS 7 remains colder or of similar intensity 653 

than pre-industrial climate apart in the southern high latitudes during MIS 7e. Here we have focused 654 

on the interpretation of the paleo-surface temperature records and their spatial and temporal 655 



evolution. Nevertheless, this work encourages future model-data comparison during the MIS 7 as 656 

performed for the Last Interglacial (e.g. Capron et al., 2014; Stone et al. 2016; Otto-Bliesner et al. 2020).  657 

 658 
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Supplementary Figures 681 

 682 

 683 

Fig. S1 : MIS 7 in the context of the past 2 Ma. From top to bottom: a Eccentricity and precession record. b. Obliquity record. 684 

c. Insolation June 65°N. d. Benthic LR04 stack (‰) (Lisieki and Raymo, 2005). Yellow shaded area indicates the MIS 7. Grey 685 

shaded area represents the approximate timing of the Mid-Pleistocene Transition. The dashed horizontal lines underlined 686 

the occurrence of the maximum or minimum orbital value of the period duration represented by the horizontal extent of the 687 

dashed lines, reach during the MIS 7 interval (orange: minimum and maximum precession value of the past 800 ka, green: 688 

minimum and maximum obliquity value of the past 2 Ma, black: minimum June Insolation 65°N value of the past 2 Ma. 689 
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 690 

Fig. S2 : Comparison of the use of GLSC vs. CH4 as reference to align high-latitude North-Atlantic cores. Top: GLSC (yellow) 691 

and CH4 (green) records on the AICC2012 age scale (Bazin et al., 2013). Bottom left: average age difference between the two 692 

approaches for the eight cores. The black dot corresponds to the analysis performed on GIK23414 SST age model. Bottom 693 

right: Example of the GIK23414 SST record scaled on CH4 (green curve) or GLSC (yellow curve). The average absolute age 694 

difference is 670 years. Overall, the absolute difference is 550 years on average for the eight North-Atlantic cores. 695 
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 700 

Fig. S3 : Comparison of the use of normalised vs. absolute relative temperature change to characterize the relative TIII and 701 

TIII-A amplitude (left) and relative MIS 7e – MIS 7c-7a maximum temperature for the 41 compiled surface temperature. The 702 

normalised temperature has been computed by normalising the temperature range of a specific period to the minimum and 703 

maximum value of temperature in the 260-190 ka interval. For instance, if the TIII registered an amplitude of warming of 5°C 704 

corresponding to 25-20°C, and these values corresponds to the maximum and minimum temperature value of the 260-190 705 

ka period, the normalised value will be 100%. If, for the same core, the amplitude registered during TIII-A is 3°C, the 706 

normalised value will be 60%. Finally, the relative normalised temperature change would thus be 40% (100%-60%) and the 707 

absolute value would be 2°C (5°C – 3°C). Note that if the amplitude of the temperature change during TIII and TIII-A is 708 

respectively 1°C and 0.6°C , and the amplitude of change during TIII still corresponds to the maximum and minimum 709 

temperature value of the 260-190 ka period, the absolute relative temperature change would be different (0.4°C) while the 710 

normalised relative temperature change would be similar (40%). Please note the high-correlation of both plot (R2 = 0.7).  711 
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 719 

Fig. S4: Example of correlation computed over the -2000 / +2000 relative age windows at a time step of 100 years for the 720 

MD07-3077 core compared to the obliquity record. Left: MD07-3077 SST record (blue dots and black line) and obliquity record 721 

(grey line). Right: correlation analysis over the -2000/+2000 windows. The best value is R2 = 0.54. 722 
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 732 

 733 

Fig. S5: Comparison of the correlation between global variables (atmospheric CO2, obliquity, global ice volume) respectively 734 

to the local surface temperature records.  735 
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Supplementary Tables are available upon request. If you are interested in, please send an email to:  740 

etienne.legrain@univ-grenoble-alpes.fr or emilie.capron@univ-grenoble-alpes.fr 741 
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5.3. Perspectives 

The multi-archive synthesis presented in this chapter is the first spanning the MIS 7. 

For this reason, I have focused the analysis on the spatio-temporal pattern of surface 

temperature that have not been described before, apart from local studies. While including 

both marine (38) and continental (3) records, this synthesis lacks in characterizing the mid-to-

low-latitude climatic evolution on land. The inclusion of pollen and speleothems records 

previously aligned onto the AICC2012 timescale would improve the spatial coverage of this 

study. The alignment of such continental records on a common temporal framework is 

nevertheless very challenging, as demonstrated by an on-going effort across the Last Interglacial 

[Bazin et al., 2019, QUIGS meeting]. 

Multi-archive synthesis outputs are highly dependent on the common temporal 

framework used to align paleoclimatic records. The dating uncertainty of the compiled surfaced 

temperature records can be improved, using a more accurate chronology of reference. An on-

going work will propose a new chronology of reference for ice cores that includes new absolute 

and relative age markers that consequently reduced the absolute age uncertainty of the 

chronology compared to AICC2012 (AICC2023, Bouchet et al. [under review], see Appendices). 

In addition, another strategy relies on the alignment of marine and ice core records directly on 

absolute age-scale dated by tephra or paleomagnetic constrains [Bazin et al., 2019]. 

Nevertheless, this methodology of alignment requires absolutely dated layers in marine 

sediments and ice cores, that is not yet available for all climatic periods. 

Beyond this study, the multi-archive synthesis of the MIS 7 surface temperature can be 

used in a model-data comparison exercise to (i) test with physics-based tools climate forcing 

and feedbacks hypothesized from the data and (ii) to evaluate how well ESM, also used for 

future projections, simulate warm climates [Stone et al., 2016; Otto-Bliesner et al., 2021]. Such 

exercise was already done for the Last Interglacial [Govin et al., 2012; Capron et al., 2014, 

2017; Hoffman et al., 2017]. Interestingly, the simulation of the MIS 7 requires very specific 

combination of model parameters to be simulated from non-spatialized and spatialized models 

[e.g. Parrenin and Paillard, 2012; Colleoni et al., 2014]. The identification of regional areas on 

which spatialized model reconstruction registered the most deviation compared to the data 

reconstruction could provide key information on the physical and climatic mechanisms required 

to model the complexity of the MIS 7. Simulations performed with EMIC over the MIS 7 have 

already been published [Yin et Berger 2012; Bouttes et al., 2016] and will allow a future model-
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data comparison as it has been done for the Last Intergacial [Govin et al., 2012; Capron et al., 

2014, 2017] 

Interglacial surface temperature syntheses have been already published for the Holocene 

and the Last Interglacial [e.g. Shakun et al., 2012; Capron et al., 2014; Hoffman et al., 2017; 

Bova et al., 2021]. This study is included in a broader project led by Emilie Capron (MOPGA 

HOTCLIM, Characterisation & Dynamics of Past Warm Climates, 2020-2026) that aims to 

build such climate synthesis for MIS 9. The construction of the MIS 9 synthesis has been 

initiated in 2023 by Claire Coutelle, a Master student that I co-supervised together with Emilie 

Capron. Once the MIS 9 climate synthesis will be finalised, it will be interesting to lead a study 

comparing the results founded in the past four interglacials. Such multi-interglacial approach 

could look in particular into: (i) the spatial variability of relative interglacial intensity (ii) the 

impact of the different orbital context on the spatio-temporal evolution of the surface 

temperature patterns, and (iii) the ability of a single set of model parameters to reproduce the 

climate diversity of the past four interglacials.  
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Synthesis 

In this chapter, I present the building and the results from a multi-archive synthesis 

characterizing the spatial evolution of surface temperature during MIS 7 and the preceding 

TIII. Based on this synthesis, I evidence the latitudinal-scale variability of the relative intensity 

between MIS 7e and 7a-7c. MIS 7e is warmer in the Southern latitudes compared to MIS 7a-

7c, following the amplitude changes observed in atmospheric CO2 concentrations and Antarctic 

temperature records. Reversely, the low and northern latitudes registered equivalent surface 

temperature levels during MIS 7e and MIS 7a-7c. Second, the southern high latitudes exhibit 

local surface temperatures warmer than the pre-industrial during MIS 7e. Third, the high-

latitude temperature records in both hemispheres are better correlated with the atmospheric 

CO2 concentrations and global ice volume estimates than the ones from the low latitude regions. 

Lastly, correlation analyses between orbital records and surface temperature patterns highlight 

the strong imprint of obliquity in shaping the temperature evolution during the MIS 7. Based 

on this strong obliquity imprint and the relatively low amplitude of the warming during MIS 

7, I propose that the MIS 7 owns specificities that resemble those associated with the pre-MPT 

interglacials. 

This synthesis is included in a more global effort to characterize the interglacial climates during 

the past 500 ka through the MOPGA HOTCLIM project. While my study has focused on the 

spatio-temporal pattern of data-based paleotemperature records, future work should (i) 

compare the results with spatialized outputs from Earth System Model and (ii) compare the 

spatio-temporal climate evolution during the MIS 7 with those during other interglacials to 

improve our understanding of the forcings, the climate system response and the impacts during 

warm periods of the past. 
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In this last chapter of results, I investigate the centennial-scale variations in the carbon 

cycle based on the combination of new and published CO2 and CH4 records from the Antarctic 

EDC ice core together with climatic and carbon cycle simulations from an Earth system model 

of intermediary complexity. A strong influence of the long-term orbital variations on centennial-

scale variations in the carbon cycle is underlined during the last 500 ka. This chapter is 

composed of an article currently in revision for Nature, followed by perspectives. 

 

 

 

 

 

 

 

 

 

 

 

  

Centennial-scale variations in the carbon 

cycle over the past 500,000 years 

Chapter 6 

 

Chapter 6 aims at: 

• Investigating the occurrence of centennial-scale variations in the carbon cycle during 

the 260-190 ka period. 

 

• Understanding the causes of these centennial-scale variations over the past 500 ka. 

Methodology:  

• New measurements of 203 CO2 samples and 18 CH4 samples on the EDC ice core 

over the 260-190 ka period. 

 

• Climatic and carbon cycle simulations performed with an Earth system model of 

intermediary complexity (collaboration with Laurie Menviel, University of New 

South Wales, Australia). 

Highlights:  

• Statistical analysis reveals that centennial-scale variations of CO2 occurred under a 

high-obliquity context across the past 500 ka.  

 

• The new simulations of carbon cycle point to the terrestrial vegetation as the 

variable carbon source sensitive to a high-obliquity context at centennial-scale.  

Data availability:  

• The new CO2 and CH4 records and the outputs of the simulations will be 

available on PANGEA once published. 
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6.1. Introduction 

Centennial-scale increases of atmospheric CO2 concentrations have been described for 

the first time by Ahn et al. [2012] in the Siple Dome ice core during TI. This result was 

confirmed two years later by Marcott et al. [2014] based high-resolution records from the West 

Antarctic Ice Sheet (WAIS) Divide ice core (WDC). They identified three rapid CO2 changes 

characterized by a ~10-15 ppm increases in less than two centuries over the same period. The 

major specificity of these CO2 events is that they have no equivalent in the stable water isotope 

profile measured on the WDC ice core, suggesting that the centennial-scale changes in the 

carbon cycle are decoupled to Antarctic climate variations [Marcott et al., 2014]. This result 

was unexpected given the strong covariance between atmospheric CO2 and Antarctic 

temperature at millennial- and orbital-scale during TI [e.g. Schmitt et al., 2012; Parrenin et 

al., 2013] and beyond [Jouzel et al., 2007; Bereiter et al., 2015]. Later, this mode of variability 

was identified as a pervasive pattern of the carbon cycle during both glacial [Bauska et al., 

2021], interglacial and deglacial [Nehrbass-Ahles et al., 2020] periods.  

The Northern Hemisphere variability, through its impacts on the AMOC, has been 

identified as a potential cause of the centennial-scale variations of the carbon cycle. The first 

family of these events, referred to as Carbon Dioxide Jumps + (CDJ+) in Nehrbass-Ahles et 

al., [2020], occurs synchronously with DO-like events. The invigoration of AMOC during a DO-

like events would provoke an abrupt release of carbon at centennial-scale from Southern Ocean 

and/or terrestrial vegetation [Rae et al., 2018; Bauska et al., 2021; Nehrbass-Ahles et al., 2020]. 

These CDJs+ are associated with synchronous major CH4 concentrations increase of more than 

50 ppb and up to 250 ppb [Nehrbass-Ahles et al., 2020]. The second family of these events 

occurs during HS [Marcott et al., 2014] and are named CDJ- [Nehrbass-Ahles et al., 2020]. 

CDJ- are thought to be the consequence of the collapse of the AMOC during extensive cold 

periods of the Northern Hemisphere [Nehrbass-Ahles et al., 2020]. The Southern Ocean and/or 

the terrestrial vegetation are suspected as potential sources of carbon during CDJ. The CDJ- 

are associated with smaller CH4 release in the atmosphere than those synchronous to CDJ+ 

during the TI and the last glacial period, while no CH4 release in the atmosphere are detected 

further back in time during CDJ- events [Nehrbass-Ahles et al., 2020]. Nevertheless, not all of 

the DO-like or HS led to centennial-scale CO2 increases [Bauska et al., 2021]. Until now, the 

relatively low number of identified CDJs did not allow to investigate potential favourable 

context of occurrences of these events, apart from their identified link with the Northern 

Hemisphere millennial-scale variability.  
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The study presented in this chapter takes place in a context of international efforts to 

increases resolution of the CO2 records over the past 500 ka [Nehrbass-Ahles et al., 2020; Shin 

et al., 2020; Bauska et al., 2021; Silva, 2022]. Fig. 6.1 is a conceptual summary of the analysis 

performed in this chapter. 

Combining the new CO2 record I measured and these recently published high-resolution 

CO2 records, I will tackle the following questions:  

- What are the processes responsible for the non-linear centennial-scale response 

of the carbon cycle to the Northern Hemisphere millennial-scale climate variability? 

- Does the background orbital context impact the occurrence of centennial-scale 

events? 

- What are the carbon sources involved in this abrupt carbon cycle variation? 
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Fig. 6.1: Conceptual summary of the analysis performed in Chapter 6. The top/bottom panel presents the 

consequence of a Heinrich Stadial occurring during (a) high and (b) low-obliquity states. The yellow shaded area 

represents the incoming forcing at the surface of Earth. The + and – sign refers to an increased/decreased incoming 

insolation at this latitude compare to the other obliquity state. Green arrows represent the area where the terrestrial 

carbon release in atmosphere is sensitive to the obliquity state as inferred from the LOVECLIM simulations (see 

Section 6.2.). The right panel represents the evolution from the AMOC collapse of the simulated atmospheric CO2 

concentrations and terrestrial carbon release in the HighObl (top) and LowObl (bottom) simulations performed 

under high (top) and low (bottom) obliquity with the LOVECLIM model. Details of the study is available in Legrain 

et al. [in revision].  

a. Heinrich stadial in high-obliquity state: CDJ event

b. Heinrich stadial in low-obliquity state: no CDJ event
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6.2. Publication: High obliquity favours centennial-scale variations in the 

carbon cycle (in revision) 

 

Legrain et al., in revision for Nature 
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 16 

Abstract 17 

Centennial-scale releases of atmospheric carbon dioxide (Carbon Dioxide Jumps, CDJs) are identified 18 

during deglacial1, glacial2,3 and interglacial4 periods and linked to the Northern Hemisphere abrupt 19 

climate variability1,3,4. However, the limited number of identified CDJs prevents investigating the role 20 

of orbital background conditions on the different components of the global carbon cycle that may lead 21 

to such rapid atmospheric CO2 releases. Here, we present a new high-resolution CO2 record measured 22 

on an Antarctic ice core between 260 and 190 thousand years ago which reveals seven new CDJs. 18 23 

of the 20 CDJs identified over the past 500 thousand years occurred under a context of high obliquity. 24 

New simulations performed with an Earth system model of intermediate complexity point toward both 25 

the continental biosphere and the Southern Ocean as the two main carbon sources during these rapid 26 

events. Notably, the continental biosphere appears to be the obliquity-dependent CO2 source for CDJs 27 

connected to Heinrich events. For the first time, we demonstrate that the long-term external forcing 28 

directly impacts past abrupt atmospheric CO2 variations. Hence, the current high obliquity phase could 29 

enhance variations within the carbon cycle in case of a  major oceanic circulation disruption due to 30 

anthropogenic disturbances, generating additional atmospheric CO2 release from natural sources. 31 

 32 

 33 
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Main text 34 

Understanding the mechanisms of natural centennial-scale changes in the carbon cycle is a major 35 

challenge under the ongoing anthropogenic CO2-driven climate change. Recent efforts to produce 36 

high-resolution atmospheric CO2 records from Antarctic ice cores demonstrated the pervasive 37 

character of centennial-scale atmospheric CO2 increases (Carbon Dioxide Jumps, CDJs) in the global 38 

climate system over the last 500 ka (thousand years before present)4. These CDJs consist of an 39 

atmospheric CO2 increase of varying magnitude, from ~5 ppm up to ~ 16 ppm, that occurs in a few of 40 

centuries at estimated rates of up to 26 ppm/century in the atmosphere4. Unlike the orbital- and 41 

millennial-scale carbon cycle variations5,6, this abrupt variability is decoupled from Antarctic surface 42 

temperature changes1,4. Two types of Northern Hemisphere (NH) climatic events are associated with 43 

the centennial-scale CO2 changes: (i) the so-called Dansgaard-Oeschger (DO) events are identified in 44 

Greenland ice cores, and characterized by a local surface temperature increase of 5 to 16°C in less than 45 

a century during the last glacial period7,8. (ii) the Heinrich stadials (HS) are identified as cold phases in 46 

Greenland during which Heinrich events occurred, as reflected in the occurrence of Ice Rafted Debris 47 

(IRD) in North Atlantic sediment cores9. The CDJs that occurred during a DO event (hereafter CDJ+)4 48 

are associated with an increase in atmospheric methane (CH4) concentrations larger than 50 ppb10,11. 49 

The CDJs that occurred during an HS (hereafter CDJ-)4 are not associated with any major CH4 increase4. 50 

Proposed hypotheses to explain how these rapid atmospheric CO2 increases relate to DO events or HS 51 

involve both terrestrial3,10,12 and marine CO2 sources13–15 but overall, the underlying mechanisms 52 

remain poorly understood (Supplementary Materials). In addition, some of the DO-like events and HS 53 

occurring under glacial and early interglacial conditions3,4 may not leave a detectable CDJ imprint in 54 

ice-core records. Hence, the centennial-scale CO2 variability may not respond linearly to the Northern 55 

Hemisphere abrupt climate variability.  56 

Here, we argue that the orbital-scale climatic background conditions modulate the intensity of the 57 

centennial-scale carbon cycle response to the Northern Hemisphere climatic perturbations. To test this 58 

hypothesis, we extend the time frame covered by high-resolution atmospheric CO2 reconstructions to 59 

allow the identification of additional potential CDJs under varying orbital configurations. Then, we 60 

investigate the impact of orbital-scale changes in the climatic background on centennial-scale CO2 61 

increases through new simulations performed with an Earth system model of intermediate complexity.  62 

New sub-millennial-scale atmospheric CO2 record 63 

We measured 203 new samples on the Antarctic EPICA Dome C (EDC) ice core over the 260 – 190 ka 64 

interval using the dry-extraction system coupled to a gas chromatograph at the Institute of 65 

Environmental Geosciences (IGE, Grenoble, France; 6,16; see methods). Our new CO2 record is in general 66 



agreement with previously published data5 , but we increase the mean temporal resolution by a factor 67 

of three to an average of 340 years (Fig. 1, Supplementary Fig. 1). Owing to the high-resolution data, 68 

we identify seven previously unidentified periods of centennial-scale CO2 release to the atmosphere. 69 

These CDJs have been identified using the detection methodology described in ref. 4. In summary, we 70 

first remove the orbital-scale (i.e. deglaciation and glaciation) and millennial-scale (i.e. Antarctic 71 

Isotope Maximum events) imprint in the CO2 record using cubic smoothing splines17. Second, we 72 

calculate the rate of change of the detrended CO2 record and third, we apply the threshold of 1.5 73 

ppm/century from ref. 4 to identify CDJs (see methods; Supplementary Figs. 2, 3). We identify two CDJ+ 74 

associated with atmospheric CH4 increases higher than 50 ppb in less than 300 years (Supplementary 75 

Fig. 3), and five CDJ- that are not associated with a detectable increase in atmospheric CH4 in the ice 76 

core record. Five CDJs took place under either glacial or deglaciation conditions18 (CDJ-8.1, CDJ-8.2, 77 

CDJ-TIII, CDJ+7e, CDJ-7c; Supplementary Fig. 5). Also, two CDJs occurred during interglacial conditions 78 

(CDJ-7b, CDJ+7a) when Northern Hemisphere ice sheets had shrunk to a size approaching the Holocene 79 

value, confirming the occurrence of CDJs during periods of relatively small global ice sheet volume4,19 80 

(Supplementary Fig. 5). Hence, combining published and newly-described events we find 20 CDJs 81 

occurring under a wide range of climatic and orbital boundary conditions over the past 500 ka (Fig. 2, 82 

Supplementary Fig. 6, Supplementary Table 4).  83 

 84 

 85 

 86 

 87 

 88 

 89 

 90 

 91 

 92 

 93 

 94 

 95 



 96 

Fig. 1: Improvement of the ice-core atmospheric CO2 record resolution since the composite CO2 record from 97 
ref. 49 over the last 500 ka. a. Top: High-resolution records are represented in blue4, red (this study), brown16, 98 
green3, grey52, and light-green dots51, plotted on their published age scale. They are superimposed on the 99 
composite CO2 record49 (black line). Bottom: Temporal resolutions of all records computed as the running mean 100 
of 20 data points (colour codes similar to top panel). Data are not corrected for potential offsets due to the use 101 
of different experimental setups. Vertical red bands indicate periods where the ice-core CO2 record is associated 102 
with a temporal resolution better than 500 years. b. Top: Zoom on our new EDC CO2 record between 260-190 ka 103 
(red dots, black line). Vertical black dashed lines indicate the newly identified CDJs (see methods, supplementary 104 
materials). Bottom: CO2 rates of change from the detrended CO2 record for the smoothing spline (1 kyr cutoff 105 
period)4. Vertical back dashed lines indicate the timing of the identified CDJs. A centennial-scale CO2 release is 106 
identified when the rate is higher than 1.5ppm/century (dashed horizontal grey line)4. MIS: Marine Isotope Stage. 107 
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Carbon cycle variability and obliquity state 111 

The sources and mechanisms behind centennial-scale release of atmospheric CO2 have been previously 112 

investigated based on carbon isotope measurements on Antarctic ice and carbon cycle modelling3,20. 113 

Two main hypotheses have been discussed: (i) the role of a terrestrial carbon source from the 114 

continental biosphere due to a shift in the intertropical convergence zone1,3 and (ii) an increase of 115 

upwelling activity in the Southern Ocean and/or the North Pacific Ocean possibly due to enhanced 116 

intensity of winds13,14. However, the role played by long-term forcing on the centennial-scale CO2 117 

variability has not yet been assessed.  118 

Here we investigate the potential role of the long-term forcing, e.g. the global ice volume and the 119 

orbital forcing, on the occurrence of CDJs. We show that 18 of the 20 CDJs occurred at times above the 120 

average obliquity value (23.33°) of the 12 obliquity cycles of the last 500 ka (Fig. 2; Supplementary Fig. 121 

5). We note that all seven obliquity maxima between 416 and 9 ka covered by high-resolution data 122 

that allows the identification of abrupt changes are associated with CDJ occurrences. Reversely, only 123 

one out of the five obliquity minima are linked to a CDJ (Fig. 2). We investigate the hypothesis of a 124 

coincidental origin of this specific pattern of CDJs relative to obliquity changes performing a statistical 125 

chi-square test (see Methods). According to our analysis, the null hypothesis that centennial-scale 126 

release of CO2 is independent of the obliquity state can be rejected with 95% confidence (p<0.05). Vice 127 

versa, the occurrence of CDJs appears decoupled from the changes in precession, eccentricity, and 128 

global ice volume (Supplementary Fig. 5; Supplementary Table 1). Note that our results are 129 

independent from the ice-core gas chronology used to display the CO2 record21–24 and the choice in the 130 

orbital parameter datasets25,26 (Supplementary Materials, Supplementary Fig. 7). 131 

Obliquity plays a major role in triggering deglaciations27 and its imprint is recorded in both terrestrial 132 

and marine records during the late Pleistocene28. Recently, it was suggested that a low obliquity phase 133 

could induce a meridional temperature gradient that provokes CO2 outgassing from the Southern 134 

Ocean at multi-millennial scales29. In parallel, our results suggest that these low-obliquity periods are 135 

not associated with major abrupt atmospheric CO2 changes at centennial-scale (Fig. 2). These 136 

observations question the mechanisms put forward to explain the multi-millennial scale CO2 137 

outgassing29 to also cause the CDJ carbon cycle muting at centennial-scale under similar low-obliquity 138 

phasing.  139 

 140 

 141 

 142 



 143 

Fig. 2: Climatic and obliquity states for centennial-scale releases of atmospheric CO2 during the three periods 144 
associated with high-resolution ice-core CO2 records. Top to bottom: EDC Deuterium record (δD)66 on the 145 
AICC2012 timescale (blue line). Atmospheric CO2 high-resolution records on the AICC2012 time scale21,22 for the 146 
500-67 ka interval, on the WD201467,68 time scale for the 67-12 ka interval, and on several original timescales for 147 
the 12-0 ka interval (this study; refs. 3,4,49,51,52; red line). Obliquity26 (black). Horizontal dashed lines indicate the 148 
average value for each considered proxy record over the last 500 ka. Yellow and orange dots indicate the value 149 
of the record during the occurrence of CDJ- and CDJ+, respectively1–4. The CDJ- identified during HS5 (~49ka) and 150 
simulated with LOVECLIM is identified with black stars. 151 
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Modelling assessment of centennial-scale CO2 sources  157 

We investigate the impact of obliquity changes on centennial-scale carbon cycle increases occurring 158 

during a HS, i.e. CDJ-, and the potential associated mechanisms. To do so, we perform a suite of 159 

sensitivity experiments to mimic the carbon cycle response to a HS under both high and low obliquity 160 

boundary conditions with the Earth System Model LOVECLIM30. We find that HS5 is the most 161 

appropriate HS to use as a case study since the corresponding CDJ occurs during a period characterised 162 

by the highest obliquity value (24.3°).   163 

We perform four simulations under 49 ka boundary conditions, i.e., with realistic orbital parameters, 164 

including an obliquity of 24.3°, as well as an estimate of northern hemispheric ice-sheet extent, 165 

topography and associated albedo26 (Methods, Supplementary Table 2). We also perform four 166 

simulations under the same boundary conditions except for obliquity, where peak 24.3° was replaced 167 

with an artificially low obliquity of 22.1°, i.e. the lowest value of the last 500 ka (Supplementary Table 168 

2). In all experiments, an idealized Heinrich Event is simulated by adding a 0.3 Sverdrups (Sv) 169 

freshwater in the North Atlantic during 1000 years, to induce an Atlantic Meridional Overturning 170 

Circulation (AMOC) shutdown.  171 

The simulation conducted under 49 ka climatic conditions (HighObl) reveals a centennial-scale 172 

response of the carbon cycle to the induced freshwater perturbation (Fig. 3a), characterised by a 173 

~9.5ppm increase in atmospheric CO2 over the first 400 years of the simulation (Fig. 3a, Fig. 3c, 174 

Supplementary Table 2). A similar simulation performed under low obliquity (LowObl), only leads to a 175 

~3.3 ppm CO2 increase over the first 400 years following the freshwater perturbation (Fig. 3c, 176 

Supplementary Table 2). In both experiments, the CO2 increase is due to a terrestrial carbon release 177 

brought about by climatic changes induced by the AMOC weakening (Fig. 3d, Supplementary Fig. 8a). 178 

However, surface air temperature is cooler under low obliquity, particularly in the Northern 179 

Hemisphere (-1.4 °C north of 20°N), thus impacting the precipitation patterns (Fig. 4a). The decrease 180 

of precipitation and the lower temperature observed over the Northern high-latitude generated by 181 

the freshwater input leads to a smaller terrestrial carbon reservoir under low obliquity (-105 Gigatons 182 

of carbon, GtC; Fig. 4b) compared to high obliquity. As a result, the global terrestrial carbon release is 183 

smaller under low obliquity conditions (Fig. 4c).  184 

To investigate the role of terrestrial carbon release, two freshwater experiments are performed in 185 

which carbon fluxes between the continental biosphere and the atmosphere are suppressed. Under 186 

such conditions, neither the experiment performed under high obliquity (HighObl_noVeg) nor the one 187 

performed under low obliquity (LowObl_NoVeg) produce a centennial-scale CO2 event (i.e. ~0 ppm CO2 188 

change at year 400, Fig. 3c, Supplementary Fig. 10, Supplementary Table 2). Those results highlight 189 



that the obliquity no longer has an influence on the centennial-scale CO2 variability if the continental 190 

biosphere is muted. They point to the continental biosphere as the variable source of carbon at 191 

centennial-scale for CDJ- events, which appears strongly controlled by the Earth’s obliquity.  192 

A stronger upwelling in the Southern Ocean, potentially resulting from enhanced Southern 193 

Hemisphere Westerlies (SHW) has been suggested as a process leading to CDJ14 whereas an AMOC 194 

weakening leads to enhanced stratification in the Southern Ocean in LOVECLIM31. Thus, the robustness 195 

of the modelled responses was tested by conducting two additional simulations with an imposed ~ 196 

40% increase of the SHW windstress, one under 49 ka conditions (HighObl_SHW) and one under low 197 

obliquity conditions (LowObl_SHW) (Supplementary Table 2). This leads to a stronger CO2 release 198 

during both high and low obliquity conditions. However, the difference in total CO2 release between 199 

high and low obliquity conditions persists and again only exists if the terrestrial biosphere exchanges 200 

CO2 with the atmosphere. These results reinforce the idea that the SHW play a key role in centennial-201 

scale carbon cycle increases (Fig. 3a, Supplementary Table 2). However, the fact that larger CO2 202 

changes are simulated when terrestrial vegetation and enhanced SHW (HighObl_SHW and 203 

LowObl_SHW) are considered, strongly suggests that the terrestrial biosphere reservoir is the main 204 

source of the higher carbon release during high obliquity conditions for CDJ- events. 205 

Now, we compare the centennial-scale atmospheric CO2 variations recorded in the WAIS Divide ice 206 

core across HS 5 (~49 ka) and those modelled in the LOVECLIM simulations that include terrestrial 207 

carbon fluxes.  In particular, we look at the CO2 difference between the high- and low-obliquity 208 

simulations (ΔCO2, Fig. 3b). ΔCO2 increases at centennial-scale and reaches a maximum around year 209 

400. In terms of magnitude, this ΔCO2 partially explains the recorded centennial-scale variability in the 210 

WAIS Divide CO2 record (Fig. 3b). This comparison illustrates a similar temporal structure between the 211 

measured and simulated CO2 changes. After year 1000, the WAIS Divide CO2 changes are decoupled 212 

from the variations of the simulated ΔCO2, revealing a change in the dynamics of the carbon cycle from 213 

centennial-scale to millennial-scale most likely not related to obliquity state (Fig. 3b). While this model-214 

data comparison is limited by the modelling design, it supports our hypothesis that the orbital-scale 215 

obliquity changes influence centennial-scale carbon cycle variations through the terrestrial carbon 216 

reservoir. 217 

 218 

 219 

 220 

 221 



 222 

Fig. 3 Simulated carbon cycle response to an AMOC shutdown. a. Evolution of atmospheric CO2 for the four 223 
simulations including an interactive terrestrial carbon as a function of time from the AMOC collapse. The dashed 224 
grey line corresponds to a 1.5 ppm/century CO2 increase, which is also the threshold used to identify CDJ events 225 
in the ice-core CO2 record. Bold lines are smoothing spline filters. b. ΔCO2 between HighObl – LowObl (black line) 226 
and HighObl_SHW - LowObl_SHW (red line). A positive value means that the CO2 anomaly due to the perturbation 227 
is higher under high-obliquity phase. Grey dots with dashed line correspond to the atmospheric CO2 record from 228 
the WAIS ice core during HS5, the HS that is simulated in the present study. c. Paired coloured bars correspond 229 
to the atmospheric CO2 offset values 400 years after the freshwater perturbation for simulations using the 230 
obliquity value at 49 ka (left, 24.3°) and a prescribed low-obliquity value (right, 22.1°). Words in italic refer to 231 
simulation names. d. Same simulation results as in panel c but with carbon stock in GtC. Negative carbon anomaly 232 
represents a carbon release from that reservoir into the atmosphere. Plain coloured bars represent the oceanic 233 
carbon stock and coloured bars with white dots represent the terrestrial carbon stock. Colors refer to the same 234 
simulation as in c. The year 400 snapshot represents the period with the largest atmospheric CO2 difference 235 
between the high and low obliquity simulations and corresponds to a time period where most of the CO2 236 
response to the freshwater forcing has occurred. 237 
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Drivers of centennial-scale atmospheric CO2 increases 241 

Previous studies have demonstrated acidification of the Southern Ocean14,15,32,33 and of the North 242 

Pacific13 at the exact timing of CDJ+ 2a.2 and CDJ- 2a.1 during the last deglaciation. This would be 243 

consistent with enhanced upwelling of carbon-rich deep waters in the Southern Ocean, brought about 244 

by stronger SHW. Consequently, enhanced CO2 outgassing in the Southern Ocean resulting from 245 

stronger or poleward shifted SHW could have also contributed to CDJ+14. Our modelling results show 246 

that variations in SHW can act as a key driver of centennial-scale carbon cycle. However, the SHW 247 

changes resulting from an AMOC shutdown could also be modulated by obliquity. Hence, we cannot 248 

exclude the hypothesis that the Southern Ocean is an obliquity-dependant source of CO2 and 249 

additional simulations investigating the link between the SHW and obliquity should be performed with 250 

alternative models (Supplementary Materials).  251 

Our simulations indicate that the continental biosphere provides an additional source of carbon to the 252 

atmosphere during CDJ- events, as already inferred by modelling or carbon-isotope approaches3,34–36 253 

and reveals the obliquity-dependence of this carbon source at centennial-scale. Especially, the region 254 

between 8°N and 40°N appears as the additional source of terrestrial carbon under a high-obliquity 255 

phase (Fig. 4c). Previous studies revealed an orbital and millennial time-scale control of obliquity on 256 

vegetation changes based on pollen37–39 and sediment records28,40, as well as through modelling 257 

approches41. This obliquity control modulates the carbon stock available to be released during 258 

centennial-scale increases through the extent and type of vegetation. In the low-latitude regions, the 259 

induced shifts in the Inter Tropical Convergence Zone and changes in latitudinal insolation gradients41 260 

cause an obliquity-pacing vegetation change especially for subtropical biomes and tree coverage37,38,40. 261 

In the mid-latitudes regions, obliquity and precession forcing seems to be the main driver of the Asian 262 

monsoon system and hence of the induced summer precipitation that controls the vegetation 263 

coverage in the area28. At higher latitudes, the predominance of trees and shrubs over grasses and 264 

herbs is favoured under high obliquity due to lower local ice extent39. Our study suggests that the 265 

expansion of continental biomass in the high latitudes and the change of vegetation at low latitudes in 266 

high obliquity phases could thus provide a large amount of carbon to be released during CDJ- (Fig. 3d). 267 

In principle, this additional carbon is also available for an enhanced terrestrial carbon release during 268 

CDJ+ under high obliquity conditions. However, our model experiments by design only test the 269 

terrestrial release during an AMOC shutdown (Henrich event, hence equivalent to CDJ- events) and 270 

not for a resumption of the AMOC into interstadial conditions (CDJ+ events). With respect to the 271 

opposite latitudinal shift of the ITCZ in both cases, a similar obliquity dependence on the terrestrial 272 

biosphere carbon release is possible but not necessary and additional model experiments need to be 273 

performed to corroborate the influence of obliquity also for CDJ+ events. To conclude, our study 274 



confirms a joined contribution of terrestrial and oceanic carbon release at least during CDJ- events and 275 

points toward the terrestrial carbon reservoir as the variable sensitive to obliquity in this centennial-276 

scale response. 277 

Under the conditions of the 100 kyr glacial-interglacial cycles during the last 600 ka, a strong imprint 278 

of both obliquity37–41 and precession42–44 was demonstrated for regional variability of vegetation and 279 

climate. However, our CDJ compilation reveals no direct correlation between precession and CDJ 280 

occurrences over the past 500 ka (Supplementary Fig. 5), and our new simulations confirm the 281 

quantitative impact of obliquity on centennial-scale variability of terrestrial carbon fluxes during CDJ- 282 

(Fig. 4). Future simulations investigating the precession influence on centennial-scale CO2 release 283 

would be useful to investigate the potential role of precession changes in driving CDJs. 284 

Our results reinforce the importance of producing carbon isotope and oceanic pH records during CDJ 285 

periods to confirm the processes leading to the atmospheric CO2 increase during centennial-scale 286 

events. In addition, further modelling studies of both CDJ+ and CDJ- events should be conducted to 287 

confirm the pervasive character of the identified mechanism. Here we show that past centennial-scale 288 

increases of atmospheric CO2 concentrations were associated with an AMOC disruption during high-289 

obliquity phases. Six of the past CDJs occurred under the same obliquity value than the current one 290 

(±5 % of the range of the obliquity value variability of the last 500 ka). While a 15% weakening of the 291 

AMOC since the mid-twentieth century has been estimated45, large uncertainties remain on the 292 

potential occurrence of a large AMOC disruption at multi-centennial-scale in the future46,47. If such 293 

AMOC disruption occurs, the current relatively high-obliquity phase is favourable to a strong release 294 

of carbon which could be superimposed on the anthropogenic-sourced perturbation. 295 

 296 
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 304 

Fig. 4. Impacts of the freshwater forcing and the obliquity state on the climatic conditions and terrestrial 305 
carbon stock. a. Air temperature anomalies resulting from (top) a freshwater forcing under a high obliquity phase 306 
vs. no freshwater forcing under a high obliquity phase (HighObl – HighOblCTR), (middle) a low obliquity phase 307 
without a freshwater forcing vs. a high obliquity phase without a freshwater forcing (LowOblCTR – HighOblCTR) 308 
and (bottom) the impact of the freshwater forcing in a high vs. low obliquity phase (HighObl - HighOblCTR) – 309 
(LowObl - LowOblCTR) on air temperatures. b. Same as (a) for precipitation anomalies. c. Same as (a) for the 310 
terrestrial carbon anomalies. 311 
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Material and methods  344 

Atmospheric CO2 measurements on the EDC ice core 345 

Atmospheric CO2 measurements on the EDC ice core have been performed at Institut des Geosciences 346 

de l’Environnement (IGE) using the ball mill dry extraction system coupled with a gas chromatography 347 

analyser5,16. A total of 203 new depth levels have been measured between 2043.8 and 2360.6 m 348 

corresponding to the time period from 259.4 to 190.4 ka on the AICC2012 gas timescale21 (Fig. 1). Each 349 

data point corresponds to air extracted from a single ice sample of 40 g and the resulting CO2 amount 350 

fraction is the average of five successive injections made at different pressure levels in the gas 351 

chromatograph. The average standard deviation of the five injections is 0.9 ppm. 30 injections of a 352 

standard gas (synthetic air from Air Liquide) containing 229.5 ± 0.3 ppm of CO2 in dry air, which was 353 

referenced to two primary standards (241.24 ±0.015 ppm from NOAA, JB03097, and 260.26±0.2 ppm 354 



from CSIRO, CSIRO1677), are used to calibrate the gas chromatograph. First, we correct our data for 355 

the crushing process CO2 contamination that is estimated to be on average of 2.6 ±0.9 ppm (1σ 356 

standard deviation), ranging from 1.0 to 5.4 ppm. This correction is necessary as some CO2 is released  357 

from the CO2 extraction chamber during the crushing process, which is contaminating our extracted 358 

air from the ice sample. Blank tests are conducted by measuring the CO2 concentration of a standard 359 

gas of known amount fraction and crushing artificial gas-free ice. The difference between the 360 

measured and expected CO2 amount fraction is attributed to the crushing process itself. The additional 361 

CO2 amount fraction is then converted into CO2 levels to normalize the correction to the volume of 362 

injected gas. Blank measurements were performed for every ten measured samples for each of the 363 

four extraction cells. Following the procedure of ref.16, the new CO2 data are then corrected for 364 

gravitational fractionation occurring in the firn. For that we use a record of the isotopic composition 365 

of nitrogen in the trapped air covering our studied time interval (δ15N of N2)48 (not shown here). The 366 

average correction is -1.4 ±0.3 ppm (1σ standard deviation), ranging from -0.9 to -2.1 ppm. The average 367 

overall propagated uncertainty of the CO2 amount fractions is 1.3 ppm. This uncertainty includes the 368 

uncertainty related to the five injections (one standard deviation), the uncertainty of the measurement 369 

system as determined by standard gas over blank ice measurements (one standard deviation), and the 370 

uncertainty associated with and the correction for gravitational settling based on δ15N corrections 371 

Over the 260-190 ka time interval, the existing composite CO2 record49 includes data measured on the 372 

Vostok ice core, associated with a temporal resolution of ~ 0.85 ka5 (Supplementary Fig. 1). The 373 

comparison between our new EDC and the Vostok CO2 records reveals an offset already observed in 374 

ref. 16 which have been measured using an earlier version of the Ball Mill extraction system. Especially, 375 

the Vostok CO2 concentrations are slightly higher by 5.5 ppm on average. This offset can be explained 376 

by the fact that the Vostok CO2 measurements were not corrected for the gravitational fractionation 377 

and no blank correction was applied5. When we apply these two corrections on the Vostok CO2 record, 378 

the observed offset is reduced to ~1.5 ppm which is within the uncertainty boundaries of 3 ppm5 379 

(Supplementary Fig. 1).  380 

High resolution CO2 data compilation 381 

In addition to this study, four multi-centennial-scale resolved atmospheric CO2 datasets have been 382 

published since the atmospheric CO2 composite record from ref. 49 was compiled.  383 

If we add the duration of all periods with a resolution better than 0.5 ka, we obtain a cumulative 384 

duration of 275 ka (vertical red areas, Fig. 1) covering 429 to 329 ka4, 258 to 200 ka (this study), 188 to 385 

153 ka16, and 84 to 0 ka3,50–54. In the case of ref. 16, the probable experimental-induced noise and 386 

fractionation effects during the bubble enclosure process in the ice core55 do not allow to distinguish 387 



natural centennial-scale variability from measurement-induced noise. The point to point variability 388 

registered during some periods of the record (186-183 ka; 170-168 ka) confirms that any interpretation 389 

of centennial-scale variability during this period needs to take carefully this higher variability into 390 

account. For these reasons, we do not investigate the potential presence of CDJs in the high-resolution 391 

CO2 record from ref. 16. As a result, the periods associated with both high resolution and low 392 

measurement-induced variability correspond to a cumulative time interval of 239 ka over the last 500 393 

ka. We consider that apart from the 429-329 ka, 258-200 ka and the 84-0 ka periods (Fig. 2), potential 394 

CDJs occurrences are not identifiable due to insufficient temporal resolution and larger uncertainty 395 

associated with the Vostok data. In addition, ice older than 500 ka is affected by strong thinning and 396 

higher resolution CO2 measurements should be performed in the future, in particular taking advantage 397 

of new semi-continuous analytical techniques56. Data presented in Fig. 1 are plotted as published and 398 

no corrections have been applied. However, this does not affect the results of our study as we focus 399 

our analysis on the relative and not absolute variations of CO2 amount fractions. These periods 400 

associated with sub-millennial-scale CO2 resolution allow to identify centennial scale abrupt variability 401 

of atmospheric CO2 when associated with low measurement-induced noise (Fig. 2).  402 

Atmospheric CH4 measurements on the EDC ice core 403 

CDJ+ have been linked to atmospheric CH4 releases of more than 50 ppb4 in the ice core record. 404 

However, their identification requires multi-centennial scale resolution of the CH4 record. Three of the 405 

new CDJs identified in this study show a potential CH4 variability but the associated resolution (> 0.5 406 

ka) was not good enough to validate the occurrence of a synchronous CH4 increase. The existing CH4 407 

EDC record for Marine Isotopic Stage (MIS) 8a – 6e is based on measurements performed on the IGE 408 

and the University of Bern experimental setups57. We perform 18 new measurements on the time 409 

interval of the CDJs 7a, 7b and 8.2, in order to detect a potential CH4 rise associated with these events. 410 

These CH4 measurements on the EDC ice core were performed at IGE using a melt-refreezing extraction 411 

method coupled with a gas chromatography analyser. The method used for the analysis of these 412 

samples is identical to that described in ref. 57. Each sample represents ~40 g of ice from which the air 413 

is extracted with a melt-refreezing method. The air is then analysed with a gas chromatograph. 15 414 

injections of a single standard gas (synthetic air from Air Liquide) containing 498.1 ± 2.7 ppb of CH4 in 415 

dry air, which was referenced to one primary standard 393.9 ±2.6 ppb from CSIRO, CSIRO1657), are 416 

used to calibrate the gas chromatograph. The average CH4 analytical uncertainty is 5 ppb (1 sigma). We 417 

do not correct the concentration for gravitational enrichment to avoid an offset with the previously 418 

published record from ref.43. Corrections would be ~3 ppb on average, less than 1% of the CH4 419 

concentrations signal57. A total of 18 new depth levels have been measured focusing on the depth 420 



interval where centennial-scale atmospheric CO2 releases have been identified. All samples are 421 

corrected for blank contributions using gas-free ice. All CH4 data are shown in Supplementary Fig. 1. 422 

Identification of the centennial-scale CO2 events 423 

In order to identify the presence of CDJs in our new CO2 record between 260 and 190 ka, we follow 424 

the method developed by ref. 4. We can summarize this methodology as follows: first, we remove the 425 

orbital- and millennial-scale trend in the CO2 record using smoothing splines with a cut-off frequency 426 

ranging from 6 to 14 ka to evaluate the best detrending method. The aim is to find a good compromise 427 

between removing multi-millennial- to orbital-scale trends while preserving the centennial scale 428 

variability (Supplementary Fig. 2). Then, a second series of splines ranging from 0.4 to 1.2 ka is applied 429 

on the detrended CO2 record in order to obtain equidistant records aiming at smoothing out 430 

measurement uncertainty while still preserving the centennial scale variability. Third, the rate of 431 

change of the final residual CO2 record is computed (Supplementary Figs. 2,3). To identify a CDJ, we 432 

apply the threshold of 1.5 ppm/century as in ref. 4.  433 

Outside the 260-190 ka interval, we compile the CDJs already identified in previous studies1,3,4. Thus, 434 

this CDJ compilation covering the last 500 ka includes CDJ events identified with different methods. 435 

The approach from ref. 1 is based on the analysis of the raw curve of CO2 concentrations without any 436 

corrections to remove the orbital- or the millennial-scale trends. Such approach is appropriate to 437 

identify the centennial-scale atmospheric CO2 changes of the last termination as the record is very 438 

highly resolved (<0.1 ka). In addition, the centennial-scale variability is of such magnitude (~12 ppm) 439 

that it excludes any error of identification. Recently, ref. 3 developed a new approach for the 440 

identification of the centennial-scale atmospheric CO2 variability, using the δD record measured on the 441 

ice. Based on the assumption that this local surface temperature proxy does not include centennial-442 

scale climate variability during the intervals of interest1, they use the δD as a filter for identifying 443 

centennial-scale CO2 release. The first step is to estimate a constant dephasing of CO2 versus δD in 444 

order to align the two records. Then, by subtracting a normalised δD curve to the CO2 record, they 445 

obtain a residual CO2 signal. This method is well adapted to identify centennial-scale CO2 release during 446 

the last glacial period, where millennial-scale variability is the dominant climatic pattern. However, 447 

many studies have pointed out the fact that the dephasing between Antarctic water isotopes and CO2 448 

is not constant during deglaciations58–60. In addition, a decoupling of δD and CO2 variations is also 449 

registered at the end of the interglacials29. The coupling between δD and CO2 during the 260-190 ka 450 

interval, which is mainly composed of a deglaciation and an interglacial period, is thus not trivial. 451 

Hence, for this time interval dominated by the high amplitude orbital variability, we consider that the 452 



method of ref. 4 based on smoothing spline is the most adapted for the identification of the centennial-453 

scale atmospheric CO2 releases.  454 

We apply the ref. 4 methodology to the most recent period (84-0 ka) where the methodology of ref. 3 455 

was originally used to identify potential CDJs. Four of the five CDJs are also identified with the ref. 4-456 

method (not shown here) and no additional CDJs are revealed. As previously discussed, the 457 

methodology from ref. 3 seems more appropriate for glacial periods where millennial-scale variability 458 

appears to be the dominant climatic pattern. We propose to keep the method used by ref. 3 as a 459 

reference for the 84-0 ka period. The diversity of methodologies used for the identification of 460 

centennial-scale CO2 release underlines that the main result of the study, i.e. the influence of the 461 

obliquity on the occurrence of such events, is not dependent on the choice of the CDJ detection 462 

method.  463 

Centennial-scale variability in a recent atmospheric CO2 record measured on the Taylor glacier ice has 464 

been observed during the Marine Isotope Stage 5-4 transition61. However, the short time interval 465 

covered by the high-resolution CO2 record (~13 ka) and the absence of water isotopes measurements 466 

in the Taylor glacier prevent to apply the CDJ methodology identification from ref. 4 or from ref. 3. Since 467 

the centennial-scale part of the identified atmospheric CO2 increase of ~7 ppm cannot be decoupled 468 

from the potential millennial-scale variability observed in water isotopes from the EDC ice core during 469 

the same period, we do not include this potential abrupt event in our compilation. 470 

Chi-square test 471 

We apply a statistical method to investigate the potential role of the Earth’s obliquity in the centennial-472 

scale atmospheric CO2 variability. The Chi-square method allows to test the null hypothesis that a 473 

distribution of a parameter (centennial-scale variability occurrences) versus another (obliquity value) 474 

is independent. For that, we separate the centennial-scale events in two categories dependent on 475 

whether they occur in the context of an obliquity value above or under the average obliquity of the 12 476 

obliquity cycles of last 500 ka (corresponding to the mean obliquity value of the 494.5-9.5 ka period, 477 

i.e. 23.33°).   478 

For that, we compute: 479 

 𝑋 =
(𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑−𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑)2

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑
 480 

With 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 the number of centennial-scale events occurring above the average obliquity value of 481 

the 12 obliquity cycles of the last 500 ka, here 18, and 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 the theorical value expected under 482 

the null hypothesis. The theoretical value would be 10 (i.e. half of the total number of detected CDJs) 483 



if the studied period would contain as high obliquity than low obliquity period. However, only 44.6 % 484 

of the studied period is above the average obliquity value taken as reference (23.33). The theoretical 485 

value is thus 8.96. We found: 486 

𝑋 = 5.37 487 

This value is higher than 𝛼0.05, the risk at 5% to accept the null hypothesis even if it is wrong, which is 488 

3.84 for a degree of freedom of 1. 489 

We can thus reject the null hypothesis that the distribution of centennial-scale CO2 events is 490 

independent of the obliquity state with a confidence level of 95%. In order to test the sensitivity of the 491 

chosen threshold (here the average obliquity value of the 12 obliquity cycles of the last 500 ka), we 492 

performed a chi-square test for the interval of obliquity values (22.7 -23.9°) systematically reached 493 

during each obliquity cycle over the last 500 ka (Supplementary Fig. 11). Our analysis reinforces the 494 

observation of missing CDJ during low-obliquity periods. 495 

We also apply the Chi-square test for the Earth’s precession and eccentricity parameters using the 496 

mean values of the last 500 ka (Supplementary Table 1). The null hypothesis of an independence of 497 

centennial-scale CO2 events from precession and eccentricity context could not be rejected at a 498 

confidence level of 95%.  499 

Experimental design of carbon cycle modelling 500 

To understand the processes that could lead to a different response of the carbon cycle during an 501 

AMOC shutdown as a function of obliquity, numerical experiments are performed with the Earth 502 

system model LOVECLIM25. LOVECLIM includes a free surface primitive equation ocean model with a 503 

horizontal resolution of 3°x3° and 20 unevenly spaced vertical levels, a dynamic/thermodynamic sea-504 

ice model, a quasi-geostrophic T21 atmospheric model, a dynamic global vegetation model (DGVM) 505 

and a marine carbon cycle model. The DGVM used, VECODE (Vegetation Continuous Description 506 

model), simulates the vegetation structure, and associated terrestrial carbon reservoirs30. 507 

The initial 49ka state was derived from a transient experiment that started at 140 ka. The penultimate 508 

deglaciation (140-120ka) followed the PMIP4 protocol62, with the model being forced by changes in 509 

orbital parameters63, atmospheric greenhouse gases64 and changes in continental ice-sheets62. That 510 

simulation was continued between 120 and 49 ka forced with estimates of changes in continental ice-511 

sheets from an offline simulation65. The Bering strait was gradually closed at 70 ka, and kept closed 512 

until the early Holocene. 513 



From that initial state at 49 ka, the model was run for 3000 years with prognostic atmospheric CO2 514 

concentration and under constant 49 ka boundary conditions (HighOblCTR). This experiment was run 515 

for another 1000 years to serve as control run for the 49 ka experiments.  516 

From the initial transient state, another experiment was run under 49 ka boundary conditions but with 517 

an obliquity of 22.1°. This experiment was first run for 4000 years with a constant atmospheric CO2 518 

concentration of 204 ppm, after which the CO2 was prognostic for 2000 years (LowOblCTR). 519 

From these control runs (HighOblCTR and LowOblCTR), two meltwater experiments were 520 

performed (HighObl and LowObl) by adding 0.3 Sv of meltwater into the North Atlantic (60-10°W, 50-521 

60°N) for 1000 years thus leading to an AMOC shutdown in ~300 years. The meltwater flux was then 522 

stopped for 800 years, after which a negative meltwater flux was added to the North Atlantic (-0.1 Sv) 523 

for 400 years so that the AMOC would recover.   524 

Two experiments with similar forcing to HighObl and LowObl but with a 37 to 40% increase of the 525 

westerly wind stress over the Southern Ocean from year 0 to 1800 (HighObl_SHW and LowObl_SHW) 526 

were also performed.  527 

Finally, two experiments similar to HighObl and LowObl, and two experiments similar to HighObl_SHW 528 

and LowObl_SHW were performed, in which the terrestrial carbon fluxes did not impact atmospheric 529 

CO2 (HighObl_NoVeg, LowObl_NoVeg, HighObl_NoVeg_SHW and LowObl_NoVeg_SHW). Note that for 530 

these experiments, the model was first run for 2000 years without any meltwater so that the 531 

atmospheric CO2 concentration would equilibrate. 532 
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Supplementary Note 1  19 

Orbital- to millennial-scale variability of the CO2 new record 20 

Our CO2 record represents a substantial improvement in temporal resolution compared to the existing 21 

millennial-scale CO2 record measured on the Vostok ice core over the 260-190 ka time interval1 22 

(Supplementary Fig. 1).  23 

At orbital-scale, our new dataset reveals that the Termination III (TIII) (~248-242 ka) is much more 24 

pronounced than the so-called TIIIa2 (~223 -217 ka), with a global CO2 rise of 79 and 48 ppm, 25 

respectively. This morphology is similar to the Antarctic temperature record from the EDC core3. 26 

Between 241 and 227 ka, the progressively decreasing plateau of CO2 concentrations seems decoupled 27 

from East Antarctic surface temperature. Such decoupling was already described during MIS 54 and 28 

more globally during the low obliquity period of the past 800 ka5. This pattern, probably linked to the 29 

dynamics of the Southern Ocean under low-obliquity phase6, is confirmed by our new CO2 record 30 

during the period of lowest obliquity of the past 800 ka.  31 

mailto:etienne.legrain@univ-grenoble-alpes.fr


At millennial-scale, we identify a high-variability period between 251.4 and 248.9 ka at the onset of 32 

TIII. This millennial-scale variability was not observed in the previous Vostok CO2 record, probably due 33 

to the lack of resolution over this period1. However, this event was already described in the Antarctic 34 

site temperature2 and speleothem δ18O records7. Such two-phase deglaciation visible in the CO2 record 35 

was also observed during TI and contrasts with the more linear terminations such as TII.  36 

Context of occurrences of the identified CDJs 37 

We identified nine CDJ+ that occurred synchronously to a large atmospheric CH4 increase and are a 38 

potential consequence of a DO-like event (Supplementary Fig. 4 and 12). Oceanic circulation changes 39 

associated with some DO events induced a centennial-scale response of the carbon-cycle characterized 40 

by a 5 to 10 ppm CO2 increase as measured in Antarctic ice cores8–10. This response is due to major 41 

climatic perturbations in the Northern Hemisphere and the tropics, including a northward shift of the 42 

Intertropical Convergence Zone (ITCZ) that induced the formation of new tropical wetlands11. 43 

Reversely, nine of them are considered as CDJ- as they are associated with a potential HS without 44 

major CH4 increase (Supplementary Fig. 4 and 12). HS are associated with a massive freshwater input 45 

in the North Atlantic that induced an extended reduction in the strength of the AMOC12,13. The HS are 46 

thought to cause a moderate increase of CH4 of less than 50 ppb9. However, the punctual absence of 47 

atmospheric CH4 variations during CDJs was already observed in older parts of the EDC ice core10. It 48 

could be explained by the gas diffusion in the deepest part of the ice core or by the insufficient 49 

resolution of the CH4 record (Supplementary Fig. 1), which is also limited by the width of the gas age 50 

distribution in the ice core samples10.  51 

CDJ+ 11a.4 is the only event occurring under a low-obliquity period. It is associated with one of the 52 

highest CH4 abrupt increases of the last 500 ka (174 ppb at 387 ka) (Supplementary Fig. 12), suggesting 53 

that the associated DO-like event strongly impacted the carbon cycle at that period. Under these 54 

particular conditions, the low-obliquity might not have been sufficient to mitigate the destabilization 55 

of atmospheric CO2 at centennial-scale. A CDJ event could hence occur even under a low-obliquity 56 

period due to the intensity of the initial perturbation in the carbon cycle.  57 

Impact of the choice of ice core chronologies on absolute CDJ dating 58 

In this study, we display our ice-core record onto the AICC2012 chronology14,15 which is the chronology 59 

of reference for the EDC ice core. This chronology is mainly based on orbital dating with the use of 60 

δ18Oatm, δO2/N2 and total air content records. The average uncertainty over the last 500 ka is 2.0 ± 1.6 61 

ka for the AICC2012 gas chronology. The period of highest uncertainty, excluding the last meters of the 62 

ice core, occurs over the 440-350 ka period reaching up to ~4 ka. This large uncertainty could be 63 



explained by the relatively low-eccentricity during this period that made the identification of orbital-64 

scale morphology in the δ18Oatm, δO2/N2 and total air content records difficult. Alternatively, two other 65 

EDC ice core age-scales have been published: Speleo-age16 and δ18Ocalcite chronology17. Both rely on the 66 

assumption of a strong covariation of the δ18O record from East-Asian speleothems with the δ18Oatm 67 

measured in the gas phase of the EDC ice core. While the Speleo-age is purely based on speleothem 68 

records for dating, the δ18Ocalcite chronology is a compromise between AICC2012 age markers and 69 

speleothem-based alignment. The largest age difference between chronologies is found during the 70 

440-350 ka period, reaching ~4 ka17. This 4-ka age difference could lead to a change of up to 0.5° in the 71 

obliquity at a same depth level of the ice core. This large dating uncertainty over this interval is 72 

illustrated in Supplementary Fig. 14. Despite this multi-millennial-scale discrepancy between the three 73 

chronologies, the chi-square test led to the rejection of the null hypothesis: (i) for AICC2012 and 74 

δ18Ocalcite chronologies, the null hypothesis of an independence of CDJ occurrence from the obliquity 75 

state could be rejected at 95% of confidence. (ii) for the Speleo-age chronology, the chi-square test 76 

rejects this null hypothesis at 90% of confidence (Supplementary Table 3). We also test the influence 77 

of the choice of the orbital parameter data sets by comparing the one from ref. 18 and from ref. 19 78 

(Supplementary Fig. 7). The results confirms the absence of a dating-dependence of our results, as 19 79 

of the 20 CDJ occurred above the mean obliquity value of the 12 obliquity cycles of the last 500 ka 80 

when the astronomical solution from ref. 19 is considered. 81 

Climate boundary conditions for the occurrence of centennial-scale CO2 increases 82 

Here we explore the potential influence of the orbital-scale climate forcing on the occurrence of CDJs. 83 

We have not found evidence of a link between the eccentricity and precession on the occurrence of 84 

centennial-scale variability (Supplementary Fig. 5). The influence of the global climate state 85 

(interglacial, glacial, or deglacial) have also been investigated through global ice volume. CDJs occurred 86 

under warm, cold or transitional climate periods, as long as continental ice sheets were still large 87 

enough to allow for some freshwater forcing of the AMOC. Most of the identified events in previous 88 

studies occurred during periods of polar ice sheet instability8–10. The only exception is for the CDJs 89 

occurring during MIS 11c10 (CDJ-11c) which occurred in a context of already quite reduced continental 90 

ice volume.   91 

The occurrence of CDJ+ 11a.410 during a low-obliquity phase questions the link between the magnitude 92 

of the original climatic perturbation that leads to a CDJ and the obliquity state. Hence, we investigate 93 

the potential influence of the magnitude of the Heinrich-like and DO-like events on the occurrence or 94 

absence of a CDJ (Supplementary Fig. 12). First, we focus on the CDJ+ associated with DO-like events 95 

and a large atmospheric CH4 release. To do so, we identified 30 CH4 increases higher than 50 ppb during 96 



the period of possible identification of centennial-scale CO2 release. We assume that above this 97 

threshold, such abrupt CH4 increases are a potential marker of a DO-like event. Nine of them occurred 98 

synchronously with the CDJs20 (results are presented in Supplementary Fig. 12). We show that at first 99 

order, some events of low/high magnitude (i.e. small/high CH4 increase) that occurred under a very 100 

high/low obliquity phase could lead to a CDJ. More specifically, the only CDJ occurring under low 101 

obliquity is associated with a large CH4 release in the atmosphere (175 ppb). This result may illustrate 102 

that the control of the obliquity state on the carbon cycle could be limited when an extreme climate 103 

perturbation occurred. Under low obliquity, a very intense initial disruption of the carbon cycle 104 

alongside an increase in CH4 levels greater than 50 ppb, likely related to strong tropical precipitation 105 

changes, could possibly generate a CDJ.   106 

The second type of CDJ is associated with HS10. We investigate the potential link between the 107 

magnitude of the HS and the occurrence of a CDJ. To do so, we based our analysis on the IRD record 108 

from the North Atlantic ODP 980 core. We assume that above 15% of IRD content, i.e. the percentage 109 

of sediment grains larger than 150µm that are detrital in the sediment fraction, the occurrence of these 110 

IRD could track the potential occurrence of a Heinrich-like events. This threshold value corresponds to 111 

the lowest IRD percentage registered for the last glacial period during a Heinrich event observed in the 112 

ODP980 marine sediment core21. This methodology includes two main limitations. First, the dating 113 

uncertainty between the chronologies makes it difficult to robustly match the CDJs and a potential 114 

related IRD peak. Second, the IRD signal is from a single location and cannot be considered as 115 

representative of the North Atlantic IRD signal. 116 

In total, 18 of these potential Heinrich-like events have been identified during the period of possible 117 

identification of centennial-scale CO2 release (Supplementary Fig. 12), and nine of them occurred 118 

simultaneously, within error limits, to a CDJ- event. Eight out of these nine potential Heinrich-like 119 

events occurred while obliquity was above 23.35°, seemingly independent from their individual 120 

magnitude in the ODP 980 IRD record.  121 

Climatic impact of a low obliquity state 122 

A low obliquity state in experiment LowOblCTR leads to colder conditions at both northern and 123 

southern high latitudes compared to the control 49ka experiment (Fig. 4a). The mean air temperature 124 

anomaly is -4.2°C north of 60°N (Supplementary Fig. 9). The cooling extends to the middle latitudes, 125 

particularly over the continental areas. The high-latitude cooling is associated with a 7 % and 9 % 126 

increase in annual mean sea-ice cover in the Northern Hemisphere and the Southern Ocean, 127 

respectively. The resulting enhanced temperature gradient between the poles and the tropics impacts 128 

the hydrological cycle, shifting the ITCZ as well as inducing drier conditions at mid to high latitudes (Fig. 129 



4b). These climatic changes impact the vegetation and soil carbon, with widespread decrease of the 130 

terrestrial carbon content, but more particularly in the northern high latitudes, the Sahel Zone and the 131 

Middle East. As a result, the terrestrial carbon reservoir is 105 GtC (7%) lower in LowOblCTR than in 132 

HighOblCTR. 133 

Climatic response to a North Atlantic meltwater input 134 

The meltwater addition of 0.3 SV into the North Atlantic leads to an AMOC shutdown in ~300 years in 135 

all experiments. The AMOC stays completely off during the duration of the meltwater pulse (i.e. until 136 

year 1000), after which it slightly increases to 5 Sv, before abruptly recovering between years 1800 137 

and 2000 as salt is added to the North Atlantic. The AMOC shutdown leads to a reduced meridional 138 

oceanic heat transport to the North Atlantic, and therefore to a 7°C reduction in Sea Surface 139 

Temperatures (SST), as well as sea-ice advance, in the North Atlantic13. This leads to an atmospheric 140 

cooling over most regions north of the equator apart from the north-eastern Pacific (Fig. 4a). The 141 

warming over the north-eastern Pacific is due to enhanced North Pacific Intermediate Water 142 

formation22,23. 143 

The reduced meridional oceanic heat transport to the North Atlantic leads to an SST increase in the 144 

South Atlantic, which spreads to the Southern Ocean through the Antarctic circumpolar current in ~150 145 

years (+1.6°C, zonal average over 45-60°S). These temperature changes impact the hydrological cycle 146 

(Fig. 4b, Supplementary Fig. 9), with notably drier conditions over Europe, North Africa and the western 147 

part of Asia. In addition, a southward shift of the Intertropical convergence zone is simulated, thus 148 

leading to drier conditions in the northern tropics and wetter conditions in the southern tropics13.  149 

Vegetation and carbon cycle response to an AMOC shutdown 150 

These climatic changes impact the vegetation cover and the soil carbon, with a reduction of carbon 151 

stored in most of the northern hemisphere, particularly at high northern latitudes (-53 GtC, for 152 

HighObl) and in the northern tropics (-53 GtC, for HighObl), while there is an increase in the southern 153 

tropics (+35 GtC, for HighObl). Overall, there is a 70 GtC loss from the terrestrial biosphere in HighObl, 154 

mostly occurring during the first 400 years of the simulation (Supplementary Fig. 8). 155 

Since the climate is colder and the precipitation pattern altered in the control experiment under a low 156 

obliquity state, the terrestrial carbon reservoir is 105 GtC lower (Fig. 4). As a result, the terrestrial 157 

biosphere only loses 34 GtC in LowObl. 158 

A previous study has shown that the AMOC shutdown and associated changes in oceanic circulation 159 

lead to a large reorganisation of dissolved inorganic carbon (DIC) concentration in the ocean24. Due to 160 

the reduction of the North Atlantic Deep Water transport, the carbon content in the Atlantic basin 161 



(north of 35°S) increases by 250 GtC in HighObl, and 245 GtC in LowObl (Supplementary Figure 13). If 162 

the terrestrial carbon fluxes are muted, the ocean does not have to buffer the terrestrial carbon 163 

decrease, and therefore the Atlantic Ocean carbon reservoir increases slightly less (238 GtC in 164 

HighObl_NoVeg and 236 GtC in LowObl_NoVeg). 165 

Due to slightly higher stratification and increased DIC within the Atlantic water masses, the Southern 166 

Ocean carbon reservoir increases by 60 GtC in HighObl and 42 GtC in LowObl (Supplementary Fig. 13). 167 

However, as the North Pacific Intermediate Water flow increases to up to 30 Sv, there is large carbon 168 

decrease in the Pacific basin (-270 GtC in HighObl and -282 GtC in LowObl) (Supplementary Fig. 13).  169 

If the terrestrial carbon fluxes are muted, the Southern Ocean carbon increase is reduced (+40 GtC in 170 

HighObl_NoVeg and +37 GtC in LowObl_NoVeg), while the decrease in the Pacific basin is enhanced (-171 

294 GtC in HighObl_NoVeg and -284 GtC in LowObl_NoVeg). 172 

In the experiments where a strengthening of the SH westerlies is imposed, enhanced upwelling of DIC-173 

rich deep waters leads to a CO2 outgassing in the Southern Ocean. The stronger ventilation in the 174 

Southern Ocean reduces the DIC concentration in the Southern Ocean and within Antarctic 175 

intermediate waters25 (Supplementary Figure 14). As a result, due to the competing effects of the 176 

AMOC shutdown and stronger SHW, the carbon reservoir increase is reduced in the Southern Ocean 177 

(20 GtC in HighObl_SHW and 4 GtC in LowObl_SHW), and in the Atlantic (i.e. 238 GtC in HighObl_SHW 178 

and 235 GtC for LowObl_SHW). The loss of carbon from the South Pacific is also accentuated, while it 179 

is attenuated in the North Pacific due to the increased southern sourced waters. As a result, there is 180 

an accentuated loss of carbon from the Pacific in HighObl_SHW (-282 GtC), while the loss of carbon is 181 

attenuated in LowObl_SHW (-252 GtC) (Supplementary Fig. 14).   182 
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Supplementary Figures 191 

 192 

 193 

Supplementary Fig. 1: Published and new CO2 and CH4 measurements covering the 260-190 ka time-period. 194 
(Top panel) New CO2 measurements on the EDC ice core (red dots, this study). Published CO2 data from the 195 
Vostok ice core1 (grey squares) and Vostok CO2 data corrected including gravitational and blank corrections (red 196 
square, this study). All records are plotted on the AICC2012 gas timescale14. (Bottom panel) New (green dots, this 197 
study) and published20,26 (green squares) CH4 records from the EDC ice core. 198 

 199 

 200 

 201 

 202 

 203 

 204 

 205 

 206 



 207 

Supplementary Fig. 2: Calculation of the CO2 rate of change across the 260-190 ka interval based on the new 208 
EDC CO2 record. Top: Removal of orbital- to multi-millennial-scale trends from the EDC CO2 record (grey dots, 209 
this study) using five different smoothing splines27 with cut-off periods (i.e., degrees of smoothing) ranging from 210 
6 to 14 kyr. Middle: Detrended EDC CO2 record after subtraction of the 10 kyr spline. A second set of five 211 
smoothing splines with cut-off periods ranging from 0.6 to 1.2 kyr is applied to the different detrended data sets. 212 
Bottom panel: Resulting rates of change of the detrended CO2 record for the 1.0 kyr smoothing spline10. Vertical 213 
red lines indicate the timing of the identified CDJs. A centennial-scale CO2 release is identified when the rate is 214 
higher than 1.5ppm/century (dashed horizontal line) 10. 215 



 216 

Supplementary Fig. 3: Identification of centennial-scale CDJs between 260 and 190 ka. Top: EDC CO2 record on 217 
(red dots, this study). Middle: EDC CH4 record (green dots, this study and ref. 20,26). Bottom: Resulting rates of 218 
change of the detrended CO2 and CH4 records for the 1.0 ka smoothing spline. Vertical red lines indicate the 219 
timing of the identified CDJs. A centennial-scale CO2 release is identified when the rate is higher than 1.5 220 
ppm/century (dashed horizontal line)10 and is considered to be associated with a significant CH4 increase (CDJ+) 221 
when the CH4 rate of change is higher than 20 ppb/century. All records are on the AICC2012 timescale14. 222 

 223 



 224 

 225 

Supplementary Fig. 4 Identification of DO-like and Heinrich-like events associated with CDJs over the last 500 226 
ka. Top to bottom: atmospheric CH4 record from the EDC ice core20 (top, green). Obliquity (middle, black). Dots 227 
represent CDJs associated with Heinrich-like (blue) and DO-like events (green)8–10,28. IRD record from the marine 228 
sediment core ODP 980 on its original timescale21 (bottom, blue). Yellow shaded areas correspond to Heinrich-229 
like or DO-like events potentially associated with a CDJ. Question marks on the IRD record are when no IRD 230 
signature that we could associate to Heinrich-like events could be found.  231 
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 233 

Supplementary Fig. 5: Orbital-scale climatic background of occurrences of the CDJs. From top to bottom: EDC 234 
CO2 record (red, this study and refs. 9,10,29–32). Obliquity (black). Eccentricity (black). Precession (black). Global ice 235 
volume reconstruction33 (blue). Yellow and orange dots indicate the timing of the CDJ- and CDJ+ occurrences in 236 
the context of the superimposed curve. From top to bottom Yellow bars represent the time intervals where the 237 
temporal resolution and the measurement-induced noise of the ice-core CO2 records allow for the potential 238 
identification of abrupt changes. 239 
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 242 

Supplementary Fig.6: Detailed view of the 20 CDJs from the current and previously published studies. EDC CO2 243 
(red line and dots) and CH4 (green line and dots) records on the AICC2012 gas timescale14,15 (older than 67 ka) 244 
and WD201434,35 (younger than 67 ka) timescale (red dots). Vertical red bars correspond to periods associated 245 
with a CDJ.  246 
 247 
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 250 

Supplementary Fig. 7: Testing the sensitivity of the relationship between the CDJs and the obliquity 251 

values to the choice of the ice-core gas chronology and of the astronomical solution. a. : Dots 252 

correspond to CDJ occurrences put respectively on the WD201434 (blue), AICC201214 (black), δ18Ocalcite 253 
17 (grey) and Speleo-age16(red) ice core chronologies. b. Dots correspond to CDJ occurrences computed 254 

with the astronomical solution of Ref. 19 (black) and Ref. 18 (green), respectively. The ice core timescale 255 

used is AICC2012 between 500 and 67 ka and WD2014 for the CDJs between 67 and 0 ka. 256 
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 270 

Supplementary Fig. 8: Terrestrial and oceanic carbon changes in carbon reservoirs during HS 5 under high and 271 
low obliquity phase. a. Terrestrial carbon stock (in GtC) from the start of the simulation until 0.8 ka. HighObl and 272 
LowObl are performed under the obliquity at 49 ka (24.3°) and artificially low obliquity forcing (22.1°), 273 
respectively. HighObl_SHW and LowObl_SHW are similar to the previous two simulations with enhanced strength 274 
of Southern Hemisphere Winds (+20%). Bold lines are smoothing splines filters. b. Similar to a. but for oceanic 275 
carbon stock. The Y axis is reverse to show that a decrease in the terrestrial carbon leads to an atmospheric CO2 276 
increase. 277 
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 283 

Supplementary Fig. 9: Zonally averaged (left) air temperature anomaly (°C) and (right) precipitation anomaly 284 
(cm/yr) for (black) HighObl compared to HighOblCTR and (red) LowObl compared LowOblCTR in the LOVECLIM 285 
model. 286 

 287 
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 289 

 290 

Supplementary Fig. 10: Simulating centennial-scale CO2 changes during HS5 under high and low obliquity 291 
without terrestrial carbon fluxes. Simulated CO2 anomalies magnitude (ppm) for the first 800 years of the 292 
simulation. HighObl_NoVeg and LowObl_NoVeg are performed under the obliquity at 49 ka (24.3°) and artificially 293 
low obliquity forcing (22.1°), respectively. HighObl_NoVeg_SHW and LowObl_NoVeg_SHW are similar to the 294 
previous two simulations with stronger Southern Hemisphere windstress (+40%).  295 
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 300 



 301 

Supplementary Fig. 11: Sensitivity of the Chi-square test to the threshold obliquity value. The null hypothesis 302 

is rejected at 95% of confidence when the Chi-square value (blue curve) is higher than 3.84. The expected value 303 

varies with the threshold of obliquity chosen (x-axis).  304 

 305 

 306 

Supplementary Fig. 12: Potential Heinrich-like events, DO-like events and associated CDJs during the past 500 307 
ka. a. Dots correspond to centennial-scale CH4 increases of more than 50 ppb. Yellow (grey) are potential DO-308 
like events potentially (not) associated with CDJs, respectively. The grey dashed line corresponds to the average 309 
obliquity value (23.33°) of the 12 obliquity cycles of the last 500 ka. b. Dots correspond to sediment samples with 310 
more than 15% of IRD recorded in the ODP 980 located in the IRD North Atlantic belt21 that could be associated 311 
with potential Heinrich-like events. 312 



 313 

Supplementary Fig. 13: DIC anomaly (umol/L) averaged over (top) the Atlantic and (bottom) the Indo-Pacific 314 
basin for (left) HighObl compared to HighOblCTR and (right) LowObl compared to LowObl. 315 

 316 

 317 

Supplementary Fig. 14: DIC anomaly (umol/L) averaged over (top) the Atlantic and (bottom) the Indo-Pacific 318 
basin for (left) HighObl_SHW compared to HighObl and (right) LowObl_SHW compared to LowObl. 319 



Supplementary Tables 320 

Supplementary Table 1: Chi-square test at one degree of freedom and 5% of significance of the 321 
following hypothesis: CDJ occurrences are independent from the average value of the last 500ka of the 322 
tested parameter. This hypothesis could be rejected at 95% of confidence only for obliquity.  323 

 324 

Tested parameter X2 test results 

Obliquity 5.3 > 3.84  

Precession 0.1 < 3.84 

Eccentricity 0.4 < 3.84 

Sea level 0.1 < 3.84 

CO2 0.1 < 3.84 

 325 

 326 

Supplementary Table 2: Description of the different LOVECLIM simulations and corresponding 327 
modelled ΔCO2 in ppm at year 400.  328 

 329 

Simulation name Details ΔCO2 (ppm) 

HighObl  49 ka Boundary conditions 9.5 

LowObl Similar to above under low obliquity phase 3.3 

HighObl_NoVeg  No carbon flux between the terrestrial biosphere and atmosphere -0.1 

LowObl_NoVeg  Similar to above under low obliquity phase 0.2 

HighObl_SHW  Enhanced Southern Hemisphere Winds (+20%) 14.2 

LowObl_SHW Similar to above under low obliquity phase 9.4 

HighObl_NoVeg_SHW No carbon flux between the terrestrial biosphere and atmosphere 
and enhanced Southern Hemisphere Winds (+20%) 8.5 

LowObl_NoVeg _SHW Similar to above under low obliquity phase 9.8 
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Supplementary Table 3: Chi-square test at one degree of freedom for the different tested chronology 339 
of the following null hypothesis: CDJ occurrences are independent from the average value of the 12 340 
obliquity cycles of the last 500ka. This hypothesis could be rejected at the 95% confidence level (3.8) 341 
for AICC201214 and δ18Ocalcite chronology17, and at the 90% confidence level (2.7) for the Speleo-age 342 
chronology16.  343 

 344 

Considered chronology X2 test results 

AICC2012 5.37 > 3.8  

δ18Ocalcite  3.93 > 3.8 

Speleo-age 2.71 > 2.7 

 345 

 346 

 347 

 348 

 349 

Supplementary Table 4: CDJs of the past 500 ka. Ages of CDJ are from the AICC201214,15 chronology 350 
except for the five youngest CDJs that are on the WD201434,35 chronology. Obliquity value is from ref. 351 
18.  352 

CDJ name CDJ age (ka) age uncertainty (1σ) (ka) Obliquity value (°) Reference 

CDJ+2a.3 11.8 0.1 24.18 Marcott et al. (2014) 

CDJ+2a.2 14.7 0.2 23.92 Marcott et al. (2014) 

CDJ-2a.1 16.3 0.2 23.72 Marcott et al. (2014) 

CDJ-3a.2 39.4 0.4 23.48 Ahn et al. (2012) 

CDJ-3a.1 48.4 0.4 24.44 Bauska et al. (2021) 

CDJ+7a 202.6 2.0 23.50 This study 

CDJ-7b 205.6 2.1 23.95 This study 

CDJ-7c 214.3 2.3 24.40 This study 

CDJ+7e 243.5 2.1 23.62 This study 

CDJ-8a.3 246.2 2.3 24.04 This study 

CDJ-8a.2 251.3 2.8 24.41 This study 

CDJ-8a.1 256.0 2.9 24.17 This study 

CDJ+9e 335.3 2.5 24.17 Nehrbass-Ahles et al. (2020) 

CDJ-10a 342.5 3.1 23.25 Nehrbass-Ahles et al. (2020) 

CDJ+11a.4 374.5 4.8 24.23 Nehrbass-Ahles et al. (2020) 

CDJ-11a.3 376.1 4.7 24.13 Nehrbass-Ahles et al. (2020) 

CDJ+11a.2 383.3 4.2 23.36 Nehrbass-Ahles et al. (2020) 

CDJ+11a.1 387.7 3.9 22.82 Nehrbass-Ahles et al. (2020) 

CDJ-11c 415.1 3.6 24.25 Nehrbass-Ahles et al. (2020) 

CDJ+11e 426.2 3.6 23.37 Nehrbass-Ahles et al. (2020) 
 353 

 354 
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6.3. Perspectives 

This study provides new evidences of centennial-scale CO2 increases over MIS 7 and 

the preceding termination (260-190 ka). Combining my new dataset with recently published 

high-resolution CO2 record over the last 500,000 years, I established a link between the 

centennial-scale variations in the carbon cycle and a high-obliquity context. Four main points 

that rely on these results require further attention.  

(i) Since the last atmospheric CO2 composite curve in 2015 [Bereiter et al., 2015], 

large efforts have been undertaken to provide a sub-millennial-scale CO2 record 

from Antarctic ice cores [Nehrbass-Ahles et al., 2020; Shin et al., 2020; Bauska 

et al., 2021; Menking et al., 2022; Shin et al., 2022; Silva, 2022; Legrain et al., 

in revision]. New measurements are also planned covering the MIS 8 period (330-

260 ka, EDC Gas consortium discussions). When ice sample across this period 

will be measured, sub-millennial resolved atmospheric CO2 record will be 

available from the last glacial period to the past 500 ka in the EDC ice core. A 

new composite curve could thus be produced in the coming decade integrating 

(i) these high-resolution EDC records, (ii) previous millennial-scale resolved 

record covering the 500-800 ka period [Bereiter et al., 2015] and (iii) high-

resolution records from high-accumulation Antarctic ice core covering the last 

glacial cycle [Marcott et al., 2014; Bauska et al., 2021]. 

(ii) Mechanisms explaining the dependence of the centennial-scale variations of CO2 

concentrations associated with HS to obliquity have been identified through 

simulations performed with the Earth System Model of intermediate complexity 

LOVECLIM. These simulations point to the continental vegetation as the 

obliquity-dependent source of carbon at centennial-scale. However, the 

dependence of the centennial-scale CO2 variations associated with DO-like 

events were not investigated through these simulations. Further modelling 

efforts could reproduce the same simulations scheme as performed during the 

HS5 modelling but focusing on a specific DO event. For instance, the DO event 

happening around 11.7 ka (referred to as DO 0; Kindler et al. [2014]), ending 

TI, occurs under a very high obliquity context. The impact of such event on the 

carbon cycle, performed under real and artificially low obliquity phase could 

help to confirm the continental vegetation as being also the obliquity-

dependence source of carbon that varies at centennial-scale during a DO event.  
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(iii) In addition, while the data analysis has revealed a strong dependency of 

centennial-scale variations of carbon cycle to the obliquity context through the 

continental vegetation variations, no precessional influence has been identified 

in the data. Nevertheless, this orbital parameter is likely having a strong 

influence on the carbon cycle variability and especially the dynamics of 

continental vegetation at low latitude [Claussen et al., 2006; Joanin et al., 2011]. 

Future modelling studies should explore the impact of a low and high precession 

scenario associated with a modelled HS and/or DO event to confirm the non-

dependence of centennial-scale variations of carbon cycle to the precessional 

context as observed in the data.  

(iv) Complementary to the modelling approach, high-resolution carbon isotopes 

records would allow to explore the mechanisms at play during these centennial-

scale CO2 events. Such records are available during the last glacial cycle and 

the TII [Schmitt et al., 2012 ; Schneider et al., 2013; Bauska et al., 2018; 

Menking et al., 2022]. Centennial-scale resolved carbon isotopes records during 

the last glacial cycle revealed a significant negative excursion during CDJ- and 

no significant change during CDJ+ [Bauska et al., 2018; Bauska et al., 2021]. A 

systematic measurement of carbon isotopes during the already identified CDJs 

could help to confirm the probable different origin of carbon during the two 

types of CDJs events suggested by these preliminary carbon isotopes results. 

Such measurement will become available at IGE in the coming years with the 

development of a new laser spectrometer (see section 2.4.1). 
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Synthesis 

In this chapter, I present the results from an article currently in revision for Nature. Based on 

a new high-resolution CO2 record over the 260 – 190 ka period, I identify seven centennial-scale 

releases of atmospheric CO2 (CDJs) measured in the Antarctic EDC ice core. To provide a 

comprehensive understanding of the centennial-scale variability in the carbon cycle, I analyse 

the high-resolution atmospheric CO2 records of the past 500,000 years. In particular, 18 out of 

the 20 CDJs identified occurred during periods of high obliquity, suggesting an influence of 

orbital background conditions on rapid atmospheric CO2 releases. To explore the potential 

sources of these rapid CO2 increases, I analysed simulations of an Earth system model of 

intermediate complexity (LOVECLIM) performed by Laurie Menviel (University of New South 

Wales, Australia). The simulations aimed to reproduce the CDJ associated with HS 5 event 

under both real and artificially low obliquity phases. The results suggest that during a Heinrich 

stadial, both the continental biosphere and the Southern Ocean act as primary carbon sources 

contributing to CDJ occurrences. In addition, only the continental biosphere appears to be an 

obliquity-dependent CO2 source during centennial-scale events. This study highlights the 

potential impact of long-term external forcing on past abrupt CO2 variations. Notably, it 

suggests that the current high obliquity phase could amplify variations in atmospheric CO2 

concentrations at centennial-scale in case of a disruption in the oceanic circulation due to 

anthropogenic disturbances. Further simulations investigating the influence of obliquity on the 

centennial-scale atmospheric CO2 event associated with a DO event and exploring the impact 

of precession on centennial-scale variations in the carbon cycle would provide valuable insights. 

Furthermore, this study is part of a broader global effort that aimed at producing high-

resolution records throughout the period covered by the Antarctic ice cores. The development 

of a multi-ice core based composite CO2 record would significantly increase the resolution of 

the current CO2 composite curve [Bereiter et al., 2015].  
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In Chapter 7, I provide a point-by-point synthesis of the main findings of my research 

work in the light of the questions formulated in the introductive chapter. In parallel, I developed 

the main perspectives for future research arising from my results. Finally, I conclude this 

chapter with a broader discussion of the global outcomes of my PhD work. 

Conclusions and perspectives 

Chapter 7 
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7.1. Conclusions and perspectives  

 

 What are the roles of the carbon cycle and the orbital forcing in triggering the MPT? 

(Chapter 3) 

Main results: My conceptual modelling approach has revealed the coupling between the orbital 

forcing and a gradual trend in the internal climate over the past 2 Ma as the most probable 

scenario to have caused the MPT. Reversely, an abrupt event occurring at millennial-scale does 

not appear to be particularly relevant. Based on the temporal duration of the involved 

mechanism, I propose that the gradual trend across the past 2 Ma could be carried by the 

atmospheric CO2 concentrations. No continuous and direct measurement of atmospheric CO2 

concentrations is available across the past 2 Ma to test this hypothesis. Nevertheless, proxy-

based CO2 reconstructions illustrate either a gradual trend in glacial [Chalk et al., 2017] or 

interglacial [Yamamoto et al. 2022] CO2 concentrations. Physical modelling has pointed that 

the forcing induced by a CO2 concentration decrease would be quantitatively enough to be 

responsible at least partly for the MPT [Willeit et al., 2019]. In addition, my results underline 

the importance of the orbital forcing in triggering the MPT. While this forcing is not sufficient 

by itself, it appears to play an essential role in triggering the MPT. Especially, the low-

frequencies of obliquity and precession modulation appear to have played a key role in 

amplifying the climatic cycles through the MPT.  

Perspectives: First, the on-going BE-OI project aims to provide a continuous ice archive as old 

as 1.5 Ma. Hence, it will provide hopefully the required very old ice to test the hypothesis of a 

decline of atmospheric CO2 concentrations through the MPT. Second, the results from this 

part of my PhD project have stimulated a new conceptual modelling study starting in October 

2023 at IGE by Felix Pollak, a new PhD student supervised by Frédéric Parrenin. While my 

study focused on the simulation of global ice volume reconstruction, this new project will 

attempt to reconstruct the atmospheric CO2 concentrations and potentially other global 

variables such as the mean ocean temperature and the CH4 concentrations across the MPT 

following the theorical background from Parrenin and Paillard, [2004] and using the inverse 

method I developed in Legrain et al. [2023].  
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 What are the orbital-to-millennial-scale interactions between the carbon cycle and the 

Antarctic climate during glacial terminations? (Chapter 4) 

Main results: I have performed phasing analyses to investigate the interactions between 

atmospheric CO2 concentrations and Antarctic climate over the past five terminations. To do 

so, I used high-resolution δ15N and atmospheric CO2 records from the EDC ice core . The phase 

relationship analyses I have performed over the past five terminations evidences a multi-

centennial scale lag of the atmospheric CO2 concentrations decrease over the Antarctic climate 

cooling at the end of the terminations. This delay, similar to the one observed during the 

millennial-scale variability of the last glacial period, suggests that terminations are ultimately 

ended by millennial-scale events. The occurrence of millennial-scale events in the course of the 

TI and TIII underlines the importance of the orbital context to determine whether this 

millennial-scale variability will eventually end the termination or will only bring it to a 

temporary pause. The analysis of the sequence of events at play at the end of termination also 

reveals a sub-centennial-scale synchronicity between the onset of atmospheric CO2 

concentrations decrease and an abrupt change in the δ18Oatm of O2 and CH4 records. This result 

suggests that the enhancement of a mid-to-low latitude carbon sink may constrain the exact 

timing of atmospheric CO2 concentration decrease at the end of terminations.  

Perspectives: First, the inter-comparison of the results performed with different methods has 

revealed the incapacity to identify a clear phasing signal at the onset of terminations due to 

the high sub-orbital scale variability during glacial period and the low-amplitude variability of 

the δ15N of N2 record. Experimental and theorical work should be led to better understand the 

processes affecting δ15N beyond its first-order climatic imprint. Collaborators at LSCE and IGE 

are currently investigating this topic, in particular in the framework of the PhD of Marie 

Bouchet, supervised by Amaëlle Landais and Frédéric Parrenin. Second, the apparent 

synchronicity of δ18Oatm variations and atmospheric CO2 decrease at the end of termination 

deserves more attention. Further work is necessary to fully and quantitatively understand the 

processes driving the observed variations of δ18Oatm The LSCE is currently investigating the 

question of the drivers of the δ18Oatm signal and the associated physical processes in the 

framework of the PhD projects of Clémence Paul and Nicolas Bienville, supervised by Amaëlle 

Landais. Third, a quantification of the observed processes at play during terminations based 

on an EMIC including isotopes modelling (e.g. the iILOVECLIM model) would bring key 

information, focusing on the impact of sources and sinks of carbon variations on the modulation 

of the δ18Oatm signal at the end of terminations.  
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 What is the spatio-temporal pattern of the warming during an interglacial period and 

how does it relate to orbital and carbon cycle forcings? (Chapter 5)  

Main results: The multi-archive surface temperature synthesis across the MIS 7 enables to 

evidence for the first time key climatic features for this time period among which (i) all regions 

of the globe registered a similar intensity of warming between the two warm periods (MIS 7e 

and MIS 7a-7c) and their associated terminations (TIII and TIII-A) at the exception of the 

high-latitudes of the Southern hemisphere, that evidenced a more pronounced TIII and 

associated MIS 7e (ii) a morphological similarity of the high-latitude temperature records and 

atmospheric CO2 concentrations (iii) a strong imprint of the obliquity forcing on the surface 

temperature evolution during MIS 7, which suggests a parallel between the MIS 7 and the pre-

MPT interglacials (iv) a not warmer than pre-industrial climate during MIS 7, apart in the 

southern high-latitudes during MIS 7e. These results suggest that the MIS 7 climate evolution 

was influenced by a combination of a very specific orbital forcing, similar to the one of the 1.6-

1.2 ka period, and the high levels of atmospheric CO2 concentrations typical of the post-MPT 

interglacials. 

Perspectives: First, this study developed paleoclimatic interpretations inferred from data-based 

surface temperature reconstruction aligned on a common temporal framework. In addition, I 

produced time slices (i) to facilitate the comparisons between the data-based surface 

temperature reconstruction and the existing simulations at equilibrium that includes MIS 7 

and (ii) to motivate further modelling-based investigation of this period. Such model-data 

comparison will provide key information on the ability of the climate models to reproduce 

surface temperature evolution in the context of intense orbital forcing variability. This work is 

part of a broader project (HOTCLIM, led by Emilie Capron) that aims to characterize the 

spatio-temporal evolution of interglacial climates during the past 500 ka. In addition to this 

MIS 7 study, a MIS 9 synthesis will be achieved by Nathan Stevenard who will start a Post-

Doctoral position at IGE in 2024 in collaboration with Emilie Capron. A model-data 

comparison will be performed in collaboration with Nathaëlle Bouttes from the LSCE using 

LOVECLIM simulations over the MIS 7 and MIS 9 The building of these syntheses and the 

model-data comparison exercises should provide a unique opportunity to investigate the 

similarities and differences of the surface temperature patterns under very distinct background 

orbital conditions. Especially, advances on our understanding of past interglacials dynamics 

should be made by performing a comparison of the different interglacial climates focusing on: 

(i) the spatial variability of the relative interglacial intensity, (ii) the impact of the different 

orbital contexts on the evolution of the surface temperature, and (iii) the ability of a single set 

of model parameters to reproduce the diversity of climates during the past four interglacials. 
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 Is there a link between the orbital-scale climatic background and the centennial-scale 

changes in the carbon cycle? (Chapter 6) 

Main results: I provide the first atmospheric CO2 record measured on the EDC ice core spanning 

the 260-190 ka period. This record is composed of 201 new data points leading to a temporal 

resolution of 340 years. The temporal resolution is thus improved by a factor three compared 

to the Vostok atmospheric CO2 record that is used over this time period in the current CO2 

composite record. This high-resolution record has allowed to investigate the sub-millennial-

scale variability of atmospheric CO2 concentrations. Based on my new multi-centennial scale 

record and previously-published ones for other time intervals , I evidence that 18 of the 20 

centennial-scale increases of atmospheric CO2 over the past 500 ka occur in a context of high-

obliquity values. New simulations performed with the LOVECLIM model reveals that both the 

Southern Ocean and the continental biosphere act as sources of carbon during these abrupt 

CO2 changes. Nevertheless, only the continental biosphere appears to be an obliquity-dependent 

CO2 source. These results suggest for the first time an influence of orbital background 

conditions on abrupt carbon releases. 

Perspectives: First, my results reinforce the importance of producing carbon isotope and oceanic 

pH records during periods of centennial-scale variability of CO2 concentrations to confirm the 

processes leading to the atmospheric CO2 increase during centennial-scale events. A project at 

IGE led by Roberto Grilli is on-going to develop a new laser spectrometer for the combined 

analysis of ice core samples for CO2 concentration and its isotopic signature, the δ13C. Second, 

the modelling work performed in the framework of this study focuses on the centennial-scale 

variations of CO2 associated with HS, representing about half of the 20 identified events. The 

other abrupt CO2 changes are associated with DO events. While modelling the global impact 

of DO events remains challenging, future simulations focusing on the influence of the obliquity 

context on the sources of carbon during DO events will be performed by the end of the year 

by Laurie Menviel with the LOVECLIM model. Lastly, this new CO2 record is part of the 

effort of the ice core groups from the Bern and Grenoble universities to produce sub-millennial 

atmospheric CO2 concentrations from the EDC ice core over the past 800 ka. High-resolution 

records are currently measured at Bern University over MIS 5 and MIS 8 [Silva, 2022; L. Silva, 

comm. Pers]. Since the last atmospheric CO2 composite curve from Bereiter et al. [2015], an 

intense production of sub-millennial resolved CO2 records have been initiated [Shin et al., 2020; 

Nehrbass-Ahlès et al., 2020; Bauska et al., 2021; Menking et al., 2022 ; Shin et al., 2022; Silva, 

2022; Legrain et al., in revision]. Hence, the publication of a new atmospheric CO2 composite 

curve at a sub-millennial resolution in the coming years would represent a valuable update. 
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7.2. Concluding remarks 

My PhD research has been based on a multi-method (experimental, modelling, 

statistical) approach applied on various timescales (centennial-, millennial-, orbital-scales) in 

order to characterize the carbon cycle and climate interactions during the past 2 Ma. Beyond 

the diversity of research angles, two main pervasive features of the Pleistocene climate have 

emerged that I discuss here as a final conclusion of this manuscript. 

On the role of the orbital forcing. All the paleoclimatic studies presented in this manuscript 

have for objective to investigate the coupling between the climate and the carbon cycle. 

Nevertheless, regardless of the timescale considered, a pervasive influence of the orbital 

background conditions has been evidenced (i) on the establishment of the MPT (Chapter 3), 

(ii) on the millennial-scale variability at the end of glacial terminations (Chapter 4), (iii) on 

the surface temperature patterns during the MIS 7 (~245-190 ka) (Chapter 5), and (iv) on the 

occurrences and amplitude of centennial-scale carbon cycle variability (Chapter 6). While it is 

established that the climate of the Pleistocene is primary driven by the orbital forcing, the 

recurrence of its impact on the carbon cycle, the climate, and their interactions at sub-orbital 

scale have been highlighted in my PhD research. The climate of the Pleistocene is commonly 

summarised as composed of two main periods: the pre-MPT 41 ka “world”, corresponding to 

the obliquity periodicity, and the post-MPT 100 ka “world”, that responds non-linearly to the 

combination of the orbital forcings. My PhD results suggest that the impact of the obliquity 

forcing is pervasive in the post-MPT world, at orbital and sub-orbital scale, on (i) the 

magnitude of centennial-scale carbon cycle variations, (ii) the specific shape of the MIS 7 and 

(iii) on the amplification of the post-MPT climatic cycles through its long-term frequency.  

On the interplay between timescales and temporal periods. This study is restricted to the 

climate of the past 2 Ma, and, within this manuscript, the different chapters are focused on 

specific time periods that are investigated at different timescales. Nevertheless, an interplay 

between the different periods and timescales considered have been evidenced: (i) the MPT, 

while occurring somewhere between 1.2-0.8 Ma, is likely influence by a long-term gradual trend 

in the internal climate and should be considered on the global scope of the establishment of 

the Pleistocene climate (Chapter 3). (ii) An interplay between the millennial-scale variability 

and the glacial terminations has been suggested (Chapter 4). (iii) The investigation of the MIS 

7 has underlined similarities in amplitude and periodicity with interglacials occurring before 

the MPT (~1.6-1.2 Ma) (Chapter 5). (iv) The orbital context directly impacts the amplitude 

of the carbon cycle variations at centennial-scale, while their variations are itself driven by 
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millennial-scale events (Chapter 6). The interplay between the climatic variations occurring at 

different timescales appears thus as a main characteristic of the Pleistocene climate.  

Hence, my results have underlined two main characteristics of the interactions and 

variations of the carbon cycle and the climate during the Pleistocene:  

 The pervasive role of the orbital forcing in the climate and the carbon cycle variations 

regardless of the timescale considered. 

 An interplay between the processes acting at different timescales on the carbon cycle-

climate interactions. 
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Abstract. The EPICA (European Project for Ice Coring in
Antarctica) Dome C (EDC) ice core drilling in East Antarc-
tica reaches a depth of 3260 m. The reference EDC chronol-
ogy, the AICC2012 (Antarctic Ice Core Chronology 2012),
provides an age vs. depth relationship covering the last
800 kyr (thousands of years), with an absolute uncertainty
rising up to 8000 years at the bottom of the ice core. The ori-
gins of this relatively large uncertainty are twofold: (1) the
δ18Oatm, δO2/N2 and total air content (TAC) records are
poorly resolved and show large gaps over the last 800 kyr,
and (2) large uncertainties are associated with their or-
bital targets. Here, we present new highly resolved δ18Oatm,
δO2/N2 and δ15N measurements for the EDC ice core cov-
ering the last five glacial–interglacial transitions; a new low-

resolution TAC record over the period 440–800 ka BP (ka:
1000 years before 1950); and novel absolute 81Kr ages. We
have compiled chronological and glaciological information
including novel orbital age markers from new data on the
EDC ice core as well as accurate firn modeling estimates
in a Bayesian dating tool to construct the new AICC2023
chronology. For the first time, three orbital tools are used si-
multaneously. Hence, it is possible to observe that they are
consistent with each other and with the other age markers
over most of the last 800 kyr (70 %). This, in turn, gives us
confidence in the new AICC2023 chronology. The average
uncertainty in the ice chronology is reduced from 1700 to
900 years in AICC2023 over the last 800 kyr (1σ ). The new
timescale diverges from AICC2012 and suggests age shifts
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reaching 3800 years towards older ages over marine isotope
stages (MISs) 5, 11 and 19. But the coherency between the
new AICC2023 timescale and independent chronologies of
other archives (Italian Lacustrine succession from Sulmona
Basin, Dome Fuji ice core and northern Alpine speleothems)
is improved by 1000 to 2000 years over these time intervals.

1 Introduction

1.1 Building age scales for deep polar ice cores

1.1.1 Motivation

Deep polar ice cores are unique archives of past climate, and
their investigation is valuable to study mechanisms govern-
ing the Earth’s climate variations. Precise chronologies are
key to identifying the successions and lengths of climatic
events, along with exploring phase relationships between the
external forcing (changes in the Earth’s orbit) and the di-
verse climatic responses (variations in temperature and atmo-
spheric greenhouse gas concentrations). To date ice cores, we
need to construct two separate chronologies: one for the ice
and one for the younger air trapped in bubbles. Due to the
thinning of horizontal ice layers as depth increases, a wide
time span of paleoclimatic information is stored within the
deepest part of the ice sheet. Therefore, many of the ice core
community’s ongoing efforts focus on improving deep-ice-
core timescales for ice and gas phases, as well as extending
them further back in time (Crotti et al., 2021; Oyabu et al.,
2022). Ice cores drilled at sites characterized by a high accu-
mulation rate of snow at the surface (10 to 30 cm a−1) can be
dated by counting ice layers deposited year after year (Svens-
son et al., 2008; Sigl et al., 2016). In contrast, East Antarctica
sites are associated with very low accumulation rates (1 to
5 cm a−1), which prevent annual layers from being identified
and counted. As a consequence, chronologies of ice cores at
low-accumulation sites are commonly established using ice
flow and accumulation models (Nye, 1959; Schwander et al.,
2001), then tied up with chronological and glaciological con-
straints (Veres et al., 2013; Bazin et al., 2013; Parrenin et al.,
2017).

1.1.2 Glaciological modeling

Glaciological modeling has been historically used to date
Greenlandic and Antarctic ice cores. A unidimensional ice
flow model was first applied to the Camp Century ice core
(Dansgaard and Johnsen, 1969) and later to other ice cores
such as the ones drilled at EPICA (European Project for
Ice Coring in Antarctica) Dome C (EDC) and Dome Fuji
(EPICA Community Members, 2004; Parrenin et al., 2007a).
First, water isotope (δD or δ18O) measurements provide es-
timates of past evolution of the accumulation rate of snow
and temperature at the surface. Then, an ice flow model (Par-

renin et al., 2004) takes as inputs past accumulation together
with a vertical velocity–depth profile through the ice sheet
to determine the thinning of annual snow/ice layers in time
and therefore the ice timescale. This approach is very sen-
sitive to some poorly known parameters including bound-
ary conditions such as bedrock topography, geothermal prop-
erties or subglacial sliding. For this reason, the glaciologi-
cal modeling approach is complemented with chronological
constraints (gas or ice age known at certain depth levels).

1.1.3 Chronological constraints derived from
measurements

Chronological constraints obtained either by measurement of
radionuclides or by synchronization to a curve of reference
are established for both ice and gas timescales. For build-
ing long chronologies, some time constraints can be obtained
from the 10Be series measured in ice. The 10Be cosmogenic
nuclide is produced at different rates depending on the solar
activity, and its arrival on Earth is modulated by the strength
of the Earth’s magnetic field (Yiou et al., 1997; Raisbeck et
al., 2007; Heaton et al., 2021). Some links hence exist be-
tween 10Be flux and precisely dated magnetic events such as
the Laschamp excursion, an abrupt decline in the geomag-
netic field magnitude occurring at about 41 ka BP and visible
as a positive excursion in the 10Be flux records in ice cores
(Lascu et al., 2016; Raisbeck et al., 2017). 40Ar measure-
ments in the gas phase of Antarctic ice cores also provide
dating constraints for old ice, especially for non-continuous
stratigraphic sequences (Yan et al., 2019). 40Ar is produced
in solid earth by the radioactive decay of 40K, leading to an
increasing concentration of 40Ar in the atmosphere at a rate
of 0.066± 0.006 ‰ Myr−1 (Bender et al., 2008). Recently,
the possibility of measuring 81Kr in ice samples of a few kilo-
grams gave a new absolute dating tool for ice cores (Jiang et
al., 2020). 81Kr is a radioactive isotope that is suitable for
dating ice cores in the range from 0.03 to 1.3 Ma BP (Ma:
million years before 1950), making it perfectly adapted for
Antarctic ice core dating (Buizert et al., 2014; Crotti et al.,
2021).

To further constrain the oldest ice core chronologies, the
so-called “orbital dating” tools are also used. These tools
consist of aligning some tracers measured in ice cores to
the Earth orbital series, called targets, whose fluctuations in
time are accurately calculated from the known variations in
orbital parameters (Berger, 1978; Laskar et al., 2011). The
synchronization of the orbital tracer with its target provides
ice or gas age constraints. So far, three orbital dating tools
have been developed: δ18O of O2 (δ18Oatm), δO2/N2 and to-
tal air content (TAC). The δ18Oatm was typically aligned with
the precession parameter (or with the 21 June insolation at
65◦ N) delayed by 5000 years because such a lag between
δ18Oatm and its orbital target was observed during the last
deglaciation (Shackleton, 2000; Dreyfus et al., 2007). How-
ever, variations in the phasing between δ18Oatm and preces-
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sion have been suspected (Jouzel et al., 2002) and identi-
fied since (Bazin et al., 2016). In particular, millennial-scale
events (as Heinrich-like events) occurring during deglacia-
tions have been shown to delay the response of δ18Oatm to
orbital forcing (Extier et al., 2018a). Because there was a
significant unpredictability in the lag between δ18Oatm and
its orbital target, a large uncertainty in the δ18Oatm-based
tie points (up to 6000 years) was assigned in the construc-
tion of the AICC2012 (Antarctic Ice Core Chronology 2012;
Bazin et al., 2013). To improve the accuracy of the gas
timescale, Extier et al. (2018a) rather aligned the variations
in δ18Oatm to the δ18Ocalcite recorded in absolute-dated East
Asian speleothems between 640 and 100 ka BP. Indeed, the
two records show similar orbital (related to the 21 July in-
solation at 65◦ N) and millennial variabilities, which may
correspond to southward shifts in the Intertropical Conver-
gence Zone (ITCZ) position, themselves linked to Heinrich-
like events as supported by the modeling study of Reutenauer
et al. (2015).

In parallel, Bender (2002) observed that the elemental ra-
tio δO2/N2 of air trapped in the Vostok ice core appears to
vary in phase with the 21 December insolation at 78◦ S (Vos-
tok latitude) between 400 and 160 ka BP. Subsequent obser-
vations led Bender (2002) to assert that local summer sol-
stice insolation affects near-surface snow metamorphism and
that this imprint is preserved as snow densifies in the firn
and, later on, affects the ratio δO2/N2 measured in air bub-
bles formed at the lock-in zone. Wiggle matching between
δO2/N2 and local summer solstice insolation has been used
to construct orbital timescales for the Dome Fuji, Vostok and
EDC ice cores reaching back 360, 400 and 800 ka BP, respec-
tively, with a chronological uncertainty for each δO2/N2 tie
point estimated between 250 and 4000 years (Kawamura et
al., 2007; Suwa and Bender, 2008; Bazin et al., 2013; Oyabu
et al., 2022). Finally, Raynaud et al. (2007) found very sim-
ilar spectral properties between the TAC record of EDC and
the integrated summer insolation (ISI) at 75◦ S obtained by
a summation over a year of all daily local insolation above a
certain threshold over the last 440 kyr. As for δO2/N2, these
similarities may be explained by the insolation imprint in
near-surface snow well preserved down to the lock-in zone,
where it could affect the air content in deep ice, although the
physical mechanisms involved during the snow and firn den-
sification for δO2/N2 and TAC are likely different (Lipenkov
et al., 2011). Lately, Bazin et al. (2013) made use of TAC
to constrain Vostok and EDC ice core chronologies back to
430 ka BP with an uncertainty for each TAC tie point varying
between 3000 and 7000 years. Although these three orbital
tools complement each other (TAC and δO2/N2 inferred ages
agree within less than 1000 years between 390 and 160 ka BP
for the Vostok ice core; Lipenkov et al., 2011), they hardly
ever have been employed together. Plus, they are often asso-
ciated with large uncertainties (reaching 7000 years), which
lie in the choice of the appropriate orbital target, in its align-
ment with ice core records that can be ambiguous during pe-

riods of low eccentricity in the Earth’s orbit (leading to low-
amplitude insolation variations) and in the poor quality of the
signals measured in the deepest section of the cores.

To connect ice and gas timescales, the estimation of the
lock-in depth (LID), indicating the lowest depth where the
air is trapped in enclosed bubbles, and diffusivity becomes
effectively zero (Buizert et al., 2013), is used to calculate the
ice–gas age difference. Measurements of δ15N from N2 yield
a first estimate of this depth, and the LID can also be calcu-
lated with firn densification modeling (Goujon et al., 2003;
Bréant et al., 2017).

For many years, each polar ice core was characterized by
its singular timescale, which was not naturally consistent
with other ice core timescales. To address this issue, other
measurements provide relative dating constraints (strati-
graphic links), improving the coherency between timescales
of ice cores from both hemispheres. The synchronization of
globally well-mixed atmospheric methane ice core records
gives tie points with an accuracy of a few decades to several
centuries (60–1500 years) (Lemieux-Dudon et al., 2010; Epi-
fanio et al., 2020). Climate-independent events, such as large
volcanic eruptions, can be observed in ice cores from Green-
land and Antarctica via singular patterns of the distribution
of sulfate. Identification of these deposits permits the precise
synchronization of several ice cores (within 5 to 150 years)
(Svensson et al., 2020).

1.1.4 Bayesian dating tools

In order to integrate stratigraphic matching, independent
synchronization and absolute dating constraints as well
as glaciological modeling to produce coherent ice core
chronologies, researchers developed Bayesian dating tools
such as Datice (Lemieux-Dudon et al., 2010), IceChrono1
(Parrenin et al., 2015) and Paleochrono (Parrenin et al.,
2021). These tools use an inverse method combining all
chronological information to provide a coherent age scale for
several ice cores. These probabilistic tools adjust prior esti-
mates of ice and gas chronologies built with a glaciological
model (background scenario) so that they respect chronolog-
ical constraints.

Here we focus on the chronology of the EDC deep ice
core. The EPICA project provided two cores in East Antarc-
tica, including one at Dome C (EDC). The second (and final)
drilling attempt at Dome C gave the 3260 m long EDC99
core, whose drilling was willingly stopped at 15 m above
bedrock due to the expected presence of meltwater. EDC fur-
nishes the oldest continuous ice core record so far, covering
the last 800 kyr (EPICA Community Members, 2004; Jouzel
et al., 2007).

1.2 The AICC2012 chronology

Bazin et al. (2013) and Veres et al. (2013) used the
probabilistic dating tool Datice to establish the coherent
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AICC2012 chronology back to 800 ka BP for five ice cores,
including EDC, Vostok, EPICA Dronning Maud Land ice
core (EDML), North GReenland Ice core Project (NGRIP)
and Talos Dome Ice core (TALDICE). To determine the EDC
age scale, they used various orbital dating constraints includ-
ing 39 tie points attached to a 6000-year uncertainty derived
from δ18Oatm tuning to a 5000-year delayed precession be-
tween 800 and 300 ka BP, 20 tie points associated with a
4000-year uncertainty from δO2/N2 alignment to local sum-
mer solstice insolation between 800 and 300 ka BP, and 14 tie
points linked to an uncertainty between 3000 and 7000 years
using TAC synchronized to integrated summer insolation be-
tween 430 and 0 ka BP. However, due to the lack of data for
the orbital dating approach, the AICC2012 1σ uncertainty is
of 1700 years on average, reaching 8000 years at the bot-
tom of the core. The origins of AICC2012 uncertainty can
be divided in the following points: (i) some inherent dissim-
ilarities between δ18Oatm, δO2/N2 and TAC series and their
curve-shaped orbital target; (ii) discontinuity and poor qual-
ity of the δO2/N2 and TAC records; (iii) uncertainty in the
phasing between δ18Oatm and precession; (iv) poor constraint
on the LID scenario due to a disagreement between δ15N data
and firn modeling estimates (Bréant et al., 2017).

1.3 The new AICC2023 chronology

It is now possible to address each source of uncertainty
thanks to recent advances. (i) Since AICC2012, the δ18Oatm
and TAC records have been extended, now covering the
last 800 kyr (Extier et al., 2018b). In addition, new highly
resolved δ18Oatm and δO2/N2 measurements are available
over several glacial terminations (TII, III, IV, V and VI)
(Grisart, 2023). (ii) Extier et al. (2018a) recently suggested
a δ18Oatm-based timescale using δ18Ocalcite of East Asian
speleothems as an alternative tuning target to precession.
This choice reduces the chronological uncertainty between
640 and 100 ka BP. (iii) Finally, new highly resolved δ15N
data covering the terminations II to VI are available (Grisart,
2023). In parallel, firn densification models have been pro-
gressively improved, and the model described in Bréant et
al. (2017) can be employed to estimate LID evolution in the
past when δ15N data are still missing.

In this work, we implement new absolute age constraints
spanning the last 800 kyr derived from 81Kr measured in air
trapped in the EDC ice core as well as new orbital age con-
straints obtained by synchronizing up-to-date EDC records
with their orbital target. We combine these data with re-
cent volcanic matching and methane record synchronization,
which provide additional stratigraphic links, relating EDC to
other ice cores over the past 122 kyr (Baumgartner et al.,
2014; Svensson et al., 2020). Finally, we propose the new
chronology AICC2023 with reduced chronological uncer-
tainties. AICC2023 is recommended as the new official age
scale for the EPICA ice cores by the EPICA Scientific Steer-
ing Committee (Wolff, 2023).

2 Methods

2.1 Dating strategy

The Paleochrono Python software is a probabilistic dating
tool similar to Datice and Icechrono1 with improved mathe-
matical, numerical and programming capacities (Parrenin et
al., 2021). The dating strategy of Paleochrono relies on the
Bayesian inference of three glaciological functions forming
the input background scenario: accumulation rate (A), thin-
ning of annual ice layers (τ ) and lock-in depth (LID). The
three variables evolve along the ice core depth z and are used
to estimate the ice (ψ) and gas (χ ) age profiles as follows:

ψ(z)=

z∫
0

D(z′)
τ (z′)A(z′)

dz′ (1)

χ (z)= ψ(z−1depth(z)) (2)
z∫

z−1depth(z)

D(z′)
τ (z′)

dz′ = LID(z)×
D

τ

∣∣∣∣0
firn
, (3)

where D is the relative density of the snow/ice and D
τ

∣∣0
firnthe

average value of D
τ

in the firn when the air particle was at
the lock-in depth (this parameter is usually ∼ 0.7; Parrenin
et al., 2012). The age scales are further constrained to re-
spect chronological constraints identified from observations.
To specify the credibility of the background scenario for
the age scales and the chronological constraints, the glacio-
logical functions (accumulation, thinning and LID) and the
chronological information can be mathematically expressed
as probability densities, which are presumed to be Gaussian
and independent (i.e., decorrelated between them). Thus, the
inference is based on the least square optimization method
(implying all probability densities are Gaussian). It is nu-
merically solved using the trust region algorithm (assuming
that the model is roughly linear around the solution), and the
Jacobian of the model is evaluated analytically for an im-
proved computation time. As a result, the best adjustment
between the background scenario and chronological obser-
vations is found, providing the most probable scenario as a
posterior evaluation of the three glaciological functions and
hence chronologies for ice and air. For each ice core, the
input files for Paleochrono are the following: (i) the back-
ground values of the three glaciological functions with depth;
(ii) gas and ice stratigraphic links; (iii) gas- and ice-dated
horizons, which are tie points derived for one core from ab-
solute and synchronization dating methods; (iv) gas and ice
intervals of known durations; and (v) depth difference esti-
mates between the same event recorded in the gas and ice
matrix (1depth). Specific relative or absolute uncertainties
are attached to each of these parameters in each input file.

In this study, we added numerous gas- and ice-dated hori-
zons for EDC as well as an updated background scenario for
the LID. Then, to construct a new chronology for the EDC
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ice core that is consistent with the timescales of the Vostok,
TALDICE, EDML and NGRIP ice cores, we followed the
same strategy as for the construction of AICC2012. Glacio-
logical background parameters and dating constraints for the
Vostok, TALDICE, EDML, NGRIP and EDC drillings are
compiled in one run of Paleochrono to obtain AICC2023.
The Vostok, TALDICE, EDML and NGRIP background pa-
rameters and dating constraints are extracted from Bazin et
al. (2013), except for (i) new Vostok gas age constraints
determined from the alignment of δ18Oatm and East Asian
δ18Ocalcite records as for EDC (see Fig. S10), (ii) new
TALDICE background parameters and age constraints from
Crotti et al. (2021), and (iii) corrected LID background sce-
narios for the Vostok and EDML sites (see Fig. S11). In order
to prevent any confusion with reference ice core timescales,
the new AICC2023 chronology for NGRIP is compelled to
respect exactly the layer-counted GICC05 timescale through
absolute tie points placed at 1 m intervals over the last 60 kyr
(Andersen et al., 2006). For this reason, we did not use the
methodology described by Lemieux-Dudon et al. (2015),
who implemented layer counting as a constraint on the du-
ration of events in the dating tool, inducing a slight shift
(maximum 410 years) in the AICC2012 timescale. The re-
sulting Paleochrono experiment provides the new official
chronology AICC2023 for the EDC ice core. The contingent
timescales obtained for the four other sites are not the subject
of this study but are also provided (see “Data availability”
section). We acknowledge the exclusion of the WAIS (West
Antarctic Ice Sheet) Divide ice core (WDC) from the con-
struction of the AICC2023 age scale as for the AICC2012
age scale. Over the last 60 kyr, though, we recommend the
use of timescales tied to the WAIS Divide 2014 age model
(WD2014; Buizert et al., 2015; Sigl et al., 2016). A cor-
respondence between AICC2012, AICC2023 and WD2014
age models based on the volcanic synchronization of WDC
and EDC using sulfate data (Buizert et al., 2018) is provided
over the 0–58 ka BP period (that is to say for the section
above the depth of 915 m for the EDC ice core; see “Data
availability” section).

2.2 Analytical method

2.2.1 δ18Oatm, δO2/N2 and δ15N

The measurements of the isotopic and elemental composi-
tions of O2 and N2 were performed by Grisart (2023) at the
Laboratory for Sciences of Climate and Environment (LSCE)
following the method described by Bréant et al. (2019) and
Extier et al. (2018a). The air trapped in the EDC ice core
is extracted using the semi-automatic line, which eliminates
CO2 and H2O. Samples of 30 to 40 g are prepared in a cold
environment (−20 ◦C), their exterior layer (3–5 mm) is re-
moved so that there is no exchange with atmospheric air,
and each sample is cut in two replicates. Each day, three ice
samples (and replicates) are placed in six flasks, and the at-

mospheric air is evacuated from the flasks. Samples are then
melted and left at ambient temperature for approximately 1 h
30 min in order to extract the air trapped in ice samples. The
extracted air is then cryogenically trapped within a dedicated
manifold immersed in liquid helium (Bazin et al., 2016).
Along the way to the cryogenic trap, the air goes through cold
traps to remove CO2 and H2O. Two additional samples con-
taining exterior modern air are processed through the same
line every day for calibration and for monitoring the analyti-
cal set-up. Lastly, the δ15N, δ18O of O2 and δO2/N2 of each
sample are measured by a dual-inlet Delta V plus (Thermo
Electron Corporation) mass spectrometer.

Classical corrections are applied on the measurements
(pressure imbalance, chemical slopes, as per Landais et al.,
2003). In addition, δ15N data are used to get the values
of atmospheric δ18O of O2 and δO2/N2 after gravitational
fractionation occurred in the firn so that δ18Oatm = δ

18O
of O2−2×δ15N and δO2/N2(corr) = δO2/N2(raw)−4×δ15N
(Landais et al., 2003; Bazin et al., 2016; Extier et al., 2018a).
Note that our samples were stored at −50 ◦C after drilling to
minimize the gas loss effect. As a consequence, no correction
for gas loss was applied (see Sect. S1 in the Supplement), and
if gas loss may explain a slight scattering in the data, the peak
positions are not affected.

Existing and new EDC data are compiled in Table 1. The
dataset’s resulting pooled standard deviations for the new
measurements are of 0.006 ‰, 0.03 ‰ and 0.4 ‰ for δ15N,
δ18Oatm and δO2/N2, respectively.

2.2.2 Total air content

The TAC record was measured in the entire EDC ice core
at the IGE (Institute of Environmental Geosciences) follow-
ing the barometric method first described by Lipenkov et
al. (1995). The TAC record measured in the younger part
of the core (400–0 ka BP) has been published in Raynaud
et al. (2007) (Table 2). TAC estimates need to be corrected
for the cut-bubble effect. After correction, the uncertainty in
TAC values is of about 1 %, and the analysis replicability is
better than 1 %.

2.2.3 81Kr extraction and analysis

The analytical method is the same as described by Crotti et
al. (2021). Three 6 kg ice samples are taken from the bot-
tom part of EDC, and a slight shaving (1 mm) of the exter-
nal layer is performed before processing. The air extraction
is performed through a manual extraction line following the
protocol described in Tian et al. (2019). The ice sample is
placed in a 40 L stainless-steel chamber. The atmospheric air
is pumped while the chamber is kept at −20 ◦C. The air is
then slowly extracted, passing through a water trap, and com-
pressed in a stainless-steel cylinder. The three cylinders are
sent to the University of Science and Technology of China
(USTC, Hefei, China) for krypton extraction and analysis.
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Table 2. Information on TAC measurements in the EDC ice core.

TAC

Depth (m) AICC2012 Resolution
ice age (kyr)
(ka BP)

AICC2012 115–2800 0–440 2.000
(Raynaud et al., 2007)

Unpublished 2800–3260 440–800 2.000

Krypton extraction is performed after the methodology of
Dong et al. (2019), who set up an automated system for dual
separation of argon and krypton, composed of a titanium
getter module followed by a gas-chromatography separator
module. The extracted krypton is analyzed by the Atom Trap
Trace Analysis (ATTA) instrument set up at the Laser Lab-
oratory for Trace Analysis and Precision Measurement (LL-
TAPM, USTC, Hefei, China), giving the 81Kr abundance R81
in the sample. R81 is determined by the number of counted
81Kr atoms in the sample as compared to the atmospheric ref-
erence. The anthropogenic 85Kr is measured simultaneously
with 81Kr to control any present-day air contamination. Here,
the 85Kr abundance measured in ice samples is inferior to the
detection limit, so contamination has occurred.

From the 81Kr abundance, it is possible to estimate 81Kr
radioactive decay and to calculate the ice sample’s age. As a
noble gas isotope, 81Kr is globally mixed in the atmosphere,
and its decay cannot be affected by complex chemical reac-
tions (Lu et al., 2014). The 81Kr half-life (t1/2) is estimated to
be' 229±11 kyr (Baglin, 2008). 81Kr age can be calculated
as per the following equation:

age=−
t 1

2

ln(2)
× ln (R81) . (4)

The atmospheric abundance of 81Kr is not constant in the
past, and its value is corrected using reconstruction of the
geomagnetic field intensity (Zappala et al., 2020). The error
in 81Kr age estimates is estimated from the statistical error in
atom counting, from the uncertainty in 81Kr half-life (induc-
ing a systematic age error) and from the size of the sample
(larger sample resulting in a smaller uncertainty).

2.3 Firn model

Firn densification models have been progressively im-
proved over the years (Herron and Langway, 1980; Al-
ley, 1987; Arthern et al., 2010; Ligtenberg et al., 2011;
Kuipers Munneke et al., 2015; Oraschewski and Grinsted,
2022). While these models generally explain the evolution of
δ15N in time well through changes in the LID, they fail to re-
produce values of δ15N in some regions, including coastal
areas and cold and low-accumulation sites such as EDC
(Capron et al., 2013). This disagreement can be explained

by an inaccurate estimate of glacial temperature and accu-
mulation rate at the surface (Buizert, 2021) and/or by the im-
possibility of tuning empirical firn models to sites with no
present-day equivalent in terms of temperature and accumu-
lation rate (Dreyfus et al., 2010; Capron et al., 2013). Re-
cently, the firn model described in Bréant et al. (2017) was
developed from the IGE model (Pimienta and Duval, 1987;
Barnola et al., 1991; Arnaud et al., 2000; Goujon et al., 2003)
by implementing a dependency of the firn densification rate
on temperature and impurities. The temperature dependence
is added to the classical formulation of the densification rate
following an Arrhenius law with an activation energy Q as
per exp(−Q/RT ), with R the perfect gas constant and T the
firn temperature. Rather than using a constant activation en-
ergy (Goujon et al., 2003), Bréant et al. (2017) stated that the
value of the activation energy should be contingent on the
firn temperature value as observed in material science, where
the temperature dependency exhibits the predominance of
one physical mechanism among others for a material com-
paction at a specific temperature. Through several sensitiv-
ity tests, Bréant et al. (2017) adjusted three values for ac-
tivation energy in three different temperature ranges to re-
produce best the δ15N evolution over the last deglaciation at
East Antarctic sites. The firn model also considers that firn
densification is facilitated by the dissolution of impurities
within the snow (Freitag et al., 2013). If the impurity con-
tent in snow (i.e., concentration of calcium ions) is greater
than a certain threshold, the densification rate dependence
on impurities is traduced by a relationship between the new
activation energy Q′ and the concentration of calcium ions

[Ca2+]:Q′ = f1×

(
1−β ln

( [
Ca2+][

Ca2+]
threshold

))
×Q (Freitag et

al., 2013). Bréant et al. (2017) assumed the impurity effect
equal for all physical mechanisms and tuned β and f1 con-
stants so that the modeled-δ15N data mismatch is minimized
over the last glacial termination at cold East Antarctic sites.

As a consequence, and in addition to our new extensive
δ15N dataset, we have chosen to use here the firn model ap-
proach of Bréant et al. (2017). In order to make a correct
calculation of uncertainties linked to firn modeling at EDC,
we ran two tests of the model with and without including the
impurity concentration parameter (see Sect. S3.1).

The firn densification model takes as input scenarios of
temperature and accumulation rate at the surface. It com-
putes both the LID and the thermal gradient in the firn (1T )
and then deduces the δ15Ntherm =�·1T with� the thermal-
fractionation coefficient (Grachev and Severinghaus, 2003).
The final δ15N is calculated as δ15N= δ15Ntherm+ δ

15Ngrav
and δ15Ngrav'LID · g

RT
(first-order approximation), with g

the gravitational acceleration (9.8 m s−2), R the gas constant
(8.314 J mol−1 K−1) and T the mean firn temperature (K).
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Figure 1. Alignment of δO2/N2 and insolation between 800 and 100 ka BP. (a) Old raw EDC δO2/N2 data between 800 and 100 ka BP
(black circles for data of Extier et al., 2018c, and purple squares for data of Landais et al., 2012), outliers (gray crosses) and filtered signal
(black and purple lines). New raw EDC δO2/N2 data (blue triangles, this study) and filtered signals (blue line). The δO2/N2 data are plotted
on the AICC2012 ice timescale. Zooms between 270 and 100 ka BP and between 570 and 300 ka BP are shown in Fig. S2. (b) Extrema in the
compiled filtered δO2/N2 dataset (plain blue line) are identified and matched to extrema in the (c) 21 December insolation at 75◦ S plotted
on a reversed y axis and on the age scale given by Laskar et al. (2004) (black line). The peaks are matched by vertical black bars. (d) The
zero value in the time derivative of insolation (black line) and of the filtered δO2/N2 dataset (blue line) corresponds to extreme values in
the signals. The determined tie points between δO2/N2 and insolation are depicted by markers on the horizontal line. Green circles are
attached to a 3 kyr 1σ uncertainty (horizontal green error bars show 2σ in panel c), purple squares are associated with a 6 kyr 1σ uncertainty
(horizontal purple error bars show 2σ in panel c), and red markers are associated with a 10 kyr 1σ uncertainty (horizontal red error bars
show 2σ in panel c). Between 390 and 475 ka BP, all extrema are not tuned to the target due to the poor resemblance between the signal and
insolation.

3 Age constraints and background scenarios

3.1 81Kr age constraints

Three ice samples from the bottom part of EDC have been
analyzed and provide three age estimates displayed in Ta-
ble 3: 629, 788 and 887 ka BP, with statistical age uncertain-
ties between 30 and 50 kyr and a 4.8 % systematic error due
to the uncertainty in the half-life of 81Kr. The deepest sam-
ple suggests the presence of ice older than 800 ka BP below
the 3200 m depth level, and further studies would be valu-
able in exploring whether the stratigraphy of the lowermost
EDC section is continuous (Tison et al., 2015), although this
is beyond the scope of this work.

3.2 Determination of orbital age constraints using new
data

3.2.1 δO2/N2

In this work, new highly resolved δO2/N2 data on the EDC
ice core are presented over terminations II, III, IV, V and VI
(Fig. 1). As these novel δO2/N2 measurements have been
performed on ice samples stored at −50 ◦C, there is little
storage effect, and they can directly be merged with the
800 kyr long record of Extier et al. (2018c) (Table 1). The
new dataset improves the resolution of the long EDC record,
reaching sub-millennial-scale accuracy over marine isotope
stages (MISs) 5, 7 and 9 and in particular over MIS 11
and MIS 13, periods of sparsity in the ancient record (Ex-
tier et al., 2018c). Although the two datasets agree well
over recent periods (last 350 kyr), they show some discrep-
ancies during older periods (between 550 and 375 ka BP; see
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Table 3. Ice sample details and radio krypton dating results. Reported errors are 1σ errors. Upper limits have a 90 % confidence level. The
average 85Kr activity in the Northern Hemisphere is about 75 dpm cm−3 (decays per minute per cubic centimeter) in 2017. The measured
85Kr concentrations are inferior to the detection limit, verifying that no relevant contamination with modern air has occurred. In addition to
the statistical error in the 81Kr age from atom counting, a systematic error due to the uncertainty in the half-life of 81Kr is considered. This
error would shift the calculated 81Kr ages up or down for all ice samples. a dpm cm−3: decays per minute per cubic centimeter standard
temperature and pressure (STP) of krypton (conversion: 100 dpm cm−3 corresponds to 85Kr/Kr= 3.03× 1011). b pMKr: percent modern
krypton.

Depth Air extracted/ Sample Analysis 85Kr 81Kr 81Kr – age
(m) ice weight Used date (dpm cm−3)a (pMKr)b (ka BP)

(mL kg−1) (µL STP, age+stat+sys
−stat−sys

Kr)

3013–3024 440/6.0 ∼ 0.46 18 Dec 2019 < 0.77 15.1+1.4
−1.4 629+34+31

−29−31
3144–3161 600/8.4 ∼ 0.67 30 Dec 2019 < 0.67 9.6+1.0

−1.0 788+36+38
−33−38

3216–3225 415/6.4 ∼ 0.43 16 Jan 2020 < 1.17 7.1+1.0
−1.0 887+51+43

−44−43

Fig. 1). Such dissimilarities are observed over MIS 11 (be-
tween 424 and 374 ka BP), where the sampling resolution of
the previous dataset is particularly low (2500 years). In addi-
tion, MIS 11 is a period characterized by a low eccentricity
in the Earth orbit, inducing subdued variations in insolation,
causing δO2/N2 changes of smaller magnitude and leading
to a lower signal-to-noise ratio. Data by Landais et al. (2012)
(shown by purple squares in Figs. 1 and S2) are consistent
with the highly resolved data presented here, supporting the
relevance of the new dataset over this period. Over termi-
nation VI (from 550 to 510 ka BP), the old dataset continu-
ously increases, while the novel dataset shows a brief maxi-
mum at around 525 ka BP followed by a minimum at around
520 ka BP. These newly revealed variations seem in phase
with insolation variations, suggesting that the new dataset
shows improved agreement with insolation. Still, highly re-
solved measurements are needed in the lowermost part of the
ice core, where noise is significantly altering the temporal
signal.

Following a data processing treatment consistent with the
method described in Kawamura et al. (2007), the compiled
dataset is linearly interpolated every 100 years and then
smoothed using a finite-duration impulse response (FIR) fil-
ter with a KaiserBessel20 window (cut-off from 16.7 to
10.0 kyr period, 559 coefficients for the 800 kyr long record)
designed with the software Igor Pro in order to reject pe-
riods inferior to 10 000 years and erase the noise present
in the data. Note that using a low-pass (rejecting periods
below 15 kyr) or a band-pass filter (keeping periods be-
tween 100 and 15 kyr periods, used by Bazin et al., 2013)
does not alter the peak positions in the δO2/N2 curve (see
Fig. S2). The noise is particularly significant for highly re-
solved δO2/N2 data, and without preliminary filtering, it be-
comes ambiguous to identify the exact peak position (which
needs to be subjectively placed on a 1000- to 2000-year in-
terval; see Sect. S2.1).

The filter is then applied to the local summer solstice in-
solation curve to check that it does not induce the shift in
extrema positions by more than 100 years. This condition is
verified over the last 800 kyr, except for the peaks located
at the endpoints of the record (respectively around 107 and
788 ka BP), which are then not used for tie point determina-
tion. Outliers in the raw δO2/N2 dataset are discarded if they
show an anomaly greater than 3.2 ‰ when compared to the
low-pass-filtered signal. Five outliers are rejected out of 294
points. The δO2/N2 is interpolated and filtered again after
removal of the outliers.

The orbital target chosen is the 21 December insolation
at 75◦ S, which is calculated every 100 years over the last
800 kyr (Laskar et al., 2004). The peak positions in the com-
piled filtered δO2/N2 signal and in the summer solstice in-
solation are detected via an automated method using the
zero values of the time derivatives of the δO2/N2 and its
orbital target. Each δO2/N2 maximum is matched to an in-
solation minimum and each δO2/N2 minimum to an insola-
tion maximum. The data treatment and tie point identification
method used here are consistent with the approach recently
conducted by Oyabu et al. (2022) on a novel 207 kyr long
δO2/N2 record of the Dome Fuji (DF) ice core.

Some periods, such as between 450 and 350 ka BP (en-
compassing MIS 11) and older ages (before 600 ka BP), are
characterized by a poor resemblance between the signal and
the target. For instance, two or three peaks in the inso-
lation curve only correspond, respectively, to one or two
peaks in the δO2/N2 data. This could be explained by a
low eccentricity-induced subdued variability in the insola-
tion target and hence in δO2/N2 signal over MIS 11 and
by the poor resolution of the δO2/N2 measurements be-
fore 600 ka BP. In such cases, the uncertainty (1σ ) associ-
ated with each tie point ranges from 6 to 10 kyr (precession
half period), and some extrema in the target are not used to
tune the δO2/N2 record (5 extrema over MIS 11 out of 63
over the last 800 kyr). Otherwise, δO2/N2 seems to evolve
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in phase with the inverse summer solstice insolation varia-
tions, and the tie point uncertainty (1σ ) is set at 3 kyr. A 3–
4 kyr uncertainty was evaluated by Bazin et al. (2016) on the
following arguments. They examined three δO2/N2 records
from the Vostok, DF and EDC ice cores over MIS 5 and de-
tected some site-specific δO2/N2 high-frequency variability
that could not be explained by a timescale issue. This ob-
servation, along with the presence of a 100 kyr periodicity
in the EDC δO2/N2 record and the difficulty of identify-
ing δO2/N2 mid-slopes and maxima because of a scatter-
ing of the δO2/N2 signal at the millennial scale, led them
to recommend the use of a 3–4 kyr uncertainty. Because our
higher-resolution δO2/N2 data give the possibility of filter-
ing the signal with more confidence and hence reduces the
uncertainty in the identification of δO2/N2 tie points, we pro-
pose taking a 3 kyr uncertainty. The orbital tuning results in
58 new tie points over the last 800 kyr (displayed in Fig. 1
and compiled in Table S5), replacing the 20 tie points used
to constrain AICC2012 between 800 and 300 ka BP that were
derived from synchronizing mid-slopes of band-pass-filtered
δO2/N2 with the insolation (Bazin et al., 2013).

The uncertainty arising from the filter used and from the
tie point identification method can be estimated by a com-
parison of the δO2/N2 peak positions identified before and
after filtering of the signal with two different methods (see
Sect. S2.1). The resulting uncertainty is of 700 years on
average (with a standard deviation of 250 years), reaching
2100 years around 230 ka BP.

The new highly resolved data presented here enable a bet-
ter description of the signal variability and a reduction in the
uncertainty associated with orbital tie points.

3.2.2 Total air content

The TAC record is extended over the last 800 kyr with a mean
sampling resolution of 2000 years (Fig. 2). The raw data be-
tween 800 and 440 ka BP are not shown here and will be
published in a separate study. The TAC series shows a good
resemblance with the integrated summer insolation (ISI, ob-
tained by a summation over a year of all daily insolation at
75◦ S above a chosen threshold). After comparing the EDC
TAC record, within its frequency domain, with ISI curves ob-
tained using different thresholds, the ISI curve calculated for
a threshold of 375 W m−2 (ISI375) exhibits the finest spectral
agreement with the EDC TAC record over the past 800 kyr.
The coherency between the TAC record and ISI is deficient
over MIS 11 (between 430 and 370 ka BP) and in the deep-
est part of the core (prior to 700 ka BP), where the signal-to-
noise ratio is low.

Following a data processing treatment consistent with the
method described by Lipenkov et al. (2011), the 800 kyr long
TAC dataset is interpolated every 100 years and then filtered
with a band-pass filter rejecting periods below 15 000 and
above 46 000 years (Igor Pro FIR filter with a KaiserBessel20
window, cut-off from 15 to 14 kyr and from 46 to 47 kyr,

559 coefficients). Outliers in the raw TAC dataset are dis-
carded if they show an anomaly greater than 1.0 mL kg−1

(standard deviation of TAC record) when compared to the
band-pass-filtered signal. A total of 45 outliers are rejected
out of 399 data points (among which 16 outliers are identi-
fied between 100 and 0 ka BP). The TAC is interpolated and
filtered again after removal of the outliers.

Tie points are mostly determined by matching variation
extrema of TAC and integrated summer insolation at 75◦ S
(Fig. 2). Indeed, in the case of a non-linear relationship be-
tween TAC and insolation, extrema are better indicators of
TAC response to insolation forcing. Moreover, filtering the
dataset induces a bias in the mid-slope position. The method
employed to determine extrema position is the same as for
δO2/N2 insolation tie points. Only one of the tie points is
identified by matching mid-slopes (i.e., derivative extremum)
at 362 ka BP rather than minima at 375 ka BP due to the flat-
ness of the insolation minimum, which precludes identifica-
tion of an accurate tie point. Not all extrema are tuned to the
target due to the poor resemblance between the signal and
insolation, and 42 unambiguous tie points were kept out of
64 detected by the automated method. The tie point uncer-
tainty finds its origin in the age errors associated with the
filtering (∼ 700 years), tie point identification and outlier re-
jection (∼ 900 years). The 1σ uncertainty is evaluated to be
3 kyr when there is good agreement: (i) between the signal
and its target, meaning that one peak in ISI375 is reflected
by a singular peak in the TAC record, and (ii) between the tie
points identified by the automated method and manually (age
shift< 1300 years, average value) (see green circles, Fig. 2).
A 6 kyr uncertainty (1σ ) is attached to the tie points if the
latter condition is not respected (age shift> 1300 years) (see
purple squares, Fig. 2), and a 10 kyr uncertainty (1σ ) (pre-
cession half period) is ascribed to the tie points if the ISI375
variations are not reflected by the TAC record, meaning that
one peak in ISI375 could be associated with two peaks in the
TAC record, or if the signal-to-noise ratio of the TAC record
is too large (see red markers, Fig. 2). The choices of filter and
orbital target have no significant impact on the chronological
uncertainty; a further detailed study is thus beyond the scope
of this work.

The orbital tuning results in 42 new tie points over the
last 800 kyr (displayed in Fig. 2 and compiled in Table S5).
They replace the 14 tie points used to constrain the EDC ice
timescale in AICC2012 between 425 and 0 ka BP that were
derived by directly matching mid-slope variations in unfil-
tered TAC and ISI target and attached to an uncertainty vary-
ing between 2.9 and 7.2 kyr.

3.2.3 δ18Oatm

In this work, new highly resolved δ18Oatm data on the EDC
ice core are presented over terminations II, III, IV, V and VI
(Fig. 3). The available δ18Oatm data can be sorted out in two
groups: new δ18Oatm data (Grisart, 2023) at high temporal
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Figure 2. Alignment of TAC and insolation between 800 and 0 ka BP. (a) Raw EDC TAC data (blue circles; Raynaud et al., 2007), outliers
(gray crosses) and filtered signal (blue line) on the AICC2012 ice timescale. The raw data between 800 and 440 ka BP are not shown here
and will be published in a separate study. (b) ISI375 at 75◦ S on a reversed axis. The peaks and mid-slopes are matched by vertical bars.
(c) Temporal derivative of insolation (black line) and TAC (blue line). Its zero value corresponds to extreme values in insolation and TAC.
The determined tie points between TAC and insolation are depicted by markers on the horizontal line. Green circles are attached to a 3 kyr
1σ uncertainty (horizontal green error bars show 2σ in panel c), purple squares are associated with a 6 kyr 1σ uncertainty (horizontal purple
error bars show 2σ in panel c), and red markers are associated with a 10 kyr 1σ uncertainty (horizontal red error bars show 2σ in panel c).

resolution (between 333 and 1375 years; see Table 1) and
old measurements compiled by Extier et al. (2018b), char-
acterized by a lower sampling resolution (between 1000 and
1500 years; see Table 1), except between 374 and 153 ka BP
(resolution between 160 and 700 years; see Table 1). The new
dataset improves the resolution of the long EDC record over
MISs 5, 7 and 9 and in particular over MISs 11 and 13, pe-
riods of sparsity in the ancient record (Extier et al., 2018b).
Although the two datasets agree well globally over the last
800 kyr, the new highly resolved dataset refines the signal
between 255.5 and 243 ka BP where a lot of noise is present
in the record of Extier et al. (2018b) (see inset in Fig. 3).
This noise may be explained by the fact that highly resolved
(mean sampling resolution of 381 years) measurements were
performed on ice samples stored at −20 ◦C in the compila-
tion by Extier et al. (2018b), while the new measurements
are performed on ice stored at −50 ◦C. Therefore, we chose
to remove the noisy dataset of Extier et al. (2018b) between
255.5 and 243 ka BP before combining the novel dataset with
the remaining 800 kyr long record of Extier et al. (2018b).

Following the dating approach proposed by Extier et
al. (2018a), δ18Oatm and δ18Ocalcite are aligned using mid-

slopes of their variations over the last 640 kyr. To do so, the
compiled EDC δ18Oatm record and the Chinese δ18Ocalcite
signal are linearly interpolated every 100 years and smoothed
(25-point Savitzky–Golay) and extrema in their temporal
derivative are aligned. It should be specified that synchro-
nizing δ18Oatm and East Asian δ18Ocalcite is not always ob-
vious due to the long residence time of oxygen in the atmo-
sphere (1–2 kyr), which may not be compatible with abrupt
δ18Ocalcite variations over glacial inceptions and termina-
tions. In particular, the slow increase in the δ18Oatm record
from 370 to 340 ka BP does not resemble the evolution of
δ18Ocalcite, which is first moderate then abrupt over the same
period (Fig. 4, red area). For this reason, we chose not to
use the two tie points identified by Extier et al. (2018a) at
351 and 370.6 ka BP. The new highly resolved data enable
the identification of five new tie points and shifting of five
tie points that have been determined beforehand by Extier
et al. (2018a) (Fig. 4). Between 248 and 244 ka BP, the new
δ18Oatm measurements do not coincide with the δ18Ocalcite
variations, and we decided to remove the tie point iden-
tified by Extier et al. (2018a) at 245.4 ka BP (Fig. 4, red
area). Between 480 and 447 ka BP, the δ18Oatm variations are
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Figure 3. Evolution of EDC δ18Oatm record between 800 and 100 ka BP. (a) Old raw EDC δ18Oatm data (black circles; Extier et al., 2018b)
and new raw EDC δ18Oatm data (blue triangles; Grisart, 2023) on the AICC2012 gas timescale. (b) Compilation of the two datasets after
removal of old measurements between 255.5 and 243 ka BP. (c) δ18Ocalcite composite record from speleothems from Sambao, Dongge, Hulu
(red line) and Yongxing (brown line) caves (Cheng et al., 2016; Zhao et al., 2019) on U–Th age scales. (d) Climatic precession from Laskar
et al. (2004) delayed by 5000 years. Inset is a zoom between 290 and 190 ka BP. Vertical gray rectangles highlight the improved agreement
between new data of Grisart (2023) (blue triangles) and δ18Ocalcite (red line) compared to old data (gray circles) and δ18Ocalcite.

characterized by a low resolution (1.1 kyr) and a weak am-
plitude, which prevents unambiguous matching of δ18Oatm
and δ18Ocalcite. The four tie points identified by Extier et
al. (2018a) at 447.3, 449.9, 455.9 and 462.8 ka BP are thus
rejected (Fig. 4, red area). The remaining 39 tie points de-
fined by Extier et al. (2018a) are preserved and used here

to constrain the EDC gas age. Their uncertainty (1σ ) varies
between 1.1 and 7.4 kyr.

Between 810 and 590 ka BP, the δ18Oatm–δ18Ocalcite dat-
ing uncertainty becomes larger than 6 kyr, and no East Asian
speleothem δ18Ocalcite records are available before 640 ka BP.
Over this time interval, we updated the following approach of
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Figure 4. Alignment of EDC δ18Oatm and Chinese δ18Ocalcite records over time periods where new tie points are defined. (a) New and
old EDC δ18Oatm datasets on the AICC2012 gas age scale. (b) Compiled EDC δ18Oatm. (c) Chinese δ18Ocalcite on U–Th age scale (Cheng
et al., 2016). (d) Temporal derivatives of compiled EDC δ18Oatm (blue curve) and of the old δ18Oatm dataset (black curve). (e) Temporal
derivative of Chinese δ18Ocalcite (red curve). Extrema in temporal derivatives are matched. Tie points represented by vertical black bars are
determined by Extier et al. (2018a), and those by vertical blue bars are determined by this study. Both are used in the AICC2023 chronology.
Dashed vertical bars show tie points identified by Extier et al. (2018a) that are not used in AICC2023; 2σ uncertainties attached to the tie
points are shown by the horizontal error bars in panel c). Vertical red areas frame periods of lacking resemblance between δ18Oatm and
δ18Ocalcite variations.
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Figure 5. Alignment of EDC δ18Oatm and climatic precession between 810 and 590 ka BP. (a) Compiled EDC δ18Oatm on the AICC2012
gas timescale. (b) Precession delayed by 5000 years (dashed gray line) and not delayed (black line) (Laskar et al., 2004). (c) Temporal
derivative of precession (black line), delayed precession (dotted gray line) and the compiled δ18Oatm record (plain purple line). (d) Ice-rafted
debris at ODP983 site (North Atlantic Ocean, southwest of Iceland) by Barker et al. (2019, 2021). The gray rectangles indicate periods where
IRD counts are greater than the 10 counts per gram threshold shown by the dotted horizontal blue line. Vertical gray bars illustrate new tie
points between EDC δ18Oatm and delayed precession mid-slopes (i.e., derivative extrema) when IRD counts are greater than the threshold.
Vertical black bars illustrate new tie points between EDC δ18Oatm and precession mid-slopes (i.e., derivative extrema) when no Heinrich-like
events are shown by the IRD record. The 12 kyr 2σ uncertainty attached to the tie points is shown by the horizontal error bars in panel (b).

Bazin et al. (2013): EDC δ18Oatm and 5 kyr delayed climatic
precession are synchronized using mid-slopes of their vari-
ations. However, from the findings of Extier et al. (2018a),
δ18Oatm should rather be aligned to precession without delay
when no Heinrich-like events occur. Indeed, δ18Oatm is sen-
sitive to both orbital- and millennial-scale variations in the
low-latitude water cycle (Landais et al., 2010; Capron et al.,
2012), and Heinrich-like events occurring during deglacia-
tions delay the response of δ18Oatm to orbital forcing through
southward ITCZ shifts (Extier et al., 2018a). We thus chose
to align δ18Oatm to precession when no ice-rafted debris
(IRD) peak is visible in the studied period in the ODP983
record (Barker et al., 2019, 2021) and keep a 5 a delay when
IRD peaks are identified. This results in shifting 12 tie points
of Bazin et al. (2013) by 5000 years towards older ages
(Fig. 6). The eight remaining tie points of Bazin et al. (2013)
that coincide with peaks in the IRD record are kept (Fig. 6).
To confirm the validity of our approach, we tested three
methodologies to align δ18Oatm and precession over well-

dated periods when δ18Oatm–δ18Ocalcite matching was done
(see Sect. S2.2.2). These tests support our approach, but in
order to account for potential errors associated with this tun-
ing method (Oyabu et al., 2022), a 6 kyr uncertainty (1σ ) is
attributed to the δ18Oatm-derived tie points over the period
between 810 and 590 ka BP.

A total of 69 new δ18Oatm tie points are determined over
the last 810 kyr (displayed in Figs. 4 and 5 and compiled in
Table S5). They replace the 39 tie points used to constrain the
EDC gas timescale in AICC2012 between 800 and 363 ka BP
(Bazin et al., 2013). The age constraints are attached to an
uncertainty varying between 1.1 and 7.4 kyr, which is the
sum of the uncertainties in the speleothem 230Th dating, the
δ18Oatm response to orbital forcing (1 kyr) and the δ18Oatm–
δ18Ocalcite matching (0.5 kyr). The same alignment method is
applied between Vostok δ18Oatm (Petit et al., 1999) and Chi-
nese δ18Ocalcite, and 36 new tie points are determined (see
Sect. S4.1.2), replacing the 35 tie points used to constrain
the Vostok gas timescale in AICC2012.
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Figure 6. EDC δ15N record and past LID evolution as a function of EDC depth. (a) New and highly resolved δ15N dataset (blue circles),
dataset of Bréant et al. (2019) (purple circles), old dataset (black circles) and outliers (rejection criterion of 1σ ) (gray crosses). (b) LID
calculated as per LID' δ15Ngrav ·

RT
g for three cases: (1) δ15Ngrav = δ

15N with the δ15N record constructed by interpolation between data

when no data are available (gray), (2) δ15Ngrav = δ
15N with the δ15N record constructed by normalization of the δD record when no data

are available (black ), (3) δ15Ngrav = δ
15N− δ15Ntherm with δ15Ntherm estimated by the firn model (Bréant et al., 2017) and the δ15N

record constructed by interpolation between data when no data are available (blue). (c) Modeled LID with impurity concentration (blue) and
without impurity concentration (red). (d) Background scenarios of LID used to construct AICC2012 (black) and inputs in Paleochrono to
obtain AICC2023 (blue). (e) Absolute difference between prior LID of AICC2012 and AICC2023. The gray line separates the top 5 % values
from the rest. The gray rectangles cover areas when no δ15N data are available.

Finally, there was a redundancy in the dating of the bot-
tom part of the EDC ice core in AICC2012, where both
δ18Oatm orbital tie points and 10Be peaks corresponding to
the Matuyama–Brunhes geomagnetic reversal event were
used. Indeed, the two 10Be dating constraints at 780.3 and
798.3 ka BP were directly derived from the δ18Oatm orbital
dating and not obtained independently (Dreyfus et al., 2008).
We thus decided to remove the 10Be age constraints.

3.3 Background scenario of LID

In this work, new highly resolved δ15N data in the EDC ice
core are presented over terminations II, III, IV, V and VI
(Fig. 6a). The available δ15N data can be sorted out in
two groups: δ15N measured by Grisart (2023) and Bréant
et al. (2019) at high temporal resolution (between 333 and
1375 years; see Table 1) and the older measurements (Bazin

et al., 2013) used to estimate LID in AICC2012, charac-
terized by a lower sampling resolution (between 1400 and
2400 years; see Table 1). The measurements of Bazin et
al. (2013) and Bréant et al. (2019) have been shifted down
by 0.04 ‰ to account for calibration errors. The new dataset
permits the extension of the record by around 1100 m and be-
tween 1700 and 2500 m and improvement in the resolution
over terminations II to VI.

Outliers are discarded if they show an anomaly greater
than 0.045 ‰ when compared to the smoothed record
(Savitzky–Golay algorithm with 25 points). This results in
the rejection of 25 data points out of 475 measurements for
the new dataset (Fig. 6). The two δ15N datasets are merged,
and the compiled record is interpolated every 100 years.
Then, assuming that the firn is solely a diffusive zone (i.e., no
convection layer at the top) at EDC during the last 800 kyr, in
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agreement with current observations (Landais et al., 2006),
past LID is calculated as per the first-order estimate of the
barometric equation:

LID' δ15Ngrav
RT

g
, (5)

with T the temperature at EDC estimated from combined
measurements of ice δ18O and δD after correction of the in-
fluence of the seawater δ18O (Landais et al., 2021).

In the absence of a large thermal gradient within the firn
(mostly present in Greenlandic ice cores during Dansgaard–
Oeschger events), δ15N is mainly modulated by gravitational
fractionation of N2 molecules occurring from the surface
down to the lock-in zone, and δ15N measured in bubbles
hence approximately reflects the LID (Severinghaus et al.,
1996; Landais et al., 2006) and δ15Ngrav ' δ

15N in Eq. (5)
(gray and black lines in Fig. 6b). To account for a small
temperature gradient in the firn in the Antarctic ice core, the
thermal-fractionation term δ15Ntherm can be estimated by the
firn model (Bréant et al., 2017). Past LID is then calculated
as per Eq. (5) with δ15Ngrav = δ

15N− δ15Ntherm (blue curve
in Fig. 6b). Thermal fractionation represents a maximum cor-
rection of 4.2 m to the LID at EDC.

When δ15N measurements are not available, Bazin et
al. (2013) used a synthetic δ15N signal based on the corre-
lation between δ15N and δD to estimate the LID background
scenario at Dome C (black curve in Fig. 6b). Indeed, for dif-
ferent low-accumulation Antarctic sites, it has been observed
that δ15N and δD are well correlated over the last termination
on a coherent timescale (Dreyfus et al., 2010; Capron et al.,
2013). Since then, Bréant et al. (2019) presented new high-
resolution EDC measurements of δ15N extending the signal
over termination III (around 2300 m, 250 ka BP). Their study
unveiled the anatomy of this atypical deglaciation: the in-
terplay between Heinrich-like events and the bipolar seesaw
mechanism induced a strong warming of Antarctic tempera-
ture, resulting in divergent δ15N and δD records. Therefore,
using δD to construct a synthetic δ15N scenario should be
done carefully. For this reason, the firn densification model
described in Bréant et al. (2017) is employed to estimate
EDC LID evolution in the past when δ15N data are miss-
ing, rather than using the δ15N–δD relationship, as was done
for AICC2012. After different sensitivity tests, we chose to
keep the parameterization preferred by Bréant et al. (2017)
(i.e., firn densification activation energy depending on the
temperature and the impurity concentration) as it is believed
to give the most probable evolution of LID over the last
800 kyr (see Sect. S3.1).

The final background LID scenario is calculated as a func-
tion of EDC depth (Table 4, Fig. 6d). It has been smoothed
using a Savitzky–Golay algorithm (25 points) and then pro-
vided as an input file to Paleochrono.

The other necessary input files for Paleochrono, accumula-
tion (A) and thinning (τ ) background scenarios, are the same
as in Bazin et al. (2013). A is estimated from water isotopes

(Parrenin et al., 2007b) and τ from unidimensional ice flow
modeling (Parrenin et al., 2007a).

3.4 New stratigraphic links between the EDC and other
ice cores

EDC can be linked to other ice cores via ice and gas
stratigraphic links identified during abrupt climate changes
recorded in Greenlandic and Antarctic ice cores. To establish
AICC2012, Bazin et al. (2013) used 255 gas stratigraphic
tie points coming from the matching of CH4 (or δ15N when
CH4 is not available at NGRIP) or δ18Oatm variations be-
tween EDC, EDML, Vostok, NGRIP and TALDICE. Here
we revise some of these tie points using the synchronization
of CH4 series of EDC, Vostok and TALDICE to up-to-date,
highly resolved records from EDML and NGRIP ice cores
over the last interglacial offset and the last glacial period
(Baumgartner et al., 2014). From 122 to 10 ka BP, Baum-
gartner et al. (2014) identified 39 stratigraphic links between
EDML and NGRIP by matching mid-points of the CH4
abrupt changes with a precision of 300 to 700 years. When
they also detected such rapid variations in lower-resolution
CH4 records of the TALDICE, Vostok and EDC ice cores,
they extended the stratigraphic links to the five ice cores
but assigned them a larger uncertainty (up to 1500 years).
AICC2012 was further constrained by 534 ice stratigraphic
links identified from volcanic matching and synchroniza-
tion of cosmogenic isotopes between the five ice cores.
Here we replace some of the stratigraphic links between
NGRIP, EDML and EDC by highly resolved volcanic match-
ing points (Svensson et al., 2020). The application of vol-
canic proxies and annual layer counting helped them identify
large volcanic eruptions that left a specific signature in both
Greenland and Antarctica. Such a signature is defined by sul-
fate patterns (indicating singular volcanic events separated
by the same time interval in ice cores from both poles). Their
study spotted 82 large bipolar volcanic eruptions over the
second half of the last glacial period (from 60 to 12 ka BP),
providing as many ice stratigraphic links synchronizing EDC
with EDML and EDML with NGRIP within a small rela-
tive uncertainty (i.e., ranging from 1 to 50 years, 12 years
on average). Between 43 and 40 ka BP, five cosmogenic tie
points associated with the Laschamp geomagnetic excursion
(Raisbeck et al., 2017) replace the volcanic matching over
this period (Svensson et al., 2013), shifting the tie points by
∼ 30 years.

4 Discussion

4.1 New AICC2023 chronology

4.1.1 Impact of absolute age constraints

A large uncertainty is linked with 81Kr dating; therefore 81Kr
age estimates do not significantly change the chronology
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Table 4. Method of determination of the background LID scenario according to the EDC depth range.

Depth range 0–345 345–578 578–1086 1086–1169 1169–1386 1386–bottom
(m)

δ15N data No Yes No Yes No Yes
availability

Method of From constant From δ15N From firn From δ15N From firn From δ15N,
determination δ15N data, corrected modeling data, corrected modeling data, corrected
of the LID (measured for thermal for thermal for thermal

at 345 m) and fractionation fractionation fractionation
corrected for and smoothed and smoothed and smoothed
thermal
fractionation

Figure 7. EDC ice age difference between AICC2012 and different test chronologies obtained with Paleochrono over the last 800 kyr. The
ice age difference is calculated as per test chronology−AICC2012. Two test chronologies are obtained by addition of either new Vostok
δ18Oatm–δ18Ocalcite age constraints (dotted green line) or stratigraphic and absolute TALDICE constraints between 470 and 129 ka BP from
Crotti et al. (2021) (dotted red line). The other “test chronologies” are constructed by replacing AICC2012 constraints by either (1) 81Kr
(green); (2) δO2/N2 (purple); (3) TAC (orange); (4) δ18Oatm (red); (5) CH4 tie points with NGRIP, EDML, TALDICE and Vostok (black); or
(6) volcanic matching points with EDML and NGRIP (gray). Vertical bars represent the corresponding age horizons. AICC2023 is obtained
by implementing the new constraints all together (light-blue line). Vertical light-blue bars show new data collected by Grisart (2023) and
presented in this work. The three largest inconsistencies between δO2/N2, TAC and δ18Oatm chronologies are shown by red areas. Gray
rectangles indicate interglacials from MIS 19 to MIS 1.

(maximum 200 years) (Fig. 7). 81Kr age estimates are sys-
tematically older than the new timescale (by 25 to 36 kyr;
see Fig. 8). This observation could also indicate an underval-
uation of 81Kr half-life.

4.1.2 Consistency between orbital age constraints

To evaluate the consistency between the orbital age con-
straints, several “test chronologies” are produced. Each test
chronology of the EDC ice core is obtained by running one
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Figure 8. EDC ice age and uncertainty as a function of the depth. (a) EDC ice age (AICC2012 in black, AICC2023 in blue), (b) 1σ
uncertainty (AICC2012 in black, AICC2023 in blue). Crosses and slashes represent new age constraints (ice stratigraphic links in black, gas
stratigraphic links in gray, δ18Oatm in red, δO2/N2 in blue, TAC in orange, 81Kr in green). Inset is a zoom in between 800 and 600 ka BP.
Gray rectangles frame periods where the new AICC2023 uncertainty is larger than the AICC2012 uncertainty. See Fig. S13 for EDC gas age
profile.

multi-site (EDC, Vostok, EDML, TALDICE, NGRIP) exper-
iment of Paleochrono. In each of these tests, we implemented
one category of new age constraints presented in this work
while keeping AICC2012 parameters for other categories.
Several test chronologies are thus constructed: the 81Kr-
, δO2/N2-, TAC-, δ18Oatm-, CH4-matching- and volcanic-
matching-based chronologies (Fig. 7). Two additional test
chronologies are obtained by implementing and modifying
age constraints either on Vostok or TALDICE with respect to
the AICC2012 chronology, as explained in Sect. 2.1 (Fig. 7,
dotted lines). The EDC ice age difference between each test
chronology and the AICC2012 timescale is represented in
Fig. 7 so that it is possible to read which type of dating tool
suggests shifting the background chronology towards either
older or younger ages.

Although the three orbital dating tools globally agree with
each other over the last 800 kyr, meaning that they all tend
to shift the background chronology towards either older or
younger ages over a certain period of time, they are some-
times inconsistent (Fig. 7). The three largest inconsisten-
cies involve age differences between δO2/N2-, TAC- and
δ18Oatm-based chronologies reaching 4.15 to 8.3 kyr (Ta-
ble 5). At 390 ka BP, a large 8.3 kyr discrepancy is observed
between δO2/N2- and δ18Oatm-based chronologies. Over this

period, the low-resolution δO2/N2 record variations do not
match its orbital target variations (two insolation minima
against one δO2/N2 maximum; see Fig. 1). For this rea-
son, the δO2/N2 age constraints identified between 480 and
350 ka BP were attached to a 6 kyr uncertainty (quarter of
a recession period; Fig. 1). In contrast, the δ18Oatm record
agrees well with δ18Ocalcite (Fig. 3), and the uncertainty at-
tached to the δ18Ocalcite inferred tie points over this inter-
val is smaller. Hence, the new AICC2023 chronology sug-
gests shifting AICC2012 towards older ages by 2.2 kyr, as per
the δ18Oatm-based chronology (Fig. 7). Around 550 ka BP,
the TAC- and δ18Oatm-based chronologies strongly diverge.
This may be caused by the absence of TAC tie points
due to the non-coincidence of TAC and ISI375 extrema
(Fig. 3), while there is good agreement between δ18Oatm and
δ18Ocalcite records. Therefore, we decide to increase the un-
certainty attached to the four TAC age constraints between
600 and 550 ka BP up to 6 kyr (Fig. 2), and AICC2023 fol-
lows the δ18Oatm-based chronology, inducing older ages than
AICC2012. At 765 ka BP, the discordance between δO2/N2-
(and TAC-) and δ18Oatm-based chronologies is likely due
to the poor quality of the records from the lowermost part
of the core. Over these oldest time periods, δ18Oatm, TAC
and δO2/N2 were tied up, respectively, with precession, inte-
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grated insolation and insolation with a large uncertainty (6 to
10 kyr). This leads to a final chronology AICC2023, sug-
gesting a larger chronological uncertainty than AICC2012 as
well as younger ages (as per TAC and δO2/N2 chronologies)
over MIS 18 and then older ages (as per δ18Oatm chronology)
over MIS 19.

4.1.3 Final chronology and uncertainty

The new AICC2023 chronology suggests significant age
shifts when compared to AICC2012 over old periods, includ-
ing 3.8 and 5 kyr shifts towards older ages around 800 and
690 ka BP as well as a 2.1 kyr shift towards younger ages
around 730 ka BP. The chronology is also modified over
MIS 5 and MIS 11, where AICC2023 is about 2 kyr older
than AICC2012. These 2 kyr shifts are induced by δO2/N2
and δ18Oatm dating constraints and stratigraphic links over
MIS 5 and by TAC and δ18Oatm constraints over MIS 11.
When averaged over the past 800 kyr, the chronological un-
certainty is reduced from 1.7 kyr for AICC2012 to 900 years
here. Still, it remains significant (above 2 kyr) over MIS 11
and in the lowermost part of the core, between 800 and
650 ka BP. Specifically, between 800 and 670 ka BP, the un-
certainty associated with the new AICC2023 timescale is
sometimes larger than the AICC2012 uncertainty (Fig. 8).
This is caused by a larger relative error attached to δO2/N2
and TAC age constraints as well as by the exclusion of the
two redundant 10Be age constraints at 780.3 and 798.3 ka BP
associated with the Matuyama–Brunhes geomagnetic rever-
sal event.

The age difference between ice and gas timescales (1age)
is 3 kyr on average, reaching its largest values (∼ 4 kyr) dur-
ing the cold eras of MISs 12, 8, 6 and 4 (at 440, 260, 145 and
70 ka BP, respectively; Fig. 9). A 4 kyr 1age is obtained at
around 160 ka BP (Fig. 9), consistent with the use of new
δ15N data of Bréant et al. (2019), leading to a background
scenario of LID that is 13 m smaller than the prior LID sce-
nario used in AICC2012 between the depths of 1900 and
2000 m (Fig. 6). Using the definition of an interglacial pe-
riod implying an EDC δD value surpassing the threshold
of −403 ‰ (EPICA Community Members, 2004), we iden-
tify 10 substages of interglacials (MISs 1, 5e, 7a, 7c, 7e, 9e,
11c, 15a, 15e and 19; Fig. 9). The average duration of these
substages is reduced by 320 years with the new AICC2023
timescale in comparison with the AICC2012 chronology
(Fig. 9). More specifically, MISs 5e to 15a are shorter, while
only MIS 15e and MIS 19 are longer. The largest decreases
in duration affect the Last Interglacial (MIS 5e) and MIS 11c,
whose lengths are decreased from 16.3 to 15.1 kyr and from
31.1 to 30.1 kyr, respectively, in agreement with the durations
of 14.8 and 29.7 kyr proposed by Extier et al. (2018a).

4.2 Comparison with other chronologies

4.2.1 MIS 5 (from 130 to 80 ka BP)

When Veres et al. (2013) presented the AICC2012 chronol-
ogy over the last climatic cycle, they identified a disagree-
ment with the Greenland timescale GICC05-modelext be-
tween 115 and 100 ka BP. The comparison between the
Greenland δ18Oice record and the δ18Ocalcite from U–Th-
dated Alpine speleothems showed a delay of up to 2.7 kyr
during the Dansgaard–Oeschger (D–O) events 23, 24 and 25.
Later, this disagreement between abrupt changes in δ18Oice
from NGRIP (Greenland surface temperature) and δ18Ocalcite
from the Alps was re-evaluated based on a different use of
δ18Oatm in ice core chronology, and Extier et al. (2018a)
presented better agreement between the two records with an
older NGRIP timescale than AICC2012 by ∼ 2200 years for
D–O 23 to 25.

In Fig. 11, the NGRIP δ18Oice record is represented on
the AICC2023 timescale and is compared to ancient and
novel records of δ18Ocalcite from speleothems that grew along
the northern rim of the Alps (NALPS; Boch et al., 2011;
Moseley et al., 2020). Thanks to new δO2/N2 and δ18Oatm
age constraints, the new AICC2023 chronology is also older
than AICC2012 between 115 and 100 ka BP and leads to im-
proved agreement between the records along with a reduc-
tion in the uncertainty. This amelioration is particularly visi-
ble over D–O warmings 23 and 24, where the difference be-
tween NALPS and NGRIP chronologies is reduced from ∼
2000 years (AICC2012) to 430 and 325 years (AICC2023),
respectively (Table 6).

The Greenland Interstadial (GI) 25 can be subdivided in
three substages: GI-25a, GI-25-b and GI-25-c, where GI-25a
is the earliest glacial so-called “rebound event” (Capron et
al., 2010). This latter consists of a brief warm–wet excur-
sion during the slow cooling trend of the longer GI-25 pe-
riod before jumping back to a cool–dry climate. The GI-
25a warm–wet interval corresponds to a temperature increase
in Greenland and continental Europe and is hence identi-
fied by a positive excursion in NGRIP and NALPS δ18O
records (D–O 25 rebound) (Boch et al., 2011; Capron et
al., 2012). At lower latitudes, this rebound likely affected
the rainfall amount variations, as exhibited by the abrupt de-
crease in the δ18Ocalcite from a U–Th-dated Sardinian stalag-
mite from Bue Marino Cave (BMS1; Columbu et al., 2017).
The 2 kyr shift in the new AICC2023 chronology towards
older ages improves the coherency between NALPS, NGRIP
and BMS1 timescales over the GI-25a onset (traceable in the
δ18O series; Fig. 10). The age discrepancy is reduced from
∼ 3600 years (between AICC2012 and BMS1 timescale) to
1640 years (between AICC2023 and BMS1 timescale; Ta-
ble 6).

Between 128 and 103 ka BP, the comparison between the
AICC2012 timescale and the novel Dome Fuji ice core
DF2021 chronology indicates that AICC2012 is likely too
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Table 5. Description of the inconsistencies between δO2/N2-, TAC- and δ18Oatm-based chronologies. The age shift suggested by each
dating tool with respect to AICC2012 age is detailed. The age position of the disagreement is given as per AICC2023. We did not highlight
inconsistencies between δO2/N2- and TAC-based chronologies as they remain within their respective orbital uncertainty.

δ18Oatm

δO2/N2 Non-coherent Non-coherent Non-coherent

TAC Coherent Non-coherent Non-coherent

Disagreement δO2/N2 chronology younger than TAC (and δO2/N2) chronology δO2/N2 (and TAC) chronology
type AICC2012 by 4700 years younger than AICC2012 younger than AICC2012

by 2400 (and 800) years by 2850 (and 1300) years

δ18Oatm chronology older than δ18Oatm chronology older than δ18Oatm chronology older than
AICC2012 by 3600 years AICC2012 by 1700 years AICC2012 by 2800 years

Interval of 430–350 580–510 800–700
disagreement (MIS 11) (MIS 14) (MISs 19–18)
(ka BP)

Figure 9. EDC gas and ice records on AICC2023 (blue) and AICC2012 (black) timescales over the last 800 kyr. (a) EDC CH4 (Loulergue
et al., 2008) on AICC2012 and (b) AICC2023 gas timescales. (c) Gas age difference AICC2023–AICC2012. Gray and blue envelopes are
AICC2012 and AICC2023 chronological 1σ uncertainties, respectively. (d) EDC δD (Jouzel et al., 2007) on AICC2012 and (e) AICC2023
ice timescales. Gray and blue rectangles indicate interglacial periods defined when δD is greater than the threshold of −403 ‰ (horizontal
lines) (EPICA Community Members, 2004). Interglacials are numbered from MISs 1 to 19 (Berger et al., 2016). (f) Ice age difference
AICC2023–AICC2012. (g) Age difference between ice and gas AICC2023 timescales (1age).
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Table 6. Timing of D–O warmings 23 and 24 and D–O 25 rebound event onset. The GICC05-modelext age uncertainty is undetermined.

Event Timing (a BP) and error (years)

NGRIP ice core timescale Speleothem timescale

GICC05- AICC2012 Extier et al. AICC2023 BMS1 NALPS
modelext (Veres et al., (2018a) (this study) (Columbu (Boch et

(Wolff et al., 2013) et al., 2017) al., 2011)
2010)

D–O 23 warming 103 995 101850± 1310 104090± 1200 103980± 930 Not recorded 103550± 375
D–O 24 warming 108 250 105850± 1330 108010± 1200 107975± 850 Not recorded 108300± 450
D–O 25 rebound onset 110 960 108100± 1410 110280± 1200 110120± 900 111760± 450 111780± 630

Figure 10. Northern Alpine speleothems (NALPS) and Bue Marino stalagmite (BMS1) δ18Ocalcite records and NGRIP δ18Oice evolution
between 114 and 100 ka BP. NGRIP δ18Oice data by Andersen et al. (2004) on AICC2012 (gray) and AICC2023 (blue) chronologies. NALPS
δ18Ocalcite data by Moseley et al. (2020) (red) and Boch et al. (2011) (brown). BMS1 δ18Ocalcite data by Columbu et al. (2017) (dark blue).
Vertical bars indicate D–O 25 rebound, D–O 24 and D–O 23 warmings at the onset of the GI-25a warm–wet substage, GI-24, and GI-23. They
correspond to abrupt increases in the NALPS δ18Ocalcite and NGRIP δ18Oice records and to a decrease in the BMS1 δ18Ocalcite series (for the
GI-25a onset). Dashed black bars and blue bars show increases in δ18Oice, respectively, on AICC2012 and AICC2023 chronologies. Brown
bars and dotted red bars show increases in NALPS δ18Ocalcite datasets. The dotted blue bar indicates the decrease in BMS1 δ18Ocalcite.
GI–GS (Greenland stadial) boundaries and GI-25 subdivision are indicated on the new AICC2023 chronology by horizontal bars.

young by up to 4 kyr. Here, thanks to new highly re-
solved δO2/N2 data and to the alignment of δ18Oatm and
δ18Ocalcite records, we improve the consistency between
AICC2023 and DF2021, now agreeing within 1.7 kyr over
MIS 5e (Fig. 11). With the new chronologies, the records of
δ18Oatm and δO2/N2 from the Dome Fuji and EDC ice cores

show synchronous variations between 140 and 115 ka BP, al-
though the δO2/N2 measurements from EDC are more scat-
tered than DF data due to the use of smaller samples (see
Sect. S1 in the Supplement). However, δD records are still
slightly discordant, and the EDC record lags DF by up to
1700 years over MIS 5e and at the onset of the Antarctic
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Figure 11. Evolution of EDC and DF records on AICC2023 and DF2021 chronologies between 180 and 100 ka BP. (a) δD records from
DF (red; Uemura et al., 2018) and EDC (purple; Jouzel et al., 2007). (b) δO2/N2 records from DF (red triangles; Oyabu et al., 2022) and
EDC (purple circles; this work). (c) δ18Oatm records from DF (red triangles; Kawamura et al., 2007) and EDC (purple circles; this work).
DF and EDC records are represented on DF2021 and AICC2023 timescales. (d) IRD from ODP 983 (Barker et al., 2019, 2021). (e) Ice age
difference between DF2021 and (i) AICC2023 (blue), (ii) Extier et al. (2018a) chronology (orange) and (iii) AICC2012 (black). The age
difference is calculated as per EDC age−DF2021 age. DF2021 age is transferred onto the EDC ice core via the volcanic synchronization of
Fujita et al. (2015). The gray rectangle indicates MIS 5e.

Isotope Maximum (AIM) 24 (Fig. 11), suggesting some re-
maining chronology problems (AIM 24 onset) or regional
climatic differences (δD decrease over MIS 5e). Between
180 and 150 ka BP, AICC2012 shows better agreement with
the DF2021 chronology than the new AICC2023 chronology,
which suggests younger ages as per TAC and δ18Oatm dating
constraints.

4.2.2 MIS 11 (from 425 to 375 ka BP)

Over the time interval from 430 to 360 ka BP, encompassing
MIS 11, the new AICC2023 chronology predicts older ages
than AICC2012 (by up to 2 kyr) with a diminished uncer-
tainty (from 3.9 to 1.7 kyr). This shift towards older ages is
induced by δ18Oatm–δ18Ocalcite (Hulu, Sambao and Dongge
caves) tie points at 377.3, 385.7 and 398.5 ka BP and by the
TAC age constraint at 362.1 ka BP (Figs. 7 and 12). As a
result, two major rises in the EDC atmospheric CO2 and
CH4 concentration records (corresponding to carbon diox-
ide jumps CDJ+ 11a.3 and 11a.4, labeled as per Nehrbass-
Ahles et al., 2020) occur at 385.6±1.4 and 389.8±1.5 ka BP
(Fig. 12). These two rapid jumps in CO2 and CH4 are

better aligned with two abrupt decreases in the highly re-
solved δ18Ocalcite record of Zhao et al. (2019) from Yongx-
ing cave (independently dated with 230Th at 386.4± 3.1 and
390.0± 3.0 ka BP) than when using the AICC2012 chronol-
ogy (improvement by ∼ 800 years). Such millennial-scale
synchronicity is expected between CH4 and δ18Ocalcite se-
ries from Chinese speleothems as they are both influenced by
Asian monsoon area displacements (and associated methane
emissions from wetlands) (Sánchez Goñi et al., 2008).

4.2.3 MIS 19 (from 780 to 760 ka BP)

The Matuyama–Brunhes event (geomagnetic field reversal)
is reflected by a globally synchronous event in the 10Be sig-
nal: an abrupt termination of the large 10Be peak following
a long-term increasing trend recorded in both ice and sed-
imentary cores (Giaccio et al., 2023). The 40Ar/39Ar age-
constrained chronology of a lacustrine succession from Sul-
mona basin (Giaccio et al., 2023) gives an age of 770.9±
1.6 ka BP for the 10Be peak termination. The new AICC2023
chronology provides an estimate of 767.3± 3 ka BP for the
same 10Be peak termination, an age which is closer to the
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Figure 12. Evolution of climate tracers from the EDC ice core and Yongxing cave stalagmites between 405 and 370 ka BP. EDC records
of (a) δD, (b) CH4 (Nehrbass-Ahles et al., 2020), (c) CO2 (Nehrbass-Ahles et al., 2020) and (d) δ18Oatm on AICC2012 (gray triangles)
and AICC2023 (blue circles) chronologies. (e) Speleothem δ18Ocalcite from Hulu, Dongge and Sambao cave, used to constrain AICC2023
(dashed red curve; Cheng et al., 2016), and from Yongxing cave, independently dated with 230Th dating and annual band counting (plain
brown curve; Zhao et al., 2019). CDJ+ is labeled as per Nehrbass-Ahles et al. (2020). Vertical dashed black and blue bars show jumps in
CO2 on AICC2012 and AICC2023 chronologies, respectively; vertical red bars show corresponding decreases in δ18Ocalcite. Black lines
show the three tie points between δ18Oatm and δ18Ocalcite (Cheng et al., 2016) used to constrain AICC2023.

40Ar/39Ar age evaluation than the AICCC2012 chronology
estimate (766.2± 3 ka BP; Fig. 13). The new AICC2023
chronology indeed indicates an increasingly older age than
AICC2012 over MIS 19 (from 790 to 761 ka BP) due to the
new δ18Oatm-based timescale (Fig. 7).

We acknowledge that the Chiba composite section also
provides a high-resolution 10Be record, as the Montalbano
Jonico marine section (Simon et al., 2017), the Sulmona
basin succession and the EDC ice core do. Although the 10Be
flux records of Sulmona and EDC show a similar pattern and
the same asymmetrical shape (i.e., slow increase followed
by an abrupt 10Be peak termination), the sharp termination
is less obvious in the Montalbano Jonico and Chiba records.
In addition, the Chiba and Montalbano Jonico records are
shallow marine deposits; hence expression of paleoclimatic
proxies can be amplified and/or hampered by fluvial input
(Nomade et al., 2019). Finally, substantial adjustments, up
to 10.2±5.5 kyr (i.e., exceeding the related uncertainty), are
required to fit the millennial-scale variability in the Chiba

record within the Sulmona radioisotopic-based chronology.
Giaccio et al. (2023) point out that, despite these relatively
large temporal offsets for the Chiba record, the Sulmona-
based age model is more linear and describes a simpler,
and likely more realistic, history of sediment accumulation.
Therefore, we rather use the Sulmona succession to compare
with AICC2023.

5 Conclusions

In this study, we have established a new reference chronology
for the EDC ice core, AICC2023, covering the last 800 kyr,
which is consistent with the official GICC05 timescale over
the last 60 kyr. A valuable update of the chronology construc-
tion has been the compilation of chronological and glacio-
logical information, including new age markers from recent
high-resolution measurements on the EDC ice core. As a re-
sult, the chronological uncertainty is reduced from 1.7 kyr
in AICC2012 (standard deviation of 995 years) to 900 years
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Figure 13. EDC 10Be record on AICC2012 and AICC2023 chronologies between 778 and 760 ka BP. Vertical gray and blue bars indicate
the age of the abrupt EDC 10Be peak termination on AICC2012 (gray triangles) and AICC2023 (blue circles) chronologies, respectively.
The horizontal gray and blue rectangles correspond to AICC2012 and AICC2023 2σ confidence intervals (±3 and ±2.7 ka, respectively).
The vertical red bar and horizontal rectangle show the 10Be peak termination age and its 2σ confidence interval (770.9± 1.6 ka BP; Giaccio
et al., 2023).

on average in AICC2023 (standard deviation of 720 years).
A total of 90 % of the new AICC2023 timescale is associ-
ated with an uncertainty lower than 2 kyr, compared to only
60 % in the AICC2012 chronology. First, the distinct orbital
chronologies derived from δO2/N2, TAC and δ18Oatm are co-
herent within their respective uncertainties except over three
periods, including MIS 11 and MIS 19. Second, new δ15N
measurements along with new sensitivity tests with the firn
densification model described by Bréant et al. (2017) and
adapted for the EDC ice core provide the most plausible evo-
lution of LID at EDC over the last 800 kyr.

The majority of the age disparities observed between the
AICC2023 and AICC2012 chronologies are smaller than
500 years (median), hence minor given the average uncer-
tainty in AICC2012 (1.7 kyr). Exceptions are significant age
shifts reaching 3.4, 3.8 and 5 kyr towards older ages sug-
gested over MIS 15, MIS 17 and MIS 19, respectively. How-
ever, most of these age discrepancies lead to an improved
coherency between the new EDC timescale and independent
absolute chronologies derived for other climate archives, es-
pecially over the following periods: MIS 5, MIS 11 and
MIS 19.

We have identified time intervals where building the
chronology is more complicated, such as termination VI
(from 540 to 456 ka BP) and from 800 to 600 ka BP, corre-
sponding to the lowermost section of the core, and we would
like to draw attention to the requirement for new measure-
ments over these periods. In particular, the links between the
variability in δO2/N2 and TAC records and their orbital tar-

gets are not obvious over the 800–600 ka BP period (Fig. 1).
This may be due to bad quality of the ice and/or diffusion
of gases through the ice matrix (Bereiter et al., 2009). The
imprecision of the signal may also be partially explained
by the limited temporal resolution of the existing dataset in
this deep section. To address these issues, highly resolved
δO2/N2 and TAC measurements are needed in the lower-
most section of the EDC ice core. In addition, δO2/N2 from
ice samples over the period covering TVI should also be
analyzed to investigate the mismatch between old and new
datasets (Fig. 1).

A final important aspect would be to further extend the
Paleochrono dating experiment by implementing other ice
cores such as Dome Fuji, WAIS Divide and NEEM (North
Greenland Eemian), for which a large amount of chronolog-
ical and glaciological information is now available.

Code availability. The input and output files created during this
study to obtain the new AICC2023 chronology are available on
Zenodo (https://doi.org/10.5281/zenodo.10091515; Bouchet et al.,
2023a). They include both updated and old age markers.

Data availability. A folder is available for each site in the
PANGAEA data repository (Bouchet et al., 2023b). It in-
cludes new gas and ice age scales and their uncertainties
as well as new gas data along with background and ana-
lyzed scenarios for accumulation rate, thinning function and
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LID. A correspondence between AICC2023 and WD2014 age
models is also given (https://doi.org/10.1594/PANGAEA.961017;
Bouchet et al., 2023b). The new δ18Oatm and δO2/N2 datasets
for EDC are also available in the PANGAEA data reposi-
tory (https://doi.org/10.1594/PANGAEA.961023; Bouchet et al.,
2023c).

Supplement. The supplement related to this article is available
online at: https://doi.org/10.5194/cp-19-2257-2023-supplement.
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Glacial equilibrium line–based relationship for paleoclimate
reconstructions (Sierra Nevada, USA)
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Abstract

We use PRISM climatic data (1981–2010) and Landsat images (2012–2013) to establish an empirical relationship linking annual temper-
ature and precipitation to the equilibrium line altitude (ELA) of glaciers in the Sierra Nevada (36–41°N, California, USA). For this, we deter-
mined the present-day ELAs of 57 glaciers and the local 0°C isotherms elevation Iso0, averaged over the 1981–2010 period. The difference,
for each glacier, is Y, the normalized snowline altitude (Y = ELA – Iso0). We then empirically calibrated a logarithmic relationship between
this normalized snowline altitude and mean annual precipitation using data from partially covered glaciers. Our calibration is statistically
distinct from that previously established for the tropical and midlatitude Andes (Fox and Bloom [1994], Journal of Geography (Chigaku
Zasshi), 103, 867–885; Condom et al. [2007], Global and Planetary Change, 59, 189–202). This new relationship for North America is
an easy-to-use tool to permit paleoclimatic reconstructions from paleo-ELAs. For a specific paleoglacial site, paleotemperature can be com-
puted knowing the paleoprecipitation range, and vice versa. We also performed a test showing that, if precipitation is well known, the uncer-
tainty associated with paleotemperature is about 1°C (1σ).

Keywords: Glacier, Sierra Nevada, ELA, Temperature, Precipitation, Calibration
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INTRODUCTION

Past extents of glaciers are reliable climatic proxies (e.g.,
Oerlemans, 2005; Blard et al., 2007) to reconstruct past climatic
changes in continental areas (e.g., Martin et al., 2018). Glacial
extents are driven by the surface mass balance of glaciers, which
is controlled by multiple climatic variables, including snowfall,
temperature, albedo, relative humidity, insolation, and wind
(e.g., Ohmura et al., 1992). Ideally, physical models can be devel-
oped to accurately link these climatic variables to glacial mass bal-
ances. This is the goal of surface-energy models that explicitly
account for all atmospheric variables controlling glacial mass bal-
ance (e.g., Plummer and Phillips, 2003; Rupper et al., 2009;
Fitzpatrick et al., 2017). However, some of the variables required
by such models are often difficult to constrain, notably for past
conditions. Other approaches, such as positive degree-day
(PDD), models are simplified, easy-to-use alternatives (e.g.,
Braithwaite, 1995; Hock, 2003; Gabbi et al., 2014). In certain cli-
matic settings (e.g., low relative humidity, high solar insolation),
however, PDD models may yield inaccurate estimates of surface
mass balance, because they do not accurately capture processes
such as sublimation or wind ablation (Sicart et al., 2005; Blard
et al., 2011).

Several studies have shown that the response of alpine glaciers
to climatic parameters is well captured by a glacier’s equilibrium
line altitude (ELA) (Meier, 1962; Miller et al., 1975; Porter, 1975).
ELA is the elevation at which annual accumulation is exactly
balanced by annual ablation (e.g., Ohmura et al., 1992; Condom
et al., 2007). This opens the door to even simpler empirical rela-
tionships linking ELAs and two climatic variables: summer tem-
peratures and winter precipitation (e.g., Ohmura et al., 1992).
Empirical studies have established regional relationships linking
ELA to mean annual temperature (T ) and precipitation (P)
(e.g., Fox and Bloom, 1994; Condom et al., 2007). Indeed, the
simple logarithmic calibration of Fox and Bloom (1994), based
on current glaciers in a restricted part of the tropical Andes
(Peru, 5–17°S), accurately describes the spatial variability of
present-day ELAs over the entire Andes Cordillera (10°N to 55°S;
Condom et al., 2007).

Such a simple relationship between glacial mass balance and
two climatic variables is useful, because it enables quick and accu-
rate climatic projections (e.g., Condom et al., 2007) and paleocli-
matic reconstructions (e.g., Martin et al., 2018). However, such
empirical relationships between ELA, P, and T are, in principle,
only regionally valid, and regional variations of other confound-
ing factors such as relative humidity, insolation, wind, and
cloud cover may modify them. Thus, specific empirical relation-
ships linking ELA, P, and T should ideally be determined for
each climatic region using accurate present-day observations.

The Sierra Nevada is a midlatitude (36–41°N) North American
mountain range situated between the Pacific Ocean and the arid
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deserts of Nevada, with summit elevations exceeding 4000 m
above sea level (m asl) in the central part of the range (Fig. 1).
At such high altitudes (i.e., 2900–4000 m asl), the westerly oceanic
winds bring sufficient precipitation for promoting permanently
glaciated areas between 36.4°N and 38.9°N (Pandey et al., 1999).
This study aims to empirically calibrate the relationship between
ELA, temperature, and precipitation for the Sierra Nevada, follow-
ing the approach of Fox and Bloom (1994) and Condom et al.
(2007). This empirical relationship can be used in future studies
to reconstruct past climatic variables from the paleo-ELAs of gla-
ciers from North America: that is, paleoprecipitation if paleotem-
perature is independently determined, or vice versa. This
approach relies on the assumption that secondary climatic vari-
ables (other than precipitation and temperatures) are the same
in the past as in the present.

DATA AND METHODS

The main objective of this study was to determine an empirical
relationship between local precipitation, 0°C isotherms, and
present-day ELAs of Sierra Nevadan glaciers. This section
describes the data and methods used to establish this relationship.

Data

PRISM temperature data
We chose to use the PRISM data set for climatological data, as it is
a robust and widely used reanalyzed climatological product
(PRISM Climate Group, Oregon State University, http://prism.
oregonstate.edu, created July 2012) (Daly et al., 2008, 2015). We

used the reanalyzed PRISM temperatures averaged over the 30
year normal period (1981–2010), gridded at a spatial resolution
of 800 × 800 m. Glaciers behave as low-pass filters of the interan-
nual climatic signal, averaging the climatic signal over the decadal
timescale. This justifies the use of climatic data averaged over a
period that precedes the date of the observed ELAs. Given their
geometries and sizes, the 57 analyzed Sierra Nevadan glaciers
integrate climate over a period that is representative of the previ-
ous 30 years (e.g., Zekollari and Huybrechts, 2015), meaning that
the ELAs derived from the 2013 and 2012 images are likely rep-
resentative of the 1981–2010 climatic period. The mean annual
temperature corresponding to each glacier was assumed to be
the value of the grid cell containing the glacier.

PRISM precipitation data
Mean annual precipitation was derived from PRISM data over the
30 year normal period (1981–2010) at a gridded spatial resolution
of 800 × 800 m. This data set is spatially continuous, which is
important for capturing the sharp spatial changes that are fre-
quent in high-elevation terrains such as the Sierra Nevada.
Moreover, the 30 year integration period of the data set smooths
the interannual variability. The annual precipitation correspond-
ing to each glacier was assumed to be the value of the cell in
which the glacier is located.

Elevation data
For each precipitation and temperature value, we associated the
elevation value of the PRISM data set of the corresponding cell.
The digital elevation model (DEM) used for the PRISM normal
data set is the National Elevation Dataset (Daly et al., 2008).
The average vertical uncertainty of the DEM expressed as the
root mean-square error is 2.4 m (Gesch et al., 2002); the horizon-
tal resolution is 10 m, and 3 m in some local areas where really
high resolution is available (Gesch et al., 2002).

Landsat images of Sierra Nevadan glaciers (2012–2013)
To derive the ELAs of 57 Sierra Nevadan glaciers, we used clear-
sky Landsat Thematic Mapper color images with a horizontal res-
olution of 15 m and the associated DEM available in Google
Earth© (elevation uncertainty < 6 m; Sharma and Gupta, 2014).
Most glaciers were mapped and identified from images acquired
between August and September 2013, although we also used
images from August 2012, when 2013 images were not available
in some areas. Summer 2013 was favored, as it corresponds to a
relatively dry year, minimizing the risk of overestimating the gla-
cial extent because of relict snow. When images from both years
were available for the same glacier, comparison showed that the
Sierra Nevadan ELAs of 2012 and 2013 were undistinguishable
within uncertainties.

ELAs data set of 1972 for testing the ELA versus climate
calibration
To test the robustness and the versatility of the calibration law
derived from the 2012–2013 ELAs (see “Relationship between
ELAs and Climate” for a description of this calibration; Eq. 3),
we also considered another data set based on the oblique and ver-
tical photographs of glaciers obtained during the aerial campaign
of 1972 (August 23–24) in Sierra Nevada (Raub et al., 2006).
These black-and-white pictures allowed determination of ELAs
from 1972 with an uncertainty of 15 m (Raub et al., 2006).
Raub et al.’s (2006) study identified 13 main basins in the
Sierra Nevada, and we chose for each basin the glacier having

Figure 1. Google Earth© images showing the regional setting of the Sierra Nevada
range (western United States, inset) and the locations of the 57 glaciers studied
(gray and blue dots). The yellow dashed line represents the crest of the Sierra
Nevada. Glaciers east of the crest are gray dots; glaciers west of the crest are blue
dots.
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the largest area in 1972. Two of them being debris-covered gla-
ciers, our final 1972 test data set comprised 11 glaciers. Their
areas range from 0.02 to 1.32 km2, with a mean of 0.38 km2

(Supplementary Table 2). Among these 11 glaciers, 4 have now
disappeared (East Walker River Basin, Mokelumne River Basin,
East Carson River Basin, Merced River Basin). The ELAs of
these 11 glaciers were calculated using the same approach as the
one applied for the glaciers’ data set based on the 2012–2013
images (see “Determination of ELAs”). For this test data set, we
used PRISM Temperature and Precipitation reanalysis data from
the 1941–1970 period (average of previous 30 year period), with
a grid resolution of 4 × 4 km. PRISM temperatures of the 1941–
1970 period were used to compute 0°C isotherms, applying the
same method as the one applied to the 1981–2010 data set (see
“Determination of 0°C Isotherm”).

Methods

Determination of ELAs
Perennial ice bodies were identified as glaciers if they fulfilled the
following conditions (Figs. 2 and 3): (1) they were already
described in a previous compilation of aerial photos from
August 1972 (Raub et al., 2006); (2) they had an elevation
range >30 m (Figs. 2 and 3); (3) they presented typical glacial fea-
tures, such as crevasses (Fig. 2); and (4) their surfaces were only
partially covered by debris. Because debris coverage may modulate
ice melting (Clark et al., 1994), we paid special attention to this
criterion by analyzing the colors of the glaciers and clearly iden-
tify debris-covered areas. We discarded the fully covered glaciers
from this calibration and included partially covered glaciers in
the data set, with “partially covered” referring to glaciers whose
surface is 10–90% debris free (Fig. 4).

We then calculated the ELA of each glacier using the
toe-to-headwall altitude ratio (THAR) method, with a THAR
coefficient of 0.5 (Charlesworth, 1957). While the THAR coeffi-
cient may range from 0.4 to 0.8 for glaciers worldwide (Benn
and Lehmkuhl, 2000), a value of 0.5 was shown to be the most
accurate for the Sierra Nevada (Moore and Moring, 2013).

Determination of 0°C isotherm
To calculate the elevation of the 0°C isotherm at each glacier’s
location, we used the PRISM temperature and elevation data
(Eq. 2). To compute this local 0°C isotherm, we used the temper-
ature of the PRISM grid cell in which the glacier is located and
combined this with the local mean annual environmental lapse
rate (Lr). For this, we determined Lr for the Sierra Nevada
range, using a linear regression between the 57 collected temper-
ature and elevation cells (elevation also derived from the PRISM
data set). We obtained a best-fit value of Lr = −5.20 ± 0.14°C/
km (Fig. 5). This uncertainty corresponds to the 1σ confidence
interval of the regression coefficient of the linear fit. To evaluate
the accuracy of this Lr estimate, we also computed the Lr from 29
high-altitude (1128–2940m asl) climatic stations of the Sierra
Nevada from the National Weather Service Cooperative Observer
Program (https://www.ncdc.noaa.gov, last accessed February 2021)
(Supplementary Table 3). Using the same regression methodology,
we found a best-fit value of Lr =−5.3 ± 0.5°C/km, which is similar
within uncertainties to the Lr value derived from the PRISM data.

Relationship between ELAs and climate
We followed the method of Fox and Bloom (1994) and Condom
et al. (2007) to establish a simple relationship between the

observed ELA (m asl), the elevation of the annual 0°C isotherm
(Iso0, m asl), and mean annual precipitation (P, mm/yr).
We first determined the modern ELA of Sierra Nevadan glaciers
by analyses of Landsat satellite images available in Google Earth©

from 2012 and 2013 using the THAR method (Charlesworth,
1957). Then, we subtracted the local 0°C isotherm (defined in
“Determination of 0°C Isotherm”) from the ELA for each glacier
to define the normalized snowline altitude (Y ) as (Fox and
Bloom, 1994):

Y = ELA–Iso0 (Eq.1)

where Iso0 is inferred from PRISM temperature data as:

ISO0 = T
Lr

+ Z, (Eq.2)

where T is the local PRISM grid cell’s mean annual temperature
averaged over the 1981–2010 period (°C), Z is the mean elevation
of the PRISM grid cell (m asl), and Lr is the average annual Lr of
the studied region (°C/m) (Fig. 5).

To smooth the data variability, we grouped and averaged the
climatic and ELA data sets in five subclimatic regions based on
mean annual precipitation. These subclimatic regions range
from 800 to 1800 mm/yr, with a bin size of 200 mm/yr
(Table 1). Using this data set, we established a relationship
between Y and P:

Y = A–B× log10(P) (Eq.3)

where A and B are empirical variables specific to the region of
interest. From their detailed survey of modern Peruvian and
Bolivian glaciers in 21 subclimatic regions (5–17°S), Fox and
Bloom (1994) determined regional values of A (3427 m) and B
(1148 m). Here, we used the same approach to calculate the values
of A and B specific to Sierra Nevadan glaciers (Fig. 6).

Paleoclimatic reconstruction from ELAs derived from glacial
landforms
For paleoclimatic reconstructions, once A and B are determined,
it is possible to compute T from the paleo-ELA and P by combin-
ing Eqs. 1, 2, and 3:

T = Lr × [ELA− Z − A+ B · log10(P)] (Eq.4)

Alternatively, if paleotemperature is constrained from an inde-
pendent proxy, it is possible to compute P from Eq. 4:

P = 10

T
Lr

+ Z + A− ELA

B
(Eq.5)

Equations 4 and 5 may thus be used for paleoclimatic
reconstructions.

In other situations, ELA positions may also be computed as a
function of T and P. This could be useful to perform sensitivity
tests, using independent proxies for paleotemperature and paleo-
precipitation. Additionally, future projected P and T from global
climate models may also be used as input in this equation to
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make first-order estimates of future ELA changes:

ELA = T
Lr

+ Z + A− B× log10 (P) (Eq.6)

Results

Glacial inventory and ELAs
Our calibration data set consists of a total of 57 Sierra Nevadan
glaciers, all located from 36.4°N to 38.9°N (Supplementary
Table 1). Sierra Nevadan glaciers are most abundant around 37°
N and are absent in two low-elevation zones between 37.4°N
and 37.6°N and between 38.4°N and 38.8°N (Raub et al., 2006;
Figs. 1 and 7). The 2012–2013 ELAs of these glaciers range

from 2908 to 3957 m asl. They display a noticeable geographic
variability, with two superimposed eastward and southward gradi-
ents (Fig. 7): along a west-east transect, ELAs rise from about
3000 m (120°W) to ∼3800 m (118.5°W) (356 ± 31 m/decimal
degree [DD] west-east gradient). Latitude has no visible impact
on ELAs between 36.5°N and 37.5°N, but ELAs then drop from
∼3800 m (37.5°N) to ∼3000 m (38.5°N), corresponding to a
south-north gradient of about −400 m/DD. This spatial variability
results from increased precipitation to the west and decreased
temperature to the north. Twenty-nine glaciers are located north-
east of the crest in the rain shadow, whereas 28 of them are
located southwest of the crest (Fig. 1). However, we did not
observe any significant differences between these two sub–data
sets, both yielding similar relationships between ELAs and

Figure 2. September 2013 Landsat-Google Earth© image of four representative Sierra Nevadan glaciers. We used Google Earth digital elevation model (elevation
uncertainty <6 m). Only the glacier on the right was included in the data set, as it is of sufficient size (elevation range >30 m), presents glacial features (crevasses),
and is within a glacial cirque. The three excluded snow bodies on the left have elevation ranges <30 m.

Figure 3. Distribution of the elevation ranges of Sierra
Nevadan glaciers in 2012 and 2013. Elevation range
represents the difference between the headwall and
toe elevations of each glacier. We used the digital ele-
vation model displayed in Google Earth© (elevation
uncertainty <6 m).
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climatic parameters. We thus considered the whole data set when
establishing the calibration, without making any distinction
between western and eastern glaciers.

Uncertainties on the normalized snowline altitude and mean
annual precipitation
Each of the two variables involved in the calibration (Eq. 3)—
mean annual precipitation and the normalized snowline altitude
—has its own uncertainties that we estimated during each compu-
tation step.

To compute the 0°C isotherms (Eq. 2), we corrected the tem-
perature of each glacier using the regional Lr (1σ uncertainty,
0.14°C/km; Fig. 5). The uncertainties on the normalized snowline
altitude arising from this Lr correction range from 16 to 52 m.
Additionally, we observe a scatter of the normalized snowline

altitudes, Y, in each 200 mm/yr subclimatic region. This observed
variability in each subregion represents another source of error.
This uncertainty was computed for each subregion as the stan-
dard error of the mean, that is, σ(Y )/√n, σ(Y ) being the standard
deviation of the observed normalized snowline altitudes in each
subclimatic region. Hence, the total uncertainty of the normalized
snowline altitude of each subclimatic region combines the stan-
dard error of the mean and the uncertainty resulting from the
Lr correction (Table 1). These errors were propagated using a
Taylor series expansion.

The uncertainty associated with the PRISM precipitation data
attributed to each subregion was computed as the standard
deviation of all PRISM data points within each subregion.
These uncertainties range from 35 to 61 mm/yr for the five
subclimatic regions (Table 1).

Figure 4. Examples of four debris-covered glaciers (top) and three partially covered glaciers (bottom) (Landsat-Google Earth© images). We consider a glacier as
“partially covered” when 10–90% of its surface is free of debris. Only partially covered glaciers were included in the calibration.

Figure 5. Mean annual temperature (T ) vs. elevation
(Z ) for the 57 glaciers studied, derived from the
PRISM data set (1981–2010). These data permit us to
determine the average mean annual lapse rate (Lr)
for the Sierra Nevada. Best-fit Lr is −5.20 ± 0.14°C/km
(1σ).
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Other sources of uncertainty

The resolution of the Landsat images used induces a vertical max-
imum uncertainty of 6 m on ELAs. Because the observed ELAs
cover a range of more than 1000 m in this data set, this resolution
does not represent an important source of uncertainty. We also
tested the impact of the value of the THAR coefficient on our
results. Using a THAR coefficient of 0.7 instead of 0.5 (global val-
ues range between 0.4 and 0.8; Benn and Lehmkuhl, 2000) shifts
the computed ELA values by 0.7% on average and by 2.2% at most
(Supplementary Table 1).

For each glacier, we attributed the temperature of the PRISM
cell (800 × 800 m) in which the center of the glacier is located.
This approximation may be a source of uncertainty, as a given
glacier could belong to more than one grid cell. All the glaciers
in our data set are smaller than a grid cell surface (0.64 km2).
The largest glacier of the data set, Palisade Glacier, is 0.6 km2

(Supplementary Table 1). In an extreme case, however, a glacier
could belong to up to four PRISM cells. Even if this case is
unlikely, we estimated a maximum uncertainty by calculating
the average absolute temperature difference of four adjacent

Table 1. Averaged annual precipitation (mm/yr) and normalized snowline altitude (Y ) (m) data used for the present Sierra Nevadan calibration for the five
subclimatic regions, considering partially covered glaciers only (n = 57; see “Other Sources of Uncertainty”).a

Range of precipitation (mm/yr) Number of glaciers per region Mean annual precipitation (mm/yr) σ (mm/yr)b Y (m) σ (m)c

800–1000 7 936 35 242 95

1000–1200 17 1097 59 156 72

1200–1400 19 1282 61 115 62

1400–1600 13 1460 39 -96 67

1600–1800d 1 1791 48.5 -185 51

aMean annual precipitation and normalized snowline altitude are the arithmetic average values across all partially covered glaciers in each subclimatic region (based on mean annual
precipitation bins of 200mm/yr). Precipitation values are from the PRISM data set and cover the 1981–2010 climatic period, while normalized snowline altitudes are derived from 2012 and
2013 pictures. The 1σ values indicate the most realistic uncertainties associated with each subregion (see “Uncertainties on the Normalized Snowline Altitude and Mean Annual Precipitation”
for uncertainty estimates).
bComputed as the standard deviation of each precipitation value of each subregion.
cComputed as the quadratic sum (Taylor series expansion) of the standard deviation/racine(n) of normalized snowline altitudes and of the analytical uncertainties in each subregion.
dThe 1600–1800 subclimatic region is only composed of one glacier, inducing a null standard deviation for this subregion. The associated uncertainty is the error of the normalized
equilibrium line altitude (ELA) computation itself.

Figure 6. Calibrated relationship between normalized snowline altitude (Y ) and mean annual precipitation for the five subclimatic regions (see Table 1) of the
Sierra Nevada (blue dots). The best-fit logarithmic calibration is shown by the blue curve (R2 = 0.94; P value = 6.7 × 10−5; mean standard deviation of the mean
(MSWD) = 0.62). The relationship was computed by taking into account the data uncertainties (Vermeesch, 2018). Dashed blue curves represent the 2σ confidence
interval for external errors only. The gray curve is the calibration established for the tropical Andes by Fox and Bloom (1994). The best-fit values of the empirical
variables A and B in Eq. 6 for Sierra Nevada are 5150 ± 767 m and 1640 ± 244 m (1σ), respectively.
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cells of the PRISM grid data set (between 121–117°W and 40–36°
N). This yields an average value of 0.25 ± 0.28°C. This spatially
induced temperature uncertainty is on the order of 0.25°C,
which remains reasonable. However, it may explain part of the
data dispersion in the normalized snowline altitude versus precip-
itation space (Figs. 6 and 8).

Uncertainties associated with the PRISM temperature and pre-
cipitation over the normal period (1981–2010) are difficult to
evaluate. Daly et al. (2008) estimated uncertainties for the last
PRISM climate-normal period (1971–2000) using cross-validation
mean absolute error and a 70% prediction interval. Their results
indicated that the highest uncertainties within the PRISM data
set occur in the mountainous western United States, including
the Sierra Nevada range, where uncertainties surrounding precip-
itation may reach 30% of the mean annual value and those for
temperature may reach 1°C. We tested this PRISM-specific rela-
tive error of 30% for precipitation: it induced a drop of the
mean standard deviation of the mean (MSWD) far below 1
(MSWD= 0.05). The MSWD, which is also known as the
“reduced chi-square statistic,” is an indicator of the match
between the model and the data, taking into account the agree-
ment between the dispersion of the data and their attached

uncertainties. This low MSWD value indicates that the data disper-
sion is much lower than expected from these uncertainties and that
the 30% value reported by Daly et al. (2008) for precipitation prob-
ably overestimates the actual uncertainty. Hence, we consider that
our error computation based on the standard deviation of precipi-
tation in each subclimatic region (Table 1) is an accurate and suffi-
cient predictor of the precipitation data dispersion.

Globally, the grid resolution of 800 × 800 m for the PRISM
data could be a source of uncertainty if we consider that glaciers
have a vertical extension and thus the top and the front of the gla-
cier do not receive the same amount of precipitation and temper-
ature. Although we did not try to explicitly quantify this
uncertainty, this source of random error could also explain part
of the data dispersion (Fig. 6).

Finally, although we did not identify a systematic correlation
between the proportion of debris cover and the ELA position,
we cannot exclude that the variability of the debris cover may
explain part of the data scatter. Given that the elevation range
covered by these small glaciers is on average ∼100 m, the ELA
scatter induced by the variable debris cover is limited and proba-
bly included in the noise of the data set (Supplementary Tables 1
and 2).

Figure 7. Equilibrium line altitude (ELA) vs. (a) longitude and (b) latitude for the 57 glaciers analyzed (2012–2013). Colored dots represent glaciers of each sub-
climatic region: red for 800–1000, yellow for 1000–1200, blue-gray for 1200–1400, blue for 1400–1600, and dark blue for 1600–1800mm/yr. From west to east,
ELAs increase from ∼3000 m asl (120°W) to ∼3800 m asl (118.5°W), a west-east gradient of 356 ± 31 m/decimal degree (DD). Latitude has no visible impact on
ELAs between 36.5°N and 37.0°N, but ELAs then decrease from ∼3800 m asl (37.0°N) to ∼3000 m asl (38.5°N), a south-north gradient of about −500 m/DD. This
spatial variability results from increased precipitation toward the west and increased cooling toward the north. ELA uncertainties are provided in
Supplementary Table 1.
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Normalized snowline versus P calibration

The normalized snowline values calculated for all glaciers using
Eqs. 1 and 2 range between −457 and + 753 m, with a mean
value of 162 ± 227 m. Mean annual precipitation for these glaciers
ranges between 850 and 1791 mm/yr. After grouping the 57 gla-
ciers into the five subclimatic regions of 200 mm/yr precipitation
bins, we established the best fit between normalized snowline alti-
tude and precipitation using the logarithmic model defined by Eq.
3 and a regression algorithm that accounts for data uncertainties
(Vermeesch, 2018; Fig. 6). The best-fit values we obtained are A =
5150 ± 767 m and B = 1640 ± 244 m. Statistical parameters of this
regression (R2 = 0.94, P value = 6.7 × 10−3, MSWD = 0.62) indi-
cate that it is accurate in describing the relationship between nor-
malized snowline altitude and precipitation. An MSWD of 0.62,
close to 1, shows that the magnitude of the uncertainties is real-
istic and is in agreement with the data dispersion.

DISCUSSION

Representativeness of the data set

We studied a representative glacier data set from the Sierra
Nevada to obtain an accurate calibration. Our inclusion criteria
avoid temporary snow bodies, thus yielding a total number of gla-
ciers much lower than those in the previous compilation of Raub
et al. (2006; 497 glaciers) and the Randolph Inventory Database
6.0 (GLIMS and NSIDC, 2005, updated 2018; 923 glaciers).
However, these two inventories do not distinguish permanent gla-
ciers from nonpermanent snowfields, and therefore may overesti-
mate the actual number of glaciers. Fountain et al. (2017) counted
157 glaciers in the Sierra Nevada based on a shear stress–thresh-
old criterion to distinguish glaciers from perennial snowfields.
However, they included debris-covered glaciers, whereas we only
consider partially covered glaciers.

Figure 8. Relationships between normalized snowline altitude and mean annual precipitation computed from (a) the raw precipitation data set (no pre-averaging)
and (b, c) precipitation data pre-averaged in subclimatic regions with bin sizes of (b) 50 and (c) 100 mm/yr. All three relationships are within the 2σ confidence
interval of the relationship obtained with a subregional bin size of 200 mm/yr (shaded gray area; see Fig. 7). Each dot represents one subclimatic region.
MSWD, mean standard deviation of the mean.
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Moreover, the main reason that our data set is smaller than the
Randolph Inventory Database is that we did not include glaciers
with elevation ranges <30 m. The 57 partially covered glaciers
used in our calibration have a mean elevation range of 107 m
(standard deviation: 64 m). Their areas range from 3500 to
590,000 m2, for a mean value of 67,000 m2 (Supplementary
Table 1). Glaciers having these typical sizes and geometries inte-
grate climatic variables over the past 10 to 50 years (e.g.,
Oerlemans, 2012; Zekollari and Huybrechts, 2015). Hence, the
selected calibration data set has the advantage of limiting the var-
iability due to interannual fluctuations and justifies the use of the
PRISM data set, which is averaged over the 30 years preceding the
2012–2013 glacier pictures.

Impact of the size of the subclimatic region on the calibration

The relationship between normalized snowline altitude and P
(Eq. 3) is an easy-to-use tool to link precipitation and temperature
to any glacial extent. However, secondary factors such as a glacier’s
orientation, atmospheric conditions, or local albedo can shift a
particular glacier from the average relationship. Thus, we decided
to minimize the noise generated by these secondary factors by
averaging data from several glaciers based on the mean annual
precipitation criteria. For our calibration, we used a 200 mm/yr
interval to create subclimatic regions in which the P and normal-
ized snowline altitude sub–data sets are averaged before perform-
ing the regression (see “Data”). As the width of this interval is an
arbitrary choice, we tested the sensitivity of our model to the
interval size by computing the calibration for intervals of 200
(Fig. 6), 100, and 50 mm/yr and for the raw data set (i.e., no bin-
ning interval; Fig. 8). The four relationships obtained are compat-
ible within the 95% confidence interval, yielding similar
parameters A and B (dashed blue lines in Fig. 6, light-gray shaded
areas in Fig. 8). Notably, the calibration variables obtained for the

raw data set (no binning) are A = 4905 and B = 1560, compatible
within uncertainties with those derived from the 200 mm/yr
binned data, A = 5150 ± 767 m and B = 1640 ± 244 m (Fig. 8).
The computed P values are not significantly different between
these different precipitation bin sizes, ranging from 2 × 10−4 for
the whole data set to 2.7 × 10−5 for the 50 mm/yr bin (Fig.8).
This test indicates that the data preclustering did not bias the
obtained calibration, and we prefer to retain the parameters
obtained with this 200 mm/yr interval. Moreover, the MSWD
value decreases from 50.8 for the raw data to 0.62 for the 200
mm/yr bin (Fig. 8). An MSWD value of 0.62 indicates that this
200 mm/yr clustering accurately captures the variability arising
from the data uncertainties, suggesting that our choice of bin
size is representative of the real data dispersion (Fig. 8).
Although different clustering bins may be used in further studies,
our tests show that using a 200 mm/yr bin is justified and permits
us to minimize the data scatter due to the secondary parameter
control on the glacial mass balance.

Testing the calibration with a 1972 normalized snowline
altitude data set of 11 representative glaciers

Figure 9 shows the agreement between the calibration curve and
the test data set represented by 11 Sierra Nevadan normalized
snowline altitudes observed in 1972. To test the robustness of
our empirical normalized snowline altitude versus P relationship,
we calculated the residuals between these 11 additional data and
the calibration curve (Fig. 9). The obtained average residual
value is 175 m. Using the present Sierra Nevadan Lr of 5.20 ±
0.14°C/km (see “Determination of 0°C Isotherm”), this corre-
sponds to a paleotemperature uncertainty of 0.9°C. The size of
this test data set (11 glaciers) is typical of a comprehensive paleo-
climatic study that would reconstruct paleo-ELAs by dating
moraines in a mountain range of a comparable area (e.g.,

Figure 9. Comparison of the calibrated relation-
ship with a test data set of 11 glacial equilibrium
line altitudes (ELAs) observed in 1972. The 11 gla-
ciers (red and yellow data points) used for this
testing are based on PRISM climatic data of
1941–1970 and aerial photography of August
1972 (Raub et al., 2006). Yellow and red dots
are respectively still existing (n = 7) and vanished
glaciers (n = 4). Gray dots show the 2012–2013
glacial ELAs used to establish the calibration
curve. Average residual between tested glaciers
and the calibrated relationship (blue curve,
dashed-blue curves represent 2σ confidence
interval) is represented by the dark dashed-line
distance and is on average 175 ± 197 m (standard
deviation).
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Stansell et al., 2007; Roy and Lachniet, 2010; Zech et al., 2017). It
is thus statistically representative and pertinent to provide a first-
order estimate of the uncertainty attached to paleotemperature
reconstruction from paleo-ELAs (∼±1°C).

We also explored the cause of the disappearance of four gla-
ciers within this data set (East Walker River basin, Mokelumne
River basin, East Carson River basin, Merced River basin).
Between the 1941–1970 and 1981–2010 periods, the PRISM
data set indicates that temperature rose on average 1.1 ± 0.5°C
at the locations of these four glaciers, while precipitation
remained nearly constant or increased slightly (Supplementary
Table 2). Combining temperature and precipitation measured
over the 1981–2010 period at these four sites, our relationship
(Fig. 6) yields theorical ELA1981–2010 values that are on average
+ 188 m higher than the summits of these four drainages. The dis-
appearance of these four glaciers between 1972 and 2012 thus
probably results from local warming that occurred over the last
40 years. This synchronous response of ELAs to warming con-
firms that these glaciers integrate the climatic parameters over
30 years or fewer.

Comparison of logarithmic and linear fits

Following several previous regional studies performed in the
equatorial Andes (e.g., Fox and Bloom, 1994; Condom et al.,
2007), we calibrated the normalized snowline altitude versus P
relationship using a logarithmic fit. However, we also tested the
statistical parameters of a linear fit, using the same data set: log-
arithmic fit, R2 = 0.94, P value = 6.3 × 10−3; linear fit, R2 = 0.94, P
value = 6.7 × 10−3. The global calibration proposed by Greene
et al. (2002) is linear. In some particular cases, such as midlatitude
glaciers fed by moderate to high precipitation (800–1800 mm/yr),
a linear calibration seems to be a reliable approximation (Greene
et al., 2002). However, their global linear calibration has only lim-
ited validity in extreme climatic conditions, notably in dry regions
with precipitation of less than 200 mm/yr. For instance, their cal-
ibration is not able to reproduce the absence of glaciers in the cen-
tral arid Andes (Ammann et al., 2001). Linear glacier–climate
calibrations should thus be considered with caution at regional
scales, especially in arid areas. Although the Sierra Nevada is
not subject to such a dry climate, our study aims to capture the
regional specificity of the glacier–climate relationship. We there-
fore consider that the logarithmic calibration is probably a more
accurate ELA–climate predictor (Fig. 6).

Comparison of the Sierra Nevadan and tropical Andean
calibrations

Our ELA–climate calibration for Sierra Nevadan glaciers is statis-
tically distinct from that established for the equatorial Andes by
Fox and Bloom (1994; Fig. 6). Our values for the empirical vari-
ables A and B (5150 ± 767 m and 1640 ± 244 m, respectively) are
higher than their values for the Andes (A = 3427 m and B = 1148
m). In these two regions, the situations where ELAs and 0°C iso-
therms are equal are encountered at different annual precipita-
tions (mean P = 1362 ± 94 mm/yr and 966 mm/yr for Sierra
Nevada and tropical Andes, respectively). The differences between
the two relationships should be considered with caution, as the
discrepancy could lie in the nature of the climatological data
set: our new calibration for the Sierra Nevada is based on reana-
lyzed temperature and precipitation, whereas the Andean

calibration was established from discrete meteorological data
from weather stations.

These potential intercontinental differences underscore the
importance of local calibrations, when they exist, in computing
paleoclimatic conditions from paleo-ELAs. However, despite
these differences, the tropical Andean and Sierra Nevadan nor-
malized snowline altitude values display quite comparable sensi-
tivities to precipitation changes, the slopes of the relationships
(the B parameters) being quite close for the two regions
(Fig. 6). Our new calibration thus offers new and complementary
constraints on the sensitivity to precipitation and temperature
changes of alpine glaciers in an area of the American Cordillera
that is wetter than the tropical Andes.

Implications for future paleoclimatic studies

Many paleoclimatic studies consider paleoglaciers to be paleother-
mometers, hypothesizing an equivalence between ELA and 0°C
isotherm (Ramage et al., 2005; Vázquez-Selem and Lachniet,
2017), while other studies limit their interpretation to ELA
depression (Martini et al., 2017). However, a glacier’s extent is
mainly controlled by two parameters: mean annual precipitation
and temperature (Ohmura et al., 1992; Fox and Bloom, 1994;
Condom et al., 2007). Hence, assuming that equilibrium lines
and 0°C isotherms are strictly identical may induce inaccuracies
in some situations. In particular, in regions fed by low precipita-
tion (<200 mm/yr), the difference between the 0°C isotherm and
ELA may reach 1000 m (Amman et al., 2001; Carrasco et al.,
2005). Such a simplification could lead to bias larger than 5°C
in temperature reconstruction. It is thus important to take into
account both paleoprecipitation and paleotemperature in inter-
preting paleoglacial fluctuations.

Our empirical model is based on a relationship that only
requires a paleo-ELA and a paleoprecipitation estimate to provide
accurate reconstruction of paleotemperature. Compared with sim-
pler approaches that directly consider paleo-ELAs as paleother-
mometers, this easy-to-use method has the potential to reduce
the uncertainty of paleotemperature reconstruction from paleo-
glacial extents. Previous calibrations of the same model have
either shown slight differences (Greene et al., 2002) or similarities
(Condom et al., 2007) between midlatitude regions and the trop-
ics, suggesting that paleoclimatic reconstruction from these mod-
els should use the closest empirical calibration. Although our
relationship is established for the Sierra Nevada, its use for paleo-
climatic reconstruction should for be encouraged for all midlati-
tude mountains ranges of North America, notably in American
regions that are ice-free today (Owen et al., 2003; Marchetti
et al., 2007).

CONCLUSION

Our calibration study established and tested a simple empirical
model to link glacial ELAs of the U.S. Sierra Nevada with the
main local climatic parameters (annual temperature and precipi-
tation averaged over the previous 30 years). We demonstrated that
the elevation difference between mean annual 0°C isotherm and
ELA, the normalized snowline, is tightly linked with the mean
annual precipitation (R2 = 0.94, P value = 6.3 × 10−5). We provide
here a simple tool to compute temperature from ELA and precip-
itation or precipitation from ELA and temperature. The uncer-
tainty of temperature computed in this way is about 1°C at 1σ.
This relationship will be especially useful for paleoclimatic
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studies, notably in regions where paleoglaciers are the unique
paleoclimatic proxy.

Our study also compared the calibration relationships obtained
from Sierra Nevadas and Andean glaciers (Condom et al., 2007).
This comparison shows that different regions may require using
specific calibration studies. When possible, using a local calibra-
tion has the potential to maximize the accuracy of glacial
ELA-based paleoclimatic reconstructions. Further studies should
be conducted in other mountain ranges to better document the
interregional variability of this relationship between precipitation,
temperature, and ELA.

Supplementary Material. The supplementary material for this article can
be found at https://doi.org/10.1017/qua.2022.10
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b CRPG, CNRS, Université de Lorraine, 54000, Nancy, France 
c Laboratoire de Glaciologie, DGES-IGEOS, Université Libre de Bruxelles, 1050, Brussels, Belgium 
d LSCE/IPSL, UMR CEA-CNRS-UVSQ 8212, Université de Paris-Saclay, 91190, Gif-sur-Yvette, France 
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A R T I C L E  I N F O   

Handling editor: Mira Matthews  

A B S T R A C T   

In response to anthropogenic warming, glaciers are shrinking almost everywhere, endangering water accessi-
bility in areas located downstream. Glacier fluctuations are at first order controlled by local precipitation and 
temperature, but large uncertainties persist on the potential role of local moisture in amplifying or dampening 
temperature changes at high-elevation. Here, we combine glacier extents and Sea Surface Temperature (SST) 
during the Last Glacial Maximum (LGM) to quantify altitudinal thermal gradients (lapse rate) from 40◦N to 40◦S 
along the American Cordillera. We also constrain modern lapse rates based on present day temperature and SST 
database to explore how the lapse rate has changed since the LGM along this North South transect. Based on 
proxy-based quantitative paleo-precipitation estimations above 2000 m, we investigate how these lapse rate 
changes compare with moisture modifications around the Cordillera and discuss the mechanisms that potentially 
controlled lapse rate changes during the post-LGM deglacial warming. 

We find that lapse rate changes are linearly related to changes in precipitation and derive a quantitative 
relationship between these two parameters. To further explore the processes involved in controlling lapse rate 
variations, we use the IPSL global climate model outputs, for the LGM and pre-industrial states in this region. The 
IPSL model also yields a shallower modern lapse rate in the wetter tropical region, confirming the observed 
correlation between precipitation changes and lapse rate variations. The IPSL model also supports a close 
coupling of continental relative moisture and mean annual precipitation in the studied area, indicating that 
moisture is involved in the precipitation – lapse rate relationship. Our results suggest that future warming may be 
enhanced in high altitude regions where precipitation is expected to increase. Using our most reliable rela-
tionship linking precipitation and lapse rate changes, we conclude that, assuming a 1 ◦C warming at sea level, a 
mean annual precipitation increases of 500 mm.a− 1 could lead to a warming amplification of 4.1 ± 0.8 ◦C at 
4000 m asl (mean elevation of modern glaciers). In this case, a 2 ◦C warming at sea level would yield >6 ◦C 
degrees warming at 4000 m asl. This study therefore confirms that special attention should be given to the 
climate projections of glacier melting in tropical and mid latitude regions.   

1. Introduction 

Global warming massively disrupts the cryosphere at low and mid- 
latitude, as alpine glaciers shrinking is now accelerating worldwide 
(Hugonnet et al., 2021; Thompson et al., 2011). Over the last two de-
cades, melting of mountain glaciers (excluding ice cap) has contributed 
to 21 ± 3% of the global sea level rise, i.e. more than Greenland and 

Antarctica considered separately (Hugonnet et al., 2021; Slater et al., 
2020). In mountainous regions where precipitation is highly seasonal, 
alpine glaciers represent the main water supply during the dry season 
(Kaser et al., 2010; Pritchard, 2019; Rabatel et al., 2013). It is therefore 
crucial to identify factors that modulate glacier melting in order to 
better understand and anticipate their stability, for the decades to come 
(Kraaijenbrink et al., 2017; Zekollari et al., 2019). 
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The annual mass balance of a glacier is primarily controlled by mean 
local temperature and precipitation (Condom et al., 2007; Ohmura, 
1992). Globally, the temperature increase associated with anthropo-
genic fossil fuel combustion recently surpassed +1 ◦C, at an average 
warming rate of +0.18 ◦C/decade (Intergovernmental Panel on Climate 
Change (IPCC), 2022). This warming rate is not spatially homogenous: it 
is notably amplified over the continent, reaching on average 1.4 ◦C in 
the 40◦S-40◦N zone at low elevation (Seltzer et al., 2023a). At high 
elevation, in mountainous areas, anthropogenic warming has reached 
up to +0.7 ◦C/decade (Intergovernmental Panel on Climate Change 
(IPCC), 2022). However, high elevation warming rates are very variable 
from one region to another, ranging between +0.1 and + 0.7 ◦C/decade 
above 2000 m (Pepin et al., 2015). Many potential causes for 
high-altitude temperature amplification have been proposed, including 
surface albedo feedbacks, latent heat release, moisture-enhanced radi-
ative changes, and aerosol feedbacks (Pepin et al., 2015). These 

mechanisms may at least partly explain the contrasting regional patterns 
of high-altitude warming, but the relative contributions of each of these 
forcing remain unknown. 

Several studies have hypothesized that warming at high altitude 
should be greater than observed at sea level because warmer conditions 
at the regional scale will increase the atmospheric moisture content and 
yield a shallower lapse rate. The modern global annual average free 
atmospheric lapse rate (LR) is − 6.5 ◦C.km− 1, but it locally varies be-
tween the moist adiabat value around -4–6 ◦C.km-1 and the dry adiabat 
value of − 9.8 ◦C.km− 1 (Stone et al., 1979). The temporal and spatial LR 
variations remains poorly known. Accurate and precise reconstructions 
of paleo LR under different global and regional paleo-climate conditions 
are useful to quantify and understand how the atmospheric moisture 
content may affect LR variations at the regional scale (Blard et al., 2007; 
Loomis et al., 2017; Tripati et al., 2014). 

Recent compilations of oceanic and continental paleothermometers 

Fig. 1. Location of the studied sites. Grey diamonds identify marine core locations used for the SST calibration (Fig.4). White squares are the 31 ΔLR computation 
sites. Dots are sites with LGM paleoprecipitation estimates. Blue, red and grey dots respectively indicate sites where the modern period is wetter, drier, and un-
changed than LGM. 
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proposed that the global post-Last Glacial Maximum (LGM) warming 
was between 4 and 6 ◦C, with large regional disparities (Annan et al., 
2022; Seltzer et al., 2021; Tierney et al., 2020). Even if the exact 
amplitude of the post LGM warming could still be refined in future 
studies, the LGM climate is an ideal benchmark for studying the sensi-
tivity of global temperatures to the net radiative forcing, and the specific 
responses of certain regions, partly driven by the polar amplification 
(Smith et al., 2019), the terrestrial amplification (Seltzer et al., 2023a,b) 
or by the altitudinal dependent warming (Pepin et al., 2015). LGM 
temperature reconstructions at high elevations have yielded contrasting 
results: some tropical and mid latitude regions display an amplified 
post-LGM warming at high elevation (steeper LR during the LGM) (Blard 
et al., 2007; Kuhlemann et al., 2008; Loomis et al., 2017), while others 
suggest no dependence of the post-LGM warming on elevation (i.e., no 
LR change since the LGM) (Tripati et al., 2014). These studies provide 
local reconstructions in different regions of the globe, with contrasting 
hydrological regimes. Thus, they may not be globally representative, 
hampering our ability to anticipate potentially upcoming LR changes 
under future climatic conditions. 

In this study, we aim to fill this gap by investigating the main 
physical parameters and mechanisms controlling LR changes. For that, 
we compare precipitation and LR data between the LGM and present. We 
focus our study on the American Cordillera, along a near-continuous, 
8000 km-long latitudinal transect ranging from 40◦N to 40◦S. From 
Alaska to Patagonia, the American Cordillera is the sole mountain range 
that continuously covers both Hemispheres over a large latitudinal 
range (70◦N – 50◦S, Fig. 1), with a mean altitude of 4000 m and summits 
above 6000 m asl. The American Cordillera thus provides a unique 
collection of glaciers, encompassing both the tropics and mid-latitude 
regions. The Cordillera also have sub-regions with very contrasting 
precipitation regimes, which is ideal to test the potential impact of 
moisture variations on LR changes. It is also located near the Eastern 
Pacific Ocean, where records of SSTs permit constraining low altitude 
LGM temperatures. Local continental precipitation proxies (e.g., lake 
levels, speleothems, and pollen records) are also available in the vicinity 
of LGM paleoglaciers. Here, based on glacier paleo-extents, we recon-
struct LGM equilibrium lines of the American cordillera glaciers and 
convert them into 0 ◦C isotherm altitudes using independent estimates of 
paleoprecipitation, following the approach of Condom et al. (2007) and 
Legrain et al. (2022). We then combine these paleo-isotherm estimates 
with alkenone-based paleo SST data to compute LGM LR estimates along 
the latitudinal transect. These LR estimates are then compared with 
present-day LR values (computed with a comparable methodology) to 
identify where and how LR have changed during the last deglaciation. 
The mechanisms causing the observed spatial and temporal LR vari-
ability are then investigated using the IPSL global climate model out-
puts, for LGM and pre-industrial states. 

2. Materials and methods 

To reconstruct LR variations between the LGM and today, our 
approach includes four main steps (summarized in the synoptic flow 
diagram presented in Supplementary Fig. 1), which involve both already 
published and newly computed data:  

1. Identifying sites with LGM glacial extents, well-dated by cosmogenic 
10Be, 36Cl or radiocarbon (section 2.1.). The locations of the paleo-
climatic data used in this study are presented in Supplementary 
Figs. 3-4.  

2. Compiling/determining modern (section 2.2.) and LGM (section 
2.3.) SST, 0 ◦C isotherm and precipitation for each site. For the LGM, 
this step notably requires reconstructing LGM ELAs using the 
Accumulation-Area Ratio (AAR) method and converting these into 
LGM 0 ◦C isotherms using empirical relationship linking ELA, tem-
perature, and paleoprecipitation data (Fox and Bloom, 1994; Legrain 
et al., 2022). 

3. Converting SST data into equivalent continental sea-level tempera-
tures at the sites where glacial landforms are studied using an 
empirical transfer function (section 2.4.).  

4. Computing modern and LGM lapse rates (with LGM LR defined as the 
slope between SST – taken at − 125 m below present-day sea level – 
and the glacier-derived isotherm 0 ◦C elevation) to derive ΔLR values 
by subtracting the LGM LR from the modern LR (section 2.5.). 

We then proceed to a model-data comparison (section 2.6.) using 
outputs of the IPSLCM5A2 model (Sepulchre et al., 2020) to investigate 
the underlying mechanism(s) controlling LR temporal and spatial 
variations. 

2.1. Studied LGM glacial landforms and their ages constraints 

This study is based on the compilation of well-dated LGM landform 
extents dated by in situ cosmogenic nuclides (27/31 sites) and radio-
carbon (4/31 sites) (Supplementary Tables 1 and 2). The inclusion 
criteria for these LGM glacial extents is to consider that every glacial 
morphology dated between 26-18 ka belongs to the LGM. This 26-18 ka 
range represents the broad duration of the global LGM (Clark et al., 
2009). Considering this whole time window has the advantage to ac-
count for the inter-site age variability produced by the slight diachron-
ism of the so-called “local” LGMs identified along the American 
Cordillera (Palacios et al., 2020). 

10Be cosmogenic data used here comprise all the published LGM ages 
stored within the online ICE-D database http://alpine.ice-d.org/. All 
these 10Be exposure ages are updated and homogenized using the 
KNSTD07 standardization (Nishiizumi et al., 2007), and are recomputed 
with the online calculator Cosmic Ray Exposure Program (CREp) 
https://crep.otelo.univ-lorraine.fr/#/(Martin et al., 2017) using the 
regional production rate of the Andes (Martin et al., 2015), as well as the 
world wide mean value, for comparison (Supplementary Table 2) 
(Martin et al., 2017). We also compute these 10Be ages using two 
different scaling schemes: Lal stone time corrected (Lal, 1991) and Lif-
ton-Sato-Dunai (Lifton et al., 2014) (Supplementary Table 2). In all cases, 
we use the ERA40 atmosphere model and the atmospheric 10Be based 
Virtual Dipolar Moment (VDM) (Muscheler et al., 2005) to account for 
time variations of the production rate. Our comparison shows that the 
choice of the scaling and production rates does not affect the final ages 
beyond uncertainties (Supplementary Table 2). We retain the ages 
computed with the Lal stone time variable scaling with the regional Andes 
production rate (Martin et al., 2015). In the few cases where no regional 
production rate is available (southern Andes), we use the 10Be ages 
computed with the worldwide mean production rate (Supplementary 
Table 2). 36Cl ages of landforms (n = 7) are considered without any 
additional processing (Supplementary Table 1) as there is no consensus 
on 36Cl elemental production rates (Marrero et al., 2016; Schimmelp-
fennig et al., 2009). 

When no direct cosmogenic surface exposure age of a given glacial 
morphology is available (as is the case for 4 sites in Ecuador and 
Colombia; Supplementary Table 1), the age of the LGM glacial extent is 
determined by 14C dating on paleosoils bracketing the glacier moraines. 

2.2. Modern temperatures and precipitation at the studied sites 

2.2.1. Modern Sea Surface Temperatures 
We use the modern SST data from the Extended Reconstructed Sea 

Surface Temperature version 4 (ERSST_V4) (Huang et al., 2015; Smith 
and Reynolds, 2003), available at https://www.esrl.noaa.gov/psd/. 
This database is based on SST values extended from the Comprehensive 
Ocean–Atmosphere Data Set (COADS) database. Modern SSTs corre-
spond to the mean annual value from the climatic period 1989–2018 
(Supplementary Table 3). Data are compiled for each 0.5 latitudinal 
degree from 40◦N to 40◦S along the American Pacific coast and the 
Venezuelan and Colombian Caribbean coasts. We use the Pacific Ocean 
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SSTs, except for the Santa Maria Colombian site and the Venezuelan 
sites, that are closest to the Caribbean Sea (Supplementary Table 3). At 
these two locations, we compute a mean SST between the Pacific and the 
Caribbean zone. It is noteworthy that SST values from the Pacific Ocean 
and the Caribbean Sea are similar (ΔSST ≤1 ◦C) at these latitudes 
(12-9◦N). Thus, the potential bias induced by combining the Pacific 
Ocean and Caribbean Sea data is not considered as a significant source of 
uncertainty in our study. 

2.2.2. Modern 0 ◦C isotherms 
Modern 0 ◦C isotherms are directly compiled from literature data 

(Supplementary Table 5), except for the Sierra Nevada and San Ber-
nardino sites, for which no previous estimate of the 0 ◦C isotherm is 
available. For the sites from Sierra Nevada and San Bernardino, we es-
timate the 0 ◦C isotherm using normal PRISM reanalysis data 
(1980–2011). We extract data for 118 sites of high-altitude glaciers and 
perform a regression of elevation as a function of mean annual tem-
perature (Supplementary Fig. 6), yielding an averaged value of 0 ◦C 
isotherm of 3578 ± 11 m (standard deviation) for Sierra Nevada. At the 
scale of the whole American Cordillera, computed and compiled modern 
0 ◦C isotherms range from 3452 to 5100 m with an average of 4530 ±
587 m (1σ standard deviation). We estimate an approximate uncertainty 
of 50 m for modern 0◦c isotherms directly compiled from literature. 

2.2.3. Modern precipitation 
The values of modern precipitation at the LGM precipitation sites are 

from the PRISM product, that is compiled from high-resolution radar 
measurements (Western Regional Climate Center, https://wrcc.dri. 
edu/), from global modelling of precipitation (Climate Change Knowl-
edge Portal, https://climateknowledgeportal.worldbank.org), and from 
climatic station measurements (Supplementary Table 6). 

2.3. LGM temperatures and precipitation at the studied sites 

2.3.1. LGM Sea Surface Temperatures 
To reconstruct SSTs during LGM, we use alkenone data from 16 

marine cores located along the American cordillera at a restricted dis-
tance (<1000 km) from the coastline (Fig. 1; Supplementary Fig. 2). We 
use a single SST proxy approach to avoid potential biases due to inter-
proxy disparities (Bova et al., 2021; Leduc et al., 2010, 2017). Moreover, 
alkenone is the only SST proxy available from marine cores along the 
whole American Cordillera (Fig. 1) and comparison of SST proxies 
suggest that alkenones provide accurate SST estimates in the tropics (Lea 

et al., 2014). The LGM alkenone-derived SSTs are averaged from 26 to 
18 ka (Supplementary Table 8). To estimate LGM SSTs corresponding to 
the sites studied for glacial landforms, we first consider a simple linear 
extrapolation between the reconstructed SSTs for the two nearest LGM 
SST cores. 

This simple approach may suffer biases due to the heterogeneous 
spatial distribution of marine cores. To circumvent this issue and smooth 
local discrepancies, we consider time variations of the SST and how they 
may relate to latitude. Because the Holocene variability of temperature 
is low, we assume in this calculation that the modern SSTs are equivalent 
to Holocene average SSTs derived from alkenone data. For the Holocene, 
we average the alkenone-derived SST for the time period 11.7 to 0 ka. 
We consider the Holocene as a whole because global temperature 
changes during this period were marginal (1σ standard deviation < 1 ◦C) 
and the averages should therefore represent robust and representative 
SST values. Then we consider the LGM SST as the mean of the 26-18 ka 
period. The ΔSST (Holocene-LGM) are then calculated as the difference 
between the mean Holocene SST and the mean LGM SST (Supplemen-
tary Table 8). 

As expected, the minimal ΔSST values are found around the equator 
and increase exponentially towards higher latitudes, suggesting that 
alkenone data provide LGM SST estimates that are precise enough to 
capture the polar temperature amplification (Fig. 2). At ~34◦N, we 
observe a cluster of LGM SST anomalies that are much lower than sur-
rounding estimates from other marine sites. These LGM SST anomalies 
of ~ -1 ◦C compared to modern SST are caused by an early warming in 
the area, more than 10 ka before the end of the LGM (Herbert et al., 
2001). This early SST warming was likely caused by the collapse of the 
California Current during glacial maximum, in response to a local 
climate change occurring on land (Herbert et al., 2001). Using the local 
LGM SST defined for ~25 ka from these 3 cores would yield LGM 
anomalies of about − 4 ◦C, a value in good agreement with other SST 
estimates at those latitudes (Herbert et al., 2001, Fig. 2). As this LGM 
SST anomaly is very localized and is not representative of the large-scale 
latitudinal trend, we remove these three sites from our LGM SST data-
base (labelled in red in Fig. 2). As the ΔSST are driven at first order by 
latitude, we can use it to compute the LGM SST at each latitude location 
from the modern SST. From these data, we then define a relationship 
between ΔSST and the latitude (Fig. 2): 

ΔSST (latitude)=A × exp(| Latitude | ×B) (S1)  

where Latitude is expressed in decimal degrees (DD) and A and B are 
empirical parameters specific to the eastern Pacific SST latitudinal 

Fig. 2. Calibration of the ΔSST(Modern-LGM). a. White and red dots are SST estimates from marine cores included in, and excluded from, the calibration, respectively 
(see Methods). All SST estimates are based on alkenone reconstructions. The U-shaped relationship between the ΔSST(Modern-LGM) and latitude highlights the polar 
amplification. b. ΔSST(Modern-LGM) is plotted as a function of absolute latitude used to estimate the ΔSST(Modern-LGM) at each latitude (blue line). Dashed lines represent 
the 1σ envelope (R2 = 0.89; MSWD = 1.3; p value = 2 × 10− 12). 
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gradient (Fig. 2). LGM SST at any given latitude, especially at studied 
sites for glacier paleoextents, can be calculated by subtracting the 
latitude-specific ΔSST from the modern SST at the same latitude. 

2.3.2. LGM 0 ◦C isotherms 
ELA, 0 ◦C isotherm and mean annual precipitation are linked with 

robust empirical relationships (Condom et al., 2007; Fox and Bloom, 
1994; Legrain et al., 2022). Knowing this relationship and LGM pre-
cipitation (see section 3.3.3 below, Supplementary Tables 5 and 6) al-
lows using LGM ELAs and LGM precipitation to compute LGM 0 ◦C 
isotherm elevations. To estimate paleo ELAs from paleo glacial extents 
we use the Accumulation Ablation Ratio (AAR) (Meier and Post, 1962) 
method, that is a robust and easy-to-use technique (Benn and Lehmkuhl, 
2000). The AAR defines the ELA as the elevation at which the ratio 
between (i) the glacier area above this ELA and (ii) the total surface of 
the glacier, equals the AAR (Meier and Post, 1962) (i.e., the ratio of the 
accumulation area to the area of glacier). Thus, the LGM ELA can be 
computed if both the total surface of the LGM glacier and the AAR 
parameter are known. 

The LGM glacial extent and total surface of each studied glacier are 
determined by glacial morphology analysis and identification of lateral 
and frontal moraines mapped using high-resolution Landsat imagery 
(Supplementary Fig.7). Then, we assume that the AAR remained con-
stant through time and estimate paleo-ELA based on the modern AAR. 
Since AAR may vary spatially, we use the most accurate AAR estimates 
available (from the World Glacier Monitoring Service (WGMS) mass 
balance measurements) to calibrate regional AAR values (Supplemen-
tary Fig. 8). Following Martin et al. (2020), we compile interannual AAR 
and annual mass balances to estimate the AAR value (Supplementary 
Fig. 8) of each glacier, at equilibrium with the climate state. Data from 
modern glaciers available in WGMS permitted to calibrate AARs in the 
following five regions: the Sierra Nevada (n = 1 glacier), Mexico (n = 1), 
the Central Andes (n = 1), the Bolivian and the Peruvian Andes (n = 2) 
(Supplementary Table 7). In the case of Venezuela and Central America, 
for which modern data are absent from the WGMS database, we use AAR 
regional values directly compiled from the literature (Stansell et al. 
(2007) (Venezuela) and Lachniet and Vazquez-Selem (2005) (Central 
America) (Supplementary Table 7). 

Local LGM ELAs for each glacial valley are given in Supplementary 
Table 7. The final uncertainties associated with these ELAs are computed 
using the quadratic sum of the standard deviation associated with each 
regional AAR coefficient (ranging from 0.03 to 0.06) and a spatial un-
certainty of 50 m to account for the lack of precision of paleo glacier 
mapping. 

For South and Central America (20◦N – 36◦S), we use the relation-
ship calibrated by Fox and Bloom (1994) to calculate the elevation of the 
LGM 0 ◦C isotherm, Iso0LGM (m asl), as: 

Iso0LGM =ELALGM – 3427 + (1148× log10PLGM) (S2)  

where PLGM is the mean annual precipitation (mm.a− 1) and ELALGM is 
the Equilibrium Line Altitude (m asl), both during the LGM. This 
equation is established for the latitudinal range of 5–17◦S but was 
proven to yield robust and accurate results between 10◦N and 50◦S 
(Condom et al., 2007). In Central America (20◦N – 10◦N), climatic 
conditions are fairly similar to the calibration area (Tropical Andes), 
implying that this equation is likely to also provide robust results for this 
region. 

For the Sierra Nevada and San Bernardino Mountains (40◦N – 34◦N), 
we use the relationship established by Legrain et al. (2022) who used 
data from Northern America glaciers to define a regional version of the 
Fox and Bloom (1994) equation: 

Iso0LGM =ELALGM − 5150 + (1640× log10PLGM) (S3) 

Total uncertainties on LGM 0 ◦C isotherms are computed by propa-
gating uncertainties on LGM precipitation, LGM ELA, as well as the 

calibration relationship. 

2.3.3. LGM precipitation 
A few LGM precipitation databases exist (Bartlein et al., 2011; 

Cleator et al., 2019) and were used in climate-model comparison exer-
cises (e.g. Kageyama et al., 2021). Unfortunately, only very few quan-
titative LGM precipitation estimates are included in these databases for 
western America. A few isotopic records based on speleothems (Lachniet 
et al., 2013) and leaf wax (Bhattacharya et al., 2018) are available, but 
as the isotopic composition of rainfall records mixed source signals, 
precipitation temperatures, and extents of Rayleigh-type distillation, 
comparing isotopic results from the LGM and Holocene is not straight-
forward. In particular, the deglacial warming and continental ice sheet 
melting invariably obscure precipitation signals and eventually 
compromise quantitative precipitation rate estimates. For this reason, 
we ignore rainfall estimates based on stable isotopes. Instead, we derive 
LGM precipitation from other proxies (pollen assemblage, paleolake 
shoreline, packrat midden) (Supplementary Table 6) that provide rela-
tive precipitation change between the LGM and modern conditions. In 
practice, we compute LGM precipitation by correcting modern precipi-
tation from these changes derived from these proxies (Supplementary 
Table 6, Fig. 3). When uncertainties are not provided in the original 
publication, we arbitrarily attribute a relative uncertainty of 20% for 
LGM precipitation estimates. 

2.4. Continental effect: translation of SST into continental-equivalent 
temperature 

We restrict our compilation to the American Cordillera in order to 
minimize the potential bias introduced by the effect of continentality 
between SST and 2 m air temperatures above continents. Despite the 
relative proximity (≤500 km) between the glaciated sites in the Amer-
ican Cordillera and the Pacific Ocean (or the Caribbean Sea), a correc-
tion must be applied to convert modern and LGM coastal SST into 
equivalent continental sea-level temperatures. This correction accounts 
for the fact that continents have a different radiative budget and climatic 
inertia compared to the ocean (Seltzer et al., 2023a,b). 

In order to compute this continental-ocean correction for the present 
day, we compile weather station data at variable altitudes along the 
American cordillera, and defined 9 regions (Supplementary Fig. 5-6) 
whereby the LR appears to be distinct from those of the adjacent areas 
(spatial LR variability >1 ◦C.km-1). Each region is also characterized by 
a specific climate. For instance, the distinction between San Bernardino 
Mountains and Sierra Nevada corresponds to an abrupt change in pre-
cipitation rates (Pandey et al., 1999) associated with an orographic 
depression (<1000 m asl) between these two regions. For Mexico, we 
separate an Eastern and a Western Transmexican region, since available 
climatic data show strong differences in the atmosphere thermal struc-
tures of these two regions (spatial LR variability ≥1.5 ◦C.km− 1). These 
differences are probably due to the influences of Caribbean Sea and 
Pacific Ocean on the corresponding coastal sites. In this case, the 
boundary between the two regions at a given latitude is defined as the 
equidistant point between the two coasts. The Central America region 
conforms to the specific climate of Central America, with a geographical 
setting characterized by high moisture transport across the Central 
America isthmus (Leduc et al., 2007). Equatorial Andes are divided into 
two distinct regions: the Northern and the Southern Equatorial Andes, 
representing the Colombian Venezuelan Andes (Caribbean Sea influence 
and discontinuous Andes) and the Peruvian Bolivian Andes (Pacific 
coast and high-altitude plateau), respectively. The Northern Central 
Andes correspond to the climatic region of the Chilean Dry Andes, 
characterized by a near absence of glaciers due to extremely dry con-
ditions (Ammann et al., 2001). The Southern Central Andes correspond 
to the glaciated region South of the North Central Andes. 

For each region, we compile mean annual temperature data from 
weather stations (wrrc.dri.edu; explorador.cr2.cl; http://berkeleyearth. 
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lbl.gov). Combining the elevation and temperature of these station, we 
obtain the temperature of the theoretical 0 m asl altitude within the 
mountain range, for each of the 9 sub-climatic regions (Supplementary 
Fig. 9). This theoretical temperature is referred to as the CNET (Conti-
nental Null Elevation Temperature). Then, we compare this value with 
the modern SST of the East Pacific at the same latitude and expressed the 
Correction Factor of Continental Effect (CFCE) as: 

CFCE (i)=CNET(i) – SST(i) (S4)  

where (i) corresponds to the index of a given climatic region. The mean 
CFCE value is +4.3 ± 5.2 ◦C, ranging from +14.8 ◦C (Bolivian and 
Peruvian Andes) down to − 2.3 ◦C (Central America) (Supplementary 
Table 4). Then, we compute the modern SSTcorr for each of the 31 
studied sites: 

SSTcorr (modern)(i)=SSTModern – CFCE(i) (S5)  

where CFCE is given in ◦C and varies for each calibrated region. Modern 
SSTs data corrected for the continental effect using the regional 
computed CFCE value are reported in Supplementary Table 3. 

To compute the continental-ocean correction for the LGM, we use the 
same approach as for modern data but we apply an additional correction 
to account for continental amplification. Recently, it has been shown 
that during a major climatic change, the temperature change over the 
continent is about 37% larger than that of the ocean (Seltzer et al., 
2023a). To compute the SST during the LGM period we thus account for 
the terrestrial amplification of the post-deglacial warming. Hence, the 
SSTcorr (LGM) is: 

SSTcorr (LGM)=SSTModern + CFCE − 1.37 × (ΔSST) (S6)  

with ΔSSTLGM defined by equation (S1). 
SSTcorr (LGM) values are reported in Supplementary Table 3. 

2.5. Lapses rate and ΔLR computations 

We compute both modern and LGM LR using a linear interpolation 
between a high-altitude temperature (glacier data) and a zero-altitude 
temperature (continental temperature reconstruction derived from 
coastal SSTs), following: 

LR(t)=
− SSTcorr(t)

Iso0(t) − Z(SSTcorr(t))
(S7)  

Where (t) refers to either the LGM or modern time, Iso0(t) is the 0 ◦C 
isotherm elevation in m asl. at the considered time t, SSTcorr(t) and 
Z(SSTcorr(t)) are the SST corrected from the CFCE (◦C) and the altitude of 
the SSTcorr(t) at the considered time t. In practice, we use Z(SST) values 
of 0 and -125 m for the modern and LGM sea level (Dutton et al., 2015; 
Fleming et al., 1998), respectively. The last step of our procedure is to 

compute the difference between the two LR in order to get the ΔLR (in 
◦C.km− 1) for the 31 glacial sites along the American cordillera (Sup-
plementary Table 9). 

2.6. IPSLCM5A2 climate model 

The model results used in this study are based on the IPSLCM5A2 
model (Sepulchre et al., 2020). The pre-industrial simulation is 
described in the same reference. The LGM simulations follows the PMIP4 
protocol (Kageyama et al., 2017) and is further described in the first 
overview of PMIP4 LGM simulations (Kageyama et al., 2021). The main 
changes in boundary conditions to obtain this LGM simulation are those 
due to the LGM ice sheets: the altitude, land ice extent and coastlines are 
set up following the PMIP3 ice sheet reconstruction (Abe-Ouchi et al., 
2015). Greenhouse gases and insolation parameters are set up to their 
LGM values (Kageyama et al., 2017). The Pre-industrial simulation has 
been run for 2800 years up to equilibrium (Sepulchre et al., 2020). The 
LGM simulation has been run for 1200 years, starting from pre-industrial 
conditions. The final 100 years of the pre-industrial and LGM experi-
ments are used to define the averages used in the present work. We 
examine the 3D (longitude, latitude, altitude) annual mean tempera-
tures and relative humidity simulated by the model for both periods, 
over the Americas and adjacent oceans, as well as the annual mean 
precipitation. 

We compute the free atmospheric lapse rate for each grid point as the 
slope of the regression of the vertically dependent temperature vs alti-
tude of the grid point, computed by using the mean geopotential height. 
Grid points with altitude below 6000m are retained. 

3. Results 

3.1. Low altitude vs high altitude temperature changes 

Fig. 4a displays the post-LGM warming on the continent at low 
elevation and at high elevation (computed from the 0◦ isotherm shift), 
respectively, from − 40◦ to 40◦ latitude. This shows that low elevation T 
changes are comparable or slightly higher than those at high elevation, 
from 40◦S to 10◦S of latitude and beyond 35◦N of latitude, with warming 
ranging from 1 to 6 ◦C. A contrasting pattern is visible in the inner 
tropics, between, 8◦S to 20◦N, where high elevation post LGM warming 
are significantly larger (8–14 ◦C) than those observed at low elevation 
(1–6 ◦C). Consequently, the lapse rate changes consecutive to the 
deglacial warming are much larger in this inner tropic region than those 
observed at higher latitudes; and are locally driven by the large tem-
perature changes that occurred at high elevation (Fig. 4a). 

3.2. Comparing LGM and modern lapse rates 

Reconstructed LR values for LGM and modern time stand between 

Fig. 3. Modern and LGM 0 ◦C Isotherm elevation and associated precipitation changes. Red and grey circles are modern and LGM 0 ◦C isotherm values, respectively. 
Dark blue sticks are LGM precipitation at the Isotherm 0 ◦C computation sites. Light blue and yellow sticks are modern precipitation when they are higher and lower 
than during LGM, respectively. 

E. Legrain et al.                                                                                                                                                                                                                                 

http://berkeleyearth.lbl.gov


Quaternary Science Reviews 318 (2023) 108303

7

− 9.5 ± 0.8 and − 3.8 ± 0.3 ◦C.km− 1 (average LR of − 6.7 ± 1.6 ◦C.km− 1; 
1σ) and between − 7.3 and − 5.2 ◦C.km− 1 (average LR of − 6.1 ± 0.7 ◦C. 
km− 1; 1σ), respectively (Table S9; Figs. 4b and 5). The interquartile 
range of LGM LR is markedly larger than the one for modern LR (Fig. 5). 
The ΔLR ranges from − 1.5 to +3.7 ◦C.km− 1 (Supplementary Table 9; 
Fig. 4c). Positive ΔLR values, indicative of shallower modern lapse rates 
relative to LGM, are observed in the Colombian Andes (Inner Northern 
Tropics), whereas slightly negative ΔLRs are recorded in Northern and 
Southern mid-latitudes. Shallower modern lapse rates indicate amplified 
post LGM warming at high elevation, compared to sea level. In the 
search for a spatial relationship between ΔLR and latitude along the 
American Cordillera, we identify three distinct regions (Fig. 4c): (i) 
between ~40 and 20◦N (Sierra Nevada and San Bernardino mountains), 
where the modern LR is slightly steeper than the LGM LR (mean ΔLR of 
− 1.1 ± 0.4 ◦C.km− 1), (ii) between 20◦N and 9◦S, where the modern LR 

is shallower than the LGM LR (mean ΔLR of 1.9 ± 0.9 ◦C.km− 1), and (iii) 
between 14◦S and 35◦S, where the modern LR is similar to the LGM LR 
(ΔLR average of − 0.2 ± 0.5 ◦C.km− 1). In summary, a high-altitude 
amplification of post LGM warming is observed at low latitudes (20◦N 
to 9◦S), in the central and the northern South American Cordillera 
(Fig. 4). 

The ΔLR simulated by IPSLCM5A2 (Fig. 6g) is positive over the 
tropical Americas, the maximum value being reached over northern 
South America. On the other hand, negative values are simulated over 
mid-latitude North America. Even if the simulated ΔLR are much smaller 
than the reconstructed values, these model results suggest that changes 
in lapse rates are indeed spatially heterogeneous. 

Fig. 4. A) Low elevation vs high elevation post LGM warming. Low elevation T changes are calculated from nearby SST, applying the continental correction factor 
(CFCE), while high elevation T changes are computed from the glacier-derived 0◦ isotherm shift, using modern local lapse rates. B) Modern and LGM lapse rates C) 
ΔLR(modern-LGM) for the 31 studied sites. Central tropics (20◦N - 9◦S) present the highest value of ΔLR(modern-LGM) and thus a steeper lapse rate during the LGM. Post- 
deglacial warming is thus amplified at high-altitude, between 20◦N and 9◦S. 
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4. Discussions 

4.1. Robustness of the reconstructed ΔLR 

The robustness of our ΔLR could be questioned because our approach 
includes several computation steps with inherent uncertainties, as-
sumptions and corrections. However, several independent arguments 
and observations support our results and suggest our approach is robust. 

First, as a sensitivity test, we also calculated the modern LR directly 
from weather station data (Supplementary Fig. 5). The average differ-
ence between these modern LR estimates and our modern SST versus 
0 ◦C isotherm-based LR is only 0.2 ◦C.km− 1 on average, with a maximum 
of 0.94 ◦C.km− 1 for Costa Rican sites (Supplementary Fig. 10). Such a 
small difference between two independent methods appears negligible 
and within the uncertainty of our regional ΔLR computation. It is much 
lower than the modern versus LGM variations of the LR we report here 
for the Tropics (Fig. 4c). In other words, using the alternative stations- 
based methodology would not significantly affect the ΔLR changes 
computed in this study between 20◦N and 9◦S (Supplementary Fig. 10). 
Nonetheless, we prefer to keep the SST and 0 ◦C isotherm-based 
approach to compute modern LR, for two main reasons: (i) we 
consider it preferable to use the same methodology for LGM and modern 
LR computation, and (ii) the weather station-based methodology does 
not permit to take into account the local LR variability due to the large 
geographical range. 

Second, we show that the final ΔLR values are not very sensitive to 
the choice of the method used to estimate the LGM SST at the studied site 
(either latitudinal correction to account for polar amplification or linear 
interpolation) (Fig. 7). 

Third, we also performed a sensitivity analysis to assess how each 
parameter involved in the lapse rate reconstructions contribute to our 
ΔLR estimates, and hence identify potential bias. For this, we computed 

Fig. 5. Annual precipitation (mm) plotted against lapse rates, for both modern 
(orange circles) and LGM (blue circles) lapse rates (Lower panel). Box plot 
showing the distribution of modern and LGM lapse rates (Upper panel). 

Fig. 6. IPSLCM5A2 coupled model results for the LGM climate (top row) and the PI – LGM anomaly (bottom row). Surface air temperature (a: LGM, f: PI – LGM), 
lapse rate (b: LGM, g: PI – LGM), annual precipitation (c: LGM, h: PI – LGM), relative humidity (d: LGM, i: PI – LGM), and specific humidity (e: LGM, j: PI – LGM). All 
fields are annual means. Reconstructions compiled in this study for the lapse rate and precipitation are superimposed on panels e and f, based on the same colour 
scale as for the maps. 
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the ΔLR by iteratively suppressing each of the following corrections 
(Fig. 7): (i) the conversion of LGM glacier paleoELAs into 0 ◦C isotherms 
using independent precipitation estimates, (ii) the latitudinal interpo-
lation of ΔSST, and (iii) the conversion of modern and LGM SST into 
“equivalent” continental air temperatures with the CFCE. This sensi-
tivity analysis indicates that the computed regional ΔLR pattern remains 

similar, within uncertainty, when any of these three corrections is not 
accounted for (Fig. 7). In the extreme scenario where the ΔLR are 
computed without any of these three corrections being applied, positive 
ΔLRs values are still present beyond uncertainties in the equatorial re-
gion (Fig. 7). These sensitivity tests therefore demonstrate that the 
patterns of our ΔLR calculations are robust. 

Fig. 7. Testing the model dependence of ΔLR results. Dark diamonds are the computed ΔLR of the study (see methods, Fig.5). Coloured dots show ΔLR computed 
removing iteratively each correction: a) ΔLR computed without precipitation correction (yellow dots), b) ΔLR computed without CFCE correction (red dots), c) ΔLR 
computed assuming that corresponding LGM SSTs are interpolated from the 2 nearest cores, without using the SST calibration relationship (blue dots). d) ΔLR 
computed without performing any of the 3 corrections (white dots). Note that ΔLR between 20◦N and 9◦S is significantly superior to zero independently of the 
modelling choices used. 

Fig. 8. Correlation between ΔLR and ΔP. (a) Data, blue dots: LGM precipitation has been calculated directly from modern precipitation and independent paleo-
precipitation proxy (See Methods). The 31 sites of calculation are shown as blues dots. Note that steeper and shallower modern LR are systemically associated with 
drier and wetter areas than during LGM, respectively. IPSL model, orange dots: precipitation and lapse rate variations have been extracted at each data site location 
to perform the comparison. 
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4.2. The role of precipitation and humidity on LR changes 

4.2.1. Correlation between LR and precipitation variations 
For both LGM and modern values, the steepest LR values (≤− 6.5 ◦C. 

km-1) are only observed in the driest regions (P ≤ 1000 mm.yr-1; Fig. 5). 
However, the relationship between absolute LR and annual precipitation 
remains unclear for both LGM and modern data (Fig. 5). The modern LR 
displays a lower spread than LGM LR and the relationship between LR 
and annual precipitation is less significant under the warmer climatic 
state of the modern compared to the colder LGM (Fig. 5). This different 
LR vs precipitation sensitivity suggests that boundary conditions matter, 
but the main drivers (average temperature, atmospheric CO2 concen-
trations, differences in atmospheric dynamics) still need further research 
to be identified. To better understand the mechanism(s) that control(s) 
spatial and temporal variations of LR, we evaluate the correlation be-
tween the computed ΔLR and absolute precipitation changes (ΔP =
modern precipitation – LGM precipitation) (Fig. 8). Precipitation proxies 
indicate that rainfall significantly increased between the LGM and the 
Holocene in the inner tropics (20◦N – 9◦S: ΔP range from 0 to +1400 
mm.yr− 1), while it slightly decreased in the outer tropics and at mid- 
latitudes (10◦S – 35◦S and 34◦N – 40◦N: ΔP range from − 15 to − 770 
mm.yr− 1) (Fig. 3, Supplementary Table 6, Supplementary Fig. 4). 
Notably, pollen records and lake shoreline levels in Central America 
(20◦N-9◦S) indicate a significant precipitation increase from the LGM to 
the Holocene (Supplementary Table 6). Although these absolute pre-
cipitation estimates are based on different proxies with their own 
characteristics and potential biases, their good overall agreement de-
picts a consistent picture. In detail, differences between the absolute 
precipitation estimates for the inner and the outer tropics display a 
precipitation pattern which potentially reflects a global southward shift 
of the Intertropical Convergence Zone (ITCZ) during the LGM, from 
Central America to South America, and/or an intensification of the 
South American Summer Monsoon (SASM). This scenario is corrobo-
rated by several precipitation records in Southern America (Blard et al., 
2011; Martin et al., 2018, 2020; McGee, 2020; Woods et al., 2020). 

Importantly, ΔLR values display a linear relationship with ΔP (R2 =

0.81; p-value = 3.2 × 10− 11) (Fig. 8). Shallower modern lapse rates are 
associated with higher modern precipitation rates compared to the LGM. 
Conversely, areas characterized by a limited precipitation change (or a 
slight aridification) in the modern period (still relative to the LGM) yield 
unchanged or only slightly negative ΔLR values (Fig. 8). 

4.2.2. Robustness of the ΔLR versus ΔP relationship 
The precipitation values are used in the computation of the LR values 

to convert ELAs into 0 ◦C isotherms. One could hence wonder whether 
the ΔLR versus ΔP relationship (Fig. 8) could result from a bias inherent 
to the method. To evaluate the influence of the precipitation-correction 
on the ΔLR versus ΔP relationship, we compute a similar relationship 
but using ΔLR values that have not been corrected for the effect of 
precipitation (Supplementary Fig. 12). This methodological choice 
represents an extreme case where ELAs are considered as equivalent to 
0 ◦C isotherm, which is not physically realistic (Condom et al., 2007; 
Legrain et al., 2022). However, this approach allows us to evaluate the 
extent to which the observed correlation between ΔP and ΔLR is due to 
the precipitation involved in the computation of ΔLR values. Using this 
approach, we find that the correlation between ΔP and ΔLR qualita-
tively stands similar, (i.e., wetter sites still are associated with shallower 
lapse rate; Supplementary Fig. 12). This sensitivity test thus reinforces 
the robustness of the observed correlation between ΔLR and ΔP. 
Nevertheless, the slope of the linear relationship is modified, implying 
that quantitative estimates is affected by the precipitation correction. 
Since the glacier ELAs are sensitive to absolute precipitation, we still 
consider the relationship using precipitation values in the LR compu-
tation as the most reliable approach (Fig. 8). 

4.2.3. Role of moisture in the ΔLR variations 
Based on the relationship results, we propose that shallower lapse 

rates may result from a post-LGM increase of the atmospheric water 
content. When the atmospheric water content increases, the capacity of 
the atmosphere to transfer heat from low to high elevations by 
convective and radiative transfer is enhanced, yielding less steep lapse 
rates (Kattel et al., 2013; Stone et al., 1979). Our suggestion of a shal-
lower modern LR relative to the LGM in the inner tropics (20◦N – 9◦S) 
corroborates local studies of Blard et al. (2007) and Loomis et al. (2017), 
who established less steep modern LR compared to LGM in Hawaii and 
Kenya, respectively. Alternatively, constant modern LR could have 
prevailed in some tropical regions (e.g., between 11◦S and 30◦S in this 
study, but also in Papua New Guinea, in the Western Pacific (Tripati 
et al., 2014). The main difference between these two regions is that the 
summits of New Guinea are subject to much higher precipitation than 
those of Hawaii and Mount Kenya (>1000 mm.yr− 1 versus <500 mm. 
yr− 1), and the local LR is hence close to the moist adiabatic typical range 
(around 4–6 ◦C.km-1). While our results demonstrate a linear relation-
ship between ΔLR and ΔP, some of the noise in this correlation may be 
attributed to differences in the absolute climatic conditions of the gla-
ciers. Specifically, mountainous areas experiencing high precipitation 
(>1000 mm/yr) are likely to be less influenced by changes in precipi-
tation, making them less susceptible to recording a change in lapse rate. 
Moreover, paleo-precipitation records suggest that the modern climate 
conditions in Papua New Guinea are not significantly wetter than during 
the LGM (Denham and Haberle, 2008; Hope, 2009). The absence of 
precipitation changes between the LGM and the modern would explain 
the absence of significant variation of the LR computed in these areas. 

4.3. What can we learn by comparing the paleoLR derived from paleoELA 
and those from the IPSLCM5A2 climate model? 

The GCM modeled ΔLR and ΔP (Pre-industrial – LGM) map indicates 
a first order spatial agreement between the variations of these two 
metrics (Fig. 9). This is in line with the empirical correlation that we 
derive from our reconstruction based on high altitude continental 
proxies between ΔLR and ΔP (Fig. 8). The GCM outputs also indicate a 
tight spatial correlation between ΔP and the relative humidity change 
(noted ΔRH) (Fig. 6). This correlation between RH and precipitation 
changes is supported by the scatter plot (Fig. 9b) between these indi-
vidual outputs retrieved from the GCM grid (R2 = 0.65). The observed 
correlation in the paleoclimate record between ΔP and ΔLR could hence 
reflect a close control of ΔRH on ΔLR. The fact that RH changes may be a 
major driver of LR changes is also confirmed by plotting these metrics 
extracted from the IPSLCM5A2 model output over and close to the 
American cordillera from 40◦N to 40◦S (Fig. 9c) (R2 = 0.80). The same 
plot realized between the modeled specific humidity and LR changes 
display a poorer correlation, mainly arising from the sites located north 
of 20◦N where ΔLR is negative (Supplementary Fig. 11; R2 = 0.27). 
These observations provide a strong support for the involvement of a 
moisture control on LR changes, increased relative humidity conditions 
implying shallower lapse rates (or drier conditions implying steeper 
lapse rates) (Fig. 9). 

However, the agreement between the IPSL model outputs and our 
proxy-based reconstruction does not hold for regions that experienced a 
post LGM precipitation increase. In such cases, the model shows a 
saturation effect for ΔLR, hence causing the overall ΔLR response to be 
underestimated (Fig. 8). A comparison between present day precipita-
tion rates and those modeled for PI conditions (Fig. 10) shows that the 
IPSL model underestimates precipitation rates over the Amazonian 
basin, while overestimating precipitation rates in the Northern part of 
the Andes (Ecuador, Columbia). This could result from the low resolu-
tion of the topography, which causes a poor representation of the real 
altitude of the range, and, hence, an inaccurate representation of the 
orographic effect in this narrow part of the Cordillera (Fig. 10). There 
are also other long-recognized biases of the IPSL models, as discussed by 
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(Sepulchre et al., 2020). This low resolution could cause post-LGM LR 
changes to be underestimated in Ecuador and Columbia, where 
GCM-modeled precipitation are overestimated at the location of glaciers 
(>1500 mm/a, compared to < 1000 mm/a), implying that the modeled 
LRs are already close to a moist adiabatic value (around 5 ◦C.km-1), thus 
hampering any post-LGM LR change to be observed in the simulations. 
Finally, it is important to acknowledge that lapse rates measured along 
mountain slope may be decoupled from those observed in the adjacent 
free atmosphere (Pepin et al., 2015), especially in valleys. Since the IPSL 
model is run at ~300 km resolution, it only has an incomplete 
description of the real topography, and therefore of the processes 
occurring within the mountain atmospheric boundary layer, well below 
the subgrid scale. This observation may partly explain some of the dis-
crepancies between modeled LR and those derived from paleoELA 
reconstruction. Future studies could test this by performing 
high-resolution GCM simulations with a much higher resolution 
topography (i.e., <10 km grid cell). 

4.4. Amplification of high-altitude temperature changes: implications for 
anthropogenic warming 

During the past decade, several studies have developed the concept 
of an elevation-dependant warming (Pepin et al., 2015; Wang et al., 
2014, 2016). Recent observations have shown an amplification of the 
high-altitude warming, albeit this pattern seems to yield contrasting 
outcomes (Ohmura, 2012). A recent study based on noble gas recon-
struction of continental temperature evidenced a larger post LGM 
warming over the continent relative to the oceans, even at elevations 
<1000 m (Seltzer et al., 2021). In order to test the robustness of the 
amplification of temperature changes that we obtain here at high ele-
vations, we compute the post LGM warming values derived from 
paleo-glaciers and plotted them against the altitude of observation 
(Fig. 11). Our data correspond to high elevation (2500 m–5000 m) post 
LGM warming ranging between 6 and 14 ◦C in locations that were drier 
during the LGM, and 0–5 ◦C in locations that were wetter. For Brazil, 
noble gas paleotemperatures indicate a low altitude LGM cooling of 5.4 
± 0.6 ◦C, at an average elevation of 600 m (Seltzer et al., 2021; Stute 
et al., 1995). This value is at the low end of the range of post LGM 
warming computed in our study for higher altitudes. This observation 

Fig. 9. Relationships between variables simulated by IPSLCM5A2 over and close to the American Cordillera, on the grid points highlighted on the map. The 
American Cordillera is separated into three main domains highlighted in green, red and blue (a), respectively. Δ indicate PI - LGM anomalies. RH: relative humidity at 
first level, P: precipitation, LR: lapse rate. 

Fig. 10. Comparison of observed (GPCC dataset, https://opendata.dwd.de/climate_environment/GPCC/html/gpcc_normals_v2022_doi_download.html) and modeled 
(GCM IPSLCM5A2) modern precipitation field in the American Cordillera. 
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thus implies that the amplification of the post LGM warming is signifi-
cant at high elevation, and exceeds the effect of pure continental 
amplification (Seltzer et al., 2023a,b) (Fig. 11). 

Many factors have been proposed to explain the peculiar trends of 
anthropogenic warming, including surface-based land use feedbacks 
(Zeng et al., 2021), as well as atmospheric radiative forcings and 
convective process (Keil et al., 2021; Pepin et al., 2015). A recent study 
also mentioned the potential role of seasonality in modulating short 
term warming amplification at high-altitude (Qixiang et al., 2018). 

Several studies had already identified correlations between lapse 
rate and humidity, both for present day (Colman and Soden, 2021; Li 
et al., 2015) and the LGM (Blard et al., 2007; Kuhlemann et al., 2008; 
Loomis et al., 2017). Previous reconstructions of LGM lapse rates yielded 
contrasting results from different regions (Blard et al., 2007; Kuhlemann 
et al., 2008; Loomis et al., 2017; Tripati et al., 2014) but the scarcity of 
these LGM reconstructions and their lack of quantitative precipitation 
estimate did not permit to demonstrate a clear forcing mechanism. Our 
synthesis identifies for the first time a robust quantitative relationship 
between changes in lapse rate and changes in local precipitation (and 
probably relative humidity) during the post LGM warming. This finding 
permits to better understand and constrain the roles of precipitation and 
moisture on lapse rate modifications, temporal and spatial changes in 
moisture being able to drive variable interregional lapse rate changes at 
different elevations. Consequently, as evidenced by our dataset (Fig. 4a), 
the magnitude of the LGM cooling at high elevation has a high proba-
bility to have been spatially heterogenous, which represents a significant 
caveat to keep in mind when deriving a uniform and universal tem-
perature change on land (Seltzer et al., 2023a,b). Using the obtained 
relationship between precipitation rates and lapse rate changes (Fig. 8), 
we estimate the high-altitude amplification of the future warming, 
assuming mean annual precipitation changes modeled by 2100 projec-
tion scenarios. For instance, a precipitation increases of 500 mm.a-1 

would lead to − 1.1 ◦C.km− 1. Hence, based on our most reliable ΔLR– ΔP 
relationship (Fig. 8), we find that a sea level +1 ◦C warming could 
induce an additional warming of 4.1 ± 0.8 ◦C at 4000 m asl (1σ standard 
deviation). Following this reasoning, we speculate that regions 
becoming increasingly wet as a result of climate change may coincide 
with regions where the low altitude anthropogenic warming will be 
amplified at high-altitude and potentially accelerate mountainous gla-
ciers melting there, despite the increase in precipitation. Reversely, in 

regions that will become drier in the future, global warming could be 
attenuated at high elevation. Future modelling studies should help to 
quantify these amplification/attenuation mechanisms and better 
address future high-altitude climatic changes. 

5. Conclusions 

We summarize the main outcomes of our study in these four key 
findings:  

• Quantitative relationship between lapse rate and precipitation 
changes: by using LGM 0◦isotherm from glacier paleo-equilibrium 
line, SST and paleoprecipitation proxies, we establish a relation-
ship linking post LGM changes in precipitation (ΔP) and changes in 
lapse rates (ΔLR).  

• Amplified post-LGM warming in wetter areas: the deglacial 
warming amplitude at high-altitude is correlated with changes in 
mean annual precipitation: in areas that have become wetter, the 
lapse rate has become shallower, and reversely. This mechanism is 
also encountered in the IPSL-GCM model outputs, although some 
discrepancies exist in regions that experienced the largest post LGM 
moisture increase.  

• Spatial heterogeneities in post-LGM lapse rate variations: by 
linking moisture and lapse rate changes, our study provides key in-
sights to explain the heterogeneities in post-LGM lapse rate varia-
tions inferred from previous studies. 

• Implications for anthropogenic-induced high-elevation warm-
ing: our results suggest that the current high-altitude warming is 
underestimated in areas that will become wetter. Future modeled 
projections need to ensure that this moisture amplification mecha-
nism is well captured by numerical models. 
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a b s t r a c t

The Last Glacial Maximum (LGM; ~26e18 kyr ago) is a time interval of great climatic interest charac-
terized by substantial global cooling driven by radiative forcings and feedbacks associated with orbital
changes, lower atmospheric CO2, and large ice sheets. However, reliable proxies of continental paleo-
temperatures are scarce and often qualitative, which has limited our understanding of the spatial
structure of past climate changes. Here, we present a quantitative noble gas temperature (NGT) record of
the last ~40 kyr from the Albian aquifer in Eastern Paris Basin (France, ~48�N). Our NGT data indicate that
the mean annual surface temperature was ~5 �C during the Marine Isotope Stage 3 (MIS3; ~40e30 kyr
ago), before cooling to ~2 �C during the LGM, and warming to ~11 �C in the Holocene, which closely
matches modern ground surface temperatures in Eastern France. Combined with water stable isotope
analyses, NGT data indicate dD/NGT and d18O/NGT transfer functions of þ1.6 ± 0.4‰/�C
and þ0.18 ± 0.04‰/�C, respectively. Our noble-gas derived LGM cooling of ~9 �C (relative to the Holo-
cene) is consistent with previous studies of noble gas paleothermometry in European groundwaters but
larger than the low-to-mid latitude estimate of 5.8 ± 0.6 �C derived from a compilation of noble gas
records, which supports the notion that continental LGM cooling was more extreme at higher latitudes.
While an LGM cooling of ~9 �C in Eastern France appears compatible with recent data assimilation
studies, this value is greater than most estimates from current-generation climate model simulations of
the LGM. Comparing our estimate for the temperature in Eastern France during MIS3 (6.4 ± 0.5 �C) with
GCM outputs presents a promising avenue to further evaluate climate model simulations and constrain
European climate evolution over the last glacial cycle.

© 2023 Elsevier Ltd. All rights reserved.

1. Introduction

Constraining the evolution of past climate is key for evaluating
modern estimates of equilibrium climate sensitivity (ECS) and

improving predictions of future climate change. For decades, our
understanding of past climate evolution has improved thanks to
the analysis of polar ice cores (e.g., Lorius et al. (1990); Dansgaard
et al. (1993); Petit et al. (1999)) and oceanic sediment archives
(e.g., McManus et al. (1999); Peterson et al. (2000); Martrat et al.
(2007)). Both archives have the advantage of providing near
continuous high-resolution records of paleoclimatic information.
The analysis of air bubbles trapped in ice cores notably helped
unraveling the role of CO2 in driving and/or amplifying global
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climate variations (Caillon et al. (2003); Shakun et al. (2012);
Parrenin et al. (2013)). However, polar and marine paleoclimate
records alone are insufficient to determine the spatial structure of
climate changes at Earth's surface, especially on the continents. The
development of quantitative proxies of continental paleoclimates is
essential to constrain the magnitude and spatial structure of past
climate changes in terrestrial regions that are heavily populated
today (e.g., Cleator et al. (2020); Seltzer et al. (2021a)).

One of the best-documented, geologically-recent global climate
transitions is the last deglaciation, that started ~20 kyr ago, when
the Earth transitioned from a ~100 kyr-long glacial period. The last
glacial maximum (LGM; ~26 kyr ago if defined by the strict
maximum in global ice volume (Grant et al. (2014)) was charac-
terized by low levels of pCO2 (~185 ppm), which subsequently
increased to pre-industrial levels (~280 ppm) in conjunction with
rising global temperatures (e.g., Parrenin et al. (2013)). For this
reason, paleoclimatologists have long sought to refine estimates of
regional temperature changes during the LGM as away to constrain
Earth's ECS. It is however worth noting that the very definition of
the LGM may vary slightly across scientific communities. Defining
the LGM in a way that integrates constraints from geomorpholog-
ical records of glaciations, changes in global sea level, and d18O
signals in the marine record has proven challenging (Clark et al.
(2009); Hughes and Gibbard (2015)). Overall, estimates for the
timing of the LGM across the globe spread over more than 10 kyr
(Shakun and Carlson (2010)), implying that a distinction must often
be made between local, regional, and global “LGMs”. Here we
consider the global LGM period to range from 28 to 23 kyr ago, as
defined by (Hughes and Gibbard (2015)) as the maximum of global
ice volume and atmospheric dust concentration.

Recent data assimilation studies of the LGM have incorporated
large collections of sea surface temperature (SST) proxy to simulate
the spatial distribution of surface temperature changes since the
global LGM (Tierney et al. (2020); Osman et al. (2021)). As a way to
assess the validity of the simulation outputs, these results are
compared with independent ice core and speleothem d18O data
(Tierney et al. (2020)). Although many terrestrial paleoclimate ar-
chives exist (e.g., fossil pollen records (Bartlein et al. (2011); Cleator
et al. (2020)), speleothems (James et al. (2015)), glacier equilibrium
lines (e.g, Porter (2000); Martin et al. (2020)), noble gases in
groundwater (Stute et al. (1995)), these have been largely over-
looked in most data assimilation studies, leading to large un-
certainties about the magnitude and dynamics of past climate
changes in populated regions. The main reason for ignoring these
paleoclimate proxy data is that most of them do not provide
quantitative, reliable, and spatially-distributed estimates of past
temperatures.

In multiple regions of the globe, existing LGM paleotemperature
records from terrestrial proxies exhibit disagreements potentially
attributed to proxy specific biases. At low elevation, historical
pollen data have for instance been used to suggest a tropical cooling
�3 �C during the LGM (e.g., Bartlein et al. (2011)), whereas noble
gas abundances in groundwater indicate a larger LGM tropical
cooling of 5.8 ± 0.6 �C (Stute et al. (1995); Seltzer et al. (2021a)). At
higher elevations (>3000 m), LGM glacier equilibrium lines (Porter
(2000); Blard et al. (2007)) and organic matter in lakes (Loomis
et al. (2017)) also suggest large tropical cooling, from ~6 to 9 �C.
These apparent discrepencies could potentially reflect an amplifi-
cation of LGM cooling (and thus, of equilibrium warming) with
altitude (lapse rate) or distance from the shoreline (continental
amplification). Loomis et al. (2017) for instance proposed that their
estimate of LGM tropical cooling from organic matter in lakes could
be compatible with a ~2 �C LGM cooling at low elevation (i.e., sea
level), consistent with pollen paleoclimatic records (Bartlein et al.
(2011)). Such a low estimate of LGM tropical cooling at low

elevation is however inconsistent with most noble gas re-
constructions (Seltzer et al. (2021a)). Recently, Cleator et al. (2020)
presented a new global reconstruction of LGM seasonal climates
using data assimilation of pollen records with the ensemble
average of the PMIP3dCMIP5 simulations. This new reconstruction
yielded a larger tropical LGM cooling (~4.7 �C) than previous
pollen-based reconstructions (Bartlein et al. (2011)), in closer
agreement with independent constraints from noble gas records
(Seltzer et al. (2021a)). The same potential complications of proxy
specific biases and vertical or continental amplifications of equi-
librium warming arise for the mid-to high-latitude regions, where
estimates of LGM cooling are even more variable than in the tropics
(Seltzer et al. (2021a)). While the polar amplification of climate
change is a robust feature of model simulations (e.g., Holland and
Bitz (2003); Pithan and Mauritsen (2014)) and data (Tierney et al.
(2020)), the cause(s) and latitudinal extent of polar amplification
remain debated (Stuecker et al. (2018)). These considerations un-
derline a crucial need for robust paleotemperature reconstructions
of glacial cooling at mid-to high latitudes, in the continental realm.

Due to their temperature-dependent solubilities in water and
insensitivity to biological and chemical processes, noble gases
dissolved in ancient groundwater have long been recognized as a
reliable archive of past climates, with a well established, quantia-
tive link to past land surface temperatures (e.g. Aeschbach-Hertig
et al. (2000); Mazor (1972); Stute et al. (1995); Loosli et al.
(2001); Aeschbach-Hertig and Solomon (2013)). Today, about a
third (27.0e36.3%) of Earth's land area is estimated to hold LGM-
aged groundwater (Befus et al. (2017)). By applying a physical
recharge model that account for both the temperature-dependent
solubility equilibrium between air and water, as well as bubble
injection and partial dissolution (Ingram et al. (2007)), measured
noble gas concentrations can be interpreted with an inverse model
to quantitatively reconstruct past Mean Annual Surface Tempera-
tures on land (MAST, (Aeschbach-Hertig and Solomon (2013)).
Here, we present a brief summary of the noble gas thermometry
approach, and report a new ~40-kyr long noble gas record of past
MAST from the Albian aquifer of the Paris Basin, in Eastern Fance.
We use these new data to discuss the spatial gradients of equilib-
rium warming across Western Europe (as a function of altitude,
latitude, and distance from the shore), and to assess the capability
of atmospheric global climate model (GCMs) to reproduce past
LGM conditions.

2. Material and methods

2.1. Noble gas thermometry

The early recognition that the stable isotope composition of
water molecules in rainwater (i.e., d18O and dD) depends on several
climatic factors, including air temperature, rain amount, altitude,
and latitude of precipitations (e.g., Craig (1961)) paved the way for
isotope hydrology and hydroclimatology. Dissolved atmospheric
neon (Ne), argon (Ar), krypton (Kr) and xenon (Xe) concentrations
in groundwater have long been recognized as reliable proxies of
past climate, with a physics-based link to past land surface tem-
perature (e.g. Mazor (1972); Stute et al. (1995); Loosli et al. (2001);
Seltzer et al. (2021a)). Because atmospheric noble gases are inert
and lack appreciable sinks or sources, their concentrations in fresh
water at solubility equilibrium reflect well-understood physical
constants that primarily depend on temperature, barometric
pressure, and “additional” dissolved noble gases acquired by bubble
entrainment and dissolution during recharge (referred to as “excess
air” or "DNe", because neon is a sensitive indicator of excess air
dissolution owing to its low solubility (Andrews and Lee (1979);
Heaton and Vogel (1981); Klump et al. (2008)). Owing to the
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attenuation of seasonal temperature fluctuations in soil with depth,
typical temperatures at the water table (that is, the upper surface of
the saturated zone) closely match MAST (Aeschbach-Hertig and
Solomon (2013)). In most cases, MAST appear to be 1e2 �C
warmer than Mean Annual surface Air Temperatures (MAAT)
(Seltzer et al. (2021a)), with slight decoupling notably arising at
high latitudes due to changes in snow cover or vegetation (e.g.,
Stute and Sonntag (1992)). However, changes in MAST and MAAT
can be reasonably assumed to be of equal magnitudes, such that
DNGTLGM are directly comparable to MAAT changes since the LGM.

When groundwater is isolated from soil air by subsequent
recharge or flow beneath a confining layer, dissolved noble gases
are preserved. Because they lack subsurface sources or sinks, the
concentrations (of Ne, Ar, Kr, and Xe) are preserved after the time of
recharge and affected only by dispersive mixing and advection.
Unlike stable noble gases, atmosphere-derived radioactive isotopes
in groundwater will decay according to their respective half-lives
(e.g. t1/2 (14C) ¼ 5730 yr), providing a way to determine both (i)
the “age” of groundwater recharge from the activities of radioactive
species, and (ii) the noble gas temperatures (NGT) from bulk noble
gas concentrations. Although the 5730 year half-life of 14C and the
ubiquity of carbon in groundwater make it a powerful - and widely
applied - age tracer on the timescale of ~1000 to ~40 000 years, the
potential for hydrogeochemical reactions and physical processes to
alter measured 14C activities (Geyh (2000)) require caution when
interpreting 14C-dated sample chronologies.

Over the past ~40 yr, multiple noble gas studies have aimed at (i)
improving numerical approaches to deconvolve “excess air” and
“equilibrium” (i.e., temperature) signals in groundwater data, and
(ii) reconstructing glacial/interglacial NGT changes across the
continents (e.g., Edmunds and Milne (2001); Corcho Alvarado et al.
(2011); Seltzer et al. (2021a) and references therein). Multiple con-
ceptual models (e.g., unfractionated air (UA) (Heaton and Vogel
(1981)), partial re-equilibration (PR) (Stute et al. (1995)), and oxy-
gen depletion (OD) (Hall et al. (2005))) have been proposed to ac-
count for the variable compositions of soil air and excess air at the
water table, including the variable extents of air entrapment and
bubble dissolution during recharge (Klump et al. (2008)). Today,
however, it is the so-called closed-system equilibration (CE) model
(Aeschbach-Hertig et al. (2000)), whereby water table fluctuations
entrain bubbles of soil air that partially dissolve under elevated
hydrostatic pressure at solubility equilibrium, that has been
established as the most robust and reliable approach (Kipfer et al.
(2002); Aeschbach-Hertig and Solomon (2013)). Using late Holo-
cene groundwater noble gas data from 30 study areas worldwide,
Seltzer et al. (2021a) showed that CE model NGTs closely match
modern ground surface and shallow groundwater temperature
measurements, further demonstrating the robustness of this
approach to using groundwater noble gases as an unbiased
palaeothermometer.

2.2. Groundwater sampling of the Albian aquifer

The Albian aquifer of the Paris Basin (France), which has been
exploited since 1841, shows drastic drawdownwith a clear cone of
piezometric depression near the Paris region, where ~23 � 106 m3

of water are extracted every year for human use (cumulative vol-
ume abstraction of >450 � 106 m3 over the period 1841e1935;
Contoux et al. (2013)), among which ~80% are for domestic/human
use. Water parcels from several flowlines converge towards this
zone, where they mix with the underlying aquifer of Neocomian
age (Fig. 1). More generally, the Albian aquifer consists of alter-
nating layers of sand and clays, with a total porosity between 3%
and 35% (average 25%) and a kinematic porosity e i.e., the porosity

that actually contributes to the flow network e around 15%. The
rate at which groundwater can flow through the Albian aquifer
(referred to as transmissivity) has been previously estimated to be
in the range [3.2e7.2]x10�5 m2/s (Raoult (1999)).

Water samples from the Albian aquifer have been collected in
the late 1990s, in the frame of the Raoult et al. (1998) project. We
present here the results from water samples collected in 17 wells
distributed along a SoutheNorth/West transect of the Paris Basin
(average recharge elevation of 270 m), parallel to the sub-
horizontal flowlines of the aquifer (Fig. 1). Two samples (Ns1 and
Ns2) originate from the Neocomian aquifer, and two others (Cs1
and Cs2) originate from a shallower aquifer associeted with chalk
Raoult (1999)). All of the other samples originate from the Albian
aquifer. Water samples dedicated to radiocarbon (14C) dating were
prepared by precipitating carbonates (CaCO3 and BaCO3, via BaCl2
addition) from 80 L water containers, previously set at pH ¼ 12 by
NaOH addition. Radiocarbon activity was then measured using a
conventional liquid scintillation analyzer; all 14C ages were here
calibrated using the most recent IntCal20 calibration curve (Reimer
et al. (2020)). d13C was measured from CO2 released under vacuum
from 100-mL water samples via addition of H3PO4. Radiocarbon
and d13C were measured at the Center de Recherches
G�eodynamiques (Thonon-les-Bains, France) following the proced-
ure described by Olive (1999). d18O and dD values were determined
at the Laboratoire de Biochimie isotopique (Universit�e Paris VI)
following procedures described by Gat and Gonfiantini (1981) and
Coleman et al. (1982), respectively. Water samples collected in 3/8”
copper tubes were analyzed at ETH Zurich for noble gas abundance
determination (i.e., 3He, 4He, 20Ne, 36Ar, 40Ar, 84Kr, 132Xe), following
the procedure described by Weyhenmeyer et al. (2000). The con-
version of noble gas abundances in groundwater into past tem-
peratures was carried out assuming the closed-system
equilibration (CE) model using the software PANGA (Jung and
Aeschbach (2018)), and compared to results from a recent
approach by Seltzer et al. (2021a).

3. Results

All data (14C, dD, d18O, noble gases, computed recharge paleo-
temperature) are reported in Tables S1eS5. The spatial distribution
of 14C activity within the Albian aquifer indicates that water parcels
range in age from ~40 kyr ago (near the detection limit of radio-
carbon) down to present-day (~90 pmc) with a general decrease of
14C activity towards the center of the Paris Basin (Raoult et al.
(1998)), consistent with previous 14C measurements of the Albian
aquifer (Vuillaume (1971)) and hydrological models of the Paris
Basin (Castro et al. (1998)). The absence of notable d13C variations
across all of our samples as well as their negative values well below
0‰ VPDB (with most data falling within the range of �15‰
to �10‰ VPDB) indicates that no significant correction for dead
carbon input via carbonate dissolution is required in the present
case (Fig. 2a). In detail, the highest DIC concentrations and highest
d13C values appear in samples with the highest 14C activites
(Table S4). Among older samples, the lack of apparent trend in
either DIC nor d13C with 14C activity (Fig. S5) indicates that (a) input
of 14C-free DIC is not a major concern for dating, and (b) the
younger groundwaters likely have a distinct source of DIC than
groundwater samples from the Albian aquifer (perhaps from agri-
cultural infuence via seepage of irrigation water to shallow
groundwater; e.g., Seltzer et al. (2021b)). However, if the addition of
14C-free DIC was biasing 14C ages towards low values in the Albian
aquifer, then the highest DIC should be associated with the oldest
samples, which is not observed (Fig. S5). Thus, there is no basis for
making a correction for dead carbon addition in the present case.
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The absence of evidence for dead carbon input via carbonate
dissolution in the Albian aquifer is notably consistent with the
paucity of carbonated lithologies within this aquifer.

The decreasing He isotope ratios of groundwater as a function of
14C age (from R/RA ~1 down to � 0.1, where R and RA correspond to
the 3He/4He of the sample and atmosphere, respectively; Boucher
et al. (2018)) reflects the progressive addition of radiogenic 4He
from UeTh decay along the water flowline (Fig. 2b). Conversly, the

absence of significant 40Ar/36Ar evolution as a function of 14C age
indicates that, if present, the potential effect of 40Ar* additions from
40K decay is here below detection (Fig. 2c). The evolutions of dD
(Fig. 2d) and d18O (Fig. 2e) as a function of 14C age indicates that
groundwater parcels analyzed in this study hold a paleoclimatic
signal, with lighter d18O and dD in the glacial period relative to the
Holocene, and the lowest values corresponding to the LGM. The
stable isotope compositions of Albian groundwater plot very close

Fig. 2. Evolution of geochemical parameters in the Albian aquifer, as a function of 14C age. Evolution of d13C (‰ VPDB) (a), He isotope ratios (b) (here given as R/RA, where R and
RA correspond to the 3He/4He of the sample and atmosphere, respectively; Boucher et al. (2018)), 40Ar/36Ar (c), dD (‰ SMOW) (d) and d18O (‰ SMOW (e), as a function of calibrated
14C age. (f) Groundwater stable isotope composition relative to the Global Meteoritic Water Line (GMWL) and French Meteoritic Water Line (FMWL) (Millot et al. (2010)).

Fig. 1. Location of groundwater sampling sites in the Paris Basin. (a) Piezometric map of the Paris Basin showing the flowlines in the confined Albian aquifer (cretaceous inf.) and
piezometric contour (given in meters below surface). Sample names correspond to: A ¼ Albian, N¼ Neocombian, C ¼ “chalk”, s ¼ South, n ¼ North. (b) Cross section of the Paris
Basin (broadly following the cross section profile reported on panel (a)). (c) Stratigraphic levels represented on the cross section of panel (b). The Albian aquifer is located on the
upper part of the Lower cretaceous. Adapted from Raoult (1999).
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to the Global Meteoritic Water Line (GMWL) and French Meteoritic
Water Line (FMWL) (Millot et al. (2010)), indicating limited e if any
e evaporative loss, in line with a meteoritic origin of groundwater
in the Albian aquifer (Innocent et al. (2021)).

Noble gas paleotemperatures (NGT) computed with the CE
model using the software PANGA (Jung and Aeschbach (2018))
show a clear temporal trend (Fig. 3) that mimics the evolutions of
dD (Fig. 2d) and d18O (Fig. 2e), from consistent NGTs ~6 �C between
42 and 30 kyr ago (i.e., during the Marine Isotope Stage 3, MIS3)
down to ~2 �C between 28 and 25 kyr ago (MIS2), and then up to a
steady ~11 �C for the last ~10 kyr (Fig. 3). These Holocene tem-
peratures are in excellent agreement with the average modern
(1950e2019) ground surface temperature of 11.53 �C in Eastern

France, as derived from ERA5-Land reanalysis (Hersbach et al.
(2020)). However, we note that two samples analyzed in this
study appear to have been affected by degassing, as reflected in the
occurrence of F values [1 (Table S6). In the CE model, the
dimensionless parameter F (also referred to as the “fractionation
parameter”) corresponds to the ratio between B (the final trapped
gas to water volume ratio) and A (the volume ratio of air entrapped
in the groundwater in the recharge zone towater) (e.g., Aeschbach-
Hertig and Solomon (2013)). Hence, the model describes excess air
for F <1 and degassing for F > 1. While several samples reported in
this study yield F values< 1, potentially attributed to the occurrence
of excess air, the conspicuous occurrence of degassing in several
samples prevents interpretation of potential excess air signatures.
However, the observation that, despite their variable F values
(Table S1), samples of similar ages yield consistent NGTs (Fig. 3)
indicates that NGT reconstructed in this study are not significantly
affected by degassing or potential excess air corrections.

4. Discussion

4.1. Comparison with previous NGT reconstructions in Europe

Our data indicate that the LGM in Eastern France was charac-
terized by a MAST cooling (DNGTLGM) of about �9 �C, similar to the
glacial cooling of �8.4 ± 1.1 �C recorded in Belgian groundwater
(Blaser et al. (2010); Fig. 4d). To date, DNGTLGM reconstructions in
Europe have shown significant variability, with for instance lower
DNGTLGM in Portugal (�5.9 ± 1.6 �C, DeMelo Condesso et al. (2001);
Fig. 4c) and England (�5.9± 1.1 �C, Andrews and Lee (1979); Fig. 4d)
compared to “continental” Europe (Seltzer et al. (2021a)). Although
Portugal and England are further South and West than Eastern
France, respectively, these discrepencies could reflect spatial gra-
dients of LGM cooling, controlled at the first-order by a continental
amplification of equilibrium warming at increasing distances from
the shoreline (e.g., Sutton et al. (2007); Byrne and O’Gorman
(2018)). However, gaps in recharge during cold periods of perma-
frost have been suggested for the England record (Andrews and Lee
(1979)), implying that the true LGM cooling for this region may be
greater than 6 �C. Two paleo-reconstructions of NGT from Hungary
also yielded contrasted DNGTLGM (�6.5 ± 0.9 �C and �9.2 ± 1.0 �C;
values recently updated by Seltzer et al. (2021a) using the datasets

Fig. 3. Noble gas paleotemperature (NGT) computed using the closed-system
equilibration (CE) model, a function of 14C age (in kyr ago cal. BP). The NGT re-
cord depicts a clear temporal trend, from ~5 �C between 42 and 30 kyr ago down to
~2 �C between 28 and 25 kyr ago, and then up to a steady ~11 �C for the last 10 kyr (in
excellent agreement with the average modern (1950e2019) ground surface temper-
ature (red square) of 11.53 �C in Eastern France, as derived from ERA5-Land reanalysis
(Hersbach et al. (2020)). The DNGTLGM of �9.1 ± 0.9 �C is computed following approach
by Seltzer et al. (2021a). Recharge elevation for PANGA calculations is taken at 271 m
(i.e., P ¼ 0.9680 atm). NGT reconstructions using the UA model are given for com-
parison in Fig. S1.

Fig. 4. NGT reconstructions across Europe and comparison of corresponding DNGTLGM with results from the data assimilation results of Tierney et al. (2020) plotted using the
MATLAB Mapping Toolbox following Seltzer et al. (2021a). Asterisks indicate sites with LGM recharge gaps, which coincide with the lateral extent of the LGM ice sheet (Stadelmaier
et al. (2021)). NGT records from (b) Switzerland groundwater (Beyerle et al., 1998) and speleothem data (Ghadiri et al. (2018)) (c) Portugal (De Melo Condesso et al. (2001)), (d)
England (Andrews and Lee (1979)) and Belgium (Blaser et al. (2010)), and (e) Hungary (Stute and Deak (1989); Vars�anyi et al. (2011)).
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of Vars�anyi et al. (2011) and Stute and Deak (1989), respectively) as
well as very different deglaciation timelines (Fig. 4e), emphasizing
potential methodological bias, or more probably, issues with age
models (Vars�anyi et al. (2011)). Overall, a LGM cooling of about �7
to�9 �C has been found previously by noble gas studies in Hungary,
comparable to the magnitude of glacial cooling found in Belgium
and Eastern France. Although more observations are required to
draw a definitive conclusion, this dataset suggests a limited effect of
continental amplification across central Europe.

Determining DNGTLGM in Switzerland (intermediate location
between Belgium-France and Hungary) has proven challenging
given the difficulties in identifying LGM groundwaters in this
mountainous area (Beyerle et al. (1998)) (Fig. 4b). Over the last
decades, important analytical efforts have been achieved to extract
and quantify noble gases from speleothem fluid inclusions, and
derive NGTs (proxy of cave temperature) with a similar precision to
groundwater data (after deconvolution of air-filled vs. water-filled
inclusion signals) (e.g., Kluge et al. (2008); Vogel et al. (2013)).
This promising approach enabled NGT's application to Holocene
stalagmites in Switzerland for paleo-temperature reconstructions
(e.g., Ghadiri et al. (2018), Fig. 4b) and investigations of past
temperatureealtitude gradients (Ghadiri et al. (2020)). Applying
this technique to LGM-aged speleothems is a promising approach
that could better constrain the amplitude of glacial cooling in the
continental realm, at higher altitudes than groundwater noble gas
data.

4.2. Comparison with other paleoclimate proxy data

A DNGTLGM of about �9 �C in Eastern France is consistent with
pollen-stratigraphic records from La Grande Pile and Les Echets
(�10 ± 2 �C, Eastern France; Guiot et al. (1989)), as well as with
the �7.8 to �11 �C cooling derived from inversion of the paleo-ice
extent over the European Alps during the LGM (Vi�snjevi�c et al.
(2020)). Since our NGT record reflects temperatures of <500 m
elevation, the agreement with glacier equilibrium line tempera-
tures (reflecting paleoclimate at altitudes >1000m) is a particularly
interesting observation, as it would suggest a preservation of the
vertical temperature gradient (i.e., the lapse rate) during the LGM,
in Western Europe. However, this conclusion should be considered
with caution given the relatively small altitudinal range covered by
these two records. Systematic comparisons between low- and
high-altitude paleotemperature reconstructions are required to
determine whether the lapse rate was steeper during the LGM (i.e.,
amplification of glacial cooling with altitude (Blard et al. (2007);
Loomis et al. (2017)), or indeed similar to present-day (Tripati et al.
(2014); Banerjee et al. (2022)). Remarkably, a DNGTLGM of �9 �C for
Eastern France appears in line with recent data assimilation studies
that developed field reconstructions of global LGM temperatures
(Tierney et al. (2020)) from a large collection of geochemical paleo-
SST proxies (Fig. 4). This finding potentially extends the low-to-mid
latitude (<30�N) terrestrial proxy support for this recent SST-based
simulation (Seltzer et al. (2021a)) to high latitude continental lands,
like Eastern France. Including continental DTLGM records (such as
NGTs) in future efforts to synthesize global proxy data and simulate
climate changes since the LGM (Tierney et al. (2020)) is a promising
opporunity to assess and improve our understanding of terrestrial
climate dynamics.

4.3. Temperature sensitivity of water stable isotopes and D-excess

The temporal evolution of NGT derived for the Albian aquifer
using the CE model (Fig. 3) broadly mimics the evolutions of dD
(Fig. 2d) and d18O (Fig. 2e), suggesting that these can be interpreted
altogether in order to document past climates (Fig. 5). Variations in

the stable isotopes of water are however challenging to interpret by
themselves as they may reflect multiple processes, including
changes in temperature, moisture source(s), evaporation rates,
precipitation amount, and atmospheric convection, which may all
vary seasonally, annually and spatially (e.g., Dansgaard (2012);
Rozanski et al. (1992); Aragu�as-Aragu�as et al. (2000)). Here, we
observe that NGTs are linearly correlated with both dD (Fig. 5a) and
d18O (Fig. 5b), indicating that temperature (rather than precipita-
tion amount) is likely to be the main parameter controlling the
evolution of water stable isotopes in Eastern France since the LGM.
Although the exact series of mechanisms linking water stable
isotope variations in precipitations to local temperature (as well as
spatial temperature gradients) remain complex, the strong corre-
lations between NGTs and water stable isotopes since MIS3
potentially open the door to using water stable isotope variations in
precipitation as an empirical paleothermometer in other paleo-
climate studies (e.g., using lake sediment archives (Leng and
Marshall (2004))). Here, we compute linear dD/NGT and d18O/NGT
transfer functions of þ1.6 ± 0.4‰/�C and þ0.18 ± 0.04‰/�C,
respectively. On the one hand, these values are markedly lower
than those that have been previously considered to calculate
paleotemperatures from the analysis of water stable isotope in
speleothems fluid inclusions from Central Europe (2.88e4.80‰/�C
for dD and 0.36e0.60‰/�C for d18O; Affolter et al. (2019)). These
d18O/NGT transfer functions were derived by comparing d18O in
modern precipitation and corresponding temperature time series
for the Global Network of Isotopes in Precipitation stations in Basel
(1986e2017) and Bern (1971e2017), and then considering

Fig. 5. dD and d18O as a function of NGT. Linear regressions (dD ¼ (1.6 ± 0.4) x NGT -
(66.9 ± 2.5) and d18O ¼ (0.18 ± 0.04) x NGT - (9.1 ± 0.3)) were computed using the error
weighted least squares algorithm of York et al. (2004).
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equilibrium fractionation factor of eight to transpose d18O in dD
values (Affolter et al. (2019)). On the other hand, the d18O/NGT
derived in this study is markedly greater than the transfer function
of 0.0708 ± 0.0034‰/�C computed from the paleoclimate data
assimilation outputs of Osman et al. (2021) for the grid cell corre-
sponding to our study area (Lat: 48.3, Lon: 5), over the last 23.9 kyr
(Fig. S2). These discrepancies underline the fact that the exact
temperature sensitivity of water stable isotopes in precipitations
remains underconstrained, hence calling for extra caution when
using d18O as a quantitative paleothermometer (Affolter et al.
(2019)). Importantly, we note that changes in the seasonality be-
tween the last glacial period and the present day may have modi-
fied the transfer functions between water stable isotopes and
temperature. For instance, an enhanced seasonality during the LGM
in comparison to the late Holocene (Ford et al. (2015)) would cause
winter precipitations to become a relatively smaller contributor to
annual precipitations, thus affecting the slope of the d18O/T rela-
tionship and biasing the weighted annual mean d18O of paleo-
waters towards the (higher) d18O of summer precipitations.

At last, since dD and d18O are highly correlatedwith temperature
and with one another in our study (Figs. 2 and 5), the deuterium
excess (D-excess ¼ dD � 8 � d18O) appears rather invariant in time
(Fig. S3), consistent with previous comparisons of water isotope
systematics in modern infiltration waters and in old groundwaters
in Western and Central Europe (e.g., Rozanski (1985)). Because D-
excess is typically used as an indicator of both the source of pre-
cipitation and the conditions during vapor transport (e.g., Froehlich
et al. (2002)), a constant D-excess excess over the last ~40 Myr is
indicative of no major change in the moisture source of precip-
icipations over the study area since the last glacial period.

4.4. Comparison with global Climate model outputs

SST changes since the last glacial cycle are rather well docu-
mented (e.g., Ho and Laepple (2015)), with different temperature
proxies yielding quite comparable LGM cooling from 2 �C (under
the tropics) down to 5 �C at high latitudes. As discussed in this
study, in-land proxies of paleotemperatures since the LGM suggest
significant on land variability, and so the spatial evolution of
equilibrium warming on the continental realm remains shrouded
in uncertainty. Recently, a new generation of global climate models
has been used to generate LGM simulations in the Paleoclimate
Modelling Intercomparison Project (PMIP 4) contribution to the
Coupled Model Intercomparison Project (CMIP) (Kageyama et al.
(2021)). Most of these GCM experiments (as well as previous
generation of simulations) yield significantly warmer LGM tem-
peratures in Eastern France (48�N, 4�E) than our DNGTLGM recon-
stuction (Fig. 6). Four models (HadCM3-PMIP3, CESM1-2, INM-
CM4-8, HadCM3-ICE6GC) are however compatible within error
with our DNGTLGM of �9.1 ± 0.9 �C (Fig. 6), suggesting that these
models may most accurately simulate Western Europe's surface
temperatures during the LGM.We speculate that these four models
provide the best estimates of future equilibrium warming in this
region of the globe. In linewith previous conclusions from Zhu et al.
(2021), the CESM2-1 model provides an unreasonably large LGM
cooling in Eastern Europe (about�20 �C), most likely as a result of a
too strong shortwave cloud feedback. As such, the projected future
warming in CESM2 (and models with a similarly high equilibrium
warming) is likely too large. Direct comparisons between several
types of paleoclimate proxies and outcomes of GCM models (as
proposed in this study) is a consistent way to evaluate climatic
models and their ability to describe past, present, and future cli-
mates, including both temperatures and precipitations.

4.5. Quantification of European temperatures during MIS3

In addition to providing important insight into DNGTLGM, the
noble gas record of the Albian aquifer offers a rare opportunity to
constrain European temperatures during MIS3 (between 29 and 42
kyr ago in this dataset). Accurate 14C dating of groundwaters over
such timescales is challenging. However, the observation that sig-
nificant 4He excesses fromUeTh decay (computed as the measured
4He concentration minus the equilibrium 4He concentrations ob-
tained from the CE model) are only observed in samples with 14C
ages older than 26 kyr ago is an independent, empirical confir-
mation that these samples are indeed significantly older than Ho-
locene ones (Fig. S4).

During the last glacial period, the North Atlantic region expe-
rienced abrupt, north-to-south DansgaardeOeschger (DO) climatic
oscillations that affected both atmosphere and ocean global circu-
lations (e.g., Andersen et al. (2004)), but whose cause(s) and dy-
namics remain largely uncertain (e.g., Capron et al. (2021)). These
abrupt and potentially globally distributed events have been pre-
viously observed during MIS3 in Greenland ice core data (Buizert
et al. (2015)), marine sediments from the Atlantic Ocean (e.g.,
Peterson et al. (2000); Martrat et al. (2007); Deplazes et al. (2013)),
and speleothem records (e.g., Wang et al. (2006); Fig. 7). Inwestern
continental europe, DO events have been qualitatively recorded in
speleothems (Genty et al. (2003)), lake sediments (Thouveny et al.
(1994)), and paleosols-loess sequences (Moine et al. (2017)). In
principle, we cannot exclude the possibility that some NGTs
recorded here during MIS3 (Fig. 3) are also affected, to some extent,
by the influence of DO events. This may, at least in part, explain the
slight variability of NGTs between ~29 and 42 kyr-old, with for
instance the highest NGT (at ~32 kyr ago) corresponding to the #
5.2 DO event recorded in other plaeoclimate archives (Fig. 3).
However, high frequency (DO-like) climatic signals are highly un-
likely to be preserved in ancient groundwater parcels due to the
dispersive and advective nature of mixing during storage at depth.
For a typical groundwater dispersivity of 100 m2/yr and velocity of
1 m/s (Stute and Schlosser (1993)), the e-folding attenuation

Fig. 6. Comparison of PMIP4 estimates of Eastern France (48�N, 4�E) LGM cooling
with our DNGTLGM of the Albian aquifer.While most of the PMIP4 models (Kageyama
et al. (2021); http://dods.lsce.ipsl.fr/pmip4/db/) predict lower DTLGM than observed in
the present study, four models (HadCM3-PMIP3, CESM1-2, INM-CM4-8, HadCM3-
ICE6GC) appear compatible with our noble gas data. The CESM2-1 model (marked
with an asterisk) provides an unreasonably high estimate of LGM cooling in Eastern
Europe (�20 �C), consistent with previous findings that this model likely overestimates
the amount of equilibrium warming at Earth's surface (Zhu et al. (2021)).
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timescale (i.e., the timescale for a groundwater signal to decrease to
1/e (~1/2.72) of its previous value) of a 1000 yr-long climatic event
is for instance ~10 000 years (Fig. S7). After 30 kyr, themagnitude of
a DO event-like climatic signal with a period of 1000 yr would
therefore be attenuated by a factor >8, implying that the variability
potentially induced by the preservation of a DO-like event in
groundwater would likely be inferior to the uncetainty on NGT
determination (i.e., <1 �C). Here, we compute an error-weighted
average of all NGT between 29 and 42 kyr ago of 6.4 ± 0.5 �C,
about 4 �C warmer thanMIS2. Awarmer MIS3 thanMIS2 in Eastern
Europe may appear inconsistent with the recent proposal that
paleo-glacial extents in the North Western French Alps reached
their maximum extent during MIS3 rather than during MIS2
(Gribenski et al. (2021)), an observation that may question the
respective cooling between MIS3 and MIS2. The good statistical
agreement between NGTs reported in this study for MIS3 (Fig. 7)
however suggests that the error-weighted average of NGTs be-
tween 29 and 42 kyr ago (n ¼ 10, mean ¼ 6.4 ± 0.5 �C) can be used
as a quantitative constraint on the extent of cooling during that
period of time. Comparing this estimate for the temperature in
Eastern France during MIS3 with GCM simulations of MIS3 appears
to be another promising avenue to further constrain models of
climate evolution since the last glaciation.

5. Conclusion

We have reported a new reconstruction of Eastern France
temperature evolution over the last ~40 kyr, using noble gas
abundances in the Albian aquifer (Paris Basin) as a quantitative
proxy of past temperatures at the time and location of groundwater
recharge. This noble gas temperature (NGT) record, independently
supported by water stable isotope systematics, depicts a clear
glacial-interglacial transition history with mean annual
temperatures close to 5 �C during MIS 3, followed by a period of
cooling to about 2 �C during the LGM, and then, post glacial
warming to Holocene temperatures (~11 �C) between 20 and 10 kyr
ago. Altogether, these data indicate an LGM cooling of�9.1 ± 0.9 �C,
which supports the notion that continental LGM cooling was more
extreme at higher latitudes relative to the tropics (where the DTLGM
was �5.8 ± 0.6 �C; (Seltzer et al. (2021a)). While our data appear
compatible with outputs from the data assimilation of (Tierney
et al. (2020)), we find that most climate model simulations of the
LGM largely underestimate the extent of glacial cooling in Western
Europe during the LGM. Combining our NGT reconstruction with
water stable isotopes, we find linear dD/NGT and d18O/NGT transfer
functions of þ1.6 ± 0.4‰/�C and þ0.18 ± 0.04‰/�C, respectively.
Additional inter-proxy and data-model comparisons (using both
LGM and MIS3 data as anchor points), as well as new noble gas

Fig. 7. Comparison of our NGT reconstruction from the Albian aquifer with paleotemperature records of the last ~45 kyr from Greenland ice core, ocean sediments, and
speleothem data. (a) Temperature reconstruction from the d15N record of the NGRIP Greenland ice core (Kindler et al. (2014), black). (b) Sea surface temperature of the iberian
margin from the MD01-2444 core (Martrat et al. (2007), red). (c) Composite continental d18O record from Chinese speleothems (Cheng et al. (2016), green). (d) Noble gas pale-
otemperature (NGT) from the Eastern Paris Basin (white dots, this study). Numbers on the NGRIP Greenland ice core record and vertical gray areas indicate D-O events. Light blue
area indicates LGM as defined in this study (26e20 kyr ago). BA: BøllingeAllerød. YD: Younger Dryas.
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records from well-dated archives of variable resolutions, are
required to reach a comprehensive assessment of spatial gradients
of equilibrium warming across Europe.
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Il est sans équivoque que les activités humaines ont réchauffé notre climat [IPCC report, 

AR6 WGI]. Les activités anthropiques ont transféré le carbone initialement stocké dans le 

réservoir lithosphérique dans l'atmosphère. Ces émissions de carbone fossile ont provoqué une 

perturbation majeure du climat préindustriel. L'augmentation des concentrations 

atmosphériques de dioxyde de carbone (CO2) et de méthane (CH4) combinée aux autres 

facteurs humains (aérosols, ozone et changements d'utilisation des terres) a entraîné une 

augmentation totale de la température de surface mondiale de 1,14 (de 0,9 à 1,4) °C de 2013 à 

2022 par rapport à 1850-1900 [Forster et al., 2023]. Les conséquences de la libération actuelle 

des gaz à effet de serre dans l'atmosphère se poursuivront après l’arrêt des émissions, à cause 

de l’inertie du climat et du cycle du carbone, dont les mécanismes de rétroactions en jeu entre 

ces composantes impliquent une réponse retardée par rapport à la perturbation initiale (par 

exemple, la fonte des calottes polaires) [IPCC SPR1.5, 2018] (Figure 1). Les projections 

climatiques futures au-delà de la fin du siècle demeurent complexes car les observations des 

interactions entre le climat et le cycle du carbone sont limitées aux dernières décennies. Or, ces 

interactions seront un facteur déterminant de l'évolution du climat terrestre à court terme (fin 

du siècle) et à long terme (sur plusieurs millénaires). Une meilleure compréhension de ces 

interactions à différentes échelles temporelles est donc essentielle pour caractériser le climat 

futur et aider l'adaptation de nos sociétés face au changement climatique en cours. 

La vitesse et l'amplitude des émissions anthropiques de carbone et leurs conséquences 

sur le climat terrestre n'ont pas d'équivalent dans le passé. Cependant, les variations du climat 

terrestre et la dynamique du cycle du carbone sont enregistrées dans les archives 

paléoclimatiques depuis des millions d'années. En particulier, le climat des 2 derniers millions 

d'années (Ma) est ponctué d'une alternance de périodes chaudes (interglaciaires) et froides 

(glaciaires). Ces climats couvrent une large gamme de températures, de schémas de 

précipitations et d'extension du volume de glace, ainsi qu'une grande diversité de 

concentrations atmosphériques de CO2 et de CH4. Par exemple, certaines des périodes chaudes 

passées, d'une durée de 5 à 30 milliers d’années (ka), ont enregistré des températures de surface 
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polaire similaires à celles attendues à la fin du siècle [Past Interglacial Working Group of 

PAGES, 2016]. Parallèlement, les transitions des périodes froides aux périodes chaudes, connues 

sous le nom de Terminaisons glaciaires, se caractérisent par une augmentation de 4 à 7 °C de 

la température moyenne mondiale et une augmentation de 60 à 100 ppm des concentrations de 

CO2 en environ 10 ka. Elles représentent des transitions climatiques majeures impliquant 

d'importants changements dans la dynamique du cycle du carbone. 

En raison de sa proximité relative avec le présent, les 2 derniers Ma offrent de nombreux 

enregistrements extraits des archives paléoclimatiques naturelles. Ces archives couvrent une 

large gamme d'intervalles de temps et de lieux géographiques à différentes résolutions 

temporelles. Ces caractéristiques permettent d'étudier les interactions entre le cycle du carbone 

et le climat des échelles centennale à orbitale. Ainsi, caractériser et comprendre les interactions 

entre le cycle du carbone et le climat au cours des 2 derniers Ma peut fournir des informations 

uniques pour mieux contraindre les variations climatiques allant des échelles centennale à 

orbitale en réponse à la perturbation actuelle du cycle du carbone. 

Mon projet de thèse s'inscrit dans ce contexte, en s'appuyant sur l'utilisation de 

plusieurs intervalles climatiques clés des 2 derniers Ma en tant que laboratoires naturels pour 

caractériser et comprendre les interactions entre le cycle du carbone et le climat à différentes 

échelles temporelles. Ce projet de thèse s'est déroulé à l'IGE où j'ai mesuré de nouveaux 

enregistrements de CO2 et de CH4 sur la carotte de glace Antarctique EPICA Dome C (EDC). 

J'ai également bénéficié de données mesurées au LSCE par F. Prié, A. Grisart et A. Landais, 

où j'ai passé trois semaines dans le cadre de ce projet. 
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Figure 1: Forçage externe, rétroactions internes du climat, événements climatiques majeurs et chapitres de thèse 

présentés en fonction de leur échelle de temps caractéristique. Événements DO : Événements Dansgaard-Oeschger. 

NAO : Oscillation Nord-Atlantique. Modifié et adapté de Bard, leçon inaugurale du Collège de France, 2002. 
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Dans le chapitre 3, qui est le premier chapitre de résultat, je présente les résultats 

publiés dans Communications Earth & Environment en mars 2023 ainsi que les analyses 

complémentaires associées. Le mécanisme déclencheur à l'origine de la Transition du Mid-

Pleistocène (MPT) est étudié à travers un modèle conceptuel simple utilisé pour reproduire une 

reconstruction basée sur les données du volume mondial de glace. Sur la base de ces résultats, 

j'insiste sur le rôle majeur joué par le forçage orbital dans cette transition. De plus, des 

simulations supplémentaires montrent qu'une légère modification dans le forçage orbital 

empêche l'apparition de la MPT dans le modèle conceptuel. Ainsi, bien qu'un changement dans 

le système climatique interne soit nécessaire pour compléter entièrement la MPT, je propose 

que les fréquences orbitales spécifiques non dominantes sur les 2 derniers Ma sont essentielles 

dans la survenue de cette transition. En d'autres termes, le forçage orbital joue un rôle clé dans 

l'établissement des cycles climatiques à 100 ka. 

De plus, je propose qu'un changement graduel survenu au cours des 2 derniers Ma est 

plus susceptible d'avoir provoqué la MPT qu'un événement abrupt. En tenant compte de la 

structure temporelle des mécanismes étudiés, les résultats pointent vers la diminution 

progressive des concentrations de CO2 glaciaire au cours des 2 Ma comme le mécanisme sous-

jacent qui a déclenché la MPT (Figure 2). Les preuves d'une telle diminution dans les données 

restent peu claires [Chalk et al., 2017 ; Berends et al., 2021 ; Yamamoto et al., 2022]. Sous 

l'égide du défi IPICS Oldest Ice Challenge, les projets de forage internationaux en cours 

devraient fournir des carottes de glace continues couvrant la MPT au cours de la prochaine 

décennie. Les mesures directes des concentrations de CO2 devraient contribuer à confirmer ou 

à rejeter l'hypothèse d'un rôle majeur joué par le cycle du carbone dans le déclenchement de 

la MPT. 
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Figure 2: Résumé conceptuel de l'analyse réalisée dans le chapitre 3. Les zones jaunes/rouges se réfèrent aux forçages 

externes/internes. La partie gauche présente le forçage orbital considéré (haut de la figure) et les simulations basées 

uniquement sur ce forçage orbital (ORB, SYN, SYN_1, SYN_2) (bas de la figure). La distinction est faite entre les 

simulations utilisant le forçage réel des paramètres orbitaux et le forçage synthétique des paramètres orbitaux, qui 

est composé uniquement de la fréquence dominante (~21 ka pour la précession et la précession décalée en phase, 

~41 ka pour l'obliquité). La partie supérieure droite illustre les forçages externes couramment évoqués comme des 

déclencheurs potentiels de la MPT. La partie inférieure droite présente l'hypothèse combinant un changement dans 

les forçages externes et internes. Le rectangle noir représente la simulation la plus pertinente et son mécanisme 

associé. 
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Dans le chapitre 4, j'examine le rôle du cycle du carbone et des processus responsables 

de ses variations au cours des transitions climatiques majeures du Pléistocène, en quantifiant 

le phasage entre le climat antarctique et les concentrations atmosphériques de CO2 durant les 

cinq dernières terminaisons glaciaires. Pour ce faire, j'utilise de nouveaux enregistrements de 

CO2 et de δ15N à haute résolution provenant de la carotte de glace EDC récemment publiés. 

Des études antérieures ont examiné ce phasage au cours des trois dernières terminaisons, 

révélant des résultats significativement différents d'une étude à l'autre. Néanmoins, l'utilisation 

de carottes de glace, de méthodes statistiques et de proxies différents pour le climat antarctique, 

rend difficile la distinction entre l'hétérogénéité induite par la méthode et le signal climatique 

réel. Mon approche repose sur l'utilisation de trois outils statistiques de détection des 

changements de pente dans les enregistrements, afin de distinguer les résultats dépendants de 

la méthode des schémas de phasage robustes. Les analyses ont montré que le phasage au début 

des terminaisons varie en fonction de la méthodologie utilisée et de la terminaison considérée. 

À l'inverse, un important décalage multi-centennal de la décroissance du CO2 atmosphérique 

par rapport au refroidissement du climat antarctique est observé à la fin des terminaisons 

(Figure 3). Un phasage d'échelle temporelle similaire a été décrit précédemment lors des 

événements à l'échelle millénaire de la dernière période glaciaire. En suivant la théorie 

développée par Wolff et al. [2009], je propose que les terminaisons soient achevées par des 

événements climatiques se produisant à l’échelle milléniale. Néanmoins, l'occurrence de 

variations à l'échelle milléniale au cours de la Terminaison I et la Terminaison III révèle la 

complexité des interactions entre la variabilité à l'échelle orbitale et à l'échelle millénaire. Je 

suggère que la variabilité à l'échelle millénaire pourrait soit temporairement interrompre, soit 

achever définitivement le processus de la terminaison en fonction de son contexte orbital 

d'occurrence. Enfin, une analyse de la séquence d'événements des proxies paléoclimatiques à la 

fin des terminaisons suggère qu'un renforcement d’un puits de carbone localisé dans les 

moyennes à basses latitudes pourrait contraindre le moment exact de la diminution du CO2 

atmosphérique à la fin des terminaisons. De nouveaux efforts de modélisation ainsi que de 

nouveaux enregistrements climatiques sur les terminaisons les plus anciennes (Terminaisons 

III, IV et V) sont nécessaires pour quantifier les conséquences à l'échelle multi-centennale du 

développement d'un puits de carbone localisé dans les moyennes et basses latitudes sur les 

concentrations atmosphériques de CO2. 
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Figure 3: Résumé conceptuel de l'analyse réalisée dans le chapitre 4. Les courbes bleues, rouges et roses et 

représentent la morphologie des enregistrements de δ15N, CO2 atmosphérique et δ18Oatm durant la Terminaison III, 

pris comme exemple des variations des différents proxies au cours des terminaisons. Les rectangles noirs représentent 

respectivement la fin et le début de la terminaison. Le rectangle rose représente la période de variation dans le 

δ18Oatm associée à une augmentation potentielle du puits de carbone des moyennes et basses latitudes. Le signe - 

indique l'effet négatif du puits de carbone sur les concentrations de CO2 atmosphérique. Les axes x et y sont 

délibérément purement qualitatifs pour mettre en évidence l'aspect conceptuel et représentatif de ce schéma. 
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Dans le chapitre 5, je présente les résultats d'une synthèse multi-archives caractérisant 

l'évolution spatiale de la température de surface au cours du MIS 7 et de la Terminaison III. 

Sur la base de cette synthèse, j'ai mis en évidence la variabilité à l'échelle latitudinale de 

l'intensité relative entre les MIS 7e et 7a-7c. Le MIS 7e est plus chaud dans les hautes latitudes 

de l’hémisphère sud par rapport au MIS 7a-7c, suivant les changements d'amplitude observés 

dans les concentrations atmosphériques de CO2 et les enregistrements de température de 

l'Antarctique. À l'inverse, les basses et les hautes latitudes enregistrent des températures de 

surface équivalentes pendant les MIS 7e et 7a -7c. Deuxièmement, j'ai montré que les hautes 

latitudes de l'hémisphère sud présentent des températures de surface locales plus chaudes que 

pendant la période préindustrielle lors du MIS 7e (Figure 4). Troisièmement, les enregistrements 

de température des hautes latitudes dans les deux hémisphères sont mieux corrélés avec les 

concentrations atmosphériques de CO2 et les estimations du volume global de glace que ceux 

des basses latitudes. Enfin, les analyses de corrélation entre les enregistrements orbitaux et les 

motifs de température de surface confirment l'empreinte forte de l'obliquité dans la morphologie 

de l'évolution de la température pendant le MIS 7. En combinant cette forte empreinte 

d'obliquité et l'amplitude relativement faible du réchauffement, je propose que le dernier 

interglaciaire possède des spécificités qui ressemblent à celles associées aux interglaciaires pré-

MPT (Figure 4). 

Cette synthèse s'inscrit dans un effort plus global pour caractériser les climats interglaciaires 

au cours des 500 derniers ka grâce au projet MOPGA HOTCLIM. Bien que cette étude se soit 

concentrée sur le schéma spatio-temporel des enregistrements de paléotempérature basés sur 

des données, des travaux futurs devraient (i) comparer les résultats avec les sorties spatialisées 

de modèles de complexité intermédiaire et (ii) comparer l'évolution climatique spatio-temporelle 

pendant le MIS 7 avec celles d'autres interglaciaires, dans le but d’améliorer notre 

compréhension des forçages, de la réponse du système climatique et des impacts pendant les 

périodes chaudes du passé. 



 

368 
 

 

Figure 4: Résumé conceptuel de l'analyse réalisée dans le chapitre 5. a. Les points gris sur la carte représentent les 

enregistrements de température de surface compilés inclus dans la synthèse multi-archives. La zone orange représente 

les latitudes nordiques, où l'enregistrement de température de surface est fortement corrélé avec les concentrations 

atmosphériques de CO2. De même, la zone rouge représente les hautes latitudes méridionales, où les enregistrements 

de température de surface sont fortement corrélés avec les concentrations atmosphériques de CO2 et où un climat 

plus chaud qu'avant l'ère industrielle a été enregistré à 242 ka. La zone bleu clair représente les tropiques, où une 

faible empreinte du CO2 sur les enregistrements de température de surface a été enregistrée. En haut de la carte 

sont représentées les similarités relatives de morphologie entre les différents paramètres orbitaux et les 

enregistrements de température de surface. b. La compilation benthique LR04 de Lisiecki et Raymo [2004] a été 

représentée sur les 2 derniers Ma avec un zoom sur trois périodes spécifiques comprenant MIS 7, MIS 41-43 et MIS 

5. MIS 41-43 et MIS 5 ont été choisis comme exemples « typiques » des interglaciaires du monde à 41 kyr et du 

monde à 100 kyr, bien que chaque période ait enregistré une variabilité interne dans leurs schémas interglaciaires. 

Ces exemples sont choisi pour illustrer la différence d'amplitude et de fréquence des interglaciaires se produisant 

avant la MPT (par exemple, MIS 41-43) et après le MPT (par exemple, MIS 5), bien que la diversité des 

interglaciaires soit beaucoup plus complexe. Les échelles verticales et horizontales sont similaires pour faciliter la 

comparaison. Veuillez noter la similitude plus élevée entre le MIS 7 et le MIS 41-43 qu'entre le MIS 5 en termes 

d'amplitude et de fréquence de pic. 

a. MIS 7: une combinaison du forçage lié à l’obliquité et au CO2 atmospherique
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Dans le chapitre 6, je présente les résultats d'un article actuellement en cours de révision 

pour Nature. En me basant sur un nouvel enregistrement de CO2 à haute résolution sur la 

période 260 - 190 ka, j'ai identifié sept libérations de CO2 atmosphérique à l'échelle centennale 

(CDJs) mesurées dans la carotte de glace antarctique EDC. Pour fournir une compréhension 

complète de la variabilité à l'échelle centennale dans le cycle du carbone, j'ai analysé les 

enregistrements de CO2 atmosphérique à haute résolution des 500 derniers ka. En particulier, 

18 des 20 CDJs identifiés se sont produits pendant des périodes de forte obliquité, suggérant 

une influence des conditions orbitales de fond sur les libérations rapides de CO2 atmosphérique. 

Pour explorer les sources potentielles de ces augmentations rapides de CO2, j'ai analysé des 

simulations d'un modèle de système terrestre de complexité intermédiaire (LOVECLIM) 

réalisées par Laurie Menviel (Université de Nouvelle-Galles du Sud, Australie). Les simulations 

visaient à reproduire le CDJ associé au stade Heinrich 5 sous de vraies phases d'obliquité et 

sous des phases d'obliquité artificiellement faibles. Les résultats suggèrent que pendant un stade 

Heinrich, à la fois la biosphère continentale et l'océan Austral agissent comme des sources 

primaires de carbone contribuant aux occurrences de CDJ. De plus, seule la biosphère 

continentale semble être une source de CO2 dépendante de l'obliquité lors d'événements à 

l'échelle centennale (Figure 5). Cette étude met en évidence l'impact potentiel du forçage 

externe à long terme sur les variations abruptes passées du CO2. Notamment, elle suggère que 

la phase actuelle de forte obliquité pourrait amplifier les variations des concentrations 

atmosphériques de CO2 à l'échelle centennale en cas de modification de la circulation océanique 

due à des perturbations anthropogéniques. D'autres simulations étudiant l'influence de 

l'obliquité sur l'événement atmosphérique à l'échelle centennale associé à un événement DO et 

explorant l'impact de la précession sur les variations à l'échelle centennale dans le cycle du 

carbone fourniraient des informations précieuses. De plus, cette étude s'inscrit dans un effort 

global plus large visant à produire des enregistrements à haute résolution sur la période couverte 

par les carottes de glace antarctiques. Le développement d'un enregistrement composite à partir 

de plusieurs carottes de glace augmenterait considérablement la résolution de la courbe 

composite actuelle du CO2 [Bereiter et al., 2015]. Le développement d'une nouvelle courbe 

composite de CO2 atmosphérique basée sur les données de la carotte de glace EDC couvrant 

les 800 derniers ka fournirait le plus vaste enregistrement continu de CO2 atmosphérique obtenu 

à partir d'une seule carotte de glace. 
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Figure 5: Résumé conceptuel de l'analyse réalisée dans le chapitre 6. Le panneau supérieur/inférieur présente les 

conséquences d'un stade Heinrich se produisant pendant (a) des états d'obliquité élevée et (b) d'obliquité basse. La 

zone en jaune représente le forçage solaire entrant à la surface de la Terre. Le signe + et - se réfère à une 

augmentation/diminution de l'insolation entrante à cette latitude par rapport à l'autre état d'obliquité. Les flèches 

vertes représentent la zone où la libération de carbone terrestre dans l'atmosphère est sensible à l'état d'obliquité, 

déduit des simulations du modèle LOVECLIM. Le panneau de droite représente l'évolution à partir de l'effondrement 

de l'AMOC des concentrations atmosphériques simulées de CO2 et de la libération de carbone terrestre dans les 

simulations HighObl (en haut) et LowObl (en bas) effectuées sous haute et basse obliquité avec le modèle 

LOVECLIM. AMOC : circulation méridienne de retournement atlantique. 

a. Stade Heinrich en période de haute obliquité: évènement CDJ

b. Stade Heinrich en période de basse obliquité: pas d’évènement CDJ
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Ma recherche doctorale s'est basée sur une approche multi-méthodes (expérimentale, 

modélisation, statistique) appliquée à différentes échelles temporelles (échelles centennale, 

millénaire, orbitale) afin de caractériser les interactions entre le cycle du carbone et le climat 

au cours des 2 derniers Ma. Au-delà de la diversité des angles de recherche, deux 

caractéristiques prédominantes du climat du Pléistocène ont émergé, que je discute ici en tant 

que conclusion finale de ce manuscrit. 

Sur le rôle du forçage orbital. Toutes les études paléoclimatiques présentées dans ce 

manuscrit ont pour objectif d'investiguer le couplage entre le climat et le cycle du carbone. 

Néanmoins, quelle que soit l'échelle de temps considérée, une influence prédominante des 

conditions orbitales de fond a été mise en évidence : (i) sur l'établissement de la MPT (Chapitre 

3), (ii) sur la variabilité à l'échelle millénaire à la fin des terminaisons glaciaires (Chapitre 4), 

(iii) sur les évolutions de température de surface pendant le MIS 7 (~245-190 ka) (Chapitre 5), 

et (iv) sur les occurrences et l'amplitude de la variabilité du cycle du carbone à l'échelle 

centennale (Chapitre 6). Alors qu'il est établi que le climat du Pléistocène est principalement 

influencé par le forçage orbital, la récurrence de son impact sur le cycle du carbone, le climat 

et leurs interactions, à des échelles de temps plus courtes que l'échelle orbitale est un résultat 

majeur de mon travail de doctorat. Le climat du Pléistocène est généralement résumé en deux 

principales périodes : le « monde » pré-MPT à 41 ka, correspondant à la périodicité de 

l'obliquité, et le « monde » post-MPT à 100 ka, qui répond de manière non linéaire à la 

combinaison des forçages orbitaux. Mes résultats de doctorat suggèrent que l'impact du forçage 

d'obliquité est omniprésent dans le « monde » post-MPT, à l'échelle orbitale et sous-orbitale, 

sur (i) l'ampleur des variations du cycle du carbone à l'échelle centennale, (ii) la morphologie 

spécifique du MIS 7 et (iii) l'amplification des cycles climatiques post-MPT par sa fréquence à 

long terme. 

Sur l'interaction entre les échelles temporelles et les périodes temporelles. Cette étude 

se limite au climat des 2 derniers millions d'années et, au sein de ce manuscrit, les différents 

chapitres sont axés sur des périodes temporelles spécifiques qui sont étudiées à différentes 

échelles de temps. Néanmoins, une interaction entre les différentes périodes et échelles 

temporelles considérées a été mise en évidence : (i) le MPT, bien qu'il survienne quelque part 

entre 1,2 et 0,8 Ma, est probablement influencé par une tendance graduelle à long terme dans 

le climat interne et doit donc être considéré dans le contexte global de l'établissement du climat 

du Pléistocène (Chapitre 3). (ii) Un parallèle entre la variabilité à l'échelle millénaire et les 
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terminaisons glaciaires a été établi (Chapitre 4). (iii) L'étude du MIS 7 a mis en évidence des 

motifs climatiques similaires avec les interglaciaires survenus avant le MPT (~1,6-1,2 Ma) 

(Chapitre 5). (iv) Le contexte orbital impacte directement l'amplitude des variations du cycle 

du carbone à l'échelle centennale, tandis que les variations centennales sont elles-mêmes 

induites par des événements à l'échelle millénaire (Chapitre 6). L'interaction entre les variations 

climatiques survenant à différentes échelles de temps apparaît ainsi comme une caractéristique 

majeure du climat du Pléistocène. 

En conclusion, mes résultats ont mis en évidence deux principales caractéristiques des 

variations et des interactions entre le cycle du carbone et le climat pendant le Pléistocène : 

 Une influence omniprésente du forçage orbital sur les variations climatiques et du cycle 

du carbone, indépendamment de l'échelle de temps considérée. 

 Une interférence forte entre les processus agissant à différentes échelles de temps dans 

les interactions entre le cycle du carbone et le climat. 

 




