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Résumé: Cette these de doctorat est motivée par deux domaines de recherche qui traitent
de I'impact économique des barrieres commerciales: la pertinence des cofits liés au transport
et le role des barrieres non tarifaires, en particulier les régles d’origine préférentielles et les
exigences en matiere de contenu local.

Ces barrieres constituent le theme principal de ma these, dans laquelle j’examine et
quantifie leurs effets sur le commerce intra- et international. Dans mon premier chapitre,
je contribue a la littérature commerciale en quantifiant I’impact des cofits de transport
spécifiques a chaque mode sur le commerce intranational et en mettant en évidence les
différences de ces barrieres commerciales entre les modes et les catégories de marchandises -
une conclusion qui est également importante dans le context du commerce international.
Dans mon deuxieme chapitre, je montre que les efforts des gouvernements visant initialement
a soutenir le commerce international, notamment par la négociation et la mise en ceuvre
d’accords commerciaux préférentiels, peuvent en fait imposer des cofits de mise en
conformité qui constituent des obstacles au commerce international, notamment par le biais
des regles d’origine. Dans mon troisieme chapitre, je souligne 1’'importance du secteur
des transports pour le commerce intranational et montre essentiellement que les barrieres
commerciales induites par les politiques dans ce secteur peuvent affecter les résultats
économiques non seulement dans le secteur cible, mais aussi au-dela — dans les industries en

amont et en aval d’un pays.

Summary: This dissertation is motivated by two areas of research that address the impact
of trade barriers on economic outcomes: the relevance of transport-related costs and the role
of non-tariff barriers, particularly preferential rules of origin and local content requirements.

These barriers are the overarching theme of my dissertation, in which I examine and
quantify their effects on intra- and international trade. In my first chapter, I contribute
to the trade literature by quantifying the impact of mode-specific transport costs on
intranational trade and highlighting differences in these trade barriers across transport
modes and categories of goods — a finding that is also important in the context of
international trade. In my second chapter, I show that government efforts originally
intended to support international trade, such as through the negotiation and implementation
of preferential trade agreements, can actually impose compliance costs that act as
barriers to international trade, such as through RoO. In my third and last chapter, 1
highlight the importance of the transport sector for intranational trade and essentially
show that policy-induced trade barriers in this sector can affect economic outcomes not

only in the target sector, but also beyond — in a country’s upstream and downstream industries.
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General introduction

Trade in goods is overall positively associated with welfare gains and economic development
(Feyrer, 2019, 2021; Frankel and Romer, 1999; Arkolakis et al., 2012; Adao et al., 2022, cf.).
It is therefore crucial to understand the factors that inhibit trade from materialising. Barriers

to inter- and intranational trade may take various forms, as illustrated in Figure 1.

Figure 1 Trade barriers
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Notes: Other trade costs involve informational frictions (Allen, 2014; Blum and Goldfarb, 2006; Chaney, 2018; Huang, 2007; Lendle

et al., 2016)), contract costs, costs of using different currencies, legal or regulatory costs and local distribution costs.
Source: Author based on Anderson and van Wincoop (2004).

Transport-related barriers refer, for instance, to freight and insurance costs or time to
ship a product from origin to destination, and more broadly to the quality and development
of domestic and international transport infrastructure. The COVID-crisis demonstrated the
negative consequences of interrupted transport sectors for trade. According to IMF work
(Komaromi et al., 2022), global congestion led to a 25 percent increase in travel time, and the
additional delays in transit of average shipments in December 2021 can be compared to an
ad-valorem equivalent (AVE) tariff of 0.9 to 3.1 percent. This AVE tariff is significant when
compared to the weighted global average of effectively applied tariffs for all products of 3.9
percent (UN COMTRADE). The existing literature uses observed freight and insurance costs
to investigate the negative effect of transport costs on international trade (Asturias, 2020;
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Hummels, 1999, 2001; Limao and Venables, 2001; Martinez-Zarzoso et al., 2003; Martinez-
Zarzoso and Sudrez-Burguet, 2005; Volpe Martincus et al., 2014) . Furthermore, Hummels
and Schaur (2013) examine transport time as a barrier to trade, while Blonigen and Wilson
(2008); Clark et al. (2004); Cosar and Demir (2016); Limao and Venables (2001); Wessel
(2019) study the role of infrastructure quality, efficiency and development as a determinant
of international trade. However, most of research on trade barriers has been conducted at the
international-level although intranational trade is significant in value and often represents a
multiple of a country’s international trade. As such, a better understanding of domestic trade
barriers is crucial for gains from intranational trade to materialise.

Policy-induced barriers include tariffs, which directly increase the final price of goods,
thus reduce consumer demand, and non-tariff measures (NTMs). While tariff-related barriers
have become less important with the decline in tariffs and the increasing number of preferen-
tial trade agreements that provide for lower tariffs, NTMs are becoming increasingly relevant.
Around 3,000 new or changed NTMs have been reported to the World Trade Organization
between 2013 and 2018 (UN, 2019), while tariffs have fallen by about half between 2000
and 2020 (from 7.66% to 3.91% of effectively applied tariffs) (UN COMTRADE). UN
(2019) states that “Trade costs of NTMs are more than double that of ordinary customs
tariffs.” NTMs include, for example, export quotas (Gourdon et al., 2016), Sanitary and
Phytosanitary (SPS) measures, Technical Barriers to Trade (TBT) (Cadot and Gourdon, 2016;
Disdier et al., 2020), rules of origin (RoO), local content requirements (LCRs) or subsidies
(UNCTAD, 2019). These measures implemented by governments may impose compliance
costs (intentionally as a protectionist tool or unintentionally) or restrict market access, thus
impeding trade (Bora et al., 2002; Carrere and De Melo, 2011; Fugazza, 2013).

One type of NTM is rules of origin (RoOs) which establish the origin requirements
that products must meet to qualify for preferential market access under preferential trade
agreements (PTAs). Unlike non-preferential RoOs, such as those related to anti-dumping
measures, "preferential RoOs" are intended to prevent the transshipment of products between
partners with low tariffs in a Free Trade Area (trade deflection). RoOs, while indispensable,
can negate the benefits of PTAs. As described in Angeli et al. (2020), if these rules are
too restrictive or complex to implement, firms may not be able to take advantage of tariff
concessions. Some firms may be unable to fulfil the requirements because of technological or
managerial constraints, putting them at a competitive disadvantage and even exit the market.
Others may simply not utilize the preferences because the expected costs of complying with
the rules significantly outweigh the associated tariff reductions. Studies in this area generally
highlight the compliance costs of various types of RoO that hinder the use of PTAs and
global value chain integration (Cadestin et al., 2016; Cadot and Ing, 2016; Conconi et al.,
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2018; Hayakawa et al., 2019, 2016). However, existing studies typically only address the
RoOs of one PTA or multiple PTAs in specific regions, such as ASEAN, while analyses of
RoO of the quasi-entire spectrum of global PTAs can provide stylized facts about the average
compliance costs of different categories of RoO.

Local content requirements (LCR), another NTM, require companies to source a min-
imum percentage of value added or inputs domestically.! LCR typically relate to goods,
services, data storage, staffing, or subcontractor requirements. In other cases, firms are also
required or encouraged to provide economic benefits to the local economy, such as in-country
investment, technology or knowledge transfer, licensed production, or exporting assistance
(Gourdon et al., 2017). Most studies on LCR highlight the long-term inefficiencies that
arise in the economy as a result of the commitment to local sourcing, increasing input prices
through excessive costs and reducing aggregate demand (Anouti et al., 2013; Belderbos and
Sleuwaegen, 1997; Hufbauer et al., 2013; Stone et al., 2015; Veloso, 2006).

This dissertation is motivated by two areas of research that address the impact of trade
barriers on economic outcomes: the relevance of transport-related costs and the role of
non-tariff barriers, particularly preferential rules of origin and local content requirements.
These barriers are the overarching theme of my dissertation, in which I examine and quantify

their effects on intra- and international trade.
k 3k >k

My first chapter, Heterogeneous distance effects in intra-US trade — The role of transport
modes, broadly relates to the literature on transport costs. In contrast to this literature, I look
at intranational trade which is so far less studied. Also, I approximate transport costs by
shipping distances to investigate the effect of distance-related trade costs on intra-US trade
by drawing on the gravity model of trade. By using mode-specific routed distances in miles, |
am able to more precisely measure trade distances compared to traditional distance measures,
such as great-circle distance. Routed distances are shaped by the nation’s infrastructure and
internal geography and thereby capture more realistically transport costs.

The results confirm that traditional distance measures underestimate the distance-effect.
The empirical results reveal a distance elasticity of intra-US trade of —1.793, while the
standard measure of great-circle distances underestimates the distance effect by around 12%.
The study furthermore shows that the distance effect indeed varies across transport modes.
Trade via road by truck is most sensitive to changes in distances, followed by water, rail and
air. For instance, a 10 percent change in road distance is associated with a decline in intra-US

trade in goods of around 21 percent.

IPart of this description are taken from Gourdon and Guilhoto (2019).
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Further findings in this paper suggest that the trade effect of distance significantly declines
(in absolute terms) with increasing distances and varies across different categories of goods
with higher elasticities for low-value or perishable goods than high-value or non-perishable
commodities. Finally, the paper finds domestic border effects only for truck, rail and water
transport while domestic US State borders are irrelevant for air trade.

Overall, this analysis contributes to the trade literature by quantifying the impact of
mode-specific transport costs on intranational trade and highlighting differences in these
trade barriers across transport modes and categories of goods — a finding that is also important

in the context of international trade.

%k x

In my second chapter, The trade effect of preferential product-specific Rules of Origin
joint with Julien Gourdon and Jaime de Melo, we relate to the literature on NTMs by
focusing on the role of RoO in explaining international trade. We investigate for 128
Regional Trade Agreements (RTAs) over the period 1990-2015 the effect of different types
of Product-Specific Rules of Origin (PSRs) on bilateral trade intensity. We use the World
Bank’s recently available Deep Trade Agreement (DTA) database that collects PSRs and
Regime-wide Rules (RWRs).

Our results are based on a structural gravity model controlling for confounding factors.
The study’s findings suggest that more flexible PSRs are associated with a significantly
stronger trade effect compared to more restrictive ones where exporters do not have a chocie
among PSRs or have to satisfy multiple rules. A simulation exercise reveals that a radical
simplification reform leading to the adoption of flexible PSRs providing alternative choices
to prove origin would have increased global trade under RTAs by on average 2.7 percent
during the sample period.

In summary, this paper shows that government efforts originally intended to support
international trade, such as through the negotiation and implementation of preferential trade
agreements, can actually impose compliance costs that act as barriers to international trade,
such as through RoO.

%k x

In my third chapter, US maritime cabotage: An economic assessment of the Jones Act policy,
which I co-authored with Joaquim José Martins Guilhoto, we draw on the NTM literature
by assessing a long-standing local content requirement in the US. This policy, known as the
US Jones Act, mandates that maritime trade within the US be conducted with US-built, US-
owned, US-crewed and US-flagged vessels, thereby protecting the domestic US shipbuilding

industry and artificially inflating domestic shipping prices.

4
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In our study, we simulate the impact of a hypothetical repeal of the Act on the US
economy and show which up- and downstream industries are most affected by this policy.
Our work is based on a novel version of OECD’s Inter-Country Input-Output (ICIO) database,
which is disaggregated to the level of the US shipbuilding industry and captures the dynamics
of ship production in 2018 across 46 industries and 67 countries.

Simulation results are based on a static multi-country input-output model and show losses
for the US services sector, but economic gains for the US food industry, agricultural products
sector, pharmaceutical sector, electronics industry, and petroleum products sector.

This chapter summarizes the role of transport-related and policy-induced barriers to trade.
It highlights the importance of the transport sector for intranational trade and essentially
shows that policy-induced trade barriers in this sector can affect economic outcomes not only

in the target sector, but also beyond — in a country’s upstream and downstream industries.



Introduction générale

Les échanges de biens sont généralement associés de maniere positive aux gains de bien-
étre et au développement économique (Feyrer, 2019, 2021; Frankel and Romer, 1999 ;
Arkolakis et al., 2012 ; Adao et al., 2022, cf.). Il est donc essentiel de comprendre les
facteurs qui empéchent le commerce de se réaliser. Les obstacles au commerce international

et intranational peuvent prendre diverses formes, comme I’illustre la figure 2.

Figure 2 Les obstacles au commerce

[ Transport-related barriers

L

Policy barriers [ Other costs ]

i

¥

1

Distance-related, freight costs
Time, technology
Infrastructure development

Tariff barriers

(NTMs)

| —— 3
] /[ Non-tariff barriers ormeasures\]

Quotas

Rules of Origin

Sanitary and Phytosanitary
{SPS) measures

Technical Barriers to Trade
(TBT)

Local content requirements

Information/search
costs

Contract costs

Costs of using different

currencies

Legal or regulatory
costs

Local distribution etc

Subsidies
Government procurement

See UNCTAD's classification
of NTMs

Notes: Les autres colits commerciaux comprennent les frictions informationnelles (Blum2006, Huang2007, Allen2014b, Lendle2016,
Chaney2018a), les cofits contractuels, les colts li€s a I'utilisation de devises différentes, les cofits juridiques ou réglementaires et les

cofits de distribution locaux.
Source: Autrice basée sur Anderson and van Wincoop (2004).

Les barrieres liées au transport se réferent, par exemple, aux colits de fret et d’assurance
ou au temps nécessaire pour expédier un produit de son origine a sa destination, et plus
largement a la qualité et au développement des infrastructures de transport nationales et
internationales. La crise du COVID a démontré les conséquences négatives de I’ interruption
des secteurs de transport sur le commerce. Selon les travaux du FMI (Komaromi et al., 2022),
la congestion mondiale a entrainé une augmentation de 25 pour cent du temps de voyage,
et les retards supplémentaires dans le transit des expéditions moyennes en décembre 2021
peuvent etre comparés a un tarif équivalent ad valorem (EAV) de 0,9 a 3,1 pour cent. Ce tarif

EAV est significatif par rapport a la moyenne mondiale pondérée des tarifs effectivement

6
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appliqués pour tous les produits, qui est de 3,9% (UN COMTRADE). La littérature existante
utilise les colits de fret et d’assurance observés pour étudier 1’effet négatif des colts de
transport sur le commerce international (Asturias, 2020; Hummels, 1999, 2001; Limao and
Venables, 2001; Martinez-Zarzoso et al., 2003; Martinez-Zarzoso and Sudrez-Burguet, 2005;
Volpe Martincus et al., 2014) . En outre, Hummels and Schaur (2013) examine le temps
de transport en tant qu’obstacle au commerce, tandis que Blonigen and Wilson (2008);
Clark et al. (2004); Cosar and Demir (2016); Limao and Venables (2001); Wessel (2019)
étudie le role de la qualité, de I’efficacité et du développement de I’infrastructure en tant que
déterminant du commerce international. Cependant, la plupart des recherches sur les barrieres
commerciales ont été menées au niveau international, bien que le commerce intranational soit
bien plus important en valeur que le commerce international d’un pays. Il est donc essentiel
de mieux comprendre les barrieres commerciales nationales pour que les gains du commerce
intranational se matérialisent.

Les barrieres commerciales qui résultent des politiques mises en place comprennent les
droits de douane, qui augmentent directement le prix final des marchandises et réduisent ainsi
la demande des consommateurs, et les mesures non tarifaires (MNT). Si les barrieres tarifaires
ont perdu de leur importance avec la baisse des droits de douane et le nombre croissant
d’accords commerciaux préférentiels qui prévoient des droits de douane moins élevés, les
MNT deviennent de plus en plus importantes (Orefice, 2017). En moyenne, environ 300
nouvelles MNT sont introduites chaque année, alors que les droits de douane ont diminué de
moitié entre 2000 et 2020 (de 7,66% a 3,91% des droits de douane effectivement appliqués)
(UN COMTRADE). Les MNT comprennent, par exemple, les quotas d’exportation (Gourdon
et al., 2016), les mesures sanitaires et phytosanitaires (SPS) ou les obstacles techniques au
commerce (OTC) (Cadot and Gourdon, 2016; Disdier et al., 2020), les regles d’origine (RoO),
les exigences en matiere de contenu local (LCR) ou les subventions (UNCTAD, 2019). Ces
mesures mises en ceuvre par les gouvernements peuvent imposer (intentionnellement comme
outil protectionniste ou non) des cofits de mise en conformitéou restreindre I’acces au marché,
entravant ainsi le commerce (Bora et al., 2002; Carrere and De Melo, 2011; Fugazza, 2013).

Les regles d’origine constituent un type de MNT, elles sont nécessaires dans le cas
des accords commerciaux préférentiels (ACP) pour établir les conditions que les produits
doivent remplir pour bénéficier d’un acces préférentiel au marché dans les ACP, qu’ils soient
réciproques ou non réciproques. Contrairement aux RdO non préférentielles, telles que
celles liées aux mesures antidumping, ces "RdO préférentielles" sont destinées a empécher le
détournement de produits entre des partenaires ayant des droits de douane peu élevés dans
une zone de libre-échange (détournement de trafic). Bien qu’indispensables, les RAO peuvent

réduire significativement les avantages des Zones de Libre Echanges (ZLE). Comme décrit
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dans Angeli et al. (2020), si ces regles sont trop restrictives ou complexes a mettre en ceuvre,
les entreprises peuvent ne pas tre en mesure de profiter des concessions tarifaires. Certaines
entreprises peuvent €tre incapables de satisfaire aux exigences en raison de contraintes tech-
nologiques ou managériales, ce qui les place dans une situation de désavantage concurrentiel
et les conduit méme a quitter le marché. D’autres peuvent tout simplement ne pas utiliser les
préférences parce que les colits prévus pour se conformer aux regles dépassent largement les
réductions tarifaires associées. Les études dans ce domaine mettent généralement en évidence
les cofits de mise en conformité des différents types de RdO qui entravent I’utilisation des
ACP et I’intégration dans la chaine de valeur mondiale (Cadestin et al., 2016; Cadot and Ing,
2016; Conconi et al., 2018; Hayakawa et al., 2019, 2016). Toutefois, les études existantes
ne portent généralement que sur les RAO d’une ZLE ou de plusieurs ZLLEdans des régions
spécifiques, telles que I’ANASE, alors que les analyses des RdO de la quasi-totalité des ZLE
mondiales peuvent fournir des faits stylisés sur les colits moyens de mise en conformité des
différentes catégories de RdO.

Les exigences de contenu local (ECL), une autre MNT, obligent les entreprises a
s’approvisionner en produits nationaux pour un pourcentage minimum de la valeur ajoutée
ou des intrants.” Les ECL portent généralement sur les biens, les services, le stockage des
données, le personnel ou les exigences des sous-traitants. Dans d’autres cas, les entreprises
sont également tenues ou encouragées a fournir des avantages économiques a I’économie
locale, tels un montant significatif d’investissement dans le pays, le transfert de technologie
ou de connaissances, la production sous licence ou 1’aide a I’exportation (Gourdon et al.,
2017). La plupart des études sur le ECLmettent en évidence les inefficacités a long terme qui
apparaissent dans les conomies engagées dans ce politiques d’exigence enapprovisionnement
local, de part ’augmentation des prix des intrants en raison des colits excessifs et de la
réduction de la demande globale (Anouti et al., 2013; Belderbos and Sleuwaegen, 1997;
Hufbauer et al., 2013; Stone et al., 2015; Veloso, 2006).

Cette these de doctorat est motivée par deux domaines de recherche qui traitent de
I’impact économique des barrieres commerciales: la pertinence des colits liés au transport
et le role des barrieres non tarifaires, en particulier les régles d’origine préférentielles et les
exigences en matiere de contenu local. Ces barrieres constituent le theme principal de ma

these, dans laquelle j’examine et quantifie leurs effets sur le commerce intra- et international.

)k x

Mon premier chapitre, Les effets hétérogenes de la distance dans le commerce intra-américain

— Le role des modes de transport, se rapporte largement a la littérature sur les cofits de

2Une partie de cette description est tirée de Gourdon and Guilhoto (2019).
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transport. Contrairement a cette littérature, je me penche sur le commerce intranational
qui a été moins étudié jusqu’a présent. En outre, j’approxime les colits de transport par les
distances d’acheminement afin d’étudier I’effet des coflits commerciaux liés a la distance
sur le commerce intra-américain en m’appuyant sur le modele gravitationnel du commerce.
En utilisant des distances d’acheminement spécifiques a chaque mode en miles, je suis
en mesure de mesurer plus précisément les distances commerciales que les mesures de
distance traditionnelles, telles que la distance orthogonale. Les distances d’acheminement
sont faconnées par I'infrastructure et la géographie interne du pays et refletent donc de
maniere plus réaliste les cofits de transport.

Les résultats confirment que les mesures traditionnelles de la distance sous-estiment 1’ effet
de la distance. Les résultats empiriques révelent une élasticité du commerce intra-américain
liée a la distance de 1,793, alors que la mesure standard des distances orthogonales sous-
estime 1’effet de la distance d’environ 12%. L’ étude montre en outre que 1’effet de la distance
varie en fonction des modes de transport. Le commerce par route et par camion est le plus
sensible aux changements de distances, suivi par le transport par bateau (maritime et fluvial),
le transport ferroviaire et le transport aérien. Par exemple, une variation de 10% de la distance
routiere est associée a une baisse d’environ 21% des échanges de marchandises a I’intérieur
des Etats-Unis. D’autres conclusions de ce document suggérent que Ieffet de la distance sur
le commerce diminue de maniere significative (en termes absolus) avec 1’augmentation des
distances et varie selon les différentes catégories de biens, avec des élasticités plus élevées
pour les biens de faible valeur ou périssables que pour les produits de grande valeur ou
non périssables. Enfin, 1’étude constate des effets de frontieres intérieures uniquement pour
le transport routier, ferroviaire et maritime, tandis que les frontieres intérieures des Etats
américains n’influent pas significativement sur le commerce aérien.

Dans I’ensemble, cette analyse contribue a la littérature commerciale en quantifiant
I’impact des cofits de transport spécifiques a chaque mode sur le commerce intranational et
en mettant en évidence les différences de ces barrieres commerciales entre les modes et les
catégories de marchandises - une conclusion qui est également importante dans le contexte

du commerce international.
k %k k

Dans mon deuxieme chapitre, L’effet sur le commerce des regles d’origine préférentielles
spécifiques aux produits, rédigé conjointement avec Julien Gourdon et Jaime de Melo, nous
nous inscrivons dans la littérature sur les MNT en nous concentrant sur le role des RdO sur le
commerce international. Nous étudions pour 128 accords commerciaux régionaux (ACR) sur

la période 1990-2015 I’effet de différents types de regles d’origine spécifiques aux produits
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(RSP) sur I’intensité du commerce bilatéral. Nous utilisons la base de données des Accords
commerciaux récemment mise a disposition par la Banque mondiale, qui recueille les RSP et
les regles générales

Nos résultats sont basés sur un modele structurel de gravité controlant les facteurs de
confusion. Les résultats de I’étude suggerent que des RSP plus flexibles sont associés a un
effet commercial significativement plus fort que des RSP plus restrictives ou les exportateurs
n’ont pas le choix entre plusieurs RSP ou doivent satisfaire de multiples regles. Un exercice
de simulation révele qu’une réforme radicale de simplification conduisant a I’adoption de
RSP flexibles offrant le choix en plusieurs régles pour prouver 1’origine aurait augmenté
le commerce mondial dans le cadre des ACR de 2,7% en moyenne au cours de la période
étudiée.

En résumé, ce document montre que les efforts des gouvernements visant initialement
a soutenir le commerce international, notamment par la négociation et la mise en ceuvre
d’accords commerciaux préférentiels, peuvent en fait imposer des colits de mise en conformité
qui constituent des obstacles au commerce international, notamment par le biais des regles

d’origine.
* 3k %

Dans mon troisieme chapitre, US maritime cabotage : Une évaluation économique de la
politique du Jones Act, que j’ai coécrit avec Joaquim José Martins Guilhoto, nous nous
inscrivons dans la littérature sur les MNT en évaluant une exigence en matiere de contenu
local aux Etats-Unis, qui existe depuis longtemps. Cette politique, connue sous le nom de US
Jones Act, exige que le commerce maritime a I’intérieur des Etats-Unis soit effectué avec des
navires construits aux Etats-Unis, appartenant aux Etats-Unis, dotés d’un équipage américain
et battant pavillon américain, protégeant ainsi I’industrie nationale de la construction navale
et gonflant artificiellement les prix du transport maritime national.

Dans notre étude, nous simulons 1I’impact d’une hypothétique abrogation de la loi sur
I’économie américaine et montrons quelles industries en amont et en aval sont les plus
affectées par cette abrogation de la mesure. Notre travail s’appuie sur une nouvelle version
de la base de données ICIO (Inter-Country Input-Output) de I’OCDE, qui est désagrégée
au niveau de I’industrie de la construction navale américaine et saisit la dynamique de la
production navale en 2018 dans 46 industries et 67 pays.

Les résultats de la simulation sont basés sur un modele statique d’entrées-sorties
multi-pays et montrent des pertes pour le secteur des services américain, mais des gains
économiques pour I’industrie alimentaire américaine, le secteur des produits agricoles, le

secteur pharmaceutique, I’industrie électronique et le secteur des produits pétroliers.
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Ce chapitre résume le role des obstacles au commerce li€s au transport et induits par les
politiques. Il souligne I’'importance du secteur des transports pour le commerce intranational
et montre essentiellement que les barrieres commerciales induites par les politiques dans ce
secteur peuvent affecter les résultats économiques non seulement dans le secteur cible, mais

aussi au-dela - dans les industries en amont et en aval d’un pays.
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Heterogeneous distance effects in
intra-US trade — The role of transport
modes

Abstract

This paper investigates the effect of distance-related transport costs on intra-US trade by drawing
on the gravity model of trade. A key feature of this work lies in the availability of routed distances
in miles by transport mode. Unlike traditional distance measures used in the trade literature, such
as great-circle distances, the measure of routed distances is more precise as it exhibits variation
across transport modes reflecting the US transport infrastructure and internal geography. The
empirical results reveal a distance elasticity of intra-US trade of —1.793, while the standard measure
of great-circle distances underestimates the distance effect by around 12%. Distance elasticities
also vary across major transport modes in US domestic trade: the distance effect is significantly
different for trade by truck (—2.150), water (—1.001), rail (—0.762) and air (—0.205). Furthermore,
the trade effect of distance significantly declines in absolute terms with increasing distances and
varies across different categories of goods with higher elasticities for low-value or perishable
goods than high-value or non-perishable commodities. Finally, the paper finds domestic border ef-

fects only for truck, rail and water transport while domestic US State borders are irrelevant for air trade.

Keywords: Intranational trade frictions; Distance elasticities; Transport modes.
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1.1 Introduction

Trade internal to a country is significant and often represents a multiple of an economy’s
international trade (Agnosteva et al., 2019; Borchert et al., 2021; Yilmazkuday, 2020). Like
international trade, intranational trade contribute to economic development and lead to
welfare gains (Albrecht and Tombe, 2016; Donaldson and Hornbeck, 2016; Tombe and
Winter, 2013; Yilmazkuday, 2020)." As such, a better understanding of domestic trade
impediments is crucial for gains from intranational trade to materialise. Even beyond
domestic considerations, findings about a country’s internal trade costs can be useful in
explaining dynamics in the international economy (Ramondo et al., 2016).

While the impact of various forms of barriers on international trade has already been
examined in a large body of research (Anderson and van Wincoop, 2004), the impact of
domestic trade costs on intranational trade has been less studied. In addition, barriers to
international trade such as tariff and non-tariff barriers, cultural or historical differences do
not occur or are less pronounced at the intranational level.

This paper investigates the effect of domestic trade costs on intra-US trade of goods.
Since transport infrastructure is the backbone of trade in goods, trade costs at the intranational
level are essentially transport costs. Due to the lack of detailed data on transport costs, I use
routed distances by different modes of transport as a proxy. This approach allows to study
the effect of distance-related transport costs on intra-US trade.

For the empirical work, I exploit a detailed dataset of good-specific trade flows by
transport mode within and between US States across four 5-years intervals starting in 1997.
The dataset allows deriving mode-specific routed distances in miles that have been estimated
from a spatial representation of the US multimodal infrastructure network. Unlike traditional
distance measures used in the trade literature such as great-circle distances, the measure of
routed distances exhibits variation across transport modes due to differences in transport
infrastructure and US internal geography. For instance, while bridges allow roads to traverse
rivers, waterways follow pre-defined rivers that might result in longer distances than for
other modes for same trading pairs. Similarly, while intranational airways follow relatively
straight-line routes, railway construction takes account of geographical features such as
mountains or lakes, leading to non-linear routes between trading partners.”> Mode-specific
routed distances thereby capture the cost of travelling via different modes of transport (Allen
and Arkolakis, 2014).

ISee Feyrer, 2019, 2021; Frankel and Romer, 1999, c.f.Adao et al., 2022; Arkolakis et al., 2012 for studies
on the economic effect of international trade.

ZNote that I explicitly mention intranational airways in this argument as international airways may not
always follow straight-line routes because of certain no fly zones (Besedes and Chu, 2021).
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The paper’s Ordinary-Least-Squares (OLS) estimation is based on the theoretical gravity
model of trade and exploits variation in trade flows of the same good transported by the same
mode in the same year from the same origin (destination) US State across all destination
(origin) US States using fixed effects. The study leads to five main results: First, I find a
distance effect in intranational US trade of —1.793 implying that a 1% increase in routed
distance leads to a decline in intra-US trade by on average 1.793%. Further results suggest that
traditionally applied measures in the literature such as great-circle distances underestimate
the distance effect by around 12%. While great-circle distances measure the shortest distance
along the Earth’s surface between two locations, routed distances are more precise as they are
based on the actual US transport network that rarely follows straight lines due to geographic
reasons.

Second, I show that distance-related transport costs significantly vary across transport
modes. The estimated distance elasticity of road transport by truck amounts to —2.150
and is statistically different from point estimates for water, rail and air travel amounting
respectively to —1.001, —0.762 and —0.205. The ranking in mode-specific coefficients is
robust to different estimates including the Poisson-Pseudo Maximum Likelihood (PPML)
estimator and different data samples.

Third, I find that intra-US distance effects decrease in absolute terms with increasing
distances. Estimates show a distance effect of —1.981 for shipments below 500 miles and a
distance effect of —(0.381 for shipments equal or above 1,500 miles. The pattern remains for
truck and rail transport while air trade becomes insignificant to distance for shipments equal
or above 1,500 miles.

Fourth, I show that the distance effect is significantly different between different cate-
gories of goods. Trade of high value (low-weight) or non-perishable goods is less sensitive
to changes in routed distances than low value (heavy-weight) or perishable goods.

Fifth, I find that trade within the same US State is significant for truck, rail and water
transport but insignificant for air trade as air transport is particularly used for long hauls
across US States.

This paper is related to two strands of literature. First, by providing evidence of hetero-
geneous distance effects across transport modes, the paper’s findings relate to the literature
about the effect of distance-related transport costs on trade.?> Some of the studies in this
area use actual transport costs, such as freight and insurance costs and time (Asturias, 2020;
Combes and Lafourcade, 2005; Combes et al., 2005; Hummels, 1999, 2001; Limao and

3 Another strand of literature deals with fixed transport costs, rather than distance-related costs. Such work
draws on indices capturing infrastructure quality, efficiency or development as a proxy for transport costs
(Blonigen and Wilson, 2008; Clark et al., 2004; Cosar and Demir, 2016; Limao and Venables, 2001; Wessel,
2019).
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Venables, 2001; Martinez-Zarzoso et al., 2003; Martinez-Zarzoso and Suarez-Burguet, 2005;
Volpe Martincus et al., 2014). While these direct cost measures capture the costs associated
with transport, they are hardly publicly available and often restrict the analysis to only one
or two transport modes. For instance, Asturias (2020) draws on detailed cost data for the
transport of a 20-foot container from US ports to more than 300 destination in October 2014
to estimate welfare effects associated with changes in maritime transport costs. Combes
and Lafourcade (2005) develop a generalized transport cost measure of transport by truck
between French regions. Their measure captures distance- and time-related transport costs
by including actual cost per kilometre, such as fuel and highway tolls, and a time cost, such
as observed drivers’ wages or insurance.

Further studies use physical distance measures that can be estimated based on geographic
information which is publicly available. Since other costs than transport costs can be
correlated with distance, such as informational frictions (Allen, 2014; Blum and Goldfarb,
2006; Chaney, 2018; Huang, 2007; Lendle et al., 2016), these studies exploit external
shocks to isolate changes in transport costs from distance-related (time-invariant) trade costs
(Besedes and Panini, 2017; Feyrer, 2021; Volpe Martincus and Blyde, 2013; Volpe Martincus
et al., 2014). These approaches, however, focus only on one transport mode and therefore
cannot exploit variation of distances across different modes.

By investigating several transport modes, Wessel (2019) provides some evidence for the
heterogeneous distance effect across modes in international trade. However, as the author
is mainly interested in the effects of quality differences in mode-specific infrastructure, his
work uses as a control the same great-circle distances for all transport modes rather than
variation in mode-specific routed distances as it is the approach of the present paper.

Second, this paper broadly relates to a large literature about border effects by showing
that trade within US States is significantly larger than across US State borders for road, rail
and water transport. By showing that Canadian provinces trade significantly more with each
other than with US States, McCallum (1995) introduced the phenomenon of the international
border effect to the literature. The trade-reducing effect of regulatory borders has been
confirmed in many subsequent studies both at the international (Anderson and van Wincoop,
2003; Chen, 2004; Nitsch, 2000) and intranational level (Agnosteva et al., 2019; Albrecht
and Tombe, 2016; Coughlin and Novy, 2012; Hillberry and Hummels, 2008; Millimet and
Osang, 2007; Wolf, 2000). The paper’s findings are also related to work in a small literature
on provincial border barriers in Canada which may be present in a similar but in a more
subtle form in the US. For instance, different provincial regulations for road transport of
heavy weight products or product safety standards can increase the costs of trade between
Canadian provinces (Albrecht and Tombe, 2016). Beaulieu and Zaman (2019) describes
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inter-provincial trade barriers in Canada and investigates to what extent subnational trade
agreements mitigate their effects. Albrecht and Tombe (2016) analyse domestic trade costs
across sectors for Canadian provinces and their welfare implications. The authors’ results
highlight that a reduction in inter-provincial trade costs by 10% leads on average to aggregate
welfare gains of 0.9%. In the US particularly for inter-State road transport, truck drivers need
to adhere to the regulations of the Federal Motor Carrier Safety Association (FMCSA) which
are often stricter (in terms of insurance etc.) than regulations applicable to intra-State trade.
Such more expensive requirements for compliance may explain domestic border effects
across transport modes.

The rest of the paper is organised as follows. Section 1.2 provides an overview of the
US national transport network. Section 1.3 presents the empirical strategy. Section 1.4
discusses the data used for the analysis. Section 1.5 outlines the empirical specifications by
addressing concerns raised in the data section and by respecting the empirical strategy. The

same section presents the estimation results in three subsections. Section 1.6 concludes.

1.2 US national transport network

This section describes features of the US national transport network for a better understanding
of the spatial distribution of domestic trade and the providers of the US transport system.
As shown in Figure 1.1, US intranational freight transport relies on an extensive network of
highways, railroads, air- and waterways that are mainly located in the Eastern part of the US
due to geographic and population-related reasons.

The US national highway freight network spans throughout the US and is classified into
four classes of roadways: first, the primary highway freight system (PHFS) that is considered
as the most critical highway portion of the system; second, other interstate portions that are
not on the PHFS (first and second are highlighted in red in Figure 1.1); third, critical rural
freight corridors (CRFCs) which are public roads outside of urbanized areas and providing
access to the PHFS and the interstate highways; fourth, the critical urban freight corridors
(CUFCs) which are within urbanized areas (FHWA, 2022) (third and fourth are highlighted
in grey in Figure 1.1).
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Figure 1.1 Freight flows in tons by highway, railroad and waterway, 2012
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Note: 2012 is the last year in the database for this paper’s empirical analysis.
Source: BTS (2012a).

Furthermore, the US transport system covers around 22 regional and more than 500 local
railroads (Department of Transportation, 2020). Almost 70% of rail lines are operated by
seven Class I private railroad companies (AAR, 2021).% Rail freight consists mostly of large
volumes of bulk commodities, such as coal which is shipped between the Powder River
Basin in Wyoming and the Midwest (BTS, 2020). Also, the US offers around 12 000 miles
of navigable inland waterways for freight transport with the majority over the Mississippi
and Ohio rivers and a smaller share over the Gulf Intracoastal waterways and Columbia
river (BTS, 2012b). Airports handling most of domestic freight tons in 2020 are Memphis
(20% of total domestic freight by BTS FAF), Louisville (12%), Anchorage, Cincinnati and
Indianapolis (5% each) (ACI, 2020).

While local and State governments own primarily highways and streets, airports, water-

ways and transit facilities, the private sector’s capital stock includes railroads, trucks, planes,

4Class I railroad companies are characterised by annual revenues above USD 505 million (AAR, 2021).
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ships and pipelines (BTS, 2012b, 2020). Private investments in equipment and maintenance
of railroads come from the Association of American Railroads (AAR) and amounts to around
19% of annual revenues or around USD 25 billion (AAR, 2021).

Public expenditure in US national transport infrastructure is among the five most costly
functions in US States’ and local governments’ policy agenda. In 2017, State and local
governments financed a total of USD 318 billion transport-related projects to build, reha-
bilitate, maintain and operate the country’s infrastructure. This amount represents around
9% of total government expenditures. Highway expenditures made up the lion’s share with
around two-thirds of all transport expenditures.’ However, major restructuring projects of the
US national transport system lie outside of the paper’s sample period. The US government
announced the latest infrastructure investment ("Bipartisan Infrastructure Law") in December
2021 with an additional investment of USD 110 billion to repair and rebuild national bridges
and roads (The White House, 2021). According to the US government, the infrastructure
law makes "the single largest investment" in US infrastructure since the construction of the
interstate highway system that started in the 1950s (The White House, 2021).

In contrast to air and land transport, US domestic maritime trade is regulated by a
cabotage policy, known as the US Jones Act. The Act requires that all goods transported
between two US ports be carried on ships that have been built in the US, are registered under
a US flag, are crewed with US citizens or US permanent residents, and are owned by US
citizens (Cato Institute, 2018). Findings in the literature about the economic side-effects
resulting from the Act’s restrictions include inflated water transport costs and ship prices as
well as depressed domestic trade (Bergstresser and Melitz, 2017; Cato Institute, 2019; Olney,
2020).

1.3 Empirical strategy

To estimate the effect of transport distance on intranational US trade I base my empirical
strategy on the theoretical gravity structure derived from the demand-side by Anderson and
van Wincoop (2003) that aggregates over all sectors.® For simplicity, subscript 7 indicating

the transport mode is not taken into account in this section. As demonstrated in Anderson

SBTS (2020) states a total transport expenditures of USD 318 billion whereof USD 219 bn are recorded for
highways. Total State and local government expenditures amounted to around 3,667 bn in 2017 according to
the US Census Bureau (2017). Functions with highest State and local government expenditures in 2017 are
education and social services, each 30%, public safety as well as utilities followed by transport.

®Eaton and Kortum (2002) derive the gravity structure from the supply-side in a Ricardian framework with
intermediate goods where the term (1 — o) in the demand-side model by Anderson and van Wincoop (2003)
becomes —6 representing the Fréchet parameter which controls the dispersion within the Fréchet distribution
Yotov et al. (2016). Both approaches lead to isomorphic gravity systems (ibid.).
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and van Wincoop (2004), the gravity model is separable by sectors which is a useful feature

for my work to accommodate transported good-specific flows:’

l1—-0o
k mk k k
ko YaBi [t
i5,t k k k
Yy I Py
———

size term  grade cost term

where X Z’;t denotes bilateral trade flows of transported good category & (42 commodities)
from origin US State 7 to destination US State j in year . The gravity equation explains
bilateral trade flows by two components that enter multiplicatively in the equation: a size
term and a trade friction term (also referred to as trade cost term) (Yotov et al., 2016).8

In the size term, Eﬁt indicates total expenditures for k£ in j from all origin US States,
szt are total sales of k£ from ¢ to all destination US States, and Ytk is total output of k. The
positive relationship between country size and bilateral trade interprets the literature by
higher exports of large producers than of small ones to all destinations, by higher imports of
rich economies from all origins, and by larger bilateral trade flows between trading partners
of similar size (Yotov et al., 2016).
Y
structural terms coined by Anderson and van Wincoop (2003) as inward (Pft) and outward

The trade cost term consists of three components: bilateral trade costs (¢ ,), and two
(Hf’ ,) multilateral resistance terms representing trade costs between 77 relative to average
trade costs that each of them face with all their trading partners. o5 > 1 denotes the elasticity
of substitution of the same good across different locations.

Log-linearizing the gravity model and expanding it with an additive error term (efj’t)
leads to the following empirical specification (Yotov et al., 2016):

InXJ, =Y} +InES, —inY}F + (1= op)intl;, — (1= op)InIl}, — (1 —op)InPy, + €,
(1.1)
The two structural multilateral resistance (MLR) terms, Hﬁt and P]Ift, are not observable
by the researcher since they originate from a theoretical construct derived by Anderson and
van Wincoop (2003) and should be accounted for in the estimation (Baldwin and Taglioni,

"Larch and Wanner (2017) and Anderson and Yotov (2016) also formally derive the sectoral gravity model.

8Like in physics under Newton’s law, international trade is subject to gravitational forces where "[...] a
country trades more with countries that are large and nearby than with countries that are small and far away.",
Blum and Goldfarb (2006). While under Newton’s law, physical distance is the gravitational friction, in
international economics the equivalent trade cost parameter captures any trade impediments beyond physical
distance, see equation 1.3 of the trade cost parameter.
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2006; Olivero and Yotov, 2012; Yotov et al., 2016). For a proper treatment of these terms
in a dynamic panel setting, Olivero and Yotov (2012) extend the cross-sectional approach
by Feenstra (2004) and suggest time-varying directional (origin-time and destination-time)
fixed effects.” To properly account for MLR terms at the sectoral level, these fixed effects
must be sector specific because supply capacity of ¢ and total expenditures of ;7 are not
necessarily identical across industries due to differences in comparative advantages or
consumer preferences (Head and Mayer, 2014). As such, the gravity model can either be
estimated for each sector (Anderson and Yotov, 2016; Larch and Wanner, 2017), or in a
pooled regression across sectors where the multilateral resistance terms are time-varying
directional sector fixed effects. As these fixed-effects will capture any time-varying origin-
sector and destination-sector specific characteristics they will also absorb the size terms Y;kt
and Eﬁt (Yotov et al., 2016).

The trade cost component, t*

15,
partners. The empirical trade literature usually approximates trade costs as a function of

bilateral distance, d/

captures all frictions present in the trade of goods between

; with p as the elasticity of trade costs with respect to distance, and a
set of (usually time-invariant) observables, zl”f (Anderson and van Wincoop, 2003, 2004;

Carrere et al., 2009), as follows :

t"—dp i (m Ym 1.2
ij = Qg4 Zij) (1.2)
m=1

Log-linearizing the trade cost term results in the following relationship as part of the

structural gravity model:

M
(I—0)in(tij) = (1—0)pin(dy)+ D (1—0)ymin(z;) (1.3)
m=1
As part of the trade cost term, time-invariant trade cost determinants (z?]?) include different
forms of geographic, cultural and trade policy variables.!? Tariffs increase the final price of
goods and have a negative effect on international trade flows. Trade costs fall with common
language and cultural proximity. The presence of contiguous (international) land borders is

associated with an increase in trade flows, ceteris paribus, due to typically more integrated

9Fally (2015) supports the inclusion of these fixed effects and shows that they — if based on a Poisson-
Pseudo-Maximum-Likelihood (PPML) estimation — perfectly fit the structural parameters for multilateral
resistance terms from the theory.

I0CEPII publishes a number of gravity variables to approximate physical distance and other time-invariant
trade cost determinants.
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infrastructure networks and transit agreements reducing transit times (Limao and Venables,
2001) or increased cooperation in trade, investment or labour mobility because of geographic
proximity (Agnosteva et al., 2019). Anderson and van Wincoop (2004) provide a detailed
discussion about trade costs including determinants of trade barriers in an international
setting, such as tariffs, non-tariff measures, transport costs, currency, contiguity, common
language or colonial ties. As this present work focuses on intranational trade the influence of
such cost determinants within the US is essentially weaker or even non-existent (e.g. tariffs,
international borders etc.).

The elasticity of bilateral distance on trade flows (! ;) is the parameter of interest in the
paper’s analysis. Physical distance between trading partners represents a robust empirical
approximation of bilateral trade costs (Anderson and van Wincoop, 2004; Borchert and
Yotov, 2017; Head and Mayer, 2014) and it consistently has a negative effect on trade flows
(Disdier and Head, 2008) as trade costs tend to increase with distance. Although the trade
literature agrees that distance proxies for trade costs it is unclear why distance has a negative
trade effect and what role it plays in explaining international trade (Chaney, 2018). Studies
argue that distance captures information frictions (Allen, 2014; Chaney, 2018; Head and
Mayer, 2014; Huang, 2007; Lendle et al., 2016; Rauch, 1999) and transport costs (Anderson
and van Wincoop, 2004; Behar and Venables, 2011; Huang, 2007; Obstfeld and Rogoff,
2000) — both are positively associated with distance.!!

The present paper draws on routed distances in miles by transport mode as a measure
of distance-related transport costs of goods due ot lack of observable transport cost data.
Transport costs increase with distance because it is more costly to transport goods faraway
than nearby due to increasing fuel consumption, among others (Combes and Lafourcade,
2005). By exploiting variation of routed distances by transport mode this distance measure
captures differences in infrastructure and the vehicle used which feature differences in fuel
consumption and other operating costs (Combes and Lafourcade, 2005). By controlling for
the type of transported good, routed distances also capture differences in transport costs
related to the size, value or perishable nature of the commodity (Combes and Lafourcade,
2005). Finally, by looking at trade within the same country, informational frictions should be
much weaker than in an international setting and there is no obvious reason why informational
frictions for buyers and/or sellers should vary across the mode of transport. In this setting, |
argue that trade costs are essentially transport costs and can be approximated by mode-specific
routed distances.

"'Combes et al. (2005) apply a generalized transport cost measure to study the role of network effects
(reducing information costs lead to the diffusion of preferences) and find that by accounting for those effects
the impact of transport costs on intranational trade in France is significantly reduced.
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1.4 Data

This section presents the data to investigate the distance effect on trade flows by transport
mode (m) between origin and destination US States (ij) for 42 good categories (k) across the
years (¢) 1997, 2002, 2007 and 2012. It comprises three subsections. First, it outlines the
source and structure of the database on intranational trade flows. Second, it presents mode-
specific routed distances derived from parameters in the trade database and discusses distance
measures commonly used in the trade literature. Third, it provides summary statistics of the

final sample to support the empirical analysis.

1.4.1 US intranational trade flows by transport mode

The empirical analysis draws on good-specific intranational trade flows by transport mode
from the US Freight Analysis Framework (FAF) version 4 published by the US Bureau of
Transportation Statistics (BTS). The dataset covers the years 1997, 2002, 2007 and 2012.
It reports freight shipments of 42 goods under the Standard Classification of Transported
Goods'? within and between the 50 US States.!? The database records nominal shipment
values in million USD (i.e. net selling value excluding freight charges and taxes), weight
in kilotons and ton-miles which is the key parameter to derive my routed distance measure
presented in section 1.4.2.

It furthermore reports for each origin-destination-year-good combination the transport
modes truck, rail, water, air, pipeline, or multiple modes and mail. I focus on the four major
transport modes of air, rail, truck and water representing together 85% of intranational trade
value (Appendix A.2 on modal trade shares, table A.2)). FAF data builds upon the US
Commodity Flow Surveys (CFS) from which around 70% of FAF data originate (Hwang
et al., 2016). The remaining 30% of the FAF database comes from further datasets, such as
USDA Census of Agriculture, USDA Fishery data or IEA petroleum and gas data, to map
US freight movements of establishments that are classified in transportation, construction,
extraction and agriculture sectors (Hwang et al., 2016).

As described in US Census Bureau (2021), the CFS sample was selected based on
a stratified three-stage design with a first stage dealing with establishment selection, a
second stage with reporting week selection and a third stage with shipment selection. First,
establishment records were extracted from the US Census Bureau’s Business Register, where

establishments were required to have paid employees, be located in the 50 US States and

12SCTG at the 2 digits-level, see Appendix A.1.
3The analysis excludes the two non-contiguous US States of Hawaii and Alaska as well as DC because of
data quality concerns (Appendix A.2).
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District of Columbia and be classified under the North American Industry Classification
System (NAICS) in mining, manufacturing and wholesale. The final CFS sample covers more
than 100,000 business establishments out of around 800,000 establishments in the initial
sampling frame. Second, the selected establishments report their shipments for four reporting
weeks so to have one week in each quarter of the reference year.'* Third, a maximum of 40
shipments during the reporting week were selected (US Census Bureau, 2021).

FAF data aims to create a comprehensive mapping of freight movements among US
States by all transport modes and is updated every five years (Hwang et al., 2016). Along
with the CFS data, it represents for the time being the only available data source to understand
intranational US trade flows of goods across years and transport modes.

A note on the preference of FAF over CFS data. Although a large number of publications
in the trade literature investigating intra-US trade flows uses the CFS (for instance, in
McCallum (1995); Wolf (2000); Hillberry and Hummels (2003); Anderson and van Wincoop
(2003); Yilmazkuday (2012); Allen and Arkolakis (2014); Ramondo et al. (2016)), the
FAF database has two advantages that are convenient for the present paper’s analysis. First,
it reports estimated ton-miles and kilo tons that allow deriving routed distances by mode.
Second, FAF data offers a longer sample period than the CFS which is currently only
(publicly) available for the years 2012 and 2017. Third, it incorporates additional sectors
such as agriculture, resulting in a more comprehensive mapping of domestic trade flows by
transport mode.

Figure 1.2 provides an overview of the structure of the FAF data. A typical observation
tracks transport flows in value, tons and ton-miles by mode of transport from domestic origin
i to domestic destination j, where ¢ = j for intra-State trade and ¢ # 7 for inter-State trade. For
instance, in 1997 the data reports shipments of meat/seafood from Arkansas to Pennsylvania
of 200 million USD by truck with a distance of around 1090 miles or of about 15 million
USD by rail with a distance of approximately 1225 miles. Importantly, the data reports for
the same domestic origin-destination pair several transport modes if transport infrastructure

1s available.

14For instance, an establishment reports its shipments during the 5t week of each quarter which in this case
would correspond to the 5t%, 18", 315¢ and 44t week of the reference year (US Census Bureau, 2021).
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Figure 1.2 [llustration of mode-specific intranational trade flows (X, ) of goods (k) in year t

intra- . . . N .
. origin US State j > destination US State
national
trade flow transport modes m : truck/air/rail/water
Xijiem,t distance measure [derived in section 4.2]

Source: Author.

1.4.2 Distance measures

To proxy for intranational transport costs I derive distance measures between two US States,
ij, in two ways: first, as mode-specific routed distances from available ton-mile parameters
in the FAF database and second, as a traditional distance measure via great-circle distances

from origin- and destination-States’ geographic coordinates.

Mode-specific routed distances

A key feature of my data is the availability of ton-miles which measure the volume shipped
in tons and the distance shipped in miles (= transported tons multiplied by miles) for each
good category by transport mode per origin-destination pair in a given year. As FAF data
does not directly publish mode-specific routed distances in miles I use the available ton-miles
measure and divide it by tons to derive routed distances in miles per origin-destination-good-
mode-year combination. !’

Originally, miles in FAF’s ton-mile measure were calculated from estimated mode-
specific routed distances by using shipment information submitted by the respondents to
the CFS. As described by the US Census Bureau (2021), shippers generally do not know
the precise travel distance of their shipments. Therefore, the CFS asks for origin and
destination ZIP codes along with the chosen transport mode such as a shipment by truck
from Birmingham in Alabama (ZIP code 35242) to Phoenix in Arizona (ZIP code 85032).

Using this information in combination with a software tool developed by BTS, called
GeoMiller, routed distances are calculated for each shipment of goods by transport mode.'®
GeoMiller calculates routed distances in miles by using Geographic Information System
(GIS) technology and spatial multimodal network databases. It uses algorithms that find the

I3The exercise leads to a small number of missing observations (2.3% of sample observations) which I
impute via a four-steps procedure (Appendix A.2 on deriving intranational routed distances).
16This paragraph is based on information in US Census Bureau (2021).
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best path route which minimizes the travel impedance between specified origin-destination
pairs over a spatial representation of US highway, railway, waterway and airway networks.!’
Mode-specific routed distances are calculated between the centroid of the origin ZIP code
and the centroid of the destination ZIP code. For shipments within a ZIP code, GeoMiller
estimates routed distances by a formula that approximates the longest distance within the
boundaries of that ZIP Code.

The publicly available FAF data do not report information at the ZIP code-level of each
State city but at the more aggregated State-level for both origin and destination. Therefore,
my approach of deriving routed distances from ton-miles and tons results in average routed
distances in miles by origin-destination-good-mode-year combination.

With State-level information only I cannot control for unobserved heterogeneity in my
sample data — a limitation to the analysis. Mode-specific routed distances may therefore
suffer from measurement error where variations of routed distances across modes may not
only arise from the desired heterogeneity in mode-specific infrastructure (i.e. highways
feature longer distances than airways between the same origin-destination pair). Instead,
variation in routed distances may also be affected by differences in locations of mode-specific
infrastructure hubs within the same US State. For instance, airports, rail stations, ports or
truck terminals may be located in different locations within the same US State.

Unobserved heterogeneity arising from aggregated State-level information may also
introduce variation in mode-specific routed distances across good categories. For same origin-
destination-mode-year combinations some goods may be transported (from) to different ZIP
Codes within a State as a result of spatial agglomeration of consumer demand. However,
variation of routed distances for same origin-destination-mode-year combinations (¢jmt) is
weak: the coefficient of variation (CV) across goods at the ijmt¢—level lies below 1 so that
the difference in routed distances is lower than a standard deviation in 99.8% of the cases
(see Appendix A.3, Figure A.4).

Routed distances for the same origin-destination-good-mode (¢jkm) combination may
vary across years due to aggregated State-level information. Variation across years in routed
distances for same 7jkm combinations can partially be a result of changes in consumer
demand located in different ZIP codes over time. As major infrastructure projects in the
US fall outside of the sample period, significant modification in infrastructure leading to
changes in routed distances across years is of less concern. Likewise, no major shutdowns
due to accidents, repair work or strikes which could have affected routed distances across
years have been reported to my knowledge. Overall, variation of distances at the 77km—level

17 A travel impedance factor is assigned to each link in a series of links representing routes. Impedance is
defined as a function of distance and travel time (US Census Bureau, 2021).
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across years 1s small: in 99.9% of cases, CVs of distances are below one standard deviation
(see Appendix A.3, Figure A.5). In a robustness test, I estimate the distance-effect based on

time-invariant distances as averages of distances across years at the 1jkm—Ilevel.

Great-circle distances

Owing to the lack of observed routed distances trade economists usually draw on general
distance measures independent of transport mode, such as great-circle distances. Great-circle
distances measure the shortest distance along the Earth’s surface between two locations. The
trade literature proposes several types of measures including simple great-circle distances
calculated between i) capital cities or ii) most populated cities of origin country i and
destination country j, as well as population weighted great-circle distances (Mayer and
Zignago, 2011).

Without knowing the precise locations of origin and destination between US States or
within the same US State, the closest approximation of physical distance is a population-
weighted distance measure. It captures distances between locations for which trade has
likely occurred. Since more populated locations tend to trade more with each other than less
populated ones, the likelihood is based on population shares.

To investigate to what extent the aforementioned mode-specific routed distances differ
from this traditional distance measure, I derive population-weighted great-circle distances
between US States i and j, d;;, by following Head and Mayer (2010) as applied in Mayer and
Zignago (2011):

1
0
pop pop\
! (QQ popi ) iz \pop; )

where pop, (pop;) represents the population of urban agglomeration (city) g (1) in i (j)
which I take for the 25 largest cities by US State from simplemaps. d,; denotes great-circle
distance between two agglomerations (cities). I use geographical coordinates of cities, that
means latitudes and longitudes, from Geonames to estimate dy. ¢ captures the elasticity
of trade flows with respect to distance for which I choose § = —1 resulting in a weighted
harmonic mean that is supported by the literature as a consistent approximation of the
distance effect (Head and Mayer, 2010; Mayer and Zignago, 2011).!8 T apply the same
formula to both inter- and intra-State great-circle distances so that ¢ = j in the latter case.

18 As discussed in Head and Mayer (2010), setting # = —1 results in the special case of weighted harmonic
mean while § = 1 corresponds to a weighted arithmetic mean. As highlighted by Head and Mayer (2010) and
Mayer and Zignago (2011), empirical estimates of distance coefficients usually correspond to a value of around
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Table 1.1 shows summary statistics of routed and great-circle distances of the sample.
Average routed distance for the whole dataset amounts to 1,065 miles. Average great-circle
distance across the whole sample is around 18% smaller than actual routed distance. The
difference in miles is even more significant for intra-State trade where great-circle distances
make up on average only half of actual routed distances. Great-circle distances measure the
shortest path between two locations while routed distances are based on the US infrastructure
network which is — for geographic reasons — not always following a straight line (Combes
and Lafourcade, 2005).

Table 1.1 Comparison of routed and great-circle distances in the sample

count  mean sd min  max
Routed distances, miles 345446 1065.0 711.0 5.6 6943.8
Intra-State routed distances, miles 12742 98.1 90.1 5.6 34533
Inter-State routed distances, miles 332704 1102.1 698.1 11.8 6943.8
Great-circle distances, miles 345446 872.6 607.7 9.3 2659.5

Intra-State great-circle distances, miles 12742 50.0 274 93 1324
Inter-State great-circle distances, miles 332704 904.1 597.1 17.0 2659.5

Source: Author based on FAF 4 BTS.

1.4.3 Summary statistics of final sample

The final sample covers 345,446 observations over the years 1997, 2002, 2007 and 2012.
In a rectangular panel, we would have a total of 1,548,288 observations for 48 origin
States, 48 destination States, 4 years, 42 commodities and 4 transport modes. However, the
available information from the survey and about the US infrastructure does not allow to
classify unreported trade flows into trade relationships that are impossible due to unavailable
transport infrastructure, or transactions that could have occurred but did not (zero trade value).
I therefore keep only reported trade flows, hence with a positive trade value. By excluding
zero trade flows the model cannot exploit the causes of why some US States do not trade
with each other (although the transport infrastructure is available) and might create biased
estimates. If zero trade tends to occur between US States which are far apart from (close to)
each other, then excluding zero trade will underestimate (overestimate) the distance effect as

it will reduce (increase) the estimated distance coefficient in absolute terms.

—1 as shown in the meta-analysis by Disdier and Head (2008) (mean of -.95), supporting the harmonic mean as
a consistent approximation of the distance effect.
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The final data is an unbalanced panel across the four five-years time intervals. The
cross-section covers observations ranging between around 67,000 in 2012 and 112,000 in
1997 at the origin-destination-product-mode-level (ijkm), as shown in Table 1.2. Rail, water
and air transport report the largest drop in observations between the panel years 1997 and
2002. This decline for each of the three modes is a result of a reduction in the number of
reported origin-destination (ij) pairs and changes in the number of traded good types (k)
across time (Appendix A.3, Table A.4). For truck transport, the number of origin-destination
pairs remains the same for all years with a total of 2,304 truck routes while the number
of observations decreases, implying that for road transport the number of traded good
types decreases particularly between 1997 and 2002. Overall, trade seems to become more

concentrated on truck routes and in specific commodity groups across time.

Table 1.2 Number of observations (ijk) by mode and year
year Air Rail Truck Water Total
1997 | 15,958 14% 25,739 23% 67,080 60% 3,594 3% | 112,371
2002 | 10,633 15% 6,897 9% 54,782 75% 584 1% | 72,896
2007 | 9,032 10% 6,820 7% 76,789 82% 583 1% | 93,224
2012 | 8,953 13% 5,840 9% 51,589 77% 573 1% | 66,955
Total | 44,576 13% 45,296 13% 250,240 72% 5,334 2% | 345,446

Source: Author based on FAF 4 BTS.

A relative shift away from air, rail and water towards road transport (increase from
91% to 93%) is also reflected in Table 1.3 showing mode-specific trade values across years.
Furthermore, annual (nominal) value for US intranational trade ranges between USD 9.4
trillion and USD 11.6 trillion per year. On a yearly average, 93% of trade in value terms are

transported by road via truck, 4% by rail, and 2% by air or water.

Table 1.3 Nominal trade value (in billion USD) (ijk) by mode and year
year Air Rail Truck Water Total
1997 | 262.2 3% | 4674 5% | 85679 91% | 923 1% | 9,389.9
2002 | 2359 2% | 39877 4% | 9,453.5 93% | 117.0 1% | 10,205.1
2007 | 1575 1% | 4519 4% | 10,863.2 93% | 1789 2% | 11,651.5
2012 | 128.7 1% | 409.0 4% | 10,208.8 93% | 249.2 2% | 10,995.6

Source: Author based on FAF 4 BTS.
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The value share for truck and water transport, however, declines with distance while the
trade share for air and rail transport increases with distance, as illustrated in Figure 1.3. Truck
and water transport generates the highest trade share for distances below 500 miles, while this
is the case for rail transport for distances below 1,500 miles and for air transport for distances
above 500 miles.'® Selection of air transport into longer distances is illustrated in Figure 1.4
showing trade-weighted distances by transport mode. Trade weighted distances for all years
are highest for air transport followed by rail, truck and water transport in descending order.

Figure 1.3 Trade share by transport modes across distance bands
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Note: Percentages for each transport mode make up 100 percent. For instance, the share of trade value transported by airways amounts
to around 26 percent for distances below 500 miles, 43 percent for distances equal or above 500 miles and below 1,500 miles, and 31
percent for distances equal or above 1,500 miles.

Source: Author based on FAF 4 BTS.

19 Appendix A.3, figureA.1 illustrates the number of observations per distance bin and transport mode,
highlighting that for all four modes, trade is most frequently observed for distances between 500 miles and
1500 miles.

29



1.4 Data

Figure 1.4 Trade-weighted distances by transport modes across years
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Source: Author based on FAF 4 BTS.

Average routed distances of the sample are smallest for waterways (914 miles) followed
by airways (1,029 miles), truck (1,070 miles) and railways (1,090 miles), as illustrated in
Table 1.4. Although air and rail is mainly used for long-distance trade (Figure 1.3 and 1.4),
the statistics do not capture that routed distances of airways are shorter than for roads via
truck over the same origin-destination route since air transport follows relatively straight
lines while surface transport is limited by US internal geography. By looking at individual
origin-destination routes featuring all transport modes (Table 1.4), airways have on average
the shortest distance followed by truck, railroads and waterways in ascending order.?’ By
using a standardised distance measure for all transport modes, great-circle distances, the
statistics confirm the findings in Figure 1.3 that air trade is mainly conducted over long

distances (average of 1,008 miles) while water trade has the shortest distances on average in

20See Appendix A.3, Figure A.3 for an illustration of kernel densities of routed distances by transport modes
across routes featuring all four modes. Across all years, 269 origin-destination pairs out of 2,304 (22%) feature
all four transport modes.
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the sample (425 miles) (Table 1.4). Median routed distances by air and truck tend to have

increased over time and declined for rail and water transport (Appendix A.3, Figure A.6).2!
Table 1.4 Summary statistics for distances (ijkmt)

Sample: count  mean sd min  max
Air routed distance, miles 44576 1029.1 643.0 18.9 3500.0
Rail routed distance, miles 45296 1090.6 738.6 7.9 3918.1
Truck routed distance, miles 250240 1070.0 715.6 7.0 4000.0
Water routed distance, miles 5334 9143 764.2 5.6 6943.8
Routes featuring all four modes:
Air routed distance, miles 837 473.7 3932 189 2570.0
Rail routed distance, miles 837 624.5 498.6 264 3368.9
Truck routed distance, miles 837 550.5 4613 37.0 2928.5
Water routed distance, miles 837 082.2 8449 8.9 5964.9
Great-circle (gc) distances:
Air gc distances, miles 44576 1008.6 650.9 16.4 2659.5
Rail gc distances, miles 45296 7969 579.5 9.3 2659.5
Truck gc distances, miles 250240 871.6 6019 93 2659.5
Water gc distances, miles 5334  425.8 361.8 12.8 24553

Source: Author based on FAF 4 BTS.

The sample average trade value of a shipment is highest for truck transport (USD 156,000),
followed by water (USD 119,000), rail (USD 38,000) and air (USD 17,000), as shown in
Table 1.5. However, unit values of products shipped by air are significantly higher with USD
2,282 compared to unit values of goods transported by truck (UDS 114), rail (USD 15) or
water (USD 8), suggesting that air traded goods are of high-value and low quantity and goods

shipped via waterways are of lower unit value and high quantity.

21 Appendix A.3 shows in Table A.5 the statistical mode of routed distances across years by transport mode.
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Table 1.5 Summary statistics for trade values (ijkmt)

count  mean sd min max
Air value 44576 17.6 162.8 0.0 25761.9
Rail value 45296 38.1 219.3 0.0 17274.2
Truck value 250240 156.2 12334 0.0 141032.0
Water value 5334 119.5 10729 0.0 56490.2

Air unit value 41580 2282.8 28099.1 0.0 2535460.1
Rail unit value 45180 15.9 3148 0.0 34054 .4
Truck unit value 246537 114.2 244704 0.0 12091639.7
Water unit value 5322 8.1 1479 0.0 10178.7

Source: Author based on FAF 4 BTS.

The observation that air trade is concentrated in high-value goods while water transport
happens mostly in low value goods is supported by figure 1.5 showing the share of trade
in high vs. low-value goods by transport mode. On one extreme, 99 percent of air trade is
reported in high-value goods which are mostly electronics, transport equipment, precision
instruments and pharmaceuticals.”?> On the other extreme, 77 percent of water trade happens
in low-value goods which are mainly fuel oils, gasoline, coal or cereal grains.”® Trade
by road via truck makes up around three-quarters in high-value goods, such as motorized
vehicles, electronics, machinery or some pharmaceutical products. Low-value goods in truck
transport include foodstuffs, gasoline or wood. Rail trade is to 58 percent in high-value goods
which are mainly motorized vehicles, basic chemicals, plastics/rubbers or base metals, while
low-value goods in rail trade are cereal grains, coal or paper/print products. High-value goods
are in 85 percent of cases also light goods or vice versa so that these two good categories are

strongly correlated (correlation of -0.7).%*

22Low value goods in air trade are mainly non-metal mineral products.

Z3Basic chemicals is the major high value good transported by ships on domestic US waterways.

24 Appendix A.3, figure A.2 illustrates the share of heavy-weight vs. light-weight goods as a share of
mode-specific trade value. The shares mirror the share of trade in high and low-value goods by transport mode
(figure 1.5), highlighting the strong correlation between both good categories.
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Figure 1.5 Share of trade in high and low-value goods by transport mode
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Note: High value goods are classified in this paper as products equal or above the median unit-value (value/tons), including the
following 23 good categories: Alcoholic beverages, Articles-base metal, Base metals, Basic chemicals, Chemical prods.,
Electronics,Furniture, Live animals/fish, Machinery, Meat/seafood, Metallic ores, Milled grain prods., Misc. mfg. prods., Mixed freight,
Motorized vehicles, Paper articles, Pharmaceuticals, Plastics/rubber, Precision instruments, Printed prods., Textiles/leather, Tobacco
prods., Transport equip. All other 19 good categories are low-value goods and include: Animal feed, Building stone, Cereal grains, Coal,
Coal-n.e.c., Crude petroleum, Fertilizers, Fuel oils, Gasoline, Gravel, Logs, Natural sands, Newsprint/paper, Nonmetal min. prods.,
Nonmetallic minerals, Other ag prods., Other foodstuffs, Waste/scrap, Wood products.

Source: Author based on FAF 4 BTS.

Furthermore, air trade is concentrated in non-perishable goods (99 percent of trade
value in air transport), while the other three transport modes feature a share of around 15
to 20 percent of trade in perishable goods (Figure 1.6). Perishable goods, such as food,
meat/seafood as well as live animals, are sensitive to delays or inadequate means of storage
that can lead to economic losses and deterioration of product quality (WTO, 2020).
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Figure 1.6 Share of trade in perishable and non-perishable goods by transport mode
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Note: Perishable goods include the following good categories: Animal feed, cereal grains, other agricultural products, other foodstuffs,
live animals/fish, meat/seafood, milled grain products.
Source: Author based on FAF 4 BTS.

Table 1.6 shows summary statistics for US intranational trade flows. An average trade
flow amounts to around USD 122 million with a significant difference between intra-State
and inter-State trade. The average value of an intra-State trade flow is with USD 1,721
million significantly larger than inter-State trade (USD 61 million). Intra-State trade value is
on average around four (rail) to 35 times (truck) the size of inter-State trade depending on
the transport mode. Air transport is hardly used in intra-State trade as the data records only

864 observations (2% of total observations for air transport).
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Table 1.6 Statistics on intra-national trade and contiguous State trade

Average trade value All Air Truck Rail Water
Intra-State trade 1,721 87 2,640 115 362
Inter-State trade 61 16 74 33 59

Nbr of observations All Air Truck Rail Water
Intra-State trade 12,742 | 4% | 864 | 2% | 8,013 | 3% | 2,805 | 6% | 1,060 | 20%
Inter-State trade 332,704 43,712 242227 42,491 4,274

Total 345,446 44,576 250,240 45,296 5,334

Source: Author based on FAF 4 BTS.

1.5 Specification and results

This section presents the econometric baseline specification and in three parts the estimation
results. The first set of results discusses estimates of elasticities based on routed distance and
investigates the heterogeneous distance effect in intra-US trade for the four transport modes.
The second set of results studies the distance effect across different groups of goods, such as
high-value, heavy-weight or perishable goods by controlling for the mode of transport. The

third set of results analyses the role of US State borders for different modes of transport.

1.5.1 Econometric baseline specification

To estimate the effect of mode-specific routed distances on intranational trade intensity I
base my identification strategy on the variation of trade flows of the same good transported
by the same mode in the same year from the same origin (destination) US State across all
destination (origin) US States. In line with the structural gravity model described in section
1.3, the OLS baseline specification is as follows:

In Xijkme = Bo~+ Br(InDISTijkme) + Nikme + Ojkmt + €ijkme (1.4)

where X;jxm: denotes the logarithm of nominal values for intranational trade from origin
US State 7 to destination US State j of good category £ transported with mode m in year
t. Within the trade cost term, InDI1S57T;;p,,; is the variable of interest and represents the
logarithm of intranational routed distance by m between ¢ and j in year £. As discussed in
section 1.4.2, the data do not allow to track the precise address in the origin and destination US
State, leading to unobserved heterogeneity in the data so that for some 7jkm-combinations

routed distances vary across panel years, therefore the subscript ¢ in InDIST; . To show
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the robustness of my results, I estimate the distance effect based on time-invariant distance
measures as averages of 1jkm-level distances. 7;1,,; and 0,,,,; represent respectively fixed
effects at the origin-good-mode-time or destination-good-mode-time level to control for the
two structural multilateral resistance terms at the transport mode-level. €, is the standard
error clustered at the ijk-level.

The identification strategy raises endogeneity concerns related to mode-specific trade
flows (Allen and Arkolakis, 2014). For instance, governments develop rail infrastructure
particularly between cities where goods are best shipped via rail. However, as discussed in
section 1.2 major investment plans took place outside of the sample period (1997-2012) so
that observed changes in routed distances are hardly a result of improved transport networks.
Furthermore, instrumental variable estimates of intranational US distance elasticities as part
of a study by Duranton et al. (2014) mitigate these endogeneity concerns.> The authors
instrument highway distances based on the existing infrastructure in the year 2005 (which
is the year closest to the study’s sample year) with highway distances planned in 1947 or
network distances along 1898 railroads. Their estimates based on instrumental variables
do not change the estimates from the baseline specification using distances in 2005. That
all of these distance measures lead to similar elasticity estimates reflect, according to the
authors, the high correlation of distance across time. As such, distances based on the US
infrastructure did not seem to have changed across time implying that transport routes have

likely not been significantly modified in the US over time.

1.5.2 Baseline results of routed distances by transport mode

In a first step, I present the baseline results using the OLS estimator. In a second step, |
discuss various functional forms since distance could have different elasticities depending on

distance and this may vary by transport mode.

OLS estimates: Table 1.7 presents the estimates of the distance effect on intra-US trade.
Column 1 shows the results of baseline specification 1.4 of the effect of routed distance on
intranational US trade based on ikmt- and jkmt-fixed effects. The results reveal a statistically
significant distance elasticity of —1.793 implying that a 1% change in routed distance leads
to an average decline in bilateral trade within the US of 1.793%. The adjusted R? is high
with 0.659 explaining more than 65% of the variance in intra-national trade.

Column 2 presents the baseline specification using great-circle distances on the same

sample to compare how traditional distance measures perform. The elasticity of great-circle

ZDuranton (2015) uses a similar instrumental approach based on colonial routes and road networks in his
study about Colombia.
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distance on trade is around 12% smaller with —1.581 compared to the coefficient of routed
distances. The estimates are in line with the descriptive statistics highlighting that great-circle
measures underestimate the distance effect since they capture the distance of a straight line
between the coordinates of the origin and destination US States. In contrast, routed distances
track a country’s actual infrastructure network that rarely follows straight-line routes due to
geographic reasons. Trade volume effects differ by 5 percentage points as doubling routed
distances reduces trade on average by 71% while doubling great-circle distances reduces
trade by around 66%.%6

Column 3 shows estimates of distance elasticities by controlling for intra-State trade. The
dummy on intra-State trade is positive and significant implying that trade within US States
is almost two times (exp(0.806)) the size of inter-State trade. The result suggests domestic
home bias effects in line with findings in the literature (Coughlin and Novy, 2012, 2016;
Hillberry and Hummels, 2003, 2008; Wolf, 2000). The distance effect in this specification is
slightly smaller with —1.673 (around -6% difference) compared to the baseline specification
in column 1, although the adjusted R? does not increase in explanatory power.

Column 4 presents the results decomposing the elasticity of routed distance in our baseline
specification (column 1) into the effect by transport mode by interacting the dummy for
transport modes with routed distances. The adjusted R? increases slightly to 0.679. The
statistically significant estimates show that routed distance by road via truck is most elastic
with a coefficient of —2.150, followed in descending order (in absolute terms) by waterways
with —1.001, by railways with —0.762 and by airways with —0.205. The ranking of distance
elasticities by transport modes holds when limiting the sample to routes featuring all four
modes (Appendix A.S5, table A.7), when excluding imputed routed distances (Appendix A.S5,
table A.8) as described in section 1.4.2, and when using time-invariant routed distances
(Appendix A.5, table A.9).

Column 5 shows estimates of mode-specific distance elasticities by controlling for intra-
State trade. The ranking of mode-specific distance elasticities are in line with the results
of the baseline estimation (column 4). The adjusted R? remains at 0.68. Interestingly, by
including the intra-State dummy, the effect of road distance by truck remains relatively stable
(decline in coefficient estimate by around 6%), but decreases significantly (in absolute terms)
for airways by 43%, for waterways by 30% and for railways by 26%. The significant change
in point estimates for some of these transport modes suggests that the intra-State effect

may vary across modes — an observation already highlighted in the descriptive statistics. In

X D

26Trade volume effects are derived from =+ = (1
Xo Dy

respectively at time 1 or 0 and D1 and Dy represent distance measures respectively in time 1 or O (Carrere et al.,
2009). Based on this general formula, the trade effect amounts for routed distances to (2/1) 71793 —1 = —71%.

Edistance
) where X7 and X denote bilateral trade flow
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Section 1.5.4, I therefore investigate the heterogeneous effect of domestic State borders by
transport mode.

Table 1.7 Baseline estimates (equation 1.4)

(D (2) (3) 4) (5)
Dependent variable: InXijkme M Xijkme I Xijkme 0 Xijkme 0 Xijpme
Routed distances, miles -1.793¢ -1.673¢
(0.009) (0.009)
Great-circle distances, miles -1.581
(0.009)
Air routed distance, miles -0.205¢ -0.117¢
(0.015) (0.015)
Rail routed distance, miles -0.762¢ -0.566%
(0.017) (0.018)
Truck routed distance, miles -2.150¢ -2.021¢
(0.009) (0.009)
Water routed distance, miles -1.001¢ -0.713%
(0.046) (0.046)
Intra-State trade dummy 0.806* 0.904¢
(0.051) (0.043)
Constant 13.039¢ 11.235¢ 12.208¢ 12.447¢ 11.515¢
(0.064) (0.062) (0.063) (0.051) (0.056)
Fixed-effects ikmt, jkmt ikmt, jkmt ikmt, jkmt ikmt, jkmt ikmt, jkmt
Observations 333376 333376 333376 333376 333376
Adjusted R? 0.659 0.657 0.661 0.679 0.680

Clustered standard errors at the ¢jk-level are in parentheses.
¢ p<0.1, ® p<0.05, @ p<0.01

Notes: Years covered are 1997, 2002, 2007, 2012. All distances are in logarithm. All specifications include fixed effects (FE) as indicated
in the table. Estimates of FEs and controls are omitted for brevity. In each column, 4,877 observations were dropped from the estimation
as they are either singletons or separated by a fixed effect. Furthermore, 7,193 observations are small shipments so that their trade values
are close to zero and fall out of the log-log regression.

Source: Author based on FAF 4 BTS.

Figure 1.7 depicts the point estimates of our baseline specification from Table 1.7 col-
umn 4 along with their confidence intervals by transport mode highlighting the significant
differences in distance elasticities across modes. The findings suggest that mode-specific
routed distances capture the cost of travelling via different modes of transport (Allen and
Arkolakis, 2014). Reducing distance-related costs of road transport equivalent to reducing

routed road distances by 10% (amounting on average to 106 miles) increases trade by truck

38
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).27 For water

by around 21.5% (corresponding to an average trade value of USD 34 million
transportation, a reduction of 10% (an average of 99 miles) in distance is associated with an
increase in trade value by 10% representing on average USD 11 million. In the case of air
transport, a 10% reduction in air distance (amounting on average to 103 miles) leads to an
increase in intranational US trade by air of around 2.05% (amounting on average to USD 0.4
million). A 10% reduction in rail distance (amounting on average to 109 miles) increases

trade by rail on average by 7.6% (an average trade value of USD 2.9 million).

Figure 1.7 Estimates of distance elasticities by transport mode (Table 1.7, column (4))

Air distance A

Rail distance A4

Truck distance | @

Water distance - ——

-2 -1.5 -1 -5 0

Notes: All distances are in logarithm. Dots in the graph indicate coefficients and horizontal lines the corresponding confidence intervals.
Source: Author based on FAF 4 BTS.

Translating the point estimates of the mode-specific distance elasticities from Table 1.7
column (4) into variable trade costs illustrates how transport costs for each mode evolve
across distance. As detailed in Section 1.3, the structural interpretation of the distance
coefficient from the trade cost function is as follows: de‘stance = (1—0)p (Yotov et al.,

2016).28. 1 derive mode-specific (variable) trade cost elasticities with respect to distance, p,

%7 Average trade values and miles correspond to the observations included in the estimation sample.
BDerived via 51 (InDIST;jm¢) = (1 —oy)plnd;jme. where o should ideally be sector-specific.
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by assuming the same elasticity of substitution, o, for each transport mode and setting o to 5
as the median reported in Head and Mayer (2014).

Figure 1.8 Estimated (variable) trade costs (p) with respect to distance by transport mode

Variable trade costs

Notes: To derive p for each transport mode, I use point estimates of mode-specific distance elasticities, Bm, and I assume for all transport
modes & = 5 which is the median reported in Head and Mayer (2014). Mode-specific intercepts are zero as I neglect fixed costs in this
illustration.

Source: Author based on FAF 4 BTS.

Figure 1.8 visualizes the derived variable trade costs across distance bands for each
transport mode. Variable trade costs increase with distance significantly more for truck
transport than for water, air or rail. The results do not include fixed-costs although these
differ across transport modes (Rodrigue and Notteboom, 2020). As part of a study by
Allen and Arkolakis (2014), the authors estimate (variable and fixed) iceberg trade costs
by transport mode across distance based on a discrete choice model using the CFS of 2007.
The authors’ results confirm that mode-specific distances capture heterogeneity in trade
costs across modes with truck trade as most elastic transport mode (in Allen and Arkolakis
(2014) Figure X "Estimated trade costs", p. 116). Likewise, Duranton et al. (2014) find that
distance elasticities for road trade is significantly larger (in absolute terms) than for rail trade.
Importantly, both Allen and Arkolakis (2014) and Duranton et al. (2014) use trade flows
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of the CFS at the level of metropolitan statistical areas (MAS) within US States. Despite
geographically more aggregated trade flows, the results of this present paper are in line with
the findings in these two studies. This similarity mitigates concerns related to the precision
of routed distances due to unobserved heterogeneity, as discussed in subsection 1.4.2. Albeit
in an international setting, results by Lux (2011) are in line with the presented findings. The
author’s results show the highest absolute distance elasticity for surface transport and small

increases in air transport costs with longer distances.

Different functional forms: Table 1.8 shows the estimation results of the gravity model
under different functional forms. First, in multiplicative form by the Poisson Pseudo-
Maximum-Likelihood (PPML) estimator to address heteroscedasticity issues of trade data,
as proposed in Silva and Tenreyro (2006).2° Second, in non-parametric form using distance
bins to investigate to what extent distance elasticities vary by different distance intervals.

Column 1 lists the results of the PPML estimator. The Pseudo-R? is high with 0.897.
PPML point estimates are slightly smaller (in absolute terms) than the OLS estimates except
for water transport distance whose coefficient is larger under PPML than under OLS. The
higher distance estimates under OLS compared to PPML are in line with the findings in Silva
and Tenreyro (2006) pointing towards the importance of Jensen’s inequality in the estimation
of gravity equations. Overall, the PPML results support our OLS results in table 1.7: The
coefficient on truck distance remains the largest (in absolute terms) among all transport
modes with an elasticity of —1.512, followed by water transport with —1.217, rail transport
—0.562 and air transport —0.194 in descending order.

Column 2 shows the non-parametric estimates based on the OLS estimator using three
different distance bins: i) below 500 miles, ii) equal or above 500 miles and below 1,500
miles, as well as iii) equal or above 1,500 miles. The distance effect amounts to —1.981
for routed distances below 500 miles and decreases significantly in absolute terms with
increasing distances suggesting that the effect of distance on trade matters less for longer
hauls. For instance, distances above 1,500 miles have the smallest trade effect with an
elasticity of —0.381.

Column 3 lists the estimated elasticities across different distance bins by transport mode.
This decomposition allows to investigate whether the results in column 2 are driven by
the different composition of transport modes across distances, as shown in the descriptive
statistics, or whether distance becomes generally less important for trade for all transport

modes. For air transport, the distance effect is statistically significant for the bins below

2Head and Mayer (2014) suggest that if PPML (and Gamma PML) obtains significantly different results
than OLS, then heteroscedasticity is a reasonable concern and OLS estimates are inconsistent.
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500 miles (—0.267) and between 500 and 1500 miles (—0.210). Although the two point
estimates are not statistically different they decrease slightly in absolute terms with increasing
distances. Elasticities of air distances become insignificant for hauls equal or above 1,500
miles. The trade effect of rail distance is smallest for distances above 1,500 miles in line
with the average results in column 2, and strongest for medium distances equal or above 500
miles and below 1,500 miles, while smallest for small hauls below 500 miles. For trade by
truck, the distance effect decreases (in absolute terms) significantly with longer distances
from —2.290 to —0.299 — keeping in mind that truck transport is mainly used for distances
below 1,500 miles. For water transport, the distance effect decreases up to distances below
1,500 miles and increases for longer hauls equal or above 1,500 miles where the estimates
are significant only at the 5%-significance level. For the last distance bin, water transport
makes up only a small share of total trade via waterways (below 10 percent) and takes place
particularly between New Jersey/Louisiana, Illinois/Texas (via the Mississippi River) or

Ohio/Louisiana.
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Table 1.8 Different functional forms

Y] 2) (3)
PPML OLS OLS
Air routed distance, miles -0.194¢
(0.024)
Rail routed distance, miles -0.562¢
(0.022)
Truck routed distance, miles -1.512¢
(0.007)
Water routed distance, miles -1.217¢
(0.052)
Routed distances, miles x Dummy: distance below 500 miles -1.981¢
(0.022)
Routed distances, miles x Dummy: distance >= 500 miles & <1,500 miles -1.509¢
(0.021)
Routed distances, miles x Dummy: distance >=1,500 miles -0.381¢
(0.049)
Air routed distance, miles x Dummy: distance below 500 miles -0.267¢
(0.038)
Air routed distance, miles x Dummy: distance >= 500 miles & <1,500 miles -0.210%
(0.043)
Air routed distance, miles x Dummy: distance >=1,500 miles 0.104
(0.123)
Rail routed distance, miles X Dummy: distance below 500 miles -0.500¢
(0.035)
Rail routed distance, miles x Dummy: distance >= 500 miles & <1,500 miles -0.766%
(0.050)
Rail routed distance, miles x Dummy: distance >=1,500 miles -0.297¢
(0.114)
Truck routed distance, miles X Dummy: distance below 500 miles -2.290¢
(0.021)
Truck routed distance, miles x Dummy: distance >= 500 miles & <1,500 miles -1.790¢
(0.023)
Truck routed distance, miles X Dummy: distance >=1,500 miles -0.299¢
(0.053)
Water routed distance, miles x Dummy: distance below 500 miles -0.633¢
(0.095)
Water routed distance, miles x Dummy: distance >= 500 miles & <1,500 miles -0.470¢
(0.167)
Water routed distance, miles x Dummy: distance >=1,500 miles -1.038?
(0.406)
Constant 14.877¢ 2.525¢ 12.968¢
(0.038) (0.368) (0.100)
Fixed-effects ikmt, jkmt ikmt, jkmt ikmt, jkmt
Observations 333376 333376 333376
Adjusted R? 0.663 0.683
Pseudo R? 0.897

Clustered standard errors at the jk-level are in parentheses.
¢ p<0.1, ¥ p<0.05, * p<0.01
Notes: Years covered are 1997, 2002, 2007, 2012. All distances are in logarithm. All specifications include fixed effects (FE) as indicated

in the table. Estimates of FEs and controls are omitted for brevity. 43
Source: Author based on FAF 4 BTS.
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1.5.3 Heterogeneous distance effect across good categories

Distance may matter to a different extent for different categories of goods. As Combes and
Lafourcade (2005) states "the nature of the commodity makes it more or less expensive to
transport", for instance due to its size, value or perishable nature. Table 1.9 therefore presents
estimates of distance elasticities for different groups of goods by controlling for ikmt and jkmt-
fixed effects. Column 1 shows a significantly lower (in absolute terms) distance effect for
high-value goods compared to low-value goods.® While high-value goods have a distance
elasticity of —1.573, low-value goods have an elasticity of —2.226. As distance-related
transport costs make up a smaller share of trade value of high-value goods than of low-value
goods an increase in transport costs for the latter one affects trade relatively more.

Column 2 shows the estimates of distance elasticities for high/low-value goods de-
composed by transport modes. Except for air distance where distance elasticities are not
significantly different between high- and low-value goods, the finding holds for all other trans-
port modes that low value goods feature a significantly higher (in absolute terms) distance
effect than high-value goods. Estimated distance effects for heavy-weight and low-weight
goods mirror the estimates of high/low-value goods of column 1 and 2 as high (low)-value
and low (heavy)-weight goods are strongly correlated (section 1.4.3). Trade of heavy-weight
goods (which are frequently also low-value goods) is significantly more elastic to distance
than of low-weight goods (which are generally also high-value goods). A 1% increase in
routed distance is associated with a decline in trade of low-weight goods of -1.547% and of
heavy-weight goods of -2.15% (Appendix A.4 Table A.6 column 1). These findings about
heavy/low-weight goods hold across transport modes (Appendix A.4 Table A.6 column 2).

Column 3 presents the results of the distance effect for perishable and non-perishable
goods. Trade of perishable goods reacts significantly stronger to changes in distance (coeffi-
cient of —2.118) than trade of non-perishable goods (coefficient of —1.741). Since perishable
goods are particularly time-sensitive the effect of increasing distance on trade of this good

category captures the additional travel time required to transport goods over a one percent

30High value goods are classified in this paper as products equal or above the median unit-value (value/tons),
including the following 23 good categories: Alcoholic beverages, Articles-base metal, Base metals, Basic
chemicals, Chemical prods., Electronics,Furniture, Live animals/fish, Machinery, Meat/seafood, Metallic ores,
Milled grain prods., Misc. mfg. prods., Mixed freight, Motorized vehicles, Paper articles, Pharmaceuticals,
Plastics/rubber, Precision instruments, Printed prods., Textiles/leather, Tobacco prods., Transport equip. All
other 19 good categories are low-value goods and include: Animal feed, Building stone, Cereal grains, Coal,
Coal-n.e.c., Crude petroleum, Fertilizers, Fuel oils, Gasoline, Gravel, Logs, Natural sands, Newsprint/paper,
Nonmetal min. prods., Nonmetallic minerals, Other ag prods., Other foodstuffs, Waste/scrap, Wood products.
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increase in average distance in miles.?! Since perishable goods require special conditions for
transport or fast transport, a higher price is generally charged for their transport.

Column 4 shows the estimated distance effect for perishable and non-perishable goods
decomposed by transport mode. For rail and truck transport, trade of perishable goods reacts
significantly stronger to changes in distance than of non-perishable goods. For rail transport
the coefficients of both good categories are significantly different a the 5% significance level
and for truck transport at the 1% significance level using Wald test. For air transport the
coefficient for perishable goods are not statistically significant most likely because only
1 percent of air trade covers perishable goods (section 1.4.3, Figure 1.6). Although the
point estimate of water transport distance for perishable goods are higher in absolute terms
(—1.072) than for non-perishable goods (—0.983), the difference of both estimates is not
statistically significant using Wald test.

31The significant difference remains if we narrow the classification of perishable goods to meat/seafood,
other agricultural goods, other foodstuffs and live animals/fish.
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Table 1.9 Heterogeneous distance effect across good categories

(1 2 3) “)
Dependent variable: nXijkmt I Xijeme I Xijeme I Xijime
Routed distances x High-value goods -1.573¢
(0.011)
Routed distances x Low-value goods -2.226%
(0.017)
Air routed distances x High-value goods -0.204¢
(0.015)
Air routed distances x Low-value goods -0.223¢
(0.057)
Rail routed distances x High-value goods -0.582¢
(0.024)
Rail routed distances x Low-value goods -0.918%
(0.023)
Truck routed distances x High-value goods -1.926%
(0.010)
Truck routed distances x Low-value goods -2.582¢
(0.016)
Water routed distances x High-value goods -0.754¢
(0.074)
Water routed distances x Low-value goods -1.148%
(0.059)
Routed distances x Perishable goods -2.118%
(0.025)
Routed distances x Non-perishable goods -1.741¢
(0.010)
Air routed distances x Perishable goods -0.078
(0.069)
Air routed distances x Non-perishable goods -0.208%
(0.015)
Rail routed distances x Perishable goods -0.848¢
(0.042)
Rail routed distances x Non-perishable goods -0.743¢
(0.018)
Truck routed distances x Perishable goods -2.400¢
(0.024)
Truck routed distances x Non-perishable goods -2.108¢
(0.010)
Water routed distances x Perishable goods -1.072¢
(0.104)
Water routed distances X Non-perishable goods -0.983¢
(0.051)
Constant 13.003¢ 12.432¢ 13.044¢ 12.454¢
(0.062) (0.050) (0.064) (0.052)
Fixed-effects ikmt, jkmt ikmt, jkmt ikmt, jkmt ikmt, jkmt
Observations 333376 333376 333376 333376
Adjusted R? 04&53 0.682 0.660 0.679

Clustered standard errors at the jk-level are in parentheses.

¢ p<0.1, ® p<0.05, @ p<0.01
Notes: Years covered are 1997, 2002, 2007, 2012. All distances are in logarithm. All specifications include fixed effects (FE) as indicated
in the table. Estimates of FEs and controls are omitted for brevity.
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1.5.4 Estimates based on US State borders

Relating to the conclusion of the baseline results (table 1.7, column 7) in section 1.5.2, the
effect of domestic US State borders on trade may vary across different transport modes
as some mode-specific distance elasticities significantly change by adding a control for
intra-State trade. This section therefore investigates the heterogeneous effect of domestic
home bias effects by transport mode by controlling for ¢kt and jkt specific effects. Bilateral
fixed-effects would control for distance-related trade costs, such as informational frictions,
which may be higher for inter-State transactions. Yet, the additional control would absorb
the intra-State dummy — the variable of interest. However, informational frictions of sellers
and buyers will likely affect the mode of transport to the same extent. Table 1.10 shows
the results of separate OLS estimates for each of the four modes by including a dummy for
intra-State trade.

Column 1 presents the distance effect of air trade with a point estimate of —0.203 and a
statistically insignificant effect of intra-State trade. The results are in line with the descriptive
statistics highlighting that air trade is particularly conducted between US States rather than
within US States. Also, the coefficient and standard errors are very close to the results in table
1.7 (column 6: —0.205 and SE 0.015) which exclude the dummy in the baseline results. For
air trade, the results suggest that US State borders do not matter as an explanatory variable
for intranational trade.

Column 2 shows the results for trade by truck. The distance effect of —1.994 is close to
the point estimate in our baseline estimation including a control for intra-State trade with
—2.021 and the intra-State trade dummy is statistically significant and with 1.094 close to
the average home bias effect in our baseline specification (0.904 inl.7, column 7) suggesting
that intranational US State borders are relevant in explaining trade conducted over roads.

Column 3 presents the estimated distance effect for rail transport. The elasticity amounts
to —0.658 and is in the middle of the point estimates for rail distance in the baseline
specification in table 1.7 with (—0.566) and without (—0.762) intra-State control. The
coefficient of intra-State trade of 0.477 is statistically significant and below the mean effect
across all transport modes with a coefficient of 0.904 in the baseline specification (table 1.7,
column 7), suggesting that US State borders in rail transport matter but to a lower extent than
for trade over roads or waterways.

Column 4 shows the results of the distance effect on trade over US domestic waterways.
The point estimate of —(0.657 is slightly lower (in absolute terms) compared to the baseline
results (table 1.7, column 7) for trade by waterways (—0.713) across all transport modes
and the coefficient on intra-State trade is slightly higher with 1.082 compared to the mean
effect (0.904) in the baseline specification. The results suggest that State-borders matter
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for domestic maritime trade and even to a higher extent compared to other transport modes.
According to the descriptive statistics, 20 percent of trade value over waterways happens
within US States, particularly over waterways or coasts within US States, such as in Texas,
Louisiana or New Jersey. As such, State borders matter more for trade over waterways.

Overall, the results suggest that the magnitude of border effects varies across transport
modes where the effect is statistically insignificant for trade over airways and strongest for
trade over road by truck and over national waterways while trade by rail shows a domestic
border effect in the middle range.

Table 1.10 Estimates based on US State borders

(1) (2) (3) “4)
lan'jk,air,t lnXijk,truck,t lnXijk,miLt lan‘jhwater,t
Air routed distance, miles -0.203¢
(0.017)
Truck routed distance, miles -1.994¢
(0.009)
Rail routed distance, miles -0.658%
(0.023)
Water routed distance, miles -0.657¢
(0.079)
Intra-State trade dummy 0.019 1.094¢ 0.477¢ 1.082¢
(0.086) (0.050) (0.069) (0.170)
Constant 1.574¢ 14.604¢ 4.900¢ 3.323¢
(0.117) (0.063) (0.155) (0.534)
Observations 42871 243237 43249 4019
Adjusted R? 0.496 0.699 0.596 0.645

Standard errors clustered at the 7jk-level are in parentheses.

¢ p<0.1, b p<0.05, @ p<0.01

Notes: Years covered are 1997, 2002, 2007, 2012. All distances are in logarithm. All specifications include fixed effects (FE) as indicated
in the table. Estimates of FEs and of controls are omitted from the table for brevity. Standard errors, clustered by trading pair, are shown
in parentheses. ¢ p<0.1, ® p<0.05, ® p<0.01. In column (1) and (2), 102 observations were dropped from the estimation as they are either
singletons or separated by a fixed effect.

Source: Author based on FAF 4 BTS.

Worth repeating in this context, the data does not allow tracking the precise locations
within a US State. By using raw data files of the 1997 CFS trade flows detailing 5-digit ZIP
codes of origin and destination, Hillberry and Hummels (2008) show that domestic home
bias effects disappear. The authors’ results highlight that shipments within US State borders
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are in fact not significantly greater than across States, when controlling for shipment distance
at a very fine geographic grid. It would therefore be interesting to investigate whether this
paper’s mode-specific results still hold when considering routed distances at the 5-digit ZIP
code-level.

1.6 Conclusion

The internal geography of a country plays an important role in explaining trade costs and
trade patterns but has so far been less studied. The present paper investigates the effect of
distance-related transport costs on intranational US trade by drawing on the gravity model
of trade. A key feature of this work is the availability of routed distances in miles and trade
flows that vary, unlike in the traditional trade literature, by transport mode.

The paper’s findings highlight the importance of taking into account the transport sector in
estimating distance elasticities as traditional distance measures, such as great-circle distances,
tend to underestimate the trade effect. The transport sector is also relevant in international
trade. As Krugman (1991) once stated "[...] one of the best ways to understand how the
international economy works is to start by looking at what happens inside nations.". For
future work, it would be interesting to see the effect of a more precise distance measure such
as mode-specific routed distances on international trade.

The results furthermore emphasize the need to control for different categories of goods in
estimating the trade effect of distance as different commodities have different transport costs
related to the size, value or perishable nature of the good.

The main findings of this paper are of interest to policy makers and transport planners
alike. For instance, knowledge about the heterogeneous trade-effects of mode-specific
transport costs are useful in determining the best available transport-related project based on
its trade-effects (Wessel, 2019). In addition, the environmental impact of different transport
modes has to be taken into account in transport planning. As shown in Working Group III to
IPCC (2014) and Doll et al. (2020), rail and water transport have the lowest level of CO2
emissions per ton-kilometre while air and road transport have the highest levels. A shift
away from road and air transport towards rail and water transport is a necessary step towards
reducing the environmental impact of the transport sector. Not to forget the necessity of
improving greenhouse gas efficiency of all transport modes (ITF, 2022). Research shows
that freight rates and reliability of transport services are the major determinants of mode
choice in the US with truck transport featuring high reliability and shorter transit times
compared to rail transport (Holguin-Veras et al., 2021). However, policy interventions aiming

to alter the modal split in freight transport through e.g. subsidies, tax benefits, regulations
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or infrastructure provisions have been only partially successful, as discussed in ITF (2022).
A fuel tax on road transport to initiate a shift towards road seems inefficient against the
background of findings in Samimi et al. (2011). The authors show that even a 50 percent
increase in fuel costs would not lead to a significant shift between truck and rail transport in
US freight shipments. Further work has to be done to find effective solutions to reduce the
impact of transport on the environment.

Finally, an understanding of intranational transport costs are helpful to better explain
export performance of firms as producers are dependent on a well developed network to
transport goods to the country’s point of exit. In particular developing countries often feature
less-developed transport networks so that a more precise measure can capture transport-

related costs in a better way than traditional distance measures.
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Appendix

A.1 Standard Classification of Transported Goods

Table A.1 Goods description of SCTG 2-digits

1 Live animals/fish
2 Cereal grains
3 Other ag prods.
4 Animal feed
5 Meat/seafood
6 Milled grain prods.
7  Other foodstuffs
8 Alcoholic beverages
9 Tobacco prods.
10 Building stone
11 Natural sands
12 Gravel
13 Nonmetallic minerals
14 Metallic ores
15 Coal
16 Crude petroleum
17 Gasoline
18 Fuel oils
19 Coal-n.e.c.
20 Basic chemicals
21 Pharmaceuticals

Source: based on Statistics Canada.
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22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42

Fertilizers
Chemical prods.
Plastics/rubber
Logs

Wood prods.
Newsprint/paper
Paper articles
Printed prods.
Textiles/leather
Nonmetal min. prods.
Base metals
Articles-base metal
Machinery
Electronics
Motorized vehicles
Transport equip.
Precision instruments
Furniture

Misc. mfg. prods.
Waste/scrap

Mixed freight



A.2 Preparation of database

Standard Classification of Transported Goods (SCTG) Codes draw on the Harmonized
Commodity Description and Code System (HS) and define statistically significant categories

based on transport-relevant features, such as weight, value and transport distance to be used
for transport analysis (BTS (2012b)). Table A.1 shows SCTG with a description of goods.

A.2 Preparation of database

Data quality of non-contiguous US States and DC: [ exclude observations involving the
two non-contiguous US States Alaska and Hawaii as well as DC either as origin, intermediate
stop or destination, since their data has several inconveniences: Alaska’s reported domestic
distance includes partly distance travelled on Canadian territory due to geographical reasons.
For Hawaii around two-thirds of observations include an intermodal category of multiple
transport modes typically including combinations of ship and surface modes or truck and
rail, which makes it difficult to entangle the effect of individual transport modes on trade.! In
addition, several papers highlight data quality concerns in the CFS particularly for these two
US States and DC (Coughlin and Novy, 2021; Yilmazkuday, 2012) — as FAF data is based
on the CFS the authors’ recommendation provides another reason for excluding these two

non-contiguous US States and DC from the analysis.

Modal trade shares: As shown in Table A.2, the major four transport modes make up a
total of 85% in domestic trade. I exclude MMM and pipelines from the analysis because the
former one does not allow investigating the effect of individual transport modes on trade, and
the latter one transports very specific goods only so that modal substitutability are limited.

Isee Center for Transportation Analysis Oak Ridge National Laboratory (2015) for more information about
this intermodal category.
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A.2 Preparation of database

Table A.2 Trade share by mode of transport: raw data

Domestic mode year value domestic percent domestic
Truck 1997 8,567,939 77.4%
MMM 1997 1,267,010 11.4%
Rail 1997 467,409 4.2%
Pipeline 1997 406,414 3.7%
Air 1997 262,193 2.4%
Water 1997 92,346 0.8%
OoU 1997 3,589 0.0%
Truck 2002 9,453,507 79.3%
MMM 2002 1,278,904 10.7%
Pipeline 2002 430,470 3.6%
Rail 2002 398,703 3.3%
Air 2002 235,884 2.0%
Water 2002 117,037 1.0%
OoU 2002 3,635 0.0%
Truck 2007 10,863,175 74.6%
MMM 2007 1,843,876 12.7%
Pipeline 2007 1,057,161 7.3%
Rail 2007 451,888 3.1%
Water 2007 178,917 1.2%
Air 2007 157,515 1.1%
OoU 2007 4,974 0.0%
Truck 2012 10,208,792 73.7%
MMM 2012 1,729,457 15.6%
Pipeline 2012 1,127,013 10.2%
Rail 2012 409,004 3.7%
Water 2012 249,152 2.3%
Air 2012 128,651 1.2%
OoU 2012 1,025 0.0%

Note: MMM stands for multiple modes and mail, and OuA for unknown transport mode.
Source: Author based on FAF 4 BTS.

Deriving intranational routed distance: I derive absolute values for intranational routed
distance in miles from dividing ton miles by tons. All calculated distances fall in the reported
distance bands. This approach leads for intranational trade flows in the raw data to around
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A.3 Descriptive statistics

2.3% of observations with missing domestic distances because either kilotons, ton-miles or
both are zero.

To overcome the missing data problem, I derive mean distances through a four-steps
incremental imputation procedure for each trade flow (Table A.3). In each of the four
steps, I use asymmetric dyads, assuming that distances can vary between pairs ij and ji, and
symmetric dyads where distances for ij are equal to distances for ji.

First, I impute domestic mean distances by asymmetric dyad-mode-good-year combina-
tions (0 imputations) and symmetric dyad-mode-good-year combinations (0.8%); second,
by asymmetric dyad-mode-year combinations (1.3%%) and by symmetric dyad-mode-year
combinations (0.11% ), third by asymmetric dyad-mode-good combinations (0.05%) and by
symmetric dyad-mode-good combinations (0.01% ); fourth by asymmetric dyad-mode com-
binations (0.03%) and by symmetric dyad-mode combinations (0.0003%). This imputation
approach reduces the number of missing intranational distances to 2 (0.0006%) observations

for intranational trade flows.

Table A.3 Intranational trade flows: Missing domestic distances

Imputation steps asymmetric dyad symmetric dyad total dyad
A) dyad-mode-good-year % of raw data 0 0.8% 0.8%
B) dyad-mode-year % of raw data 1.3% 0.11% 1.4%
C) dyad-mode-good % of raw data 0.05% 0.01% 0.1%
D) dyad-mode % of raw data 0.03% 0.0003% 0.0%

Source: Author based on FAF 4 BTS.

The results highlight that by adding imputed observations in each step does not shift the
kernel density of the entire dataset. Instead, the imputed data follows the shape of the density

curve, therefore supporting the representativeness of the final dataset.

A.3 Descriptive statistics

Characteristics of unbalanced panel: As the number of observations drops significantly
between the panel years 1997 and 2002, I investigate the driving factor of this decline. Table
A.4 shows all origin-destination pairs (ij) per transport mode across years. While the number
of combinations remains the same for truck transport, 2,304, it declines for the remaining
three transport modes. Except for truck transport, the decline in the number of observations
is associated with a reduction in reported origin-destination paris, hence transport routes,

and/or changes in the number of traded commodity types.
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A.3 Descriptive statistics

Table A.4 Unbalanced panel: ij-combinations by transport mode across years
year | Air Rail Truck Water
1997 | 1993 1869 2304 466
2002 | 1902 1614 2304 239
2007 | 1773 1585 2304 271
2012 | 1872 1562 2304 333

Source: Author based on FAF 4 BTS.

Figure A.1 Observations by transport mode across distance bins
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